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Abstract

Computers are excellent devices for quickly solving mathematical problems and for memorizing an enormous extent of information. Nevertheless, the interaction between humans and computers still lacks intuition, because it is restricted to traditional input and output devices. This thesis focuses on augmenting traditional systems with aspects of interpersonal communication in order to resolve these shortcomings. It describes methods that robustly localize facial features, seamlessly track them through image sequences, and interpret facial expressions.

The general research statement of this thesis is that model-based techniques have great potential to fulfill current and future requests on interpreting images. Unfortunately, remaining challenges, such as the initial model parameterization, still present major obstacles to making these systems usable in real-world scenarios.

The contributions of my thesis are twofold: First, it shows that face model fitting algorithms benefit from well-defined color features that are able to distinguish between the different regions of a face, such as the skin, the lips, and the eyebrows. However, these parts have only slight differences in color and therefore, the decision criterion must be well chosen. The proposed approach adapts to the person and to the context first, and then classifies skin color via general purpose color classifiers. This procedure maintains real-time performance and obtains high accuracy, which makes it appropriate for a variety of applications such as face model fitting, gaze estimation, and facial expression recognition.

Second, this thesis focuses on fitting models to images by considering the objective function as the most important component involved. These functions are usually determined heuristically in a time-consuming and error-prone procedure that requires much domain-dependent knowledge. This thesis investigates and explicitly formulates inevitable properties of ideal objective functions. Furthermore, it proposes a methodology for learning objective functions from annotated example images while considering these properties. Therefore, the learned functions are approximately ideal as well. The benefits of this approach are that the crucial decision steps during function design are automated and the remaining manual steps require little or no computer vision expertise. This procedure lays the foundation for a general application of model-based image interpretation to real-world scenarios and it has therefore potential for commercialization.
Kurzfassung


Der Forschungsansatz dieser Arbeit betrachtet modellbasierte Techniken als fähig, aktuelle und zukünftige Anforderungen hinsichtlich der Bildinterpretation zu erfüllen. Ein heutiger Einsatz dieser Systeme wird unter anderem durch die schwierige initiale Modellparametrisierung verhindert.


Im Weiteren behandelt diese Arbeit das Einpassen von Modellen in Bilder und betrachtet dabei die Objective Function als die wichtigste beteiligte Komponente. Diese Funktionen werden gewöhnlich heuristisch in zeitintensiven und fehleranfälligen Arbeitsschritten bestimmt, die viel Fachwissen erfordern. Diese Dissertation untersucht und formalisiert zuerst die Eigenschaften von idealen Objective Functions. Es wird anschließend eine Herangehensweise vorgeschlagen, die Objective Functions mithilfe von annotierten Beispielbildern trainiert. Da dabei die idealen Eigenschaften in Betracht gezogen werden, verhält sich die gelernte Funktion auch annähernd ideal. Die Vorteile dieses Ansatzes zeigen sich darin, dass die ausschlaggebenden Designentscheidungen automatisiert werden und die verbleibenden Arbeitsschritte wenig oder
kein Expertenwissen benötigen. Diese Vorgehensweise bildet somit die Grundlage für eine allgemeine Anwendung von modellbasierter Bildinterpretation in realen Umgebungen und sie verfügt über ein großes Potential für den kommerziellen Einsatz.
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Chapter 1

Introduction and Motivation

Humans are able to communicate with each other without great effort. Analyzing human communication generates a splitting into so-called communication channels. Humans intuitively know how to utilize each of these channels and how to combine them reasonably, because they learn about this interaction scheme from the very beginning of their childhood. Therefore, we consider this interaction mechanism to be intuitive for humans. The communication channels comprise the auditory (hearing), the visual (sight), the tactile (touch), the olfactory (smell), and the gustatory (taste) channel, see Pürer et al. [118]. The participants of human communication handle each channel in the same way and therefore, these channels are bi-directional. Figure 1.1 gives an insight on this topic.

1.1 Multimodal Human-computer Interaction

Traditionally, the strengths of computers have been their ability to quickly solve mathematical problems and to memorize an enormous extent of information. Years ago, a small number of well-educated experts were able to handle these machines. Nowadays, computers and further electrical devices enhance our everyday life and support people at work as well as at home, e.g. they simplify long-distance communication and put new aspects to entertaining people. Nevertheless, these machines are still difficult to handle, because they are far from utilizing human communication mechanisms, i.e. using human communication channels. The exchange of information between humans and machines is usually achieved via a display and a number of buttons. People have to explicitly learn how to interact with each particular device. There-
fore, we consider this communication scheme neither intuitive nor human-like. Analyzing this communication scheme brings up a number of communication channels as well. Figure 1.1 illustrates these channels. A machine is neither capable of expressing nor of interpreting the information of certain communication channels. Communication over most channels happens to be uni-directional. This makes communication artificial, laborious, and non-intuitive. Figure 1.1 depicts the mechanism of this information exchange.

Due to frequent use, people gradually adapt to this interaction scheme, but seldom-accessed functionality requires reading the manual. Therefore, this way of interaction becomes tedious for experienced users and it may present a considerable obstacle for the average consumer.

Figure 1.1: The different communication channels that are used by humans and machines. Interpersonal communication involves all communication channels whereas human-computer interaction just supports particular communication channels to be used for a certain direction. Machines will need to express and interpret all of them in order to communicate properly.

Integrating the communication channels of interpersonal interaction into human-computer interaction will provide a more intuitive and more comfortable way of handling technical devices. Humans are aware of this communication scheme, because it is required for the communication with other people. They have learned about it from the very beginning of their childhood and are gradually adjusting it during their lives. Therefore, they are not urged to inform themselves about the various instructions for that are necessary to operate a specific device. In consequence, the user does not have to adapt to the machine any more. In this novel interaction scheme, the machine adapts to the human beings rather than the other way around.

For the benefit of natural interaction mechanisms engineers equip technical systems with sensors. This interaction scheme has been coined \textit{multimodal human-computer interaction}. Microphones determine spoken words, which are translated into commands to be executed by the system. Cameras perceive human bodies and faces and recognize their gestures, intentions, focus of interest, mood, and further related aspects.
As an essential part of multimodal human-computer interaction, the interpretation of facial expressions evolved to be an important research focus in the area of computer vision during the last decade, see Pantic et al. [116], Chibelushi et al. [21], Tian et al. [149], Cohen et al. [22], and Essa et al. [47; 46]. This thesis elaborates on the state-of-the-art of facial expression interpretation. It explains the design of these systems and describes sophisticated components developed so far. Based on this technology, it proposes a novel approach of two core components for fitting a face model to the camera image: extraction of skin-colored regions and the acquisition of robust objective functions. In order to prove the applicability in real-world scenarios, we built a proof-of-concept that combines state-of-the-art components with the algorithms contributed by us.

### 1.2 Problem Description

Model-based image interpretation contributes enormously to the promising approaches of automatically recognizing facial expressions. This image interpretation scheme is known to greatly facilitate the interpretation of real-world scenes in general. A deformable model stores a priori information about human faces. Fitting this face model to the camera image represents an intermediate step for facial expression interpretation. In a subsequent step, high-level descriptors are derived from the model parameters more easily, see Figure 1.2. This happens to be much more accurate than inferring the information directly from the image or from low-level image features.

Nevertheless, model-based image interpretation inevitably requires correctly detecting the model within the image and accurately tracking it through a sequence of images in real-time. This nontrivial task that has been coined model fitting, has not been sufficiently solved yet. With special focus on facial expression interpretation, this thesis addresses two issues of model fitting that it considers to be most important. These are the extraction of salient image features and the formulation of a robust objective function.

The task of fitting models to images relies on the extraction of salient image features that describe the correct model parameters more accurately than the plain image pixels. This improves the robustness of this task. Image features are appropriate if they correlate with the correct parameterization. In addition, the value of these features must be independent of side conditions as well. Skin color regions are considered to be salient features for fitting a face model to images. However, the feature extraction process must separate skin from very similarly colored
parts such as lips. The color of these regions is highly influenced by the characteristics of the image and the visible person, which represents a great challenge to designing robust decision rules. Facial expression interpretation demands sophisticated techniques that are both accurate and real-time capable.
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Figure 1.2: Fitting a face model to an image facilitates facial expression recognition.

The goal that model fitting follows is to find the model with the highest fitness to a particular image, i.e. matches the image best. An *objective function* determines a scalar value that describes the fitness. Therefore, the model fitting task is also formulated as a mathematical optimization problem. During the last decades, various fitting algorithms for determining precise model parameters have been devised. However, their accuracy relies on a well-specified objective function. It is a nontrivial challenge to set up calculation rules that derive a comparable value from the raw image data or low-level image features.

Currently, computer vision experts usually choose image features that they consider to be salient by hand. From these, the calculation rules of the objective function are composed manually. This approach requires expertise, but it also highly relies on intuition and therefore, it is considered to be rather an art than science [163]. Nevertheless, the obtained results are far from optimal and influence the involved fitting algorithm extremely. Furthermore, this methodology is not generally applicable and requires expertise both in computer vision and in the domain of interpreting the object.

### 1.3 Solution Outline

We approach the challenge of facial expression recognition via model-based image interpretation. In order to break down the complexity of the entire interpretation task, these systems consist of several components that calculate intermediate results, see Chapter 2. For more than a decade, a lot of research has been conducted for each part. We propose a solution for the
two previously stated shortcomings of model-based image interpretation. First, we robustly extract skin-colored regions from the camera image. Second, we automatically learn the objective function from manually annotated example images.

Skin color regions are considered to be salient for fitting a face model, because the borders of these areas are highly relevant for the position of a face model. The algorithms for extracting these regions must be both quick and accurate. Our solution first determines characteristics that describe the visible person and the image. Second, we adjust a general purpose skin color classifier to the obtained image characteristics. Machine learning techniques provide the calculation rules that are necessary for this specialization. Using a simple classifier, our solution provides high runtime performance and at the same time the adaptation turns out to be highly accurate.

In order to improve the accuracy of objective functions, we explicitly formalize the properties of ideal objective functions. We also state a concrete example of such an ideal objective function that bases on manually annotating the images with the correct model parameterization. However, we cannot apply this function to previously unseen images where the correct model parameters are unknown. Therefore, our aim is to approximate this objective function by machine learning techniques. The learning phase determines correspondences between a set of given image features and the result value of the ideal objective function and, in turn, it infers appropriate calculation rules. This approach enforces the resulting objective function to approximate the properties of an ideal objective function and turns the art of designing objective functions into a science.

For demonstration purposes, we implemented our algorithms in a proof-of-concept that is capable of facial expression interpretation.

1.4 Contributions

The achievements of this thesis are twofold, and contribute to model-based image interpretation with special focus on facial expression interpretation.

First, this thesis shows how to accurately extract skin-colored regions from a camera image for the benefit of face model fitting applications. The proposed skin color classification scheme provides more robustness than straightforward pixel-based color classifiers by preserving their runtime performance, because it adapts to the image conditions and to the visible person beforehand. Additionally, this approach is easily extendible to other scenarios that require distinguishing objects of similar color.
Second, this thesis elaborates on robustly fitting models to images by considering the objective function to be the most important component involved. It explicitly formulates properties that ideal objective functions have and proposes a methodology for approximating the result of these ideal functions. Therefore, this procedure enforces high accurate calculation rules. Since the chosen machine learning technique selects relevant image features only, the obtained objective functions have very fast runtime characteristics. The proposed approach is applicable to general scenarios, and does not require domain-dependent expertise. This ease-of-use and its relevancy for common model-based image interpretation challenges make it viable for commercialization.

1.5 Outline of the Thesis

The remainder of this thesis is organized as follows:

Chapter 2 introduces the concept of model-based image interpretation. It enumerates the components involved and explains their purpose and mutual interaction. Furthermore, it explains our proof-of-concept that is capable of fitting a deformable face model to images for the benefit of facial expression interpretation. It serves as a workhorse for explaining and testing our algorithms and achievements.

Chapter 3 illustrates current techniques that aim at extracting color features from the image. It describes our approach to robustly determine skin-colored regions by obtaining image-specific and person-specific characteristics first and then adapting a high-performance skin color classifier accordingly.

Chapter 4 identifies the shortcomings of the traditional approach to create objective functions by hand and it investigates the properties that ideal objective functions would have. Furthermore, it proposes a novel methodology for creating robust objective functions by learning them from annotated training images. It explains our procedure step by step, and it conducts comprehensive evaluations on the design and on the accuracy of the obtained objective functions.

Chapter 5 elaborates on facial expression interpretation by explaining its psychological and social background, by evaluating human accuracy on this task, and by explaining our approach on this topic. Our approach infers facial expressions from the model parameterization and from further image features. Finally, this chapter evaluates the results of our survey on human capabilities in recognizing facial expressions.
Chapter 6 summarizes the presented techniques and the achievements and points out their benefits for model-based image interpretation. Chapter 7 elaborates on the continuation within this research area.

Appendix B enlists and explains the mathematical notation that is used throughout the chapters of this thesis and Appendix A formally proves our statements about the ideal objective function, on which our contributions base.
Chapter 2

Model-based Image Interpretation

Image interpretation is an emerging field of computer science with widespread and beneficial applications within the industrial, medical, and military area. However, this challenge has not been solved adequately for real-world scenarios yet, because an object’s visual appearance varies significantly between different images. This challenges image interpretation systems, because they need to take all these variations into consideration.

The integration of models into the image interpretation task is considered to be highly promising for real-world scenarios. Great success in challenges such as facial expression recogn-

Figure 2.1: Model-based image interpretation splits the challenge of image interpretation into computationally independent modules. The upper right corners refer to the sections with detailed explanation.
inition, body posture detection, gesture recognition, have already been achieved by Tian et al. [149], Essa et al. [46], Grest et al. [61], Cohen et al. [22], Sebe et al. [131], and Blanz et al. [13]. We refer to this approach as \textit{model-based image interpretation} and describe the involved components in this chapter. Furthermore, we set up a proof-of-concept for facial expression recognition based on this approach and explain each involved component in detail.

Model-based image interpretation exploits a priori knowledge about the object, such as the geometry of its shape or the structure of its surface. A model represents this knowledge in an abstract manner. Models serve as an intermediate representation of the scene during the interpretation process. A set of model parameters allows variations to the model that comprise its deformation, texture, pose, position, etc. \textit{Model fitting} is the computational challenge of finding the model parameterization that describes the content of the image best [68]. This fitting procedure reduces the large amount of image information to a small set of parameters, which facilitates and accelerates further image interpretation.

Similarly, \textit{model tracking} represents the challenge of finding the best model parameters for a sequence of images. In this special case, the model parameters are precisely predicted, because the content of subsequent images does not change rapidly. Section 2.5 explains this issue in more detail. Nevertheless, model tracking is not handled explicitly by this thesis.

The scheme of model-based image interpretation facilitates the complex interpretation task by decomposing it into semantically and computationally independent components, see Figure 2.1. This methodology enables implementing each module with different and separate techniques. In contrast to considering raw image data, \textit{feature extraction} computes reliable feature values that are less noisy, enforce particular image structures, or transform the image into a different representation. The challenge of finding the correct model parameters is split up into computing a rough estimate by \textit{initialization} and precisely refining this estimate by \textit{model fitting}. This splitting is reasonable, because the two modules are provided with different information and therefore rely on different assumptions. The challenge of the former module is to locate the object without any prior knowledge of the current image and of the model parameterization. In contrast, the latter module assumes an approximately correct initialization of the model parameters and it has to refine these parameters. The \textit{objective function} computes a comparable value that indicates the fitness between a model parameterization and an image. This function is inherently required by any model fitting algorithm, but often specified implicitly. Finally, the \textit{interpretation} module infers the interpretation result from the model parameters. Note that concrete implementations of this image interpretation scheme often conduct further
Figure 2.2: Different two-dimensional models represented via a set of geometric primitives, a contour, or a textured region.
information exchange between the individual components; e.g. the interpretation does not rely on the model parameters only, but also takes image features into account.

From Section 2.1 to Section 2.6, we describe the components of model-based image interpretation in detail. Section 2.7 introduces our proof-of-concept that utilizes model-based image interpretation for facial expression recognition. It elaborates on the instantiation of each component using state-of-the-art techniques. Chapter 3, Chapter 4, and Chapter 5 explain our contributions to model-based image interpretation with particular focus on recognizing facial expressions. These are an adaptive skin color classification scheme, a novel methodology to create robust objective functions via machine learning techniques, and interpretation techniques.

2.1 Models

In computer vision, a model semantically represents particular aspects of a real-world object, usually in terms of the geometry of its shape and of the texture of its surface. Thereby, it focuses on the object’s characteristics that are significant for the interpretation task. Because of their various utilizations, different types of models have been developed, such as two-dimensional and three-dimensional models, contour and texture models, rigid and deformable models, etc. For a recent overview about models used for facial expression interpretation, we refer to Romdhani [123]. Furthermore, for the application of different face models to various interpretation challenges, see Basso et al. [4], Blake et al. [11], Blanz et al. [12], Cohen et al. [22], Dimitrijevic et al. [38], and Tian et al. [149]. Figure 2.2 illustrates various models that are defined by the contour of the object and the models in Figure 2.3 additionally focus on the texture of the surface.

A parameter vector $\mathbf{p}$ represents the current constitution of the model, which includes the position, the pose, the deformation, the texture, etc. The only legal manipulations to the model are modifications to this vector. A corresponding projection function $c(\mathbf{p})$ maps the parameterized model to the surface of the image. Depending on the type of the model, this function provides a set of feature points, a contour, a mesh, or a textured region. Thereby, a contour is defined as a set of contour points that are partially connected by lines, whereas a textured region is represented by a polygonal area that contains differently colored pixels whose color is specified by the model parameters.
Figure 2.3: Different three-dimensional models represented by a set of feature points, a mesh, and texture.
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2.2 Feature Extraction

The process of fitting a model to an image benefits from the extraction of salient image features. These features are intended to describe the location, the size, and the deformation of the object more precisely than the color values or intensity values of the image pixels. Features are appropriate if they correlate with the fitting result on the one hand and if they are invariant to side conditions that are not relevant to the fitting task on the other hand.

Throughout the history of mathematics and computer vision, researchers have developed various image features and image transformations. There are edge features [19; 133; 54; 117], corner features [70], color features [50], optical flow [20], smoothing operators, image transformation, wavelet transformations [35], Scale Invariant Feature Transform (SIFT) [103], Local Binary Pattern (LBP) [114], and many more. Researchers also refer to this computational step as low-level image analysis [40].

In the case of fitting a contour model to human faces, appropriate features are the location of the eyes, the corners of the lips, the skin-colored regions, etc. To some extent these features are invariant to side conditions of the fitting task such as the color of the iris, the ethnic group of the person, the presence of glasses, shadows, and noise. Section 2.7.2 describes Haar-like features as exemplary features that are known for their robustness and they are therefore commonly used for interpreting real-world scenes, as we do for facial expression recognition.

2.3 Initialization

The initialization step roughly estimates the model parameters for the image. This step is necessary, because the succeeding model fitting algorithm usually requires or at least performs more accurately having an estimate of the model parameters available. Nevertheless, a vague guess is sufficient, because model fitting will enhance the model parameterization. The particular challenge of this step is that no information about the object and the model parameterization is available beforehand. Therefore, the raw image data and the extracted image features are the only sources of information. This step is also referred to as model detection, model localization, or model extraction. Figure 2.4 depicts several results of locating a face, a car, etc.

Only a fraction of the model parameters is usually estimated by this phase, such as the position parameters. The remaining parameters are set to a fixed value. This step benefits from an accurate extraction of appropriate image features by the preceding feature extraction.
Section 2.4 Objective Function

Kadow [83]  Kruppa et al. [91]  Xu et al. [166]

Viola et al. [82]  Viola et al. [82]  Romdhani et al. [124]

Figure 2.4: Several examples for detecting the rough location of real-world objects. Note that most of the illustrated approaches just determine the location and the size of the visual object, whereas Viola and Jones [82] also determine the in-plane rotation (bottom row, left) and the out-of-plane rotation (bottom row, middle).

This step is often implemented with machine learning techniques. Calculation rules to determine the vector of model parameters are learned from annotated example images. Initialization algorithms for deformable models usually determine the translation parameters, the scaling, and the rotation, compare to Cristinacce et al. [32] and Gu et al. [63]. Since the deformation parameters and texture parameters are not considered, they are set to a predefined value.

2.4 Objective Function

Model-based image interpretation needs to determine the model parameter values that fit best to the content of the image. This task essentially requires a measure for the fitness between the model and the image. The objective function $f(I, p)$ formalizes and encapsulates this challenge. It gives evidence about how well the model parameterization $p$ fits to the image $I$. Depending on the context, the objective function is also known as the likelihood, similarity, energy, cost, goodness, or quality function. Depending on the definition, either its minimum or its maximum needs to be determined, because it exhibits the model parameters with the best fitness. In this
thesis, we consider the minimum to represent the best model fit, so the corresponding objective function suffices the definition of a cost function, not a similarity function. Note that this choice is arbitrary and does not affect the quality of our approach.

The precise analysis of the essential properties of a robust objective function represents a previously little attended part within the research field of model-based image interpretation. The robustness of the entire model fitting process depends on the accuracy of the objective function, because it is a fundamental component, on which all other steps are based. However, it is a nontrivial problem to find a particular function that solves this challenge accurately. Therefore, this thesis considers the objective function to be most important for the model fitting task and proposes a methodology to learn robust objective function from annotated training images.

Section 2.4.1 explains the approach of splitting the objective function into local parts, which reduces the complexity in creating these functions. In Chapter 4, we will illustrate the commonly conducted approach of manually specifying the calculation rules of these local objective functions, which is usually based on human intuition.

### 2.4.1 Local Objective Functions

In order to reduce the complexity, many researchers decompose the objective function $f(I, p)$ into several local objective functions $f_n(I, x)$. Among others, this approach is conducted by Cristinacce et al. [32], Cootes et al. [31], Romdhani et al. [123], Hanek [67], and Cohen et al. [22]. Each part corresponds to one feature point $c_n(p)$ of the model, with $1 \leq n \leq N$ where $N$ denotes the number of feature points. The result of the global objective function is the sum of the local function values, as in Equation 2.1.

$$ f(I, p) = \sum_{n=1}^{N} f_n(I, c_n(p)) $$  \hspace{1cm} (2.1)

These local functions evaluate the image content around the corresponding feature point and give evidence about the fitness between this feature point and the image data. The advantage of this partitioning is that designing local functions is more straightforward than designing the global function, because only the image variation in the vicinity of one feature point needs to be taken into consideration.

Referring to the literature mentioned above, local objective functions are widely used in current model fitting research. Chapter 4 will concentrate on local objective functions, and simply
refer to them as objective functions. The global objective function is always computed from them by applying Equation 2.1. We demonstrate how to obtain robust local objective functions via learning them from annotated example images. Therefore, our approach contributes to the approaches mentioned above.

The next section will describe that fitting a model to an image requires to determine the minimum of the objective functions. Thereby, the search on local objective functions $f_n(I, x)$ is conducted in pixel space $x \in \mathbb{R}^2$ for each feature point. In contrast, the search on the global objective function $f(I, p)$ is conducted in parameter space $p \in \mathbb{R}^P$. Here, $P = \text{dim}(p)$ denotes the dimensionality of the parameter space with $P \gg 2$.

2.5 Model Fitting

Model fitting searches for the model parameters that describe the content of the image best. Usually, the preceding initialization step provides this algorithm with a rough guess of the model parameters. Model fitting, in turn, refines these parameters in order to improve the fitness between the model and the image. This computational task is accomplished by searching for the model parameters that minimize the objective function. Model fitting algorithms are often executed iteratively.

Figure 2.5: Model tracking extends the scheme of model-based image interpretation depicted in Figure 2.1 with the tracking phase. The most notable aspect of this extension is that specific information about the model and the image sequence is reused for processing further images.
Similar to Hanek et al. [68], we categorize model fitting techniques into two groups: parameter-based model fitting and projection-based model fitting, see Figure 2.6. These two categories substantially differ in the way the optimal model parameters are searched and the thereby utilized search space. Section 2.5.1 and Section 2.5.2 will describe these categories in detail.

Model-based image interpretation often requires the fitting of models to a sequence of images rather than to individual images, e.g. for estimating the temporal alteration of the object’s position or constitution. Fitting algorithms would solve this challenge by fitting the model to each image individually. However, considering the information that is specific to an entire image sequence will greatly simplify and accelerate this task. Furthermore, the previously processed images allow an appropriate prediction of the model parameters for the current image. Therefore, this challenge is a specialization of model fitting and this thesis will refer to it as model tracking in order to distinguish both aspects. The simplest way to predict the model parameters is to consider the resulting parameters of the fitting step of the previous image appropriate for the current image. More sophisticated approaches integrate the Kalman-Filter [85] that is based on linear dynamical systems discretized in the time domain. Figure 2.5 shows how the tracking phase is integrated into the introduced scheme for model-based image interpretation. The meaning of the arrows is adopted from Figure 2.1.
2.5.1 Parameter-based Model Fitting

Parameter-based model fitting directly alters the vector of model parameters $p$ in order to find the model that describes the content of the image best. This challenge is equal to the mathematical issue of function minimization, for which a multitude of algorithms have been invented during the last 50 years. Unfortunately, exhaustive search is inapplicable to this issue, because the parameter space $\mathbb{R}^p$ is usually high-dimensional and real-valued. There thereby involved algorithms are roughly separated into two clusters, which differ in the aimed result of the computation. *Local optimization* aims at finding the local minimum by starting at a seed point, whereas *global optimization* aims at finding the global minimum within the entire parameter space.

The latter approaches are subdivided into deterministic and stochastic methods, see Hanek [67]. Deterministic methods require a discretization of the parameter space, such as dynamic programming [1] and other shortest path algorithms and Hough transform [72; 3]. The number of discretization levels represents a trade-off between the accuracy and the computational costs. Stochastic methods touch the parameter space in a random manner in order to find the desired model parameters. Well-known representatives are the Monte Carlo optimization, simulated annealing [11], or genetic algorithms. The former are also known as particle filters or condensation algorithm.

2.5.2 Projection-based Model Fitting

Projection-based model fitting conducts a three-step process in order to find the vector of model parameters $p$ that describe the content of the image best. First, the projection function $c_n(p)$ projects the model to the image plane, which usually results in a set of feature points, a contour, or a textured shape. Second, it optimizes the position of each component of the projection result separately, such as each contour point. This is achieved by moving it to a position that turns out to be the best position during a local search. The quality of each position is evaluated by the local objective function $f_n(I,x)$ of the corresponding feature point. In this case, the search space is two-dimensional for each feature point ($\mathbb{R}^2$) and therefore, exhaustive search is applicable within an appropriate vicinity of the feature point and a reasonable discretization. Note that the structure of the resulting feature points does usually not conform to the regulations of the model. Third, it approximates the model parameters from the relocated feature points in order to
re-establish the model’s structural conditions. These three steps are usually executed iteratively in order to both keep the model’s structural conditions and achieve an accurate fitness.

### 2.5.3 Discussion on Model Fitting Approaches

Since the parameter-based and the projection-based model fitting approach substantially differ in the computational procedure the obtained fitting results also differ with respect to their accuracy. It is often hypothesized that the parameter-based approach may give more accuracy, because it directly derives the model parameters from the content of the image. However, it is more difficult to set up an objective function whose properties specifically support the requirements of this approach. In contrast, projection-based model fitting gradually decreases the accuracy of the result during the execution of its three steps. Nevertheless, this approach is more straightforward and more practicable and is therefore applied by many researchers as well, such as Gu and Kanade [63], Cootes et al. [28], Ginneken et al. [55], and Stegmann et al. [143]. Our proof-of-concept that we describe in Section 2.7 also integrates this technique. In literature, it is often referred to as approximation or optimization. Section 4.4 formulates two properties that the involved objective functions should have in order to optimally support the procedure of projection-based model fitting.

Finally, we would like to emphasize that an optimal implementation of both approaches will deliver the same result, which is the perfectly fitted model. Note that parameter-based model fitting is able to apply global objective functions as well as their splitting into local parts as it is described in Section 2.4.1. However, projection-based model fitting approaches inherently require local objective functions.

### 2.6 Interpretation

As the final computational step of model-based image interpretation, the interpretation module calculates the interpretation result. It is provided with the parameters of the model that has been correctly fitted to the image in the course of the preceding computation. Since these parameters describe the specificities of the visible objects they represent an appropriate information cue. In contrast, directly interpreting the scene from the enormous amount of image data or low-level image features would be more difficult and result in very low accuracy. This challenge holds
particularly true for real-world image interpretation, where much more side conditions affect the image than in industrial scenarios or in a laboratory environment.

The interpretation module is usually implemented with machine learning techniques. Humans annotate example images or image sequences with the desired interpretation results and training algorithms derive calculation rules that are capable of inferring the interpretation result from the model parameters. Nevertheless, this module often considers raw image data and low-level features as well in order to further improve its prediction accuracy. Making the calculation of these additional features depend on the model parameterization as well will increase their correlation with the interpretation result and, in turn, improve the accuracy of interpretation.

Facial expression recognition serves as a good example for model-based image interpretation. Chapter 5 proposes our approach to interpret facial expressions. Furthermore, it will demonstrate the applicability of our proof-of-concept by interpreting further information.

Figure 2.7: Our proof-of-concept that aims at facial expression recognition is based on model-based image interpretation. Referring to the scheme in Figure 2.1, each involved component is instantiated by specific implementation.

2.7 Proof-of-concept for Facial Expression Interpretation

Facial expression recognition systems are widely designed as model-based image interpretation systems [107; 84; 94]. We utilize an implementation of this concept in order to explain the insights of this thesis. This section illustrates the modules of this proof-of-concept. Figure 2.7
Chapter 2 Model-based Image Interpretation

denotes the sections and chapters that elaborate on each component. Our proof-of-concept makes use of a deformable face model, because of the various constitutions of a human face that arise from muscle activity. The model’s parameters give evidence about the constitution of the face. This correlation greatly facilitates to infer facial expressions. Skin color is extracted from the image, because it represents an important information cue. We teach the objective function to consider skin color in order to determine the current fitness of the model. The Viola and Jones face locator reliably determines the position and the size of a face visible in an image.

From Section 2.7.1 to Section 2.7.3, we describe state-of-the-art components that are integrated into our proof-of-concept. Chapter 3, Chapter 4, and Chapter 5 describe our contributions to this challenge.

![Figure 2.8](image_url)

**Figure 2.8:** Our proof-of-concept utilizes the face model of Hansen [69] that consists of $N=134$ contour points. The function $c_n(p)$ computes the location of the $n^{th}$ contour point from the model parameters $p$.

### 2.7.1 Point Distribution Model

Facial expression recognition requires a model of a human face that is aware of representing the different facial constitutions that arise from muscle activity. The challenge of modeling these non-rigid deformations has been greatly approached by statistically analyzing numerous example images that show different facial constitutions [12; 4; 62; 107].

For this challenge, Cootes et al. [28] introduce Point Distribution Models (PDM) that are created from $N$ feature points whose location is manually landmarked in example images. The
Section 2.7

Proof-of-concept for Facial Expression Interpretation

Figure 2.9: Some of the main deformations of the statistical face model [69]. Each row illustrates the deformation that arises from changing one specific principal component only. The changes are applied to $-2\sigma..2\sigma$. The deformations turn out to be highly semantic human motions as indicated below the images.

amount of correlation between the locations of two feature points is statistically described. Principal Component Analysis (PCA) figures out the main deformations of the entire contour. In order to visualize a model instance a vector of deformation parameters $b$ indicates the amount of each deformation. Therefore, the model parameters $p = (t_x, t_y, s, \theta, b)^T$ consist of the model’s translation $t_x$ and $t_y$, scaling $s$, rotation $\theta$, and deformation vector $b$. The corresponding projection function $c(p) = \{c_1(p), ..., c_N(p)\}$ is assembled from the result of $N$ subordinate functions $c_n(p)$ and delivers a set of $N$ feature points.

Our proof-of-concept uses the Point Distribution Model of a human face proposed by Hansen [69], see Figure 2.8. This face model consists of $N=134$ contour points, which are located at the contour lines between the facial components. Therefore, these points are partly connected with lines for visualizing the contour of the face. We will refer to them as contour points, in the following. Figure 2.9 illustrates the main deformations that PCA determined from the training images. This thesis will use this face model in order to explain its contributions.
2.7.2 Haar-like Features

Haar-like image features indicate both smooth and abrupt transitions between differently colored regions. There are different styles of Haar-like features and each of them is able to detect a certain type of transition between two differently colored regions. Figure 2.10 illustrates the basic set of features as it is used by Lienhart et al. [99] for object detection. These features are calculated at a particular location with a particular size from an image. Haar-like features have proven to be excellent features for interpreting real-world images, because they are quickly computed from the image data and they are robust towards noise [154; 155; 82; 99]. Their name relates to the similarity to the basis functions of the Haar wavelet [64]. Within our proof-of-concept, they are utilized by the object detection algorithm of Viola and Jones [154] that will be explained in Section 2.7.3. Furthermore, our novel methodology for fitting models to images makes use of a previously learned set of Haar-like features, see Chapter 4.

Figure 2.10: The basic set of Haar-like image features as it has been used by Lienhart et al. [99]. These features are robust towards noise and they are calculated quickly using the integral image representation.

Haar-like features consist of several adjacent black and white rectangular regions. Their value is calculated by subtracting the sum of the pixel intensities within the black regions from the sum of the pixel intensities within the white regions. The features depicted in the first row of Figure 2.10 are capable of detecting a transition between two regions with different color. Applying the feature to the entire image indicates this transition with an extreme value. The different features are able to detect differently shaped transitions, such as horizontal, vertical, or...
diagonal transitions. Figure 2.12 in Section 2.7.3 depicts several Haar-like features at different locations and sizes within a human face that are of an extreme value.

Haar-like features are rapidly calculated from the integral image $I$ of an image $I$. Every pixel of the integral image $I(x, y)$ is defined to contain the sum of intensities of all pixels $I(x', y')$ in the image located within the rectangular region between the origin of the image $I(1, 1)$ and $I(x, y)$, see Equation 2.2.

$$I(x, y) = \sum_{1 \leq x' \leq x, 1 \leq y' \leq y} I(x', y') \quad (2.2)$$

$$\sum_{x_1 \leq x \leq x_2, y_1 \leq y \leq y_2} I(x, y) = I(x_2, y_2) - I(x_1, y_2) - I(x_2, y_1) + I(x_1, y_1) \quad (2.3)$$

Any Haar-like feature requires summing up the pixel intensities within a certain rectangular regions. These sums are calculated in constant time using a small number of basic arithmetic operations. Equation 2.3 describes how to calculate the sum of all pixel intensities within one rectangle. Note that the integral image has to be computed only once from the camera image.

Figure 2.11: ROIs that are considered to contain the object must be accepted by the entire cascade of simple classifiers, see Viola et al. [82].

2.7.3 Object Detection by Viola and Jones

Viola and Jones [154] introduce a visual object detection framework that processes images very quickly while achieving high detection rates. It determines the location and the size of an object visible in the image and propagates this information in terms of a rectangular bounding box. Many model-based image interpretation systems integrate this algorithms for initialization and
they directly derive the model’s position parameters from its result, see Cristinacce et al. [33; 32], Yunus et al. [127], Song et al. [138], Huang et al. [75], Wang et al. [156].

This approach determines whether or not a rectangular region of interest (ROI) contains the expected object by evaluating a cascade of previously determined features within this ROI. This statement is evaluated for ROIs at any location and any size within the image. Thereby, the object detector makes use of Haar-like features, which are explained in Section 2.7.2, because they are descriptive on the object’s appearance and they are computed very quickly.

An extensive training phase selects a small set of Haar-like features that are relevant for accepting or rejecting the ROI. Despite of its simplicity and its high performance, this classifier is weak and it cannot determine the object very well. Therefore, Viola and Jones combine these simple classifiers in a cascade. Boosting algorithms combine many weak classifiers in order to build a strong classifier, see Figure 2.11. Once a ROI has been discarded no further processing takes place, otherwise the next weak classifier of the cascade is applied. The ROI is considered to contain the object if it passes the entire cascade successfully. Viola and Jones apply the AdaBoost algorithm [52] for learning the cascade.

Figure 2.12: The predominantly used Haar-like features for detecting human faces are located at the eyes and the nose, see Viola et al. [154].

Viola and Jones demonstrate the benefit of their approach in the domain of face detection. Figure 2.12 illustrates the use of Haar-like features for determining whether a certain ROI contains a human face or not. This figure depicts the two highest weighted weak classifiers resulting from applying the AdaBoost algorithm on numerous training images. The first feature indicates the horizontal region containing the eyes, the nose, and the cheeks. The upper part of this region is usually darker than the lower part containing specularities on the cheeks. The second Haar-like feature measures the difference in intensity between the eyes and the bridge of the nose, which is also intended to deliver an extreme value in case the search window contains a face.
The trained frontal face detector runs at 15 frames per second on a standard desktop computer, which makes it suitable for real-time applications.

Our proof-of-concept uses this implementation for obtaining a ROI around a face within the processed image. Furthermore, the adaptive skin color classifier determines the image-specific characteristics via this face locator, see Chapter 3.

2.8 Related Work on Model-based Image Interpretation

Model-based image interpretation has proven to greatly support the interpretation of real-world images. Examples are facial expression recognition [22; 149; 47], hand gesture recognition [71; 140; 112; 88; 79; 37], human posture recognition [16; 121; 122], as well as interpreting traffic scenes [51]. Furthermore, medical applications use this approach to enable an automatic interpretation of image data, such as computer tomography or magnetic resonance volume scans as well as X-ray and ultrasound images, see for example Stegmann et al. [144; 145], Cootes et al. [30; 29], and Ginneken et al. [56].

A generally applied technique in model fitting is specifying the feature points in a reference image and establishing correspondences to the same feature points in further images. These approaches usually consider rigid and artificial items and make use of three-dimensional models [132; 7]. In opposite to the faces of different persons, the texture in the vicinity of the feature points does not change substantially. Therefore, the specification of only one reference image is sufficient. A scalar-valued function is applied to the current image and its local extrema are considered to represent the locations of the searched feature points. A common example for these functions is the Laplacian Of Gaussians filter (LoG), which highlights areas of rapid intensity change and is therefore predestined for edge detection and corner detection [151]. The challenge is to establish the correspondences between the obtained extrema and the model’s feature points. Novel methodologies that base on machine learning techniques recently achieved promising results [95; 15]. Similar to the approach that we propose in Chapter 4, a likelihood function is learned from the content of the image around the feature point. In contrast to our approach, these algorithms do not intend to find the best position within the vicinity of a feature point, but they intend to find the best correspondence between the feature points and a set of extracted points.

Gu et al. [63] search the individual points of their three-dimensional model by matching small patterns to the image. The objective function represents the error between the pattern
and the underlying image content. Downtown et al. [40] extract line segments from the camera image in order to fit a human upper body model that consists of connected cylinders. They design their objective function such that the rectangular projection of the model’s cylinders best match the lines extracted from the image. Their intuitively designed calculation rules consider the length and the orientation of the lines in the image and compare this information to the projected rectangles.

Cristinacce et al. [33] use the Viola and Jones object detector in order to determine the translation, scale, and rotation of their deformable texture model for human faces. Michalowski et al. [110] integrate the face detector as part of their multimodal person tracking system that focuses on classifying the attention of humans. Mählisch et al. [105] train this object detection scheme themselves in order to localize pedestrians on infrared images. Viola et al. [155] also apply their object detector to outdoor scenes in order to locate pedestrians. Their extended version considers both information about motion and texture.

As described in Section 2.3, the initialization phase determines the model’s position parameters approximately correct and expects the subsequent fitting algorithm to deform it correctly as well. Unfortunately, fitting algorithms tend to get stuck in local minima of the objective function if the correct model parameters differ too much from this parameterization. In order to improve the rough estimation of the initialization step, Li et al. [98] propose to approximately deform the shape during this initialization phase as well. Thereby, they compute a rough guess for the opening of the mouth. Haar-like image features represent the input data and linear regression delivers the deformation rules. This additional estimation of deformation parameters improves the accuracy of the initial guess of the model parameters. Still, the result of this technique has to be improved by a succeeding fitting algorithm. Their evaluation proves that the subsequent model fitting step works more robustly using this approach.

2.9 Summary on Model-based Image Interpretation

Correctly understanding the content of images and the content of further sensor data will be essential for leveraging intelligent devices in future times. Model-based techniques make image interpretation feasible for various applications in real-world scenarios. This thesis elaborates on fitting a deformable face model to images in order to recognize facial expressions. However, the techniques involved will facilitate interpretation tasks for further applications as well.
The parameters of an accurately fitted model describe the constitution of a visible object, which simplifies the subsequent interpretation task. Since it is a nontrivial challenge to accurately fit a model to an image, this process is generally subdivided into several computationally independent steps. Each component acts on particular assumptions and computes a specific part that is necessary to the entire interpretation task. As we describe in this chapter, researchers have developed a plenitude of sophisticated techniques for each component during the last decade. Because of the tight interconnection between the individual components, the weakest link of the interpretation process limits the accuracy of the entire system. The inaccuracies even sum up during the course of the computation. These aspects represent the Achilles heel of model-based image interpretation techniques and therefore, this scheme is not widely applied to current interpretation systems.

Nevertheless, research on the individual components of model-based image interpretation has recently made great progress during the last few years, most notably the quick and accurate object locator proposed by Viola and Jones [154] and the statistics-based deformable models for shape and texture proposed by Cootes et al. [31]. These achievements make model-based techniques viable for challenging applications, such as the interpretation of facial expressions, the recognition of a human body’s posture, and gesture recognition.

Various fields of research and engineering consider a component termed *model* and integrate it as an inevitable module of their task. As explained in this chapter, geometric models facilitate the interpretation of objects in images for computer vision applications. For designing the structure of databases, entity-relationship-models describe the organization of the storage space and the relationship between the stored data atoms. In software engineering, the Unified Modeling Language (UML) facilitates the construction of a large software project by denoting the involved entities, their functionality, and their mutual interaction. In regression analysis, a model describes an enormous amount of discrete data in a semantic way.

As the common ground of these different kinds of models, they aim at reducing the numerous degrees of freedom of the user’s or the program’s task. This is achieved by integrating predefined or previously known information. Computer vision models reduce the amount of possible interpretation results to the ones with a predefined shape or texture. This knowledge restricts the search space, e.g. the nose is always located between the eyes and the mouth. The search in databases has to be conducted in a specific scheme defined by the model, which facilitates and accelerates its execution. The components of a software projects only communicate in the way defined by the model. These regulations prevent from unexpected side effects, which
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accelerates and simplifies the designer’s task. Regression analysis reduces an enormous amount of data to a small set of highly descriptive model parameters. This point-of-view is most related to model-base image interpretation. Note that a reasonable design of these models is crucial for obtaining precise results.
Chapter 3

Adaptive Skin Color Extraction

In real-world scenes, color is an important information cue that makes objects distinctive from their surroundings. Therefore, the feature extraction module of model-based image interpretation systems whose use has been described in Section 2.2 is often capable of extracting color features from the image. For the benefit of face model fitting applications the features skin color, lip color, tooth color, and hair color describe the location and the geometric shape of human faces and their parts well. Figure 3.1 illustrates that the skin color region clearly borders the eyes, the lips, the eyebrows, the hair, and the background. Skin color classifiers are the computational modules that determine for every pixel whether it is skin-colored or not and assemble this information to the skin color image, which is depicted in the lower row of Figure 3.1.

![Figure 3.1](image)

Figure 3.1: Considering skin color facilitates fitting a contour model, because the color transition of the skin color image (lower row) indicates the contour lines very well.

Nevertheless, extracting this information from real-world images robustly represents a challenging task. The reason is that specific characteristics that are related to the context conditions,
the image, and the visible person vary skin color significantly, such as illumination conditions, camera type, camera settings, the person’s tan, and the person’s ethnic group. Since skin color looks differently throughout different images, it occupies a large cluster within color space. Because of its size, this cluster also contains the color of several other objects. In contrast, these image characteristics are fixed considering one single image only. Therefore, all skin color pixels look similarly and skin color occupies a much smaller and more compact cluster, which facilitates skin color classification.

The proposed approach exploits this coincidence by a two-phase approach. First, it determines the characteristics of the image and adapts a general purpose color classifier accordingly. Second, it extracts the skin color pixels with this adjusted classifier, which delivers highly accurate results. The contributions of this approach to color classification are as follows:

1. It determines the image-specific and person-specific characteristics automatically.
2. It adapts general purpose skin color classifiers to images using these characteristics.
3. Its high accuracy and its high speed turn it appropriate for real-world applications.

In the remainder of this chapter, we proceed as follows. Section 3.1 gives a comprehensive overview and categorization of related work in the area of skin color classification and elaborates on the advantages and shortcomings of either technique. Section 3.2 explains the entire procedure and its components of the proposed approach. Section 3.3 shows the purpose and the generation of the skin color mask. Section 3.4 formulates the image-specific and person-specific characteristics that are responsible for the variations of skin color. Furthermore, this section explains how to determine this information automatically. Section 3.5 introduces three general purpose skin color classification techniques and adapts them via the image-specific and person-specific characteristics. Section 3.6 experimentally evaluates the achievements of the proposed approach.

### 3.1 Overview of Skin Color Classification

Skin color represents an important source of information to various computer vision applications and therefore, a lot of research is conducted in this area. Vezhnevets et al. [152] give a comprehensive overview of recent work within that area describing common color spaces and categorize the detection techniques.
3.1.1 The Normalized RGB Color Space

It is commonly agreed that the RGB color space is not appropriate to describe skin color [152; 18; 169; 139; 115; 167]. In this representation, skin color occupies a large and incompact cluster, which is likely to overlap the color of other objects. A common way to cope with this shortcoming is to switch over to the normalized RGB color space (NRGB), which uses the proportional rate of each component of RGB, see Equation 3.1. In most literature, such as in the references mentioned above, \( b \) is omitted, because it can be calculated from the other components. In this thesis, the color vector \( \mathbf{c}_x = (r, g, base)^T \) denotes the color of a pixel \( x \) in the NRGB color space.

\[
\begin{align*}
base &= R + G + B \\
r &= \frac{R}{base} \\
g &= \frac{G}{base} \\
b &= \frac{B}{base}
\end{align*}
\]  

(3.1)

3.1.2 Categorization

Skin color classification techniques differ by their accuracy and their runtime performance. This is directly related to their memory consumption. Vezhnevets et al. categorize state-of-the-art techniques as Non-parametric skin color distribution modeling (NSDM), Parametric skin color distribution modeling (PSDM), and Explicit definition of the skin color cluster (EDSC).

NSDM specifies for every color in color space individually, whether or not it represents human skin. This technique is often referred to as Skin Probability Map (SPM), which assigns a probability value to each point of a discretized color space. These algorithms perform at very high speed, but they require an enormous amount of memory space for storing the map that contains the color-to-class decisions. Using a three-dimensional color space such as RGB, HSV, or NRGB and discretizing each dimension to 256 entries, the required memory space amounts to \( 256^3 \approx 1.7 \cdot 10^7 \) bits. These entries represent the color-to-class decision rules. They are usually set up beforehand by learning them from comprehensive training data. Their accuracy relies on this training set.
In order to reduce memory requirements common approaches subdivide the three-dimen-
sional color space into larger clusters or consider a two-dimensional color space. Unfortu-
nately, both solutions badly affect runtime performance and accuracy [17; 58].

PSDM expects skin color to be located within a cluster within color space, which has a
specific shape, such as an ellipsoid or a cuboid. The shape and the location of this cluster are
defined by a set of parameters. The required memory is limited to these parameters. Execution
time rises, because the extent of the cluster has to be computed before classification. Furth-
ernore, the accuracy decreases, because the true color distribution in the multi-dimensional color
space is not modeled exactly, but approximated by the shape of the cluster. The existence of an
easy and highly descriptive shape for the skin color cluster highly depends on the chosen color
space. Common approaches model skin color distribution via a single Gaussian or a mixture of
Gaussians [81; 74].

EDSC uses a set of rules that explicitly define the shape of the skin color cluster. Memory
requirements are limited by the extent of the chosen rules. The challenge is to find adequate
decision rules. Most often, this task is accomplished by rule induction algorithms that learn the
rules from an annotated training set. Accurate rules often rely on features that are well associ-
ated with skin color. Gomez et al. [59] propose a rule induction mechanism that creates new
features by mathematically combining the features of the three-dimensional color space RGB.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>runtime</th>
<th>precision</th>
<th>memory requirements</th>
<th>depending on color space</th>
<th>size of training set</th>
<th>presumptions to specify manually</th>
<th>further applicability</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSDM</td>
<td>+++</td>
<td>+++</td>
<td>- - -</td>
<td>-</td>
<td>very large</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>PSDM</td>
<td>+ ²</td>
<td>+</td>
<td>+++ ²</td>
<td>+++</td>
<td>moderate</td>
<td>shape of color cluster</td>
<td>adapt shape of cluster</td>
</tr>
<tr>
<td>EDSC</td>
<td>+ ³</td>
<td>++</td>
<td>+++ ³</td>
<td>++</td>
<td>moderate</td>
<td>none</td>
<td>none</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of state-of-the-art color classification schemes.

Referring to this categorization, we set up Table 3.1 that compares the most important fea-
tures of either technique. Assuming a huge and representative training set NSDM is the most
accurate approach, because it is suitable for any distribution of skin color and does not depend
a lot on the chosen color space. PSDM assumes the skin color cluster to have a certain shape,
which does not represent the correct color distribution due to simplifications. EDSC approx-

---

1e.g. $1.6 \cdot 10^7$ bits for entire RGB
2depends on shape of cluster
3depends on accuracy of rules
imates the color distribution more correctly, because the rule induction algorithm learns the skin color cluster from training data. Nevertheless, it is possible to convert both PSDM and EDSC into NSDM in order to adopt its runtime performance. Hereby, each entry of NSDM’s color space is considered separately and assigned the result that the evaluation with PSDM or EDSC delivers. Note that this conversion does not improve the accuracy of skin color detection achieved by PSDM or EDSC.

Vezhnevets et al. state a further technology, which does not allow for a direct comparison, because its classification process adds dependency to further features. They call this adaptive approach, dynamic skin color distribution modeling (DSDM) and it extends PSDM and EDSC. These classifiers additionally consider context conditions of the processed image rather than on the pixel’s color only, such as camera settings, illumination, and the characteristics of the visible person. In consequence, the shape of PSDM or the rules of EDSC are adapted to the processed image, which improves the skin detection accuracy. Soriano et al. [139] define their skin color cluster within the chromatic color space. Its shape looks like the crescent of the moon and they call it skin locus. The shape’s geometry is camera-specific, but they do not provide a mechanism that automatically determines the skin locus. Furthermore, the skin locus does not take person-specific characteristics into account.

Our approach described by this chapter contributes to the category DSDM. It demonstrates the specialization of classifiers both of type PSDM and EDSC to the image. We show that the achieved classification accuracy is superior to the same approaches without adaptation.

### 3.2 Overview of Our Approach

Skin color classifiers specify a skin color cluster within a particular skin color space in order to determine whether a pixel is skin-colored or not. If they do not consider image-specific characteristics this cluster is very large, which reduces the classification accuracy. A more accurate detection of skin color requires taking these characteristics into account by adapting the skin color cluster accordingly. This approach is capable of distinguishing skin color from very similar color, such as lip color. Humans often adapt skin color classifiers manually. They repeatedly specify the parameters of the skin color classifier until they find the achieved classification result satisfactory. Nevertheless, most face interpretation systems must run without manual interference.
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Figure 3.2: Our approach contributes to the feature extraction phase of model-based image interpretation, see Figure 2.1. Its adaptation phase conducts the specialization of the classifier and the application phase determines the skin color pixels. The upper right corners of the components denote the section that elaborates on it. Note that the result of the face detection component may be reused later during the initialization step of model-based image interpretation.

The proposed approach automatically obtains image-specific characteristics and adapts a skin color classifier accordingly. It consists of two phases that are illustrated in Figure 3.2: the adaptation phase and the application phase. Note that model-based image interpretation techniques will apply the proposed color classifier during their feature extraction. Therefore, Figure 3.2 refers to Figure 2.1 in order to emphasize this relation.

The adaptation phase determines image-specific characteristics and adapts a skin color classifier via the following four steps: First, it computes the rough location and size of the visible face with a high-level face locator. This information is represented as a rectangle, which we will call region of interest (ROI). Our proof-of-concept integrates the commonly used face locator of Viola and Jones that is described in Section 2.7.3. Nevertheless, any other approach that is capable of obtaining such a ROI can be used as well. Second, a previously learned mask that is tailored to the face locator extracts a small number of pixels from the ROI. Since the mask is learned such that these pixels are skin-colored, we will call it skin color mask. Third, our
approach computes descriptive values from these skin color pixels. These values describe skin color as it is visible in the image and therefore, we will call them *image-specific characteristics*. Fourth, a skin color classifier is adapted to the image via these characteristics.

The *application phase* computes the skin color image by applying the previously adjusted skin color classifier to the image.

Note that the adaptation phase must only be executed for the first image of an image sequence, as long as the image conditions do not change drastically. Therefore, the runtime performance only depends on the application phase that therefore demands for a very simple and quick algorithm. Since our approach is independent of the utilized skin color classifier, it satisfies this demand.

### 3.3 The Skin Color Mask

The skin color mask is a two-dimensional matrix that specifies the probability of skin color for each pixel within the ROI. It is learned from training images that are annotated with the skin-colored regions. For each of these images, the ROI is determined by a face locator. Runtime performance is increased by only considering the mask’s probability entries that exceed a given threshold value. Figure 3.3 illustrates this training procedure in detail. As the construction of the skin color mask involves a face detector, it is specific to this face detector.

![Diagram](image)

**Figure 3.3:** Learning the skin color mask is specific to a particular face detector.

In our proof-of-concept, we gather a set of $K$ training images that originate from various web pages and the TV and we manually specify the skin-colored regions. The images show different illumination conditions, arbitrary background, and the visible persons have different age and belong to different ethnic groups. The skin color mask $M$ is an $n_1 \times n_2$ matrix with the entries $m_{i,j} \in [0..1]$. In our proof-of-concept, we take $n_1 = n_2 = 24$ as a reasonable compro-
mise between accuracy and runtime performance. We apply the face detector to each image and obtain a region of interest \( \text{roi}_k \), which is divided into \( n_1 \times n_2 \) cells \( f_{k,i,j} \) with \( 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \). The likelihood for skin color within the cell \( f_{k,i,j} \) is expressed by the value \( s_{k,i,j} \), see Equation 3.2. We calculate the value of each entry \( m_{i,j} \) by Equation 3.3 as the mean of all \( s_{k,i,j} \).

\[
\begin{align*}
s_{k,i,j} &= \frac{\text{number of skin pixels in } f_{k,i,j}}{\text{total number of pixels in } f_{k,i,j}} \quad (3.2) \\
m_{i,j} &= \frac{1}{K} \sum_{k=0}^{K-1} s_{k,i,j} \quad (3.3)
\end{align*}
\]

### 3.4 The Image-specific Characteristics

This thesis utilizes the NRGRB color space in order to formulate image-specific and person-specific characteristics. They give evidence about the appearance of skin color within a particular image and they are represented by the Gaussian distribution of the skin color visible in the image, i.e. the mean \( \bar{\mu} \) and the covariance matrix \( \bar{S} \). Equation 3.4 and Equation 3.5 depict their calculation from the set \( P \) that contains all skin color pixels within the image. Note that \( P \) must be manually specified.

\[
\bar{\mu} = \frac{1}{|P|} \sum_{x \in P} c_x = \begin{pmatrix} \bar{\mu}_r \\ \bar{\mu}_g \\ \bar{\mu}_{\text{base}} \end{pmatrix} \quad (3.4)
\]

\[
\bar{S} = \frac{1}{|P|-1} \sum_{x \in P} (c_x - \bar{\mu})(c_x - \bar{\mu})^T = \begin{pmatrix} \text{var}_r & \text{cov}_{r,g} & \text{cov}_{r,\text{base}} \\ \text{cov}_{r,g} & \text{var}_g & \text{cov}_{g,\text{base}} \\ \text{cov}_{r,\text{base}} & \text{cov}_{g,\text{base}} & \text{var}_{\text{base}} \end{pmatrix} \quad (3.5)
\]

Unfortunately, we cannot compute the image-specific characteristics for previously unseen images, because the set of skin-colored pixels \( P \) is unknown. The next section illustrates how our approach approximates these values automatically.
3.5 Adjusting Skin Color Classifiers

3.4.1 Automatically Determining the Image-specific Characteristics

Previous approaches detect image-specific characteristics via low-level techniques, such as color segmentation, background subtraction, or histogram prediction [136]. However, their results are not accurate enough to be used for further computation. Therefore, we propose to determine the image-specific characteristics of previously unseen images via two steps. First, we roughly locate the face visible in the image and obtain a rectangular region, which we will call region of interest (ROI). In our proof-of-concept, this task is accomplished by the face detector proposed by Viola and Jones [154]. Note that any other face detector can be used as well, such as [125; 168; 128; 97; 89; 124].

Second, we apply a skin color mask to the ROI, which extracts a moderate number of pixels. This mask must be made specific to the face locator, because the determined ROI is tailored to this algorithm. The extracted pixels represent skin color with a high probability. Then, a set $P'$ is assembled from the extracted pixels and the image-specific characteristics are computed from this information via Equation 3.4 and Equation 3.5. Note that the set $P'$ does not contain the same pixels that $P$ would contain and therefore, this procedure does not provide the correct values of the parameters $\bar{\mu}$ and $\bar{S}$. However, it serves as a good approximation as the evaluation in Section 3.6 proves.

Note that the color distribution of an image does not influence the accuracy of our approach, because the face detector takes gray value images. See Section 3.6.1 for an evaluation of the accuracy.

3.5 Adjusting Skin Color Classifiers

The calculation rules of pixel-based skin color classifiers figure out if a pixel is skin-colored by considering its color features only. The cluster within color space that they specify to contain all skin-colored pixels is usually fixed, see the categorization of skin color classification techniques in Section 3.1.2. However, the category of dynamic skin color classifiers considers further features apart from the pixel’s color. The evidence of these additional features will affect the skin color cluster’s position, size, and shape, because these features usually describe characteristics of the entire image.
The following sections show three examples of dynamic skin color classifiers. They vary their calculation rules depending on the image-specific characteristics. Section 3.6.2 compares these classifiers and evaluates their accuracy.

### 3.5.1 Cuboid-based Skin Color Classifier

This classifier specifies a cuboidal cluster within NRGB color space that is aligned to the axes of the color space. It treats any color within this cuboid to be skin-colored. The cuboid is described by a lower and an upper bound for each dimension of the color space: \( l_r, l_g, l_{\text{base}}, u_r, u_g, \) and \( u_{\text{base}} \). Equation 3.6 shows the calculation rule of this classifier.

\[
\text{skin-colored} \iff (l_r \leq r \leq u_r) \land (l_g \leq g \leq u_g) \land (l_{\text{base}} \leq \text{base} \leq u_{\text{base}}) \tag{3.6}
\]

**Adaptation to the Image-specific Characteristics:**

This classifier is adapted to an image by deriving its bounds from the parameters of the image-specific characteristics \( \bar{\mu} \) and \( \bar{S} \). As described in Equation 3.7, our approach specifies the distance between the statistical mean and the lower and upper bounds for either dimension to be two times the standard deviation according to common strategies. Note that the herein utilized standard deviation \( \sigma_i = \sqrt{\text{var}_i} \) is extracted from the covariance matrix \( \bar{S} \) in Equation 3.5.

Figure 3.4: The projection to the \( rg \)-plane illustrates the accuracy of the cluster that the cuboid-based classifier considers to be skin color (red rectangle). Left: without adaptation, Right: with adaptation to the current image. The entries denote the manually annotated pixels with skin color (black crosses) and non-skin color (gray circles).
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\[
\begin{align*}
\ell_r &= \bar{\mu}_r - 2\sigma_r \\
\ell_g &= \bar{\mu}_g - 2\sigma_g \\
\ell_{base} &= \bar{\mu}_{base} - 2\sigma_{base} \\
u_r &= \bar{\mu}_r + 2\sigma_r \\
u_g &= \bar{\mu}_g + 2\sigma_g \\
u_{base} &= \bar{\mu}_{base} + 2\sigma_{base}
\end{align*}
\] (3.7)

Figure 3.4 visualizes the appropriateness of this classifier to the challenge of skin color extraction. It compares the fixed cuboid cluster to the one that is adapted to the content of a particular image. Note that the yellow points within the skin color cluster denote the false positives of the classification and the red points outside of the skin color cluster denote the false negatives, respectively.

### 3.5.2 Ellipsoid-based Skin Color Classifier

This classifier specifies an ellipsoidal cluster within NRGB color space. Any color inside of this ellipsoid is treated to be skin-colored. The ellipsoid is calculated such that the Mahalanobis distance [104] from the center of the ellipsoid \( \mu \) to any location \( c_x \) within the cluster is less than a given threshold value \( t \). The location and the size of this cluster is not fixed, but described by the parameters \( \mu, S, \) and \( t \). The Equation 3.8 denotes the calculation rule of this classifier.

\[
\text{skin-colored} \iff (c_x - \mu)^T S^{-1} (c_x - \mu) \leq t
\] (3.8)

**Adaptation to the Image-specific Characteristics:**

The classifier is adapted to an image by taking its parameters to be the image-specific characteristics, see Equation 3.9. Empirical results show that reasonable values for the threshold vary between \( 6 \leq t \leq 25 \). This value depends on the color of further objects visible in the image. If their color is distinct from skin color then \( t \) is chosen big, otherwise \( t \) is chosen small. The evaluation in Section 3.6.2 is performed with \( t = 9.8 \).
Figure 3.5 visualizes the appropriateness of this classifier to the challenge of skin color extraction. It compares the fixed ellipsoid cluster to the one that is adapted to the content of a particular image. Note that the yellow points within the skin color cluster denote the false positives of the classification and the red points outside of the skin color cluster denote the false negatives, respectively.

### 3.5.3 Rule-based Skin Color Classifier

This classifier specifies a complexly shaped cluster within NRGB color space. Any color within this cluster is treated to be skin-colored. The calculation rules that define this cluster are learned from annotated training images by a rule induction algorithm such as ID3, C4.5, or J4.8 [120; 164; 126]. The cluster is fixed if the rule induction algorithm is provided with the pixels’ color features only. Equation 3.10 shows an example rule that is learned by J4.8. It specifies a fixed cluster in NRGB color space.

\[
\text{skin-colored} \iff (r > 0.38) \land (g \leq 0.33) \land (\text{base} > 200)
\]  

(3.10)
Adaptation to the Image-specific Characteristics:

This classifier is adapted to a particular image by making the calculation rules consider the image-specific characteristics as well. Therefore, the training data is additionally annotated with the parameters $\bar{\mu}$ and $\bar{S}$. Furthermore, these features are combined via simple mathematical operations, e.g. division by $\sigma$ for normalization purpose. This delivers highly specific features for classification [93; 146; 102; 14]. The example rule in Equation 3.11 defines a skin color cluster that is adapted to the characteristics of the image.

\[
\text{skin-colored} \iff (g \leq 0.33) \land \left( \frac{|\bar{\mu}_r - r|}{\sigma_r} \leq 1.7 \right) \lor (g > 0.33) \land \left( \frac{|\bar{\mu}_r - r|}{\sigma_r} \leq 1.7 \right) \land (\bar{\mu}_r - r \leq 0.02) \tag{3.11}
\]

Figure 3.6 visualizes the appropriateness of this classifier to the challenge of skin color extraction. It compares the fixed cluster to the one that is adapted to the content of a particular image. Note that the yellow points within the skin color cluster denote the false positives of the classification and the red points outside of the skin color cluster denote the false negatives, respectively.

Figure 3.6: The projection to the $rg$-plane illustrates the cluster that the rule-based classifier considers to be skin color (area with red border). Left: without adaptation, Right: with adaptation to the current image. The entries denote the manually annotated pixels with skin color (black crosses) and non-skin color (gray circles).
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3.6 Experimental Evaluation

Referring to the contributions, this section evaluates two crucial aspects of our approach. First, how accurate is the acquisition of the image-specific and person-specific characteristics. Second, how accurately do the introduced skin color classifiers determine skin color, both with and without adaptation to the image.

Since the Boston University skin color database [135] represents a benchmark data set for evaluating skin color classifiers we select it for this evaluation as well. This database consists of 21 image sequences that are taken from Hollywood movies. Their length varies between 49 and 349 frames and they show persons in natural activities such as talking, walking, or working. They are taken under various illumination conditions and include people from various ethnic groups. In addition, the database also provides annotations for each pixel that indicate skin, non-skin, or don’t care. The latter class contains pixels, for which the creators of the database are not sure enough to specify one of the other classes. Therefore, we only consider the pixels that are labeled with skin and non-skin. Since our proof-of-concept utilizes a face locator for frontal faces, we select only those video sequences that contain frontal face views.

3.6.1 Obtaining the Image-specific Characteristics

The first evaluation compares two different approaches that approximate the image-specific and person-specific characteristics. Both of them extract a moderate number of pixels from the image, which they consider to be skin-colored. Afterwards, they apply Equation 3.4 and Equation 3.5 in order to compute the parameters $\bar{\mu}$ and $\bar{S}$. This evaluation shows the difference between these approximated values and the correct values. Note that the correct values are computed by selecting the pixels that are manually specified to be skin-colored.

The first approach of this comparison is color segmentation a straightforward approach that consists of low-level vision modules. It extracts skin color pixels by applying a simple skin color classifier with a fixed skin color cluster, such as the one in Equation 3.10. Sigal et al. [135; 136] make use of this approach for tracking skin-colored regions via the color distribution. The second approach of this comparison is our approach that extracts skin color pixels via a combination of a face detector and a learned skin color mask, see Section 3.4.

Table 3.2 shows the relative error between the obtained results and the correct value of the vector $\bar{\mu}$. Each row of the table denotes the average result value for processing every frame.
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Table 3.2: Comparing two approaches that determine the image-specific characteristics for several image sequences of the Boston University skin color database. This table illustrates the distance between the result of these approaches and the true value of $\bar{\mu}$. For normalization purpose, the denoted values are scaled by the value of $\bar{\mu}$.

<table>
<thead>
<tr>
<th>seq</th>
<th># frames</th>
<th>$\bar{\mu}_r$</th>
<th>$\bar{\mu}_g$</th>
<th>$\bar{\mu}_{base}$</th>
<th>relative error</th>
<th>$\bar{\mu}_r$</th>
<th>$\bar{\mu}_g$</th>
<th>$\bar{\mu}_{base}$</th>
<th>relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>72</td>
<td>0.9%</td>
<td>0.8%</td>
<td>11.1%</td>
<td>0.8%</td>
<td>0.4%</td>
<td>6.5%</td>
<td>2</td>
<td>1.0%</td>
</tr>
<tr>
<td>4</td>
<td>110</td>
<td>7.1%</td>
<td>5.7%</td>
<td>4.6%</td>
<td>0.8%</td>
<td>0.4%</td>
<td>5.0%</td>
<td>0.5%</td>
<td>0.1%</td>
</tr>
<tr>
<td>6</td>
<td>72</td>
<td>3.7%</td>
<td>2.2%</td>
<td>16.9%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>2.8%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>7</td>
<td>76</td>
<td>5.3%</td>
<td>5.8%</td>
<td>15.2%</td>
<td>1.0%</td>
<td>0.6%</td>
<td>3.9%</td>
<td>0.5%</td>
<td>1.0%</td>
</tr>
<tr>
<td>8</td>
<td>73</td>
<td>5.1%</td>
<td>1.2%</td>
<td>10.6%</td>
<td>1.1%</td>
<td>0.1%</td>
<td>4.2%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>9</td>
<td>72</td>
<td>0.9%</td>
<td>2.2%</td>
<td>10.5%</td>
<td>0.7%</td>
<td>0.3%</td>
<td>1.2%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>10</td>
<td>73</td>
<td>6.0%</td>
<td>1.2%</td>
<td>16.5%</td>
<td>0.6%</td>
<td>0.3%</td>
<td>3.2%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>11</td>
<td>233</td>
<td>3.6%</td>
<td>1.1%</td>
<td>1.5%</td>
<td>0.4%</td>
<td>0.9%</td>
<td>4.4%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>15</td>
<td>75</td>
<td>4.1%</td>
<td>1.3%</td>
<td>1.4%</td>
<td>0.2%</td>
<td>0.1%</td>
<td>3.1%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>16</td>
<td>50</td>
<td>3.3%</td>
<td>1.8%</td>
<td>25.8%</td>
<td>0.5%</td>
<td>0.1%</td>
<td>5.0%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>18</td>
<td>91</td>
<td>4.3%</td>
<td>1.6%</td>
<td>7.3%</td>
<td>0.8%</td>
<td>0.5%</td>
<td>4.4%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>21</td>
<td>52</td>
<td>4.8%</td>
<td>1.4%</td>
<td>5.5%</td>
<td>0.4%</td>
<td>0.4%</td>
<td>7.3%</td>
<td>3.1%</td>
<td>1.0%</td>
</tr>
<tr>
<td>average</td>
<td>4.3%</td>
<td>2.2%</td>
<td>10.6%</td>
<td>0.6%</td>
<td>0.3%</td>
<td>4.2%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of a specific sequence. The combined approach with the face locator and the skin color mask determines the entire vector $\bar{\mu}$ more accurately than color segmentation. The accuracy of $\bar{\mu}_r$ and $\bar{\mu}_g$ increase by the factor of seven.

3.6.2 Extracting Skin Color Pixels

The second evaluation compares the classification accuracy of the three dynamic skin color classifiers from Section 3.5: cuboid-based, ellipsoid-based, and rule-based. We compare three kinds of adapting them to the processed image sequence: (a) no adaptation, (b) optimal adaptation, and (c) automatic adaptation via our approach. Section 3.5 describes the procedure to adjust each of these classifiers. The cuboid-based and the ellipsoid-based classifiers require specifying some parameters, see Equation 3.7 and Equation 3.9. The rule-based classifier requires providing the image-specific characteristics to the rule induction algorithm.

In (a), the classifiers do not specialize to the individual images, but they are adjusted such that they are optimal for the entire database. In (b), the classifiers are optimized for each image individually. The parameters of the cuboid-based and the ellipsoid-based classifiers are computed from the annotated skin color pixels of each image. The rule-based classifier is learned for each image individually. The optimality refers to consideration of each image separately while
Table 3.3: Adapting three different skin color classifiers in order to extract skin color pixels. We compare three kinds of adaptation: (a) no adaptation, (b) optimal adaptation, and (c) automatic adaptation via the proposed approach.

<table>
<thead>
<tr>
<th>seq</th>
<th>fixed cuboid</th>
<th>fixed ellipsoid</th>
<th>fixed rules</th>
<th>optimal cuboid</th>
<th>optimal ellipsoid</th>
<th>optimal rules</th>
<th>adapted cuboid</th>
<th>adapted ellipsoid</th>
<th>adapted rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>84.4 86.1 70.5</td>
<td>99.8 26.1 25.9</td>
<td>88.9 92.6 81.5</td>
<td>84.5 95.5 80.6</td>
<td>82.2 94.3 86.5</td>
<td>98.5 96.7 95.2</td>
<td>92.1 99.6 61.6</td>
<td>71.9 99.7 71.7</td>
<td>82.9 59.3 42.3</td>
</tr>
<tr>
<td>4</td>
<td>49.2 39.2 38.4</td>
<td>64.4 49.7 14.1</td>
<td>59.6 97.2 56.8</td>
<td>87.1 90.8 77.9</td>
<td>96.6 85.6 82.2</td>
<td>96.1 92.0 88.1</td>
<td>68.5 97.7 66.2</td>
<td>66.9 99.0 65.9</td>
<td>73.2 96.1 69.3</td>
</tr>
<tr>
<td>6</td>
<td>80.5 78.6 59.0</td>
<td>99.6 11.2 10.8</td>
<td>87.5 99.2 86.7</td>
<td>88.2 99.5 87.7</td>
<td>97.2 98.1 95.3</td>
<td>99.1 97.4 96.5</td>
<td>82.3 99.8 82.1</td>
<td>89.9 99.6 88.6</td>
<td>90.4 96.1 86.5</td>
</tr>
<tr>
<td>7</td>
<td>72.5 93.7 66.2</td>
<td>90.0 71.6 61.7</td>
<td>90.2 99.8 49.9</td>
<td>85.7 91.6 73.3</td>
<td>90.7 92.8 83.6</td>
<td>95.8 89.3 85.1</td>
<td>88.4 97.5 65.8</td>
<td>76.4 95.8 72.2</td>
<td>84.4 85.4 69.8</td>
</tr>
<tr>
<td>8</td>
<td>89.7 60.1 49.8</td>
<td>88.6 10.9 6.6</td>
<td>100.0 89.1 89.1</td>
<td>60.0 99.5 59.5</td>
<td>98.6 97.8 96.4</td>
<td>96.0 97.2 93.2</td>
<td>67.2 98.2 65.9</td>
<td>87.1 98.6 85.6</td>
<td>73.5 88.1 61.6</td>
</tr>
<tr>
<td>9</td>
<td>77.4 99.0 76.4</td>
<td>99.8 94.5 94.4</td>
<td>85.9 96.8 82.7</td>
<td>87.1 100.0 87.1</td>
<td>99.5 99.4 98.9</td>
<td>99.0 98.1 97.1</td>
<td>83.7 100.0 83.7</td>
<td>89.9 99.0 86.9</td>
<td>86.9 98.4 85.3</td>
</tr>
<tr>
<td>10</td>
<td>80.2 28.4 -11.4</td>
<td>65.8 51.5 17.4</td>
<td>75.9 94.0 69.9</td>
<td>87.1 92.1 79.2</td>
<td>89.6 92.5 82.1</td>
<td>90.5 94.9 85.4</td>
<td>86.9 84.2 71.0</td>
<td>75.8 78.2 74.1</td>
<td>90.3 92.3 82.6</td>
</tr>
<tr>
<td>11</td>
<td>6.0 99.2 5.2</td>
<td>57.0 97.9 34.8</td>
<td>73.8 99.4 73.2</td>
<td>87.4 99.8 87.2</td>
<td>97.6 97.8 95.4</td>
<td>91.1 95.5 86.6</td>
<td>64.0 100.0 64.0</td>
<td>90.0 100.0 69.0</td>
<td>93.7 98.5 84.2</td>
</tr>
<tr>
<td>15</td>
<td>96.6 44.3 40.9</td>
<td>99.9 10.7 10.6</td>
<td>97.7 94.8 92.5</td>
<td>78.0 98.2 76.2</td>
<td>94.3 96.8 91.1</td>
<td>98.8 99.0 97.8</td>
<td>74.6 97.4 72.0</td>
<td>65.7 93.6 77.2</td>
<td>80.1 93.0 73.0</td>
</tr>
<tr>
<td>16</td>
<td>92.5 95.5 88.0</td>
<td>88.7 16.2 14.9</td>
<td>52.5 99.8 25.0</td>
<td>61.9 100.0 61.8</td>
<td>98.7 99.0 97.7</td>
<td>99.1 96.7 95.8</td>
<td>73.2 98.7 71.9</td>
<td>82.3 96.2 78.5</td>
<td>77.5 84.8 62.3</td>
</tr>
<tr>
<td>17</td>
<td>97.1 99.7 96.8</td>
<td>79.4 47.8 27.2</td>
<td>83.1 100.0 83.1</td>
<td>85.0 99.9 84.9</td>
<td>98.2 99.3 97.5</td>
<td>99.0 98.2 97.2</td>
<td>95.6 96.8 92.4</td>
<td>92.4 97.0 89.4</td>
<td>94.5 99.7 94.1</td>
</tr>
<tr>
<td>21</td>
<td>81.8 69.6 51.4</td>
<td>97.9 39.8 37.7</td>
<td>82.0 95.4 77.4</td>
<td>100.0 17.0 17.0</td>
<td>100.0 4.6 4.6</td>
<td>94.6 94.9 93.0</td>
<td>68.8 93.5 62.3</td>
<td>66.7 99.6 76.3</td>
<td>87.6 92.8 80.4</td>
</tr>
<tr>
<td>avg</td>
<td>74.0 78.6 52.8</td>
<td>85.1 44.0 29.1</td>
<td>75.8 96.5 72.3</td>
<td>92.7 90.3 73.6</td>
<td>96.1 88.2 84.2</td>
<td>96.5 96.1 92.6</td>
<td>74.6 96.9 71.6</td>
<td>82.5 95.6 78.1</td>
<td>85.9 90.4 74.3</td>
</tr>
</tbody>
</table>

ignoring the remaining images. In (c), our approach acquires the image-specific characteristics automatically and adapts the classifiers accordingly. Note that (b) represents an upper limit for the accuracy to be reached by each classifier. However, these optimal techniques cannot be applied to real-world scenarios, because they require annotating images beforehand.

Table 3.3 shows the accuracy of distinguishing between the skin color pixels (skin) and the non-skin color pixels (bg). The values represent the true positives and the true negatives of the classification process and they are denoted in percent. Note the trade-off between optimizing either value. For example, in Sequence 6, the fixed ellipsoid-based classifier results very good accuracy for skin, but a very poor one for bg. Therefore, this table also illustrates the determinant of the confusion matrix \(\det[C]\), which represents a good measure for the classification accuracy, see Sigal et al. [135]. Its value is also denoted in percent.

The table clearly illustrates the increase of classification accuracy between (a) and (c). The upper limit of (b) is even approached well. For the ellipsoid-based classifier, the determinant of the confusion matrix rises from 29.1% (fixed) to 78.1% (adapted), which is close to the optimal adaptation (84.3%). Therefore, our proof-of-concept for recognizing facial expressions by model-based image interpretation integrates this technique as the feature extraction module, see Section 2.2. Figure 3.7 illustrates an example skin color image for each image sequence of our experiments.
Figure 3.7: Comparing skin color classifiers on the Boston University skin color database [135]: original image (left), fixed ellipsoid (middle), adapted ellipsoid (right). Static classifiers cannot cope with differently illuminated skin color regions (Sequence 4), background color that is similar to skin color (Sequence 8), and dark skin color (Sequence 11). The rectangular boxes denote the result of the face locator.
3.6.3 Runtime Performance

The five computational steps of our approach are split up into the adaptation phase and the application phase, see Figure 3.2: ADA1 detect the face, ADA2 apply the skin color mask, ADA3 calculate the image-specific characteristics, ADA4 adjust the skin color classifier, and APP1 compute the skin color image. Note that the steps of the adaptation phase must be executed only once at the beginning of an image sequence, because the image-specific characteristics do not change rapidly. APP1 is the only step to be executed for each image. 

ADA1 is executed in $\Theta(n)$ where $n$ denotes the number of pixels of the image, compare to Viola et al. [154]. It runs at an average of 50 ms on a 1800 MHz Pentium 4 processor using an image size of 480$\times$360 pixels. The steps ADA2 and ADA3 are executed in $\Theta(1)$ and take 0.05 ms independently of the size of the image. Note that the skin color mask is applied faster by decreasing its size and by taking only those entries into account that exceed a given threshold value. APP1 is executed in $\Theta(n)$ at an average of 9.3 ms using the previously mentioned image size. In conclusion, the runtime for extracting skin color pixels from one single image or from the first image of a sequence amounts to 59.4 ms. The classification of the images within the remainder of the sequence runs in 9.3 ms for the same image size.

3.7 Summary on Skin Color Extraction

Extracting skin color features from the raw image data provides salient information cues for various applications. Depending on the context conditions, such as the camera settings and the visible person, the color of human skin appears differently throughout the images, which makes automatic skin color extraction a hard challenge. Nevertheless, within one image these conditions are fixed and skin color pixels look similarly.

This chapter proposes a two-phase approach that is able to robustly extract skin-colored regions from the pixel values. First, this technique determines the image characteristics that roughly describe the appearance of skin color within a particular image. Former approaches use low-level computer vision operators for this task, like color segmentation. We obtain the image characteristics by combining a face locator and a previously learned skin color mask. Since, the utilized face locator represents a sophisticated vision module, which robustly specifies the location of a human face, we obtain highly accurate results.

Second, the determined image characteristics adapt general-purpose color classifiers to the
specific image, which makes them highly appropriate for extracting skin color pixels from this image. Our comprehensive evaluation on publicly available image databases shows the increase of classification accuracy compared to non-adaptive approaches. We obtain high accuracy facing poor illumination conditions and colored people. Particularly, non-skin colored facial regions, such as eyes, brows, lips, and teeth, are correctly distinguished from skin-colored regions. Furthermore, the evaluation indicates the ellipsoid-based classifier that is introduced in Section 3.5.2 to be most accurate and most stable. Therefore, our proof-of-concept integrates this approach for feature extraction.

Our two-phase approach not only contributes to extracting skin color features. It is able to determine further color features for various applications as well. We already succeeded in determining lip color [39] and we are currently extending our approach to detect further distinct objects within a human face, such as teeth, hair, brows, beard, mustache, iris, and pupils. Figure 3.8 depicts preliminary results on these experiments.

Further experiments apply our approach to the completely different scenario of road traffic [73]. Determining the color of the paving and the lane lines and distinguishing these objects from arbitrary background is a challenging issue, because their color depends on the weather conditions. Our insights contribute to several aspects of state-of-the-art Advanced Driver Assistant Systems. The experiments focus on robustly determining the paving color within different weather conditions, like sunny, cloudy, and rainy skies. Again, we determine the effect of the current weather characteristics to the color of paving by a color mask. This mask is previously learned from annotated images of a fixed camera mounted to the windscreen of a car. Figure 3.9 illustrates the obtained results.

### 3.8 Outlook on Skin Color Classification

Future work on adaptively extracting the color of the different facial regions will consider additional features to be provided to the color classifiers in order to improve the classification accuracy. We are currently considering information about the color of a pixel only. Additionally, taking the information about the location of the pixel into account will more extensively exploit the characteristics of the face locator; e.g. since the location and the size of the determined ROI is characteristic for the utilized face locator, the relative position of the lips or the eyes inside of this ROI will be predictable.
Figure 3.8: Preliminary results on adaptively extracting lip color (1\textsuperscript{st} and 2\textsuperscript{nd} row) and tooth color (3\textsuperscript{rd} and 4\textsuperscript{th} row). The black regions denote the classification result.
Figure 3.9: Preliminary results on interpreting traffic scenes by adaptive color classification. The original images show different weather conditions such as sunshine, clouds, and rain (top row) and the resulting images illustrate the automatically determined areas of paving (bottom row).
Chapter 4

Learning Robust Objective Functions

Model-based image interpretation methods exploit a priori knowledge of objects to determine abstract scene descriptors. As described in Chapter 2, the main component of these approaches is the model, whose parameter vector $p$ describes its possible variations, such as the position, pose, shape, scale, and texture. The deformable face model used in our proof-of-concept maps these parameters to the surface of an image via a contour that consists of set of contour points $c_n(p)$.

Determining the best fit between a model and an image automatically requires two further components. First, the objective function $f(I, p)$ that has been described in Section 2.4 indicates how well a model parameterization $p$ fits to an image $I$. The global minimum of the objective function corresponds to the best model fit. This thesis elaborates on objective functions that are computed as a sum of local objective functions $f_n(I, x)$. As explained in Section 2.4.1, each local objective function gives evidence about the fitness of the local part of the model around the contour point $c_n(p)$. From now on, we will concentrate on local objective functions, and simply refer to them as objective functions. The global objective function is always computed from them by applying Equation 2.1. Second, the fitting algorithm that has been described in Section 2.5 searches for the model parameterization that best fits to the image, i.e. the values of $p$ that minimizes $f(I, p)$. For recent overviews and categorizations of various types of models, objective functions and fitting algorithms, we refer to Hanek et al. [68] and to Romdhani [123].


### 4.1 Problem Statement

Fitting algorithms have been the subject of intensive research and evaluation, which has led to an impressive array of algorithms that are capable of dealing with very complex search spaces. Some approaches with great impact have been published by [49; 77; 78; 106; 67]. In contrast, the objective function is usually determined ad hoc and heuristically, using the designer’s intuitions about a good measure of fitness. Afterwards, its appropriateness is subjectively determined by inspecting its result, which is evaluated on example images and example model parameterizations. If the result is not satisfactory the objective function is tuned or redesigned from scratch. This iterative process is shown in Figure 4.1.

![Figure 4.1](image.png)

Figure 4.1: The traditional procedure for designing objective functions requires the designer to specify the calculation rules for the objective function and verify them on example images. Note that the entire work is accomplished manually, which is tedious and error-prone.

In short, the traditional way of designing objective functions is rather an art than a science. The consequences are that this design approach requires much implicit and domain-dependent knowledge. Its iterative nature also makes it a time-consuming process of unpredictable duration. Furthermore, the resulting objective functions tend be not very accurate, because they have a global minimum, which does often not correspond to the best fit and because they also have further local minima, in which fitting algorithms are likely to get stuck. Especially this last consequence is a direct cause for the complexity and sophistication of fitting algorithms: in order to determine the optimum of complex search spaces, complex search algorithms are required.

### 4.2 Solution Idea

Our novel approach takes inspiration from Ginneken et al. [55], and focuses on the root of the problem: We improve the objective function rather than the fitting algorithm. Our goal is to acquire objective functions that enable fast and accurate optimization, even with simple fitting
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Figure 4.2: The novel procedure learns the objective functions from training data, which automates the crucial steps and requires no iterative work.

algorithms. This chapter presents two properties that such ideal objective functions have. For practical applications, it is impossible to design ideal objective functions by hand. Therefore, we approximate such a function by learning it from annotated example images and with the help of an ideal objective function. This procedure is depicted in Figure 4.2.

The first step is to collect a big set of images and manually annotate them with the model that fits best. Further annotations are obtained by slightly changing these model parameters. The training data consists of the images, the manually specified model parameters, the automatically varied parameters, and the corresponding value of an ideal objective function. A general objective function, which maps the image and the model parameters to these ideal objective values, is learned from this training data. To facilitate the learning phase, we manually define features that are taken from the image in the vicinity of the model beforehand.

This approach has several benefits. Most of the steps are automated, and the remaining two manual steps require little or no domain-dependent knowledge. These two steps do not contain human decisions that are critical with respect to the robustness of the resulting objective function, so less contemplation is needed. Furthermore, the loop caused by the design-inspect iteration is eliminated, so each manual step only needs to be considered once.

Apart from simplifying the task of the designer, this approach also yields more robust objective functions. Since an ideal objective function is used to generate the training data, the learned objective function will also be approximately ideal. The main reason why this is difficult to achieve by designing an objective function, is that it is unclear, which image features are relevant for the objective function and which are not. In our approach, this critical step is automated and relevant features are chosen from a large set of image features based on objective relevance measures. The resulting objective functions are more accurate and robust and easier to optimize, which we will verify with an extensive empirical evaluation.
The contributions of this approach to model-based image interpretation are:

1. We define two domain-independent properties that ideal objective functions must have.

2. We describe an approach that learns objective functions from training data that is generated from annotated images and an ideal objective function.

3. We demonstrate that this approach automatically selects relevant image features.

4. We formulate domain-independent indicators that measure if or to which extent an objective function fulfills the previously stated properties.

5. We empirically verify that the learned objective functions are more robust and accurate than designed objective function. We also demonstrate that better fitting results are therefore achieved with them.

The remainder of this chapter is organized as follows. The next section introduces two properties that ideal objective functions have. Section 4.3 gives an example of a designed objective function that is not ideal. Section 4.5 describes the novel methodology that learns robust objective functions from annotated example images. In Section 4.6, we empirically evaluate learned objective functions with respect to the formulated properties, and evaluate its suitability for model-based image understanding. Section 4.7 explains the advantages and also mentions the shortcomings of this approach. In Section 4.8 we discuss related work on obtaining objective functions via machine learning approaches. We summarize our approach in Section 4.9 and present future work in Section 4.10.

### 4.3 Designing Objective Functions

Objective functions are usually designed manually, such as in [28; 25; 33; 123; 68; 40; 148; 63]. The designer selects a small number of salient features from the image and mathematically composes them in order to obtain the value of the objective function. Therefore, the feature selection and the mathematical composition are both based on intuition and implicit knowledge of the domain. As mentioned by [123; 143; 28; 27] for instance, the objective function is computed from pixel color, edge values, texture edges, specular highlights, and even from manually specified anchor points.
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Figure 4.3: a) Contour point with orthogonal towards contour, b) Image data, c) Edge magnitudes, d) Designed objective function $f_n^e(I, x)$, e) Ideal objective function, f) Training data, g) Learned objective function; Note that b) – g) are taken along that orthogonal visible in a). The vertical line represents the location of the ideal contour point $c_n(p^i)$.

A similar objective function is shown in Equation 4.1, where $E(I, x)$ denotes the magnitude of the edge at the pixel $x$. Each contour point of the model is considered to be located well if it overlaps a strong edge of the image. The magnitudes range between $0 \leq E(I, x) \leq 1$. The label $e$ refers to “edge-based”.

$$f_n^e(I, x) = 1 - E(I, x)$$ (4.1)

Unfortunately, such manually designed objective functions have comprehensive shortcomings and unexpected side-effects. Let us illustrate this with the example image, depicted in Figure 4.3. Figure 4.3a) depicts one of the contour points of the face model as well as its perpendicular towards the model’s contour. Figure 4.3b) and 4.3c) depict the content of the image along this perpendicular as well as the corresponding edge magnitudes $E(I, x)$. In Figure 4.3d), we depict the value of the local objective function of Equation 4.1 along the perpendicular. Obviously, this function has many local minima within this one-dimensional search region. Furthermore, the global minimum does not correspond to the ideal location of the contour point.
With so many local minima, a fitting algorithm would have difficulty in finding the global minimum. Even if it did, it would be wrong, as it does not correspond with the ideal position of the contour point. The only reason why fitting algorithms do determine an acceptable model fit using such a local objective function is that many of these functions are averaged and smoothed when computing the global objective function as in Equation 2.1.

### 4.4 Properties of Ideal Objective Functions

To determine the best model fit by minimizing the objective function with some fitting algorithm, Figure 4.3e) is preferable over Figure 4.3d), as its global minimum actually corresponds to the best fit, and it does not contain local minima. This section explicitly formalizes the intuitions above into two properties. An objective function that has both of these properties is called _ideal_.

The mathematical formalization of **P1** uses $p_f^*$, which are the _ideal_ model parameters. These are defined to be those model parameters that fit best to a specific image $I$. Usually, $p_f^*$ must be determined manually. Figure 4.3a) is an example of an image annotated with $p_f^*$. Ideal model parameters will be discussed more elaborately in Section 4.5.1.

**P1**: Correctness property: The global minimum of the objective function corresponds to the best model fit.

$$\forall x (c_n(p_f^*) \neq x) \implies f_n(I, c_n(p_f^*)) < f_n(I, x)$$

**P2**: Uni-modality property: The objective function has no local extrema or saddle points.

$$\exists m \forall x (m \neq x) \implies f_n(I, m) < f_n(I, x) \land \nabla f_n(I, x) \neq 0$$

Property **P1** relates to the _correctness_ of the objective function. Fitting algorithms search for the global minimum of the objective function. **P1** ensures that the result of a successful search corresponds to the best fit of the model. Although it might seem obvious that this is a desirable property for objective functions to have, designing them does not always guarantee that this is the case. Figure 4.3d) is a good example, and Section 4.6 will verify this more generally.
Property P2 guarantees that any minimum that is found is the global minimum. This facilitates search, as fitting algorithms cannot get stuck in a local minimum. Local optimization strategies, which are easier to design than global ones, then suffice to find the global minimum. The mathematical formalization states that all locations $x$ that are not the global minimum $m$ are not allowed to have a zero gradient, and are therefore not minima. Note that the global minimum $m$ does not need to correspond with the best fit; this is only required by the independent property P1.

![Figure 4.4: These four graphs display typical example functions that do or do not have properties P1 and P2, which influence the behavior of an objective function. The dashed line indicates the ideal position of the contour point. If both P1 and P2 hold, the objective function is considered to be ideal.](image)

Figure 4.4: These four graphs display typical example functions that do or do not have properties P1 and P2, which influence the behavior of an objective function. The dashed line indicates the ideal position of the contour point. If both P1 and P2 hold, the objective function is considered to be ideal.

Figure 4.4 depicts four graphs that show examples of functions that exhibit typical differences between functions with and without these properties. The dashed line represents the parameters that correspond to the best model fit $p_\star^I$. Objective functions that have both properties guarantee that local optimization strategies will find the global minimum and this minimum also corresponds to the best model fit. When designing objective functions, designers will implicitly attempt to construct such objective functions, because they anticipate that a fitting algorithm will need to determine its minimum quickly and correctly, without getting stuck in local minima. P1 and P2 make these intuitions explicit, and allow the formal specification of concrete ideal objective functions. These properties serve as a baseline for evaluating objective functions. In Section 4.5, we will also use them to learn robust objective functions.

Note that both properties define idealness for local objective functions only. Properties that state correctness and uni-modality for global objective functions would look similarly. However, the non-linear mapping from pixel space to parameter space does not guarantee that a global objective function is ideal, even if it is composed of ideal local objective functions. This
is not a consequence of our methodology, but of the general approach using local objective functions. Nevertheless, our evaluation shows that the idealness of local objective functions is similar to the idealness of the global objective function composed from the sum of local objective functions, see Section 4.6.3 and Figure 4.13.

We will now introduce a concrete instance of an ideal objective function, which we will call \( f_n^*(I, x) \). It is defined in Equation 4.2, and has already been depicted in Figure 4.3e). It computes the distance between the contour point \( c_n(p^*_I) \) given the ideal parameters \( p^*_I \) and a pixel \( x \) located on the image surface. We will prove that \( f_n^*(I, x) \) has properties P1 and P2 in Appendix A.

\[
 f_n^*(I, x) = |x - c_n(p^*_I)|
\]  

(4.2)

The most significant feature of \( f_n^* \) is that it uses the ideal model parameters \( p^*_I \) to compute its value. Knowledge of \( p^*_I \) is essential to ensure P1, which expresses that the global minimum of \( f_n^* \) coincides with \( p^*_I \). Unfortunately, this implies that \( f_n^* \) cannot be applied to previously unseen images, because \( p^*_I \) is not known for these images. In real-world applications, \( f_n^* \) is therefore useless for model fitting. However, the next section shows how we will use this ideal objective function in order to generate training data, from which an objective function is learned. This objective function then approximates \( f_n^*(I, x) \).

### 4.5 Five Steps to Obtain Robust Objective Functions

This section explains in detail how we learn an objective function \( f^\ell_n \) in order to approximate the ideal objective function \( f_n^* \). The key idea behind this approach is that \( f_n^* \) has the properties P1 and P2, and therefore \( f^\ell_n \) will approximately have these properties as well. Since it is considered

![Figure 4.5: This figure indicates the sections that elaborate on the individual steps of the proposed learn approach.](image-url)
to be “approximately ideal”, we will refer to it as a robust objective function. This section describes the five steps of our methodology, repeatedly illustrated in Figure 4.5 in order to indicate the sections explain the particular steps.

4.5.1 Annotating Images with Ideal Model Parameters

A database of images $I_k$ with $1 \leq k \leq K$ is manually annotated with $p^\ast I_k$, the ideal model parameters$^1$. These ideal model parameters are necessary to compute the ideal objective function $f^\ast_n$ via Equation 4.2, which in turn computes the training data in a later step. This annotation is the only laborious step in the entire procedure of the proposed approach. An experienced human needs about one minute to determine the ideal parameters of our face model for one image. Figure 4.6 shows four images of the database that are annotated with the ideal parameters of our face model.

Figure 4.6: Four example images that are manually annotated with the ideal face model.

For synthetic images, $p^\ast I_k$ is known, and can be used in such cases, see Lepetit et al. [95] and Boffy et al. [15]. However, for real-world images, the ideal model parameters depend on the user’s judgment. In this case, we cannot use a predefined objective measure that determines ideal model parameters, because such a measure does not exist. This is not a consequence of our approach; the same holds for all annotated benchmarks, such as BioID [80], XM2VTS [109], and IMM Face Database [113].

$^1$For clarity, we add a Glossary of Notation to the Appendix B, because many indices and symbols are needed to explain our approach.
4.5.2 Generating Further Image Annotations

For all image annotations, the ideal objective function \( f^\star_n(I, x) \) returns the minimum zero, in accordance with P1. This is because \( x \) is set to \( c_n(p^\star I) \). Obviously, these image annotations are not sufficient to learn \( f^\ell_n(I, x) \). Training data must also contain image annotations \( x \), for which \( f^\star_n(I, x) \neq 0 \). In order to acquire this data we vary \( x \) automatically. General variations move \( x \) to any position within the image, however, it is more practicable to restrict this motion in terms of distance and direction. This section describes how we move \( x \) along the perpendicular towards the contour at the contour point in order to generate further image annotations. Taking only these displacements into account facilitates the later learning step and improves the accuracy of the resulting calculation rules.

We generate 2D displacements \( x_{k,n,d} \) with \(-D \leq d \leq D\) from the ideal contour point \( x_{k,n,0} = c_n(p^\star I_k) \) for the image \( k \) and the contour point \( n \). These displacements are situated on the perpendicular to the contour line at the contour point \( n \) with a maximum distance \( \Delta \) to the contour point. This procedure is depicted in Figure 4.7, which explains the meaning of the indices \( k, n, \) and \( d \). The center row depicts the manually annotated images, for which \( f^\star_n(I, x_{k,n,0}) = f^\star_n(I, c_n(p^\star I_k)) = 0 \). The other rows depict the displacements \( x_{k,n,d \neq 0} \) from this ideal contour point. As defined by the property P1, \( f^\star_n(I, x_{k,n,d \neq 0}) > 0 \) for these rows. Note that the value of \( \Delta \) is significant for the accuracy of the obtained objective function. It specifies the area, from which the training data originates and therefore, we will term it learning radius. Section 4.6.5 conducts experiments on the impact of the value of \( \Delta \) to the suitability of the obtained result.

Due to different resolutions and image sizes, the number of pixels that represent the face varies substantially. Distance measures, such as the return value of the ideal objective function, error measures, and the learning radius \( \Delta \), should not be biased by this variation. Therefore, all distances in pixels are converted to the interocular measure, by dividing them by the pixel distance between the pupils. The interocular measure is relatively constant with respect to the face model.

4.5.3 Specifying Image Features

Our approach learns a mapping from \( I_k \) and \( x_{k,n,d} \) to the value that is computed by \( f^\star_n(I_k, x_{k,n,d}) \). As mentioned before, this mapping will be called \( f^\ell_n \). Because \( f^\ell_n \) has no knowledge of \( p^\star I \), it must compute its value from the content of the image. Instead of learning a direct mapping from the pixel values of \( I \) in the vicinity of \( x \) to \( f^\star_n(I, x) \), we use a feature-extracting method [67],
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Figure 4.7: Within each of the $K$ images, each of the $N$ contour points is annotated with $2D + 1$ displacements, which are denoted with $x_{k,n,d}$. However, manual work is only necessary for specifying the displacements $x_{k,n,d=0}$, which is depicted in the middle row. The other annotations are computed automatically. Note the learning radius $\Delta$ in the uppermost right image that indicates the maximum distance of the displacements $x_{k,n,d}$. The unit of the value of the ideal objective function and the unit of the learning radius $\Delta$ is normalized by the interocular distance.
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which extracts features from the image around the specified location $x$. Our idea is to provide a multitude of image features, and let the training algorithm choose which of them are relevant to the computation rules of the objective function and which are not. Each feature $h_a(I, x)$ with $1 \leq a \leq A$ is calculated from an image $I$ at a particular location $x$ and delivers a scalar value.

The approach presented in this thesis, relies on Haar-like features that have been leveraged by Viola et al. [154] and by Lienhart et al. [99]. Each Haar-like feature defines two regions of pixels, depicted in black and white in Figure 4.8. As described in Section 2.7.2, their value is calculated by subtracting the sum of pixel intensities within the black region from the sum of pixel intensities within the white region. Haar-like features are efficiently computed from the so-called integral image, which contributes to the high speed of our approach, see the evaluation in Section 4.6.8. Contrary to edge-based and region-based features, Haar-like features cope with noisy image data. This fact contributes to the high accuracy of our approach, see the evaluation in Section 4.6.5.

![Figure 4.8: This comprehensive set of image features is provided for learning objective functions. The total number of features as we use it in our experiments is $A=7 \cdot 3 \cdot 5 \cdot 5=525$.](image)

Figure 4.8 lists the styles and sizes of each Haar-like feature that our proof-of-concept currently comprises. We additionally consider edge-based features for comparison purpose and we compute them via Sobel operators of different matrix sizes. All these features are not only computed at the location of the contour point itself, but also at positions located on a grid within its vicinity, as shown in Figure 4.8 and Figure 4.9. This variety of styles, sizes, and locations delivers a set of $A=525$ different image features as we use it in our experiments in Section 4.6. This multitude of features enables the learned objective function to exploit the texture of the image at the model’s contour point and in its surrounding area. When moving the contour point, the image features move along with it, leading their values to change, as can be seen in Figure 4.9.
Figure 4.9: Image features are located on a grid in the vicinity of the contour points. When a contour point is displaced, the image features on the grid moves along with it, and the values of the images features change. Two image features $a \in \{202, 354\}$ are visualized exemplary for the contour point $n=41$.

### 4.5.4 Generating Training Data

The result of the manual annotation step (Section 4.5.1) and the automated annotation step (Section 4.5.2) is a list of correspondences between landmarks on the image and the corresponding value of $f^*_n$. Since $K$ images, $N$ contour points, and $2D + 1$ displacements are landmarked
these correspondences amount to \( K \cdot N \cdot (2D + 1) \). Equation 4.3 illustrates the list of these correspondences. Figure 4.7 depicts examples for \( k = 22, n \in \{41, 44\} \) and \( d \in \{-4, 0, 6\} \).

\[
[I_k, x_{k,n,d}, f^*_n(I_k, x_{k,n,d})] \quad \text{with} \quad 1 \leq k \leq K, 1 \leq n \leq N, -D \leq d \leq D
\]  

(4.3)

Applying the list of manually selected features to the list of correspondences yields the list of training data in Equation 4.4. This step simplifies matters greatly. Since each feature returns a single value, we hereby reduce the problem of mapping the huge amount of image data and the related pixel locations to the corresponding target value, to mapping a manageable list of feature values to the target value. Note that the size of the training data amounts to \( K(2D + 1) \) records for each of the \( N \) contour points.

\[
[h_1(I_k, x_{k,n,d}), \ldots, h_A(I_k, x_{k,n,d}), f^*_n(I_k, x_{k,n,d})] \quad \text{with} \quad 1 \leq k \leq K, 1 \leq n \leq N, -D \leq d \leq D
\]  

(4.4)

### 4.5.5 Learning the Calculation Rules

Given the training data from Equation 4.4, the goal is to now learn the function \( f^\ell_n(I, x) \) that approximates \( f^*_n(I, x) \). Note that we are not simply relearning the already known function \( f^*_n \) that is specified in Equation 4.2. The difference is that \( f^\ell_n \) does not require knowledge of \( p^*_I \), and can therefore be applied to previously unseen images as well. We obtain this mapping by training a model tree [119; 164] with the assembled training data from Equation 4.4. Model trees are a generalization of regression trees and, in turn, decision trees [120]. Whereas decision trees have nominal values at their leaf nodes, model trees have line segments, allowing them to also map features to a continuous value, such as the value returned by the ideal objective function. They are learned by recursively partitioning the feature space. Afterwards, a linear function is fitted to the training data in each partition using linear regression. Figure 4.10 shows a two-dimensional plot of the correspondences between \( x \) and \( f^*_n \). It also illustrates a plot of an objective function \( f^\ell_n \) that is learned for the contour point \( n \) from all training images, all displacements, and all image features.

One of the reasons for deciding for model trees is that they tend to select only features that are relevant to predict the target value. Therefore, they pick a small number of \( M_n \) Haar-like features from the provided set of \( A \gg M_n \) features. This selection not only enforces the accuracy, but drastically speeds up the execution as well. Section 4.6.8 will evaluate this aspect.
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Figure 4.10: Training data and the function learned by the model tree algorithm. This function is piecewise linear and thus depends highly non-linearly on the provided image features.

and compare the runtime to other approaches. Equation 4.5 visualizes the relationship between the objective function $f_n^\ell$ and the calculation rules $T_n$ for the $n^{th}$ contour point. It illustrates that the calculation rules do not take the entire set of image features, but a subset of selected features $s_1, \ldots, s_{M_n}$.

$$f_n^\ell(I, x) = T_n(h_{s_1}(I, x), \ldots, h_{s_{M_n}}(I, x))$$  \hspace{1cm} (4.5)

This becomes apparent when inspecting the automatically generated calculation rules. As expected, the local objective functions for the different contour points use different subsets of Haar-like features. Some clarifying hypothetical cases are depicted in Equation 4.6. Currently, we are providing $A=525$ image features, as are illustrated in Figure 4.8. The model tree selects around $M \approx 20$ of them. We will evaluate in more detail, which kinds of features are used at different contour points in Section 4.6.2.

$$f_{13}^\ell(I, x) := T_{13}(h_{11}(I, x), h_{19}(I, x), h_{21}(I, x), \ldots)$$
$$f_{80}^\ell(I, x) := T_{80}(h_{5}(I, x), h_{8}(I, x), h_{32}(I, x), \ldots)$$
$$f_{95}^\ell(I, x) := T_{95}(h_{8}(I, x), h_{12}(I, x), h_{21}(I, x), \ldots)$$  \hspace{1cm} (4.6)

However, generating a model tree requires considering its accuracy towards the generality of the training data. This issue is referred to with overfitting. The size of the model tree directly relates to this issue and it is controllable by a parameter that specifies the minimum size of a partition of the training data. Four our evaluation in Section 4.6 we determine this parameter to be $5\%$ of the size of the training data $K(2D + 1)$. 
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After executing these five steps, we obtain a local objective function for each contour point. It can now be called with an arbitrary location $x$ of an arbitrary image $I$. The learned model tree calculates the values of the specified features at this location from the content of the image and executes its calculation rules, as shown in Equation 4.5.

### 4.6 Experimental Evaluation

This section evaluates learned objective function in the context of deformable face model fitting, because it is essential for the subject of this thesis: facial expression interpretation. However, this scenario is typical for real-world applications, because the involved algorithms require robustness towards a lot of variations to the image data. The evaluation incorporates 500 images of frontal faces from the Internet and the television. Due to their widespread origin, they show large variations in background, illumination, focal length, color saturation, size, and face orientation. The face model has already been introduced in Section 2.7.1.

In order to demonstrate the general applicability of our approach, we will conduct the experiments of face model fitting with both gray-scale and skin color images as they are determined by adaptive skin color extraction in Chapter 3.

Section 4.6.1 introduces a state-of-the-art objective function that is commonly used for model fitting. This function serves for comparison purpose. Section 4.6.2 disassembles the automatically generated model trees and inspects their calculation rules. Section 4.6.3 analyzes to what extent learned local objective functions have the properties $P1$ and $P2$. Section 4.6.4 illustrates the accuracy of the global objective function varying a couple of parameters of the ideal model. Section 4.6.5 evaluates learned objective functions in the context of model fitting with our proof-of-concept. Section 4.6.6 illustrates the behavior of our approach in the case of partially occluded faces. Section 4.6.7 publishes the accuracy of our approach on a commonly available image database and compares the obtained results to a recent state-of-the-art approach. Section 4.6.8 elaborates on the timing characteristics of different approaches.

#### 4.6.1 State-of-the-art Objective Function for Comparison

This section describes a state-of-the-art approach for obtaining objective functions, which we will use in the remainder of this chapter for comparison purpose. This approach is first published by Cootes et al. [26], but recent publications still base on it, such as [31; 61; 29]. This
technique relies on local image structure in order to determine the model fit. They derive statistics from observations on the pixel values in the vicinity of the contour points. In order not to depend on varying illumination, they propose to consider edge values rather than intensity values. Therefore, a number of $A$ features are sampled along perpendicular lines through every contour point of the model, which we will also denote $h_a$. Similar to our approach, these feature values are combined to the feature vector $h_n$. They compute statistics on these feature values and obtain the mean $\mu_n$ and the covariance matrix $S_n$ for the contour point $n$. The value of the objective function denoted with $f_n^a$ is calculated by the Mahalanobis distance between the current observations $h_{obs}$ on the image and the statistical mean $\mu_n$, see Equation 4.7.

$$f_n^a(I, x) = (h_{obs} - \mu_n)^T S_n^{-1} (h_{obs} - \mu_n)$$ (4.7)

The integration of the Mahalanobis distance assumes that the image observations have a Gaussian distribution. This distance measure is used instead the Euclidean distance, because some feature values may have greater variance than others and variation in one feature value may be more important to the result value than the variation of others. The Mahalanobis distance takes this fact into consideration, whereas the Euclidean distance would not.

### 4.6.2 Interpretation of the Calculation Rules

Each local objective function is learned with a model tree, which is expected to select the most relevant features for prediction from a set of features. Figure 4.11 illustrates, which features the model tree picks to construct the local objective function for the contour points $n=92$ and $n=116$ for the skin-color images. The attached face models show the location of these contour points. The $x$-axis depicts the different styles of image features provided by the designer, whereas the $y$-axis depicts their different sizes. The radius of the circle illustrates the frequency each features is used to compute the model tree value. Note that the descriptors for the feature’s location within the square grid are omitted, because these descriptors would induce additional dimensions that make the plot more confusing. Each ball within this graph therefore represents a couple of image features.

Inspecting these and other examples leads to conclusion that edge-based features are hardly used to determine the value of the objective function. The model tree rejects them in *learned* objective functions and this raises the question if it is appropriate to use edge-based features in *designed* objective functions. Apparently, Haar-like features are more relevant and informative.
Figure 4.11: The calculation rules of several contour points pick different image features. Top: contour point $n=92$ is part of the upper lip, bottom: contour point $n=116$ is part of the face boundary. Features are calculated from skin-color images.

when it comes to learning objective functions. Note that this is not our subjective opinion. It is based on objective measures that the model tree uses to select features.

A closer inspection of Figure 4.11 verifies some intuitions. The predominant image features at contour point $n=92$, on the upper lip, are Haar-like features with a horizontal orientation. As can be seen in Figure 3.1, there is a clear horizontal transition from black (lip) to white (skin) in the skin color image. This implies that horizontally aligned Haar-like features will return higher values the more accurately they are aligned with this transition. The model tree has learned to exploit this informative feature. The same holds for contour point $n=116$, situated on the face boundary on the cheek, where vertical edges are favored because there is a vertical transition from skin color on the cheek to the non-skin colored background.

The error of each local objective function is depicted in Figure 4.12, for both the gray-scale and skin-color images. The radius of each circle is 100% minus the relative absolute error of the
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Figure 4.12: The objective functions of different contour points are learned with different accuracy. Left: Learning on gray value images. Right: Learning on skin color images.

learned objective function as it is evaluated on a separate test set by the rule induction algorithm. Therefore, larger circles correspond to more accurately learned calculation rules.

For both the gray-value image and the skin-color images, the contour points around the eyes and eye brows are learned very accurately. This is because there is much distinctive texture in this region, which makes many features highly evident for determining their relative position to the model’s contour point. This allows many features to be used for the calculation rules. For skin-colored images, the contour points on the chin are not learned well, because there is no distinctive texture, as can be seen in the small face image at the bottom of Figure 4.12.

An interesting difference between the two types of images is seen at the chin line (contour point $112 \leq n \leq 134$), along the left and right side of the face. These contour points are located at the boundary between the face and the background. For gray-scale images, the background is more or less random, and image features in the vicinity of contour points at a transition near this background are likely to contain random background values. These values are not very informative, and hardly used when learning the model. For skin-color images, in contrast, the background is likely to be non-skin colored, and a clear boundary between the face and the background arises. This is detected well by many image features, and an accurate local objective function is learned from the informative values they return, as can be seen in Figure 4.12.
4.6.3 Accuracy of the Local Objective Functions

Formally, objective functions either have properties P1 and P2, or they do not. In this section, we are more lenient, and define indicators l1 and l2 that compute to what extent objective functions have these properties. These indicators are computed for each image and each local objective function individually. For ideal objective functions, these indicators are l1=0 and l2=0 by definition.

l1: Correctness indicator: This indicator quantitatively shows the distance (in the interocular distance measure) between the ideal position of the contour point \(c_n(I, p^*_I)\) and the global minimum \(m\) of the local objective function. It is calculated within a certain range \(\tilde{\Delta}\) around the ideal position.

\[
    m = \arg \min_{\forall x:|x-c^*_n| \leq \tilde{\Delta}} f_n(I, x)
\]

\[
l_1 = |c^*_n - m|
\]

l2: Uni-modality indicator: This indicator shows the total number of local minima divided by the size of the considered region (\(\pi \tilde{\Delta}^2\)). It is computed within a certain range \(\tilde{\Delta}\) around the global minimum \(m\). Note that the global minimum \(m\) of the function is not counted.

\[
l(x) = \begin{cases} 
1 : x = \arg \min_{\forall y:|x-y| \leq 1} f_n(I, y) \\
0 : \text{otherwise}
\end{cases}
\]

\[
l_2 = \frac{1}{\pi \tilde{\Delta}^2} \sum_{\forall x:0 < |x-m| \leq \tilde{\Delta}} l(x)
\]

The indicators’ values are computed by taking the pixels from the image around the contour point \(c_n(p^*_I)\) with a maximum distance \(\tilde{\Delta}\). Then the objective function is computed for all of them, and exhaustive search to find the global and all local minima \((l(x) = 1)\) is performed. Local minima are defined as pixels whose adjacent pixels all have higher values than the center pixel itself.
Table 4.1: The average indicator values calculated from around 200 test images.

Table 4.1 lists the average value of both indicators over all local objective functions and test images. The learned objective functions, though not ideal, have substantially less local minima, and have a global minimum, which on average is significantly closer to the best model fit.

### 4.6.4 Accuracy of the Global Objective Function

Search on local objective functions is conducted in pixel space, whereas search on global objective functions is conducted in parameter space, as Equation 2.1 shows. Since the mapping from pixel space to parameter space is non-linear, global objective functions are not ideal in general, even if the local objective functions from which they are computed are all ideal. That makes local minima arise in the global objective function and displaces the global minimum. However, any local minimum is mostly averaged out when summing over all local objective functions. For the same reason, the global minimum is also retained.

Figure 4.13 visualizes that this is the case. The graphs depict how the value of the global objective function depends on varying pairs of model parameters starting with the ideal parameter vector $p^*_I$, for both statistics-based and learned objective functions. It is clear that the learned global objective function is closer to be ideal than the statistics-based one. The plateaus with many local minima arise because they are outside of the area specified by the learning radius $\Delta$, on which the objective function was trained. In these areas, the result of the objective function is arbitrary. The deformation parameter $b_1$ determines the angle, at which the face model is viewed, and $b_2$ opens and closes the mouth of the model. Similarly to Cootes et al. [27] the deformation parameters vary between $-2\sigma \leq b_1, b_2 \leq 2\sigma$ of the deviation within the examples used for training the deformable model.
Figure 4.13: Comparing the behavior of the statistics-based objective function (upper row) to the learned objective function (lower row), by varying different model parameters: translation $t_x$ and $t_y$ (left column), deformation $b_1$ and $b_2$ (right column).

### 4.6.5 Accuracy in the Context of Model Fitting

This section compares the statistics-based and the learned objective function in the context of our proof-of-concept. For each image, the Viola and Jones face locator automatically provides an initial guess of the model parameters, see Section 2.7.3. Furthermore, this application conducts projection-based model fitting that is explained in Section 2.5.2. Thereby, the first fitting step determines the minimum of each local objective function via exhaustive search on equally distributed search locations along the perpendicular towards the contour line at each
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Figure 4.14: The learning radius around the contour points influences the results of face model fitting. The axes indicate the distance to the manually specified model in the interocular distance measure.

contour point. However, these hypotheses of the contour points do not satisfy the constraints of the model. The second step in the fitting procedure determines the model parameters whose projected contour points have the smallest sum of squared distances to the contour point’s hypotheses of the previous step.

We conduct this evaluation on 200 previously unseen images from the Internet that are annotated with the ideal model parameterization. The point-to-point error measure that is computed from the Euclidean distance between the ideal contour point and the result of the fitting algorithm indicates the accuracy. The obtained distance values are normalized by the interocular distance. The mean point-to-point distance is 0.12 fitting the model with the statistics-based objective functions \( f_s \). This value decreases to 0.052 using the learned objective function. Apparently, learned objective functions enable the fitting algorithm to determine the best fit more accurately.

The learned objective function provides accurate results within a particular search region around the contour point that is considered during the acquisition of the training data. This
area is specified by the learning radius $\Delta$. Beyond this region its result values are arbitrary. Figure 4.14 shows a comparison between two objective functions that are trained with different learning radii. Starting with the ideal model parameterization $p^\star_I$, this experiment displaces the position of the face model randomly in $x$ and $y$ direction before conducting the model fitting step. Afterwards, we measure the point-to-point distance between the fitting result and the ideal model. Again, we normalize this value using the interocular distance measure. The $x$-axis of the diagram indicates the model’s distance from the ideal position before the fitting step. The $y$-axis of the diagram denotes the same distance after the fitting process. The dotted graph represents the result while not performing any fitting at all, i.e. the initial displacement is equal to the ‘final’ displacement. It represents an upper limit for the accuracy of any model fitting task. Note that the learned objective function delivers arbitrary values beyond the learning radius. These values are useless for model fitting and therefore, the solid line equals the dotted line in these areas.

The curves clearly show that fitting is only successful within a certain area. If the initial displacement is too high, the best model fit is determined less frequently, or not at all. The objective function, which is trained with a large learning radius, has a large area of convergence. Unfortunately, its fitting accuracy is low. In contrast, the accuracy of the objective function trained with a small learning radius is higher, but the area of convergence is smaller. Apparently, there is a trade-off between the fitting range and fitting accuracy. An interesting idea would therefore be to combine these two (or more) objective functions. During fitting, the best fit is first determined using the large-radius function. Then the parameterization of this fit is used as an initialization for the small-radius objective function, which determines the best fit more accurately, thus fine-tuning the model fit.

### 4.6.6 Accuracy in Case of Partial Occlusion

This section conducts experiments on model fitting using images with partly occluded faces. Thereby, we take the 200 annotated test images from the previous section once more and generate the occlusion automatically by adding a white rectangle to the lower face. Via this procedure, we easily obtain images with various occlusion rates that are annotated with the ideal model parameterization as well. During our experiments, we project the face model to random positions into the images. Afterwards, we apply model fitting in the way that is described by Section 4.6.5. Figure 4.15 illustrates the point-to-boundary distance between the resulting face
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Figure 4.15: The point-to-boundary distance between the obtained face model and the ideal face model increases slightly with a higher occlusion rate of the face.

model and the manually specified face model. This measure computes the minimum distance between each contour point of the fitting result and the continuous contour line of the specified face model.

In Section 4.6.5 we drew the conclusion that applying learned objective functions to locations that are beyond the learning radius will deliver arbitrary result values. The content of the image at these locations does not occur in the training data and therefore, the calculation rules are not aware of how to interpret it. Similarly, computing the objective function at partially occluded or completely occluded locations will also deliver arbitrary result, because this situation has not been learned.

4.6.7 Comparison with a State-of-the-art Approach on BioID Images

In a further experiment, we compare our approach to state-of-the-art model fitting applications using the BioID database [80]. This image database is a publicly available data set that contains 1521 gray-scale images showing different persons in front of various backgrounds including background motion and illumination changes. Since skin color extraction is only applicable to color images, we compute the Haar-like features directly from the content of the gray-scale image and use this information for learning the objective function.

Figure 4.16 shows the result of our fitting algorithm using a learned objective function (solid
Figure 4.16: The dashed line indicates the initial position of the face model as it is automatically obtained by the initialization step. The solid line shows the accuracy after the model fitting via the learned objective function. In both cases, we compute the point-to-point error to the manually specified contour points and this figure illustrates its cumulative amount.

The set-up of this experiment is directly comparable to the one of Cristinacce and Cootes [32] in terms of the utilized image database and the format of the obtained results. The state-of-the-art-approach of Cristinacce and Cootes conducts template matching in order to track facial contour points. Figure 4.16 visualizes the result of our experiment. The $x$-axis indicates the point-to-point distance measure between the manually specified models and the results of the fitting step and the $y$-axis indicates their cumulative percentage. The quality of our results are comparable to those of Cristinacce and Cootes, see [32, page 4, Figure 3a].

A further inspection of Figure 4.16 shows how much the model fitting improves the result of the initialization step of the fitting process by using the learned objective function. Given a resulting distance measure of 0.05 the global face locator is able to fit 2% of the face models within the permitted distance correctly whereas 29% of the faces are correctly located using the optimization method with the learned objective function. 95% of all faces are fitted within a distance measure of 0.12 by applying the learning approach. Applying only face localization the distance measure for locating 95% of the faces is 0.16. That corresponds to an up to 30% higher deviation from the annotated model parameters.
4.6.8 Timing Characteristics

This section compares the computational requirements of statistics-based objective functions \( f_n^s \) and learned objective functions \( f_n^\ell \) being provided the same amount of image features. As described in Section 4.6.1, the statistics-based approach computes the Mahalanobis distance from all available features. Equation 4.7 illustrates that the computationally most intensive part is represented by the product between the vector \( h_{\text{obs}} \in \mathbb{R}^A \) and the inverse covariance matrix \( S_n^{-1} \in \mathbb{R}^{A^2} \). Suppose we determine the inverse of the matrix in advance the runtime for the statistics-based approach amounts to \( \Theta(2A^2 + 3A) \) atomic mathematical operations.

In contrast, the proposed machine learning approach creates a model tree and thereby selects \( M_n \ll A \) features that it considers to be relevant and rejects all other features. The calculation rules of a model tree comprise a decision tree and a linear formula in each leaf of the tree. Its runtime is composed of the number of operations to traverse the tree and the number of operations to evaluate the particular linear formula after attaining one leaf of the tree. Usually, both parts consider only a subset of the \( M_n \) features and therefore \( \Theta(2M_n) \) represents an upper limit of the number of operations to process, which is not reached in general. However, in case \( A \) is very low, the rule induction algorithm picks \( M_n \approx A \) features and integrates all of them both into the decision tree and into the linear formula. In these cases, the number of operations tightly approximates \( \Theta(2A) \).

In this section, we contrast the exact number of processing operations depending on the number of features provided. As mentioned above, we easily determine this relationship for the statistics-based approach, because of its predefined computational scheme. Unfortunately, the design of a model tree and the number of selected features \( M_n \) depend on the statistics of the training set and on the parameterization of the rule induction algorithm. Since it is not possible to derive this relationship analytically we empirically determine the number of operations providing a varying number of image features.

Figure 4.17 illustrates the dependency between runtime and the number of image features provided by the designer and compares the statistics-based approach (left) to the machine learning approach (right). In order to give concrete example values on the timing characteristics, we determine the exact runtime of four experiments for the face model scenario. Each experiment computes the value of the global objective function by adding the value of the 134 local objective functions at the contour points, see Equation 2.1. Experiment A executes the statistics-based approach with 7 image features and finishes after 45.1 ms. Experiment B applies 37 image fea-
Figure 4.17: The statistics-based approach conducts a predefined number of operations depending on the number of image features provided (left). In contrast, the number of operations of the learn approach depends on the number of leaves in the model trees representing the calculation rules, which are inferred from the training data by the rule induction algorithm (right).

The accuracy of the statistics-based approach rises with an increasing number of image features. In contrast, the quality of the results of the learn approach keeps relatively stable with a higher values of $A$. Note that the intended amount of accuracy of the machine learning technique is rather specified by the parameters of the rule induction algorithm, which, in turn, increases the number of selected features $M_n$. In the conducted experiments, the accuracy of Experiment A is far below the one of Experiment B. Moreover, Experiment B is still less accurate than Experiment C and Experiment D, whose runtime is comparable.

Considering the learn approach, this evokes the idea that this number depends greatly sub-linearly on $A$ supposing a high value for $A$. In consequence, our approach is able to consider many more image features and still performs much quicker than the statistics-based approach.

4.7 Discussion

This section summarizes the benefits of our novel methodology, but also considers its shortcomings. Section 4.7.1 explains how this approach will facilitate the work of the designer and that there is not explicit computer vision experience necessary any more. Section 4.7.2 describes
why the objective function reaches this high accuracy. Section 4.7.3 illustrates the failure cases of the proposed approach and discusses how to solve this.

4.7.1 Benefits for the Designer

This section discusses how our approach facilitates the task of the objective function designer.

**Critical decisions are automated.** The two critical decisions in designing objective functions are selecting relevant image features and selecting a reasonable mathematical combination of these features. In our approach, the first decision is automated because the model tree algorithm tends to use only relevant features. The designer only needs to provide an abundance of features from which the model tree will choose. Whereas contemplating exactly which features might be relevant is error-prone. The second decision is automated by a part wise linear approximation of the target function.

**Less domain-dependent knowledge required.** It is much more intuitive to annotate images with ideal parameterizations, than to specify the calculation rules that compute how well a model parameterization fits to an image. Users are able to accomplish the former task with no knowledge of objective functions or fitting algorithms whatsoever, whereas the latter task requires extensive domain-dependent knowledge. Although this manual step of image annotation is laborious, it has potential to be done in parallel by several users. Alternatively, publicly available image databases that comprise image annotations can be used, such as BioID [80], XM2VTS [109], or IMM Face Database [113].

A further manual step requires the specification of a large set of image features used for assembling the training data. This requires some knowledge of fitting applications. At the moment, we provide a fixed set of image features for all domains. Section 4.9 discusses future work on learning algorithms that automatically select the image features not only from a manually prepared set, but from all existing image features.

**Loops are eliminated.** In the design approach, even slight changes to the calculation rules of the objective function require to reevaluate it on several test images to see if the expected result is achieved. If not, the objective function must be retuned and reevaluated again. The manual steps depend on each other, and the design-inspect loop is time-consuming. In our approach, there is no loop, and the manual steps do not depend on one another. Once the images have been annotated, they need never be annotated again, because this step does not depend on other steps. E.g. changing the image features or the parameters of the learning algorithm only
requires the training data to be regenerated and the model trees to be relearned. Since both steps are automated this only requires the press of a button.

Model-based approaches play an important role in the growing market of sophisticated image interpretation systems. Currently, only computer vision experts are able to create and maintain these systems. We believe that our approach is an important step towards enabling users to customize model fitting applications to their specific domain themselves. The aforementioned benefits demonstrate that they do not need to become computer vision experts to do so. We expect that the combination of a general model fitting framework that can be adapted to specific needs by non-expert users has excellent potential for commercialization.

The proposed methodology not only simplifies the task of the user, it also yields more robust objective functions. In the next section, this will be discussed with reference to our extensive empirical evaluation.

4.7.2 Benefits for the Objective Function

Section 4.7.1 presents how our approach facilitates the objective function designer’s task. This section summarizes the benefits with respect to the quality of the resulting objective function itself. The values of the indicators in Table 4.1 clearly show that learned objective functions are closer to ideal than the designed function. In Section 4.6.5, this is empirically verified in the context of a fitting application. We will now discuss the three main reasons for this result.

**Automatic feature selection.** The selection of features is based on objective information theoretic measures, which model trees use to partition the space of the image features, instead of relying on human intuition. A human can only reason about a very limited amount of features, whereas model trees are able to consider (and discard) hundreds of features simultaneously. Figure 4.8 shows that not all features are used, and edge features are hardly used at all.

**Locally customized calculation rules.** Each local objective function \( f_n^l(I, x) \) uses its own calculation rules and image feature set, because a separate model tree is learned for each contour point. Customizing the calculation rules for each local objective function would also be possible when designing objective functions, but this is usually not exploited, because it is too tedious and time-consuming. Figure 4.8 demonstrates that different local objective functions use different calculation rules, based on different features.

**Generalization from many images.** The calculation rules are trained with a large data set of more than 300 annotated images. This keeps the model trees from overfitting features that
might be predominant if only a small subset of images was used. The performance of designed objective functions is also visually inspected over a set of images. Again, it cannot be expected that humans inspect the same amount of images as used for learning, especially since each small change in the objective function entails a re-inspection of all images. Section 4.6.5 shows that learned objective functions enable better fitting performance on previously unseen images.

### 4.7.3 Cases of Failure

There are some cases in which model fitting with learned objective functions fails to match the face model to the image appropriately. Note that this failure does not occur randomly, but in the following cases only.

**Distance beyond learning radius.** The objective function is only capable of computing an accurate value for locations that are in a certain vicinity of the correct contour point. The extent of this vicinity is determined by the learning radius $\Delta$. Beyond this radius, the result value of the objective function is undefined, because the local content of the image has not been used for learning. As Figure 4.14 illustrates, this failure does not appear suddenly, but there is a smooth transition between the area of accurate results and the area of failure results.

**Image looks different from training images.** It is not possible to fit a model to an image, whose characteristics are not listed in the set of training images. E.g. bearded persons are not fit correctly if there is no image of a bearded person within the training database. Note that in this case, the objective function is not aware of the content of the image and therefore, the calculation rules deliver arbitrary values. In our case, out-of-plane rotations of the face must not be too high. These variations are not represented within the image database and therefore, our objective function is not aware of the content of the images.

**Haar-like features are not rotation invariant.** In-plane rotations of the face must not be too high, because Haar-like features are not rotation invariant. Other researchers have also faced this issue and Viola et al. [82] propose a solution to this shortcoming. Alternatively, integrating rotation invariant features will suffice as well.
4.8 Related Work on Learning the Objective Function

In this chapter, we demonstrate that learning low-level image processing, such as the selection of features, improves high-level image interpretation with special focus on model-based techniques. We will show in this section that other researchers have decided for similar strategies.

The approach of Ginneken et al. [55] is most comparable to ours. They also learn local objective functions from annotated training images in order to fit a model to single images. Similar to us, their approach automatically chooses appropriate image features from a set of given image features in advance. They also consider objective functions to be ideal if they fulfill properties similar to our properties \( P_1 \) and \( P_2 \). However, they do not specify an ideal objective function, and therefore, they are not able to approximate its characteristics. In contrast, they manually specify calculation rules of their objective function based on intuitive probability considerations. These calculation rules aim at minimizing both the probabilities of being a class member of the inside-class and the outside-class. For this purpose, the training data is taken form the left side and the right side of the model’s contour at each contour point. They train a \( k \)-Nearest-Neighbor classifier (\( k \)NN) that delivers the probability of being a member for either side of the contour. Similar to us, they fit the model with a projection-based model fitting algorithm. Unfortunately, their approach turns out to be slow, which is a direct result from applying the \( k \)NN-classifier.

Zhang et al. [170] apply projection-based model fitting in order to fit a deformable contour model of a human face to images. They strengthen their model fitting approach by selecting the correct location of the model’s contour points according to the results of several binary classifiers. Similar to our approach, each classifier is trained particularly to the image conditions at one contour point. It gives evidence whether or not square image patterns represent the correct location of the contour point. Positive training patterns are taken exactly at the contour point and negative training patterns are taken from the vicinity of the contour point. In contrast, our approach does not only determine whether or not a certain image position is representative for the location of a contour point, but also how well or badly this location is represented.

Williams et al. [158] propose a machine learning framework based on Support Vector Machines that provides real-time tracking of a rectangular pattern around a human face. The learned algorithm indicates the correctness of location of the pattern. It serves both for initializing its location in the first image and for tracking the target object through the remainder of the image sequence. Their so-called Relevance Vector Machine is trained online and the pro-
vided features represent both the appearance and the motion of the target object. Similar to our approach, it computes a resulting value that indicates how representative a location for a feature point is. Since the classifier is continuously adapted to the visible object, it is appropriate to track it through a long image sequence. However, this approach does not fit a complex model to a visible object, but locates a rectangular region within an image. This causes the creation of the subsequent image interpretation step to become more difficult.

A similar approach is taken by Avidan [2], who combines the power of quickly tracking a face model through an image sequence via optical flow and then refining the location via machine learning techniques. This second step optimizes a previously learned objective function that is implemented as a Support Vector Machine. Again, no complex model is fitted to the image, but a fixed size rectangular box. Their SVM-based objective function takes plain pixel values within the boundary box and does not compute image features. In contrast, our approach speeds up its execution by previously rejecting irrelevant features.

Similarly, Grabner et al. [60] integrate a boosted classifier that tracks a rectangular boundary box around an object through an image sequence. During the process of tracking, the classifier is adapted to the gradually changing conditions of the image sequence. Since their approach bases on the Viola and Jones object detector, it conducts a search over the entire image and returns a set of rectangular regions that arise from positive classification. This two-class classifier does not represent an objective function as the presented scheme of model-based image interpretation requires it, because it does not return a comparable value that describes how appropriate a certain location of the boundary box is. Instead, it states whether or not a certain location is appropriate. The result of our fitting step is taken to be the mean of the appropriate locations.

Reinforcement Learning has some similarities to our approach, because an objective function is learned that computes the value of being in a certain state [147]. This value is defined with respect to a reward, which is only given in certain desirable states. These value functions are called optimal when they guarantee that an autonomous agent that locally maximizes its value, i.e. it always chooses the action that leads to the next state with the highest value. This, in turn, will globally maximize its reward over time. The concept of optimal value functions is close to that of ideal objective functions. Rewards are delayed until such a desirable state is reached and therefore, Reinforcement Learning has to solve the temporal credit assignment problem: exactly which actions were relevant to acquiring the reward? Since our approach uses Supervised Learning to learn the objective function, it solves a fundamentally different, and easier, problem.
Chapter 4 Learning Robust Objective Functions

4.9 Summary on Learning the Objective Function

This chapter proves that objective functions are a crucial component of model-based image interpretation. Unfortunately, the traditional procedure of designing objective functions yields results that are far from being ideal. We have formalized the properties of ideal objective functions and give a concrete example of such functions. In addition, we have developed a novel methodology that learns objective functions from training examples generated by manual image annotations and an ideal objective function.

The resulting objective functions are more accurate, because an automated machine learning algorithm is able to select relevant features from the multitude of provided image features. This procedure customizes each local objective function with respect to the local image conditions. The proposed methodology allows to utilize many images for training and therefore, the learned objective function generalizes well. These findings are verified using two indicators that measure the extent to which objective functions fulfill the ideal properties stated. We also verify that learned objective functions enable fitting algorithms to determine the best fit accurately and compare them to state-of-the-art techniques. These evaluations are conducted on our own set of test images as well as on publicly available image databases for benchmarking purpose. The high runtime performance is one of the most notable features of the proposed approach, because the number of processed operations is nearly independent of the number of provided image features. Therefore, we achieve a high accuracy by maintaining real-time capability. Our extensive discussion addresses the various benefits as well as the failure cases of the procedure.

This approach automates many critical decisions and the remaining manual steps require less domain-dependent knowledge. It also contains no time-consuming loops, thus the work of the designer becomes more predictable in terms of the required amount of time. These features enable non-expert users to customize model fitting to their specific domain, which allow our methods to be used in commercial applications.

4.10 Outlook on Learning the Objective Function

This chapter describes the acquisition of learned objective functions with the use of two-dimensional contour models. However, this methodology is also applicable to other kinds of geometric models that are applied in machine vision. We obtained promising results on fitting a three-dimensional face model to previously unseen images with the help of a learned objective
function. Our future work will focus on formulating a generally applicable scheme for applying our approach to various kinds of models for the benefit of being capable of interpreting general real-world scenes.

The result of the proposed technique depends on the value of some parameters, such as the learning radius $\Delta$. The evaluation in Section 4.6.5 illustrates that a small learning radius leads to a high accuracy, but a small convergence area and a large learning radius leads to the opposite behavior. This fact enables fitting algorithms to conduct iterations and thereby apply learned objective functions with decreasing learning radius. The function’s convergence area of one iteration must be tuned to the function’s accuracy of the preceding iteration. This procedure is related to the common technique of decreasing the search area while iterating the model fitting algorithm. However, this approach will apply a completely different objective function within each iteration. Despite this enormous extension of the algorithm, no additional work for coding or annotating is necessary, because our approach allows automatically creating numerous objective functions with different learning radii from the same image annotations.

Currently, the training data only comprises Haar-like image features. Since, we consider these features to be most relevant for face model fitting scenarios further kinds of image features are not taken into account. Our approach delegates the crucial decisions about the relevance to the quality of the obtained calculation rules to the learning algorithm. Therefore, providing a more comprehensive set of image features would improve the accuracy of the resulting objective function. We are currently extending our approach with various image features, such as Scale Invariant Feature Transform (SIFT) [103], Local Binary Patterns (LBP) [114], and Gabor wavelet responses and we will integrate the entire set of Haar-like features proposed by Lienhart et al. [99].

Unfortunately, the current implementation does not permit to raise the number of image features that are provided to the machine learning algorithm extremely. The utilized machine learning software requires to compute the training data (Equation 4.3) and to store it into a file for further processing. The size of this file grows quickly providing a larger amount of image features. This limits the results of our approach, because the accuracy of the learned calculation rules increases with the number of training images and the number of image features.

In order to equip the learning algorithm with numerous features, we will modify the learning algorithm such that it does not require creating the file of training information any longer. Instead, it will compute the feature values directly from the content of the image during the learning phase. This will even provide the opportunity of considering all image features within
the learning radius around the contour point. Therefore, the machine learning algorithm is able to select the most relevant features and compute the most accurate calculation rules. Viola and Jones [154] already adopted this idea in their object detection framework. Their classifier computes the values of the Haar-like features on the fly and has therefore the opportunity to consider all features within a rectangular region. In conclusion, this enhanced feature selection paradigm will eliminate one of the two remaining manual steps of our approach.

Model trees tend to use only features that are relevant for predicting the target value. This is not the main purpose of model trees, but rather a convenient side effect. A consequence is that two model trees trained with the same data, but different learning algorithm parameters often use a different subset of features. Both usually agree on the most relevant features, but the use of less relevant features often differs significantly. Therefore, our future work will also focus on using particular feature selection methods to more robustly determine the truly relevant features, either through direct feature filtering [65] or wrapping feature selection around the learning algorithm [90].
Chapter 5

Facial Expression Interpretation

The preceding chapters illustrate the assembly of model-based image interpretation systems and describe our contributions for fitting a face model to images. As a result, the parameters of the correctly determined face model characterize the constitution of the visible face, such as the opening of the eyes, the opening of the mouth, and the raising of the eyebrows. In Chapter 2, Figure 2.9 depicts the impact of some of these parameters on the face model used in our proof-of-concept. Therefore, face model parameters serve as an intermediate information cure for interpreting particular aspects of the face. This chapter discusses scenarios that benefit from fitting a face model to images. As a predominant application, it elaborates on facial expression recognition, but it also illustrates related scenarios. It demonstrates the use of the model parameters in order to describe the content of the image. Our proof-of-concept has been shown to be promising for a widespread integration into applications.

The intention of computer science to interpret facial expressions is making the interaction with machines human-like. For a comprehensive overview, we refer to the publication of Lisetti [100]. The widespread applicability and the comprehensive benefit motivate to continue research on this topic. In the following, three examples give a motivation on future applications that robust facial expression interpretation will leverage.

**Software Tutors:** The area of computer-assisted learning has become popular during the last decade. Thereby, a software program acts as the teacher by explaining the content of the lesson and questioning the user afterwards. Being aware of human behavior and human emotion, the quality and success of these lessons will rise extremely. Sophisticated software tutors would determine facial expressions corresponding to surprise, confusion, frustration, and satis-
faction. An empathic computer tutor would offer encouraging words in case of the human being not confident with the success of learning, so far. For example, if the computer recognized that the person considers the currently accomplished exercises for the driving license too boring or too challenging it would adapt the further flow of the lesson accordingly.

**Lie Detector:** Micro expressions within the face reveal whether a person is telling the truth or not, see Ekman [45; 43]. Different smiles that people portray emerge these subtle differences. Computer vision applications that are specifically trained to detect these facial features would be able to distinguish a lie from the truth. A lie detector based on the aforementioned and further psychological insights will find more applications than the currently available technology such as the polygraph. Such systems would operate in court rooms, police head-quarters, and anywhere truthfulness is of crucial importance.

**Support Autistic Persons:** Persons suffering from autism are not able to determine facial expressions and emotions of their dialogue partners correctly. With great effort, therapists are currently teaching these skills using annotated picture cards. Future software supports these people by accompanying them during their day life and by analyzing what happens within their environment. This software will analyze the facial expressions of other persons and provide this information to the patient. Thereby, the success of the training will enduringly be enforced.

This chapter continues as follows. Section 5.1 explains important aspects to keep in mind fusing machines and emotions. Section 5.2 elaborates on psychological aspects on facial expressions. Section 5.3 denotes state-of-the-art approaches for facial expression interpretation. Section 5.4 describes our approach for deriving facial expressions from the parameters of the face model. Section 5.5 explains our survey on evaluating the accuracy of humans for determining facial expressions.

## 5.1 Merging Machines and Emotion

Integrating emotional aspects into future devices for a new generation of human-computer interfaces emerges two facets: On the one hand, technical devices will be equipped with functionality for detecting and interpreting human emotion. These devices are expected to adapt to the mood of the user and their reaction depends on the user’s emotion. Section 5.1.1 elaborates on this issue. On the other hand, technical devices will be equipped with emotional states themselves. These states influence the behavior of the devices and their reaction depends on their own emotion. Section 5.1.2 elaborates on this issue.
The integration of either of these two aspects is widely independent of each other. Note that the research presented by this thesis and its achievements focus on the first aspect only.

### 5.1.1 Machines Recognize Human Emotion

Technical devices that know the user’s intentions and feelings would be able to provide more convenient ways of interaction. Machines will better adapt to the current situation and provide specific features and services.

Let us consider a service robot for domestic work, such as cooking, cleansing, laundry, buying food, postal services, safety concerns, etc. This visionary, but still hypothetic, robot represents the technical substitution for a human butler. Similar to its human counterpart, this device would accomplish its duties more conveniently, knowing about the mood of the owner and his family. It would behave accordingly such as organize relaxation and entertainment that fits to the current situation and to the mood of the person. Furthermore, it would predict the desires of the person and behave in the way it is expected.

Taking care for children requires knowing about human emotion as well, especially if they are not yet able to communicate verbally. They have feelings like fun and anxiety on the carousel in the playground or show emotions via facial expressions when they are feeling coldness or heat. The same argument holds true for verbally handicapped persons or people from foreign countries.

Today’s approaches for detecting human emotion usually facilitate this challenge by integrating dedicated sensors [76; 153; 134]. So-called bio sensors derive the emotional state measuring blood pressure, perspiration, brain waves, heart rate, skin temperature, electrodermal activity, etc. For real-life applicability, these sensors are portable and wearable. However, humans interpret emotion mainly from video and audio information. The advantage for technical devices using the same scheme is that this approach uses general purpose hardware and that it is not restricted to time and place. Furthermore, it does not interfere with the human being. Section 5.4 explains our approach interpreting facial expressions from video features.

### 5.1.2 Machines Exhibit Emotional States

In order to provide intuitive interfaces, engineers equip electrical devices with emotional states. The device is always situated in one or several of these states. This issue is considered to be a major one of future HCI. It is welcomed by some, but it is alarming to others [57].
On the one hand, researchers have the opinion that an integration of emotional states is desirable for machines because of similar reasons why human beings exhibit emotional states [57]. These researchers consider emotions inevitable for making machines smarter towards everyday life. Emotions help to decide, what is important and what is not. Goleman or Slo- man [57; 137] formulate the following example: “If there is an intelligent robot crossing a dangerous bridge, it needs a state like anxiety that will put aside other, irrelevant concerns and focus on the danger at hand. Then after it had crossed safely, it can allow its attention to roam more freely, a state something like relief.” Artificial intelligence scientists formulate one final goal that future intelligent machines have to attain. They have to pass the Turing test [150] that represents the ultimate challenge for proving artificial intelligence. Researchers believe, equipping machines with emotions is necessary for this issue, see Goleman [57].

On the other hand, researchers consider this case not desirable for electrical devices, because a machine’s task must be predictable. Inherent emotional states would affect this issue badly.

The designers of novel computer games and virtual reality environments face a related challenge. They need to create avatars and autonomous agents that are capable of exhibiting and expressing emotions. The early work of Bates et al. [6; 5] investigates creating believable characters for simulated worlds. Their ellipsoidal creatures called Woggles have individual personalities, display emotions, engage in social behaviors, and react to their dynamic environment, see Figure 5.1. They communicate by stylistic squashes and spins and they move by jumping. At the same time, they can also move their eyes to watch what’s going on around them. A human controls one of the Woggles while the others are controlled by the computer. The more recent work of Bernsen et al. [10] introduces a domain-oriented system enabling the conversation with the fairy-tale author Hans Christian Andersen. The aim of this project is to leverage human-like communication with this embodied agent. This approach highly focuses on the emotional aspects of the virtual character.

5.1.3 Merging Emotion and Machines in Literature and Movies

Combining emotion and machines is science fiction and therefore, a lot of people are interested in this subject. Books and movies choose this combination as a central issue and they also focus on the two previously explained facets emerging.

Most often, literature describes the case of machines exhibiting emotional states in a bad light. They consider devices that serve humans not desirable to have emotions themselves,
because people do not want machines to get afraid, angry, or touchy. Literature shows what
might happen: In *Hitchhikers Guide to the Galaxy*, the depressed robot Marvin always needs
to be given a command twice before it starts its execution. The robot Data of the series *Star
Trek* was equipped with an emotion-chip within one episode. This made it weak for any kind of
manipulation by others. The space ship in *HAL* is afraid to be unplugged and therefore kills all
but one of the crew members on a space mission.

Nevertheless, literature also shows examples where computers detect human emotion and
behave supporting: The intelligent car K.I.T.T. of the series *Knight Rider* supports its driver
knowing about human feelings. Without the robot in the movie *Terminator II* that behaves like
a human the persons would not survive the attacks of some other robots. The robot in *Short
Circuit* suddenly becomes capable to feel human emotions due to a short circuit. Henceforth, it
behaves like a human as is accepted as a member of the community.

### 5.2 Facial Expression Recognition

As it has been well-proven by psychology and sociology, humans do not only use natural lan-
guage for communication, see Bentele et al. [8], Bergler et al. [9], Davidson et al. [36], Pürer
et al. [118], and Worth et al. [165]. People interpret information from various communica-
tion channels that their dialogue partners express, see Figure 1.1. Some of this information
is not intended to be expressed, but cannot be suppressed as well. Psychologists divide that
information into different communication channels, see Pürer et al. [118]. They are divided
into the auditory (hearing), the visual (sight), the tactile (touch), the olfactory (smell), and the
gustatory (taste) channel.
Let us depict two exemplary communication channels: From the auditory channel people extract the prosody, which describes the properties of the speech, such as the intonation, rhythm, and the relative emphasis given to certain syllables in a word. From the visual channel people extract the entire body language, such as gesture, facial expressions, and the posture of the body. Due to that amount of exchanged information, one of the experts in communication theory Paul Watzlawick [157] says: “One cannot not communicate.”

The question arising is, why humans do have the ability to express and understand facial expressions of other humans. People exchange their emotional state nonverbally by reading information from other faces. Thereby, the opportunity is given to draw a conclusion between the facial expressions and its related emotions. Being aware of the emotion of others, people are able to better judge the situation, which makes them adapt their own behavior. The challenge for humans is to not incorrectly interpret the facial expressions and thus to misjudge the situation, see Section 5.5.
5.2 Facial Expression Recognition

5.2.1 The Six Universal Facial Expressions

In the 1970ies, the psychologists Ekman and Friesen conducted research on the social dependencies of facial expressions [41]. They prove that the six basic facial expressions are universal [42], because they are expressed and interpreted in the same way by humans of any origin all over the world. These universal facial expressions do not depend on the cultural background or the country of origin. They are happiness, anger, disgust, sadness, fear, and surprise. Figure 5.2 shows one example of each facial expression as they occur in the Cohn-Kanade-Facial-Expression-Database.

5.2.2 The Facial Action Coding System

Ekman and Friesen introduce the Facial Action Coding System (FACS), which represents a methodology to precisely describe muscle movements within a human face [42]. Thereby used Action Units (AUs) denote the movements of particular regions of the face and state the involved facial muscles. Figure 5.3 depicts some examples of facial activity that emerge from combinations of the Action Units AU1, AU2, and AU4. More complex combinations of Action Units assemble facial expressions. Extended systems like the Emotional FACS (EMFACS) specify the relation between facial expressions and emotions [53].

Figure 5.3: Combinations of the Action Units AU1, AU2, and AU4 and the facial expression that emerge [46].
5.2.3 The Cohn-Kanade-Facial-Expression-Database

Kanade et al. gather a database that contains hundreds of short image sequences each showing one of the six universal facial expressions determined by Ekman and Friesen, see Section 5.2.1. Their intention is to provide researchers with a large dataset for experimenting and benchmarking purpose [86]. Therefore, algorithms that base on these image sequences aim at interpreting the six universal facial expressions. This database consists of 488 image sequences from 97 different persons. Every image sequence contains 18 images on average, ranging from 4 up to 66 images. Each sequence shows a neutral face at the beginning and then develops into one of the six universal facial expressions. Figure 5.2 shows an example image of the Cohn-Kanade-Facial-Expression-Database for each of the six universal facial expressions. Furthermore, Cohn and Kanade provide a manually specified set of Action Units for each sequence that is determined by licensed FACS-experts.

Note that the Cohn-Kanade-Facial-Expression-Database does not contain natural facial expressions, but they asked volunteers to act the expressions. Furthermore, the image sequences are taken in a laboratory environment with predefined illumination conditions, solid background and frontal face views. Algorithms that perform well with these image sequences are not immediately appropriate for real-world scenes.

5.3 Related Work on Facial Expression Interpretation

The computational task of facial expression interpretation is usually subdivided into three subordinate challenges, which is explained by Pantic et al. [116], see Figure 5.4: detection of the face within the image or image sequence, feature extraction, and facial expression classification. Chibelushi et al. [21] subdivide this task further by adding a pre-processing and a post-processing step. This section presents several state-of-the-art approaches, which accomplish the involved steps in different ways. For a more detailed overview we refer to Chibelushi et al.

Figure 5.4: Course of execution for facial expression recognition.
Section 5.3 Related Work on Facial Expression Interpretation

First, the human face and the facial regions have to be accurately located within the image. On the one hand, this is achieved automatically as in [111; 46; 47; 24]. Most automatic approaches assume the presence of a full frontal face view. On the other hand, the researchers specify the necessary information manually, because they rather focus on the interpretation task itself, as in [131; 22; 130; 149].

Second, the interpretation process extracts features that are highly descriptive for facial expressions. These features are often taken from the image data directly. Michel et al. [111] extract the location of 22 feature points within the face and determine their motion between a neutral frame and a representative frame for a facial expression. These feature points are mostly located around the eyes and around the mouth. The very similar approach of Cohn et al. [23] uses hierarchical optical flow in order to determine the motion of 30 feature points. They call their approach feature point tracking. Littlewort et al. [101] utilize a bank of 40 Gabor wavelet filters at different scales and orientations to extract features directly from the image. They perform convolution and obtain a vector of magnitudes of complex valued responses.

Third, a classifier interprets the extracted features and delivers a facial expression. It is usually learned from a comprehensive set of annotated examples for training. Most classification systems recognize one of the six basic emotions as they were introduced by Ekman and Friesen [42], see Section 5.2.1. Some approaches first determine the involved Action Units of the Facial Action Coding System, which we described in Section 5.2.2, and determine the facial expression in a subsequent step from these Action Units referring to the rules stated by Ekman and Friesen [44]. Mayer and Pietzsch apply optical flow for tracking the facial movement and therewith extracting the feature data of the video sequences of the Cohn-Kanade-Facial-Expression-Database. Their classification bases on Binary Decision Trees [120]. Michel and El Kaliouby [111] train a Support Vector Machine (SVM) that determines the visible facial expression within the video sequences of the Cohn-Kanade-Facial-Expression-Database by comparing the first frame with the neutral expression to the last frame with the peak expression. Schweiger and Bayerl [130] compute the optical flow within 6 predefined regions of a human face in order to extract the facial features. In their classification is based on supervised neural network learning.

Cohen et al. [22] use a three-dimensional wireframe model consisting of 16 different surface patches embedded in Bézier volumes, see Figure 2.2. The surface patches represent different parts of the face. The model’s deformation parameters are related to the changes of the Bézier volume parameters. The intensity and direction of facial motion is derived from these param-
eters. The motion vectors are the basis for determining the facial expression of the person in the image. In order to classify the different facial expressions Cohen et al. use two variants of Bayesian Network classifiers, a Naive Bayes classifier with Cauchy distribution and a Tree-Augmented-Naive Bayes classifier. Whereas the Naive Bayes classifier treats the motion vectors to be independent from each other, the Tree-Augmented-Naive Bayes classifier assumes dependencies between them, which facilitate the interpretation task. Further improvements are achieved by integrating temporal information about facial expressions. The temporal information is inferred from measuring different muscle activity within the face, which is represented by Hidden Markov Models.

5.4 Our Approach for Interpreting Facial Expressions

This section describes our approach to determine the visible facial expression via machine learning techniques. The utilized features are extracted both directly the image data and from the parameters of the correctly fitted face model. Similar to Schweiger et al. [130], we consider the motion of facial feature points important information cues to infer the interpretation result. Furthermore, we also focus on deformation parameters of the face model $b$ that describe the constitution of the visible face.

Figure 5.5: The mesh of $G = 140$ facial feature points as it is projected onto the face region with the help of the face model.
5.4 Our Approach for Interpreting Facial Expressions

5.4.1 Acquisition of Features

Since facial expressions emerge from facial muscle activity, the motion of particular feature points within the face is appropriate to describe the visible expression. However, we do not determine a small set of these feature points manually, because the obtained result would depend too much on the experience of the designer in analyzing facial expressions. In contrast, we provide a multitude of \( G \) feature points that are equally distributed all over the face, see Figure 5.5. We expect these points to move uniquely and predictably in the case of a particular facial expression. In order to determine robust descriptors, Principal Component Analysis (PCA) determines the \( g \) most relevant motion patterns visible within a set of training image sequences. A linear combination of these \( g \) motion patterns describes each observation approximately correct. This reduces the number of descriptors from \( g = 2G \) to \( g \ll G \) by enforcing robustness towards outliers as well. As a compromise between accuracy and runtime performance, we set the number of feature points to \( G = 140 \) and the number of Principal Components that describe the motion to \( g = 14 \).

The feature points are automatically projected into the region of the face. This region is determined by the face model that has been correctly fitted by the preceding steps of the model-based image interpretation scheme. The motion of the feature points is normalized by the interocular distance. Since facial expressions do not emerge suddenly, we integrate the motion over a certain amount of time. Figure 5.6 visualizes the obtained motion of the feature points for some example facial expressions.

In addition to the motion of the facial features, we take the deformation parameters \( b \) of our face model that describe the current constitution of the visible face. Figure 2.9 illustrates how the facial expression affects the value of the deformation parameters. From this information, we assemble a feature vector of \( \text{dim}(b) + g \) dimensions, which represents the basis for facial expression classification.

5.4.2 Training of the Classifier

We train a classifier that is able to determine the six universal facial expressions being provided with a vector of the previously mentioned features. We calculate these vectors for 66% of the image sequences of the Cohn-Kanade-Facial-Expression-Database and provide it to the machine learning algorithm as training data. We will use the remainder of the image database for evaluating the obtained results. Since it is a robust and quick classifier, we learn a Binary
Figure 5.6: Some examples of the motion of the facial feature points in case of the facial expressions happiness and surprise [108].

Decision Tree [120]. However, any other multi-class classifier that is able to derive the class membership from real valued features can be integrated as well, such as a k-Nearest-Neighbor classifier.

5.4.3 Experimental Evaluation

Table 5.1 illustrates the accuracy of the proposed approach being applied to the previously unseen fraction of the Cohn-Kanade-Facial-Expression-Database. The confusion matrix shows that the facial expressions happiness and fear are confused very often. Four sequences that show happiness are detected as fear and five sequences that show fear are classified as happiness. The reason for that is the part wise similar motion around the mouth, which is also denoted by FACS.

The accuracy of our approach is comparable to the one of Schweiger et al. [130] who also conduct their evaluation on the Cohn-Kanade-Facial-Expression-Database. For classification, they also favor motion from different facial parts and determine Principal Components from these features. However, Schweiger et al. manually specify the region of the visible face whereas our approach performs an automatic localization via model-based image interpretation.
### 5.5 A Survey on Humans Recognizing Facial Expressions

Facial expressions are often caused by minimum activity of facial muscles, which makes it difficult for machines to detect and distinguish between the different expressions. In order to obtain a comparable measure, we investigate the accuracy of humans recognizing facial expressions by conducting a comprehensive survey questioning hundreds of people. Afterwards, we compare these results to facial expression interpretation algorithms.

Questioning people about facial expressions has been conducted earlier. In 1872, Charles Darwin asked travelers from different continents about the facial expressions of the native people [34]. In the 1970ies, Paul Ekman and Wallace Friesen investigate whether facial expression interpretation is a universal or culture-specific task by applying current scientific standards to this investigation, see Section 5.2.1.

Our survey questions a few hundred people about the facial expressions visible in the Cohn-Kanade-Facial-Expression-Database, see Section 5.2.3. Note that this database does not provide communication channels and further context information. Therefore, the participants are pro-

<table>
<thead>
<tr>
<th>ground truth</th>
<th>classified as</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>surprise</td>
</tr>
<tr>
<td>surprise</td>
<td>28</td>
</tr>
<tr>
<td>happiness</td>
<td>1</td>
</tr>
<tr>
<td>anger</td>
<td>1</td>
</tr>
<tr>
<td>disgust</td>
<td>0</td>
</tr>
<tr>
<td>sadness</td>
<td>1</td>
</tr>
<tr>
<td>fear</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 5.1: Confusion matrix and recognition rates of our approach.**

Michel et al. [111] also focus on facial motion by manually specifying 22 feature points that are predominantly located around the mouth and around the eyes. They utilize a Support Vector Machine (SVM) for determining one of the six facial expressions. The recognition rates of Schweiger et al. and Michel et al. are illustrated in Table 5.4.
vided the same information as current facial expression interpretation algorithms. This makes a comparison of human capabilities and current computer algorithms appropriate.

5.5.1 Description of the Survey

The participants of the survey are shown randomly selected image sequences of the Cohn-Kanade-Facial-Expression-Database and they have to specify one of the six universal facial expressions for each sequence. There is the opportunity to annotate “none” in case they are not able to decide on one of the facial expressions. Each sequence can be replayed as often as necessary. The participants are asked to annotate as many image sequences as they want.

In the end, 250 different persons were specifying their impression on some of the 488 image sequences of the Cohn-Kanade-Facial-Expression-Database and we collected \( q = 5413 \) annotations all together. On average, each participant annotated around \( \frac{5413}{250} \approx 22 \) image sequences, which results in approximately \( \frac{5413}{488} \approx 11 \) annotation per sequence. Furthermore, the participants stated their gender, age, and origin on a voluntary base. 45.7% of the participants are female, 48.8% are male, and 5.5% did not tell their gender. 64.0% of the participants are adults, 12.5% are less than 18 years old, and 23.5% did not specify their age.

5.5.2 Evaluation on the Survey’s Results

This section evaluates the annotations specified by the participants of our survey. It shows, which facial expressions are mostly classified equally and which are more likely to be confused. Cohn and Kanade provide a manually specified set of Action Units for each sequence of the Cohn-Kanade-Facial-Expression-Database. Unfortunately, these Action Units do not relate to one of the six universal facial expressions uniquely. Therefore, we do not have the possibility to decide whether the annotations of the participants specify the facial expression correctly or not. For this reason, the entire Section 5.5.2 rather compares the annotations of the participants to one another. In contrast, Section 5.5.3 will compare the capability of determining facial expressions between humans and computer algorithms. This requires us to adapt the annotations that are treated to be the correct ones by Michel et al. [111].
Table 5.2: The result of humans specifying the facial expression visible in each of the 488 image sequences of the Cohn-Kanade-Facial-Expression-Database. More intense colors denote a higher annotation rate for a particular facial expression. The sequences are sorted such that adjacent rows are annotated similarly.
5.5.2.1 Annotation Rate of Each Facial Expression

We denote $\mathcal{E}$ to be the set of facial expressions that the participants are able to specify. During our survey, we obtained $q$ annotations on the entire image database, which we subdivide into the numbers of annotations $q_i$ for the image sequences $i$. Again, we subdivide $q_i$ into the numbers of annotations $q_{i,\epsilon}$ for the facial expression $\epsilon$, see Equation 5.1. The annotation rate $r_{i,\epsilon}$ gives evidence about the number of annotations for one image sequence and for one facial expression in relation to the total amount of annotations for one sequence.

\[
\mathcal{E} = \{ \text{happiness, sadness, disgust, fear, anger, surprise, none} \}
\]

\[
q = \sum_{i=1}^{488} q_i
\]

\[
q_i = \sum_{\epsilon \in \mathcal{E}} q_{i,\epsilon}
\]

\[
r_{i,\epsilon} = \frac{q_{i,\epsilon}}{q_i}
\]  

(5.1)

Table 5.2 illustrates the annotations of all participants for all 488 sequences. Every row denotes one image sequence $i$ and indicates the annotation rate $r_{i,\epsilon}$ for all facial expressions $\epsilon \in \mathcal{E}$. A more intense color denotes a higher annotation rate for a particular facial expression. We sort the rows of the table such that similarly specified image sequences are adjacent to one another, which clusters the sequences by the predominantly recognized facial expressions. In this representation, the confusion of the facial expressions is clearly visible.

Obviously, happiness is best distinguished from the other facial expressions. Sadness gets little confused with disgust or fear, but gets highly confused with anger or surprise. Anger and disgust are the most mixed up facial expressions. It seems that fear is the hardest to tell apart from the other facial expressions. It gets often confused with surprise, disgust and sometimes with sadness or anger. In contrast to these insights, Kanaujia et al. [87] observe that happiness and fear are highly confused.

5.5.2.2 Histograms of the Annotation Rates

The previous section calculates the annotation rate to be specified as a particular facial expression for each image sequence. This section elaborates on the cumulative occurrence of the different annotation rates. Note that the participants were able to annotate a particular image
Figure 5.7: Distribution of the annotation rate $r_{i,\epsilon}$ for each facial expression $\epsilon$ and for “none”. It also illustrates a perfect distribution, which would occur in case the participants decided exactly the same for all image sequences and they determined this facial expression for exactly $\frac{1}{6}$ of the image sequences.
sequence $i$ well, if the annotation rate for one facial expression $\epsilon_1$ is close to $r_{i,\epsilon_1} = 1$ and the annotation rate for the other facial expressions $\epsilon_2 \in \mathcal{E}\setminus\{\epsilon_1\}$ is $r_{i,\epsilon_2} = 0$. Figure 5.7 shows the histograms of the annotation rates for all facial expressions and for “none”. Distinctive values for the annotation rate $r_{i,\epsilon} = 0$ and the annotation rate $r_{i,\epsilon} = 1$ in the histograms would indicate an excellent recognition for a particular facial expression $\epsilon$. This fact is illustrated by the optimal distribution, which bases on the assumption that the six universal facial expressions occur equally often. This distribution would indicate the annotation rate $r_{i,\epsilon} = 0$ with $\frac{5}{6}$ of the image sequences and the annotation rate $r_{i,\epsilon} = 1$ with $\frac{1}{6}$ of the image sequences.

Similar to the evaluation in the previous section, happiness is the most distinctive facial expression, because its histogram shows the most distinctive peaks for $r_{i,\epsilon} = 0$ and for $r_{i,\epsilon} = 1$. This evaluation demonstrates that fear is recognized worst of all facial expressions, because no sequence has a annotation rate of $r_{i,\text{fear}} = 1$ or close to it.

### 5.5.2.3 Confusion between Two Facial Expressions

The previous sections show that people often do not agree on the facial expression visible in a particular image sequence, but confuse certain facial expressions with one another. This section determines the level of confusion between two facial expressions by comparing the annotations of different participants for each image sequence. We consider two facial expressions to be confused if two different participants of the survey annotate the same image sequence with these two different expressions. As the measure of confusion $\tau(\epsilon_1, \epsilon_2)$ between two facial expressions $\epsilon_1, \epsilon_2 \in \mathcal{E}$, we take the relative number of image sequences being annotated with both facial expressions. Higher values of $\tau$ denote higher confusion between two facial expressions. This measure is calculated with Equation 5.2, where $S_i(\epsilon_1, \epsilon_2)$ determines if a particular image sequence $i$ is confused by for two facial expressions $\epsilon_1$ and $\epsilon_2$.

$$s_i(\epsilon_1, \epsilon_2) = \begin{cases} 1 & : q_{i,\epsilon_1} > 0 \land q_{i,\epsilon_2} > 0 \\ 0 & : \text{otherwise} \end{cases}$$

$$\tau(\epsilon_1, \epsilon_2) = \frac{1}{488} \sum_{i=1}^{488} s_i(\epsilon_1, \epsilon_2) \quad (5.2)$$

Table 5.3 illustrates the confusion of either pair of facial expressions. It shows that people have difficulties in interpreting the facial expressions, because some facial expressions seem to get confused very easily with certain other expressions. The participants did not decide well
between fear and surprise for some image sequences. As an analogy to FACS, some Action Units are similar in these two facial expressions [53]. Further expressions, which get easily confused because of some coinciding Action Units are fear and disgust, anger and disgust, anger and surprise, and anger and sadness. Interestingly, people confused least between happiness and sadness.

<table>
<thead>
<tr>
<th>( \tau \ (row, \ col) )</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
<th>“none”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>—</td>
<td>26.4%</td>
<td>17.0%</td>
<td>5.1%</td>
<td>23.4%</td>
<td>22.3%</td>
<td>26.8%</td>
</tr>
<tr>
<td>Disgust</td>
<td>—</td>
<td>—</td>
<td>20.5%</td>
<td>4.1%</td>
<td>11.7%</td>
<td>18.6%</td>
<td>21.9%</td>
</tr>
<tr>
<td>Fear</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>7.0%</td>
<td>9.8%</td>
<td>28.7%</td>
<td>21.7%</td>
</tr>
<tr>
<td>Happiness</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.7%</td>
<td>10.2%</td>
<td>12.9%</td>
</tr>
<tr>
<td>Sadness</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>18.6%</td>
<td>19.9%</td>
</tr>
<tr>
<td>Surprise</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>31.6%</td>
</tr>
<tr>
<td>“none”</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 5.3: The amount of confusion between either pair of the six universal facial expressions and of “none”. For clarity, the lower part of the table is omitted.

### 5.5.3 Comparing the Recognition Rate of Humans and Algorithms

Based on the survey’s results this section calculates the recognition rate of humans and compares it to the recognition rate of particular algorithms. For each image sequence, objectively comparing the accuracy requires to know about the correct facial expression, which we will denote with ground truth. Unfortunately, Cohn and Kanade did not specify this ground truth for their image sequences. As a consequence, researchers often specify this ground truth by their own in order to train their interpretation algorithm and to evaluate its result, see Michel et al. [111]. Note that our evaluation in Section 5.5.2 proves that these manual annotations are therefore not be very reliable either.

Nevertheless, this section takes the manual annotations of Michel et al. as the ground truth and compares the accuracy of their algorithm to the accuracy of the human annotations obtained by our survey. We choose the recent project of Michel et al., because they also take the Cohn-Kanade-Facial-Expression-Database and they provide the manually annotated facial expressions. Their algorithm determines one of the six universal facial expressions for each image.
sequence by tracking facial feature points that perform face localization and feature extraction. The displacements of the facial features in the image sequence are used as input data to a Support Vector Machine classifier (SVM). They consider SVMs combined with their facial feature tracking approach effective towards fully automatic and unobtrusive expression recognition in real-world scenarios. For the comparison within this section, we take the accuracy values that they provide for recognizing one of the six universal facial expressions [111, Table 5].

Furthermore, we also consider the results of Schweiger et al. [130]. They propose a neural architecture for temporal emotion recognition from image sequences. Features that represent temporal facial variations are extracted within a bounding box around the face that is subdivided into regions. Within each region, the optical flow is tracked over time and its principal components are considered a representative features for classification. For each facial expression a neural network is trained. They also utilize the Cohn-Kanade-Facial-Expression-Database for training and evaluation purpose. The recognition rate for anger, sadness, and surprise is high, whereas the values for disgust, fear, and happiness are very low. They relate their low recognition rate of 0% for fear with the fact that they have only a few sequences of this facial expression for training and testing. Note that this evaluation is not based on the ground truth specified by Michel et al. and therefore, it is not entirely comparable.

For determining the capability of humans, we calculate the accuracy of humans recognizing facial expressions via the annotations of our survey. We consider each annotation of the participants and evaluate its correctness by comparing it to the ground truth. Table 5.4 shows the

<table>
<thead>
<tr>
<th>facial expression</th>
<th>Human specification during our survey</th>
<th>Result of the algorithm of Michel et al. [111]</th>
<th>Result of the algorithm of Schweiger et al. [130]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>71.7%</td>
<td>66.7%</td>
<td>75.6%</td>
</tr>
<tr>
<td>Disgust</td>
<td>64.1%</td>
<td>64.3%</td>
<td>30.0%</td>
</tr>
<tr>
<td>Fear</td>
<td>27.9%</td>
<td>66.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Happiness</td>
<td>90.5%</td>
<td>91.7%</td>
<td>79.2%</td>
</tr>
<tr>
<td>Sadness</td>
<td>52.7%</td>
<td>62.5%</td>
<td>60.5%</td>
</tr>
<tr>
<td>Surprise</td>
<td>76.8%</td>
<td>83.3%</td>
<td>89.8%</td>
</tr>
<tr>
<td>Average</td>
<td>64.0%</td>
<td>71.8%</td>
<td>55.9%</td>
</tr>
</tbody>
</table>

Table 5.4: Recognition rate of the survey compared with the results of different algorithms.
Section 5.5 A Survey on Humans Recognizing Facial Expressions

<table>
<thead>
<tr>
<th>ground truth</th>
<th>specified as</th>
<th>#seq</th>
<th>#annot.</th>
<th>recogn.</th>
</tr>
</thead>
<tbody>
<tr>
<td>anger</td>
<td>disgust</td>
<td>fear</td>
<td>happiness</td>
<td>sadness</td>
</tr>
<tr>
<td>anger</td>
<td>208</td>
<td>30</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>disgust</td>
<td>77</td>
<td>198</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>fear</td>
<td>17</td>
<td>119</td>
<td>67</td>
<td>0</td>
</tr>
<tr>
<td>happiness</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>237</td>
</tr>
<tr>
<td>sadness</td>
<td>55</td>
<td>15</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>surprise</td>
<td>0</td>
<td>4</td>
<td>42</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5.5: Confusion matrix of the survey’s annotations.

The recognition rate of humans and algorithms. Table 5.5 shows the confusion matrix that shows the confusion between the result of our survey and the ground truth.

For example, Michel et al. specify 25 sequences to show the facial expression anger and these sequences are classified correctly in 208 cases, and therefore, the recognition rate for anger is 71.7%. Anger was never mistaken for happiness, but in 30 cases it was mistaken for disgust etc. With 90.5%, we get the best recognition rate for happiness, while fear was distinguished poorly with 27.9%. The sequences which are showing fear were even more often classified as disgust (in 119 cases) than as fear (in 67 cases). The participants of our survey have a higher recognition rate for the facial expressions anger, disgust, happiness, surprise and a higher average value of all facial expressions. In contrast, the algorithm works better for distinguishing fear and sadness from the other facial expressions.

5.5.4 Conclusion on the Survey

This survey shows that humans are not as good in determining the facial expression of other people as computer vision researchers would expect them to be. Human annotations are not even more accurate than current algorithms for facial expression interpretation. One of the main reasons for these poor recognition rates originates from the fact that the Cohn-Kanade-Facial-Expression-Database does not contain natural expressions. Instead, Cohn and Kanade asked the persons to act the six universal facial expressions and therefore, the expressions are recorded as the performing person would consider them to look like. Showing a laughing expression is simple, but most people are not sure how angry, afraid, or disgusted faces look like.
Furthermore, this recording was conducted in a laboratory environment rather than in a real-world scene. The consequence is that these performed expressions are different from natural expressions and therefore, the participants of our survey are not too accurate in recognizing them.

In our opinion, the most decisive reason for the poor results is the consideration of video information only. We expect humans to be more accurate being provided further information as well, such as audio information and long-term context information. Therefore, we recommend integrating this information into facial expression interpretation algorithms as well in order to improve recognition. We recently published our preliminary results on this issue [129].
Chapter 6

Summary and Conclusion

Interaction between humans consists of a variety of communication channels, such as natural language and facial expressions. Current systems are not able to interpret these channels as robustly and accurately as humans are, and human-computer interaction is therefore restricted to traditional input and output devices like keyboards and mice. This thesis focuses on interpreting facial expressions as one aspect of the visual communication channel and elaborates on state-of-the-art techniques that will leverage novel paradigms for human-computer interaction.

With this purpose in mind, we propose to use model-based image interpretation, which is a technological scheme that generally contributes to current and future requests on understanding images and further sensor data. In this regard, accurately fitted models represent an intermediate step to image interpretation. A small number of model parameters describe the visible object, and therefore facilitate the subsequent interpretation step. However, it is a great challenge to robustly fit a model to an image. As described in Chapter 2, this task is generally subdivided into several computationally independent steps. This thesis contributes to model-based image interpretation by proposing novel approaches for two of these steps: skin color extraction and objective functions.

In Chapter 3, we propose an algorithm that extracts skin color from the image, because this feature describes the location and the shape of human faces well. Unfortunately, the appearance of skin color depends highly on the person and the context conditions of the image. Therefore, we propose to determine image-specific characteristics that describe the visual appearance of human skin at first. Then, a general purpose color classifier specializes according to this information, which enables the adapted classifier to precisely extract skin color pixels.
from the image. Our approach allows the integration of general purpose color classifiers and yields both high runtime performance and high accuracy. Besides our application of facial expression recognition, this feature extraction scheme is also applicable to other aspects of image interpretation.

Chapter 4 focuses on the objective function, a component that has a substantial influence on the accuracy of the entire model fitting process. It explains the shortcomings of constructing this function by hand. Here, the designer selects salient image features by intuition, with which the calculation rules are assembled manually. In contrast, we define so-called ideal objective functions, investigate their behavior, and explicitly formulate their properties. Unfortunately, these ideal functions cannot be obtained for real-world image interpretation scenarios. Therefore, we propose a novel methodology that learns the objective function from training images, which are manually annotated with the preferred model parameters. Simultaneously, we enforce to approximate the properties of ideal objective functions, which yields highly accurate calculation rules. Our comprehensive evaluation shows the obtained precision as well as the high runtime performance. This methodology does not require fundamental expertise on computer vision any longer and is generally applicable to various model fitting tasks. As it offers an enormous range of use, a potential for commercialization is at hand.

Finally, Chapter 5 elaborates on the task of interpreting facial expressions. It describes the applicability of these techniques and focuses on its challenges. Current insights and achievements have already laid the foundation to a reasonable solution. Our approach infers facial expressions from image data and the parameters of a correctly fitted face model. Similar to other approaches, we obtain accurate results deriving the facial expression from facial muscle movement, which is determined by optical flow. Additionally, we conducted a survey on the capabilities of humans interpreting facial expressions. Surprisingly, humans do not achieve more accurate results than state-of-the-art computer vision algorithms, while taking only the visual communication channel into account. Therefore, we propose to consider the integration of further communication channels inevitable in order to interpret facial expressions and human emotion.

In conclusion, we expect current and future requests on interpreting images and other sensor data to greatly benefit from model-based techniques. This methodology divides the interpretation challenge into the task of visually grasping real-world objects via models and the task of inferring the interpretation result from the model parameters. Focusing on these two fractions individually rather than on the interpretation task as a whole provides decisive advantages that
affect both the accuracy of the interpretation result and the feasibility of its utilization. Our approach to learn objective functions from image annotations turns one major challenge of this scheme manageable by non-experienced persons while preserving high precision at the same time.
Chapter 7

Outlook

A fine grasp of the content of images and of further sensor data will be essential for developing intelligent devices in future times. Model-based techniques render image interpretation feasible for various applications in real-world scenarios. This thesis presents techniques for fitting deformable face models to images in order to recognize facial expressions. The techniques involved facilitate interpretation tasks for further application as well. Currently, model-based image interpretation is not widely represented in machine vision implementations, but a multitude of sophisticated techniques have been developed during the last decade [31; 154; 67]. These achievements turn model-based techniques viable for real-world challenges.

The proposed approach to obtain information about the location and the shape of the different facial regions by adaptive color classification facilitates various interpretation tasks. Future extensions will determine lip color, tooth color, iris color, brow color, and many more. Preliminary results demonstrate that robust classifiers will be obtained for all of them. In addition, our calculation rules will not only consider the pixel’s color, but also its location relative to the determined face. Taking these additional features, machine learning algorithms will provide more accurate decision rules.

Our evaluation on model fitting emphasizes the trade-off between obtaining generally applicable and accurate objective functions via the machine learning approach, while the considered learning radius controls this aspect. Therefore, we will equip future fitting algorithms with several objective functions at the same time. We will apply them in sequence starting with the most general function and gradually execute more accurate ones. The novelty of this iteration scheme is based on the execution of different algorithms throughout the different iterations. Fortunately,
this increased complexity of the fitting algorithm does not require additional manual work, because each of these objective functions is learned from the same basis of image annotations. Furthermore, we will provide a larger variety of image features to the machine learning step, which will improve the generated calculation rules.

Moreover, we will abolish the limitation that the voluminous file of training data inducts into the current implementation of our approach. Its immense size depends on the fact that the image features of the training data represent the underlying image data in a highly redundant way. Forcing the machine learning algorithm not to rely on this file, but to calculate the necessary image features on request during the learning phase will avoid severe memory restrictions. Other researchers have successfully applied this approach in a similar way in order to locate objects within images [154; 99].

Learning objective functions from annotated training images is promising not only for two-dimensional contour models, but to other kinds of models as well. We have already conducted successful experiments that illustrate the excellent performance of our methodology on rigid three-dimensional models. Therefore, we intend to formulate and publish a generally applicable scheme for applying our approach to various kinds of models for the benefit of being capable of interpreting general real-world scenes.

The face interpretation community has achieved great progress during the last few years. Its focus is split into several related directions, such as face localization, face tracking, person identification, gaze tracking, and facial expression interpretation. Recent achievements in the various research fields involved promise the continuation of this success in the future. We believe our methods will provide substantial accuracy to image interpretation techniques and that they will even enable non-expert users to exploit the advantages of model-based fitting in their applications.
Appendix A

Proofs

This section proves that the ideal objective function $f^*_n(I, x)$ has the properties P1 and P2 stated in Section 4.4. In the course of these proofs we will use the abbreviation $c^*_n$ for $c_n(p^*_I)$.

Proof: P1 holds for $f^*_n(I, x)$

(1) Apply $f^*_n(I, x)$ to P1

$$\forall x (c^*_n \neq x) \Rightarrow f^*_n(I, c^*_n) < f^*_n(I, x)$$

(2) Substitute $f^*_n(I, x)$ with $|x - c^*_n|$ (Equation 4.2)

$$\forall x (c^*_n \neq x) \Rightarrow |c^*_n - c^*_n| < |x - c^*_n|$$

(3) Substitute $|c^*_n - c^*_n| = 0$

$$\forall x (c^*_n \neq x) \Rightarrow (0 < |x - c^*_n|)$$

q.e.d.
Proof: P2 holds for $f_n^*(I, x)$

(1) Apply $f_n^*(I, x)$ to P2

$$\exists m \forall x \ (m \neq x) \Rightarrow$$

$$f_n^*(I, m) < f_n^*(I, x) \land \nabla f_n^*(I, x) \neq 0$$

(2) Choose $c_n^*$ for $m$

$$\forall x \ (x \neq c_n^*) \Rightarrow$$

$$f_n^*(I, c_n^*) < f_n^*(I, x) \land \nabla f_n^*(I, x) \neq 0$$

(3) The first part of the consequent has already been proven in the previous proof.

(4) The second part of the consequent will be proven below.

$$\forall x \ (x \neq c_n^*) \Rightarrow \nabla f_n^*(I, x) \neq 0$$

(5) Calculate the gradient $\nabla f_n^*(I, x) = \frac{x - c_n^*}{|x - c_n^*|}$ (see below).

$$\forall x \ (x \neq c_n^*) \Rightarrow \frac{x - c_n^*}{|x - c_n^*|} \neq 0$$

(6) Simplify

$$\forall x \ (x \neq c_n^*) \Rightarrow x \neq c_n^*$$

q.e.d.
Compute $\nabla f^*_n(I, x)$, the gradient of $f^*_n(I, x)$

$$f^*_n(I, x) = |x - c| = \sqrt{(x_1 - c_1)^2 + (x_2 - c_2)^2}$$

$$\nabla f^*_n(I, x) = \begin{pmatrix} \frac{2(x_1 - c_1)}{2|x - c|} \\ \frac{2(x_2 - c_2)}{2|x - c|} \end{pmatrix} = \frac{x - c}{|x - c|}$$
Appendix B

Summary of Notation

Terms related to images and image features:

- $x$: A pixel location in an image.
- $I$: An image.
- $\mathcal{I}$: The integral image.
- $K$: The number of images in the image database.
- $I_k$: The $k^{th}$ image in the image database, with $1 \leq k \leq K$.
- $E(I, x)$: The edge magnitude of the image $I$ at the position $x$.
- $c_x$: The color of pixel $x$ in the NRGB color space.
- $R, G, B$: Dimensions of the RGB color space.
- $r, g, b, base$: Dimensions of the NRGB color space.

Terms related to models:

- $p$: The parameters of a model with $P = \dim(p)$. In the case of a Point Distribution Model $p = (t_x, t_y, s, \theta, b)^T$.
- $p_I$: The manually specified ideal model parameters for a specific image $I$.
- $N$: The number of contour points of a model’s projection onto the image plane.
- $c(p)$: The projection of the model parameters $p$ to the 2D image plane. This function is exemplary for all projections.
Appendix B

Summary of Notation

$\mathbf{c}_n(p)$ The mapping from the parameters $p$ of a contour model to the pixel location of the $n^{th}$ contour point with $1 \leq n \leq N$.

$\mathbf{c}_n^*$ An abbreviation for $\mathbf{c}_n(p^*_n)$ only used in the proofs in Section A.

Terms related to objective functions:

$f(I, p)$ The global objective function that computes the fitness between the model parameterization $p$ and the image $I$. In this thesis, lower values correspond to a better fit.

$f_n(I, x)$ The local objective function of the model’s $n^{th}$ contour point that computes the fitness between the pixel $x$ and the image $I$.

$f_n^*(I, x)$ The ideal local objective function of the model’s $n^{th}$ contour point.

$f_n^d(I, x)$ The designed local objective function of the model’s $n^{th}$ contour point that considers edge magnitudes to compute its values.

$f_n^l(I, x)$ The learned local objective function of the model’s $n^{th}$ contour point.

$m$ The true global minimum of an objective function.

Terms related to training data generation:

$D$ The number of displacements to one side along the perpendicular for gathering the training data of one contour point. The entire amount of displacements in both directions is $2D + 1$.

$x_{k,n,d}$ The $d^{th}$ displacement of contour point $n$ within the training image $k$ with $1 \leq k \leq K$, $1 \leq n \leq N$, $-D \leq d \leq D$.

$\Delta$ The maximal distance of the displacements $x_{k,n,d}$ from the annotated contour point when generating the training data. The individual distances of each displacement $x_{k,n,d}$ is computed by $|x_{k,n,d} - x_{k,n,0}| = \frac{\Delta |d|}{D}$.

$A$ The number of image features (e.g. Haar, edge) provided to the learning algorithm.

$h_a(I, x)$ The value of the $a^{th}$ image feature, calculated from the image $I$ at the position $x$ with $1 \leq a \leq A$.

Terms related to model trees:

$T_n$ The model tree of the contour point $n$.

$M_n$ Number of features selected by the calculation rules of the contour point $n$.

$s_i$ Indices of the selected features with $1 \leq i \leq M_n$. 
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Terms related to skin color classification:

$M$ Skin color mask with the elements $m_{i,j}$.

$n_1, n_2$ Dimension of skin color mask.

$k, i, j, f_{k,i,j}, s_{k,i,j}, roi_k$

Local variables to compute the skin color mask.

$\vec{\mu}$ Mean of image-specific characteristics with $\vec{\mu} = (\bar{\mu}_r, \bar{\mu}_g, \bar{\mu}_{base})^T$.

$\vec{S}$ Covariance matrix of image-specific characteristics. Its entries are $\text{var}_r, \text{cov}_{r,g}, ...$

$\mu, S, t$ Parameters of the ellipsoid-based color classifier.

$l_r, l_g, l_{base}, u_r, u_g, u_{base}$

Bounds of the cuboid-based color classifier.

$t$ Maximum Mahalanobis distance between a pixel’s color values and the mean color value $\vec{\mu}$. Used by ellipsoid classifier.

$\mathcal{P}$ Set of skin-colored pixels (annotated and extracted).

$\Theta(n)$ The Landau notation for describing asymptotically tight bounds [92] that we use here for denoting the runtime performance on an image with $n$ pixels.

Terms related to facial expression interpretation:

$G$ Number of facial feature points.

$g$ Number of Principal Components of the facial motion.

Terms related to the evaluation of the survey:

$\mathcal{E}$ Set that consist of all facial expressions that can be annotated by the participants.

$q$ Number of annotations to the entire image database.

$q_i$ Number of annotations to the image sequence $i$.

$q_{i,\epsilon}$ Number of annotations to the image sequence $i$ with the facial expression $\epsilon$.

$r_{i,\epsilon}$ Annotations of the facial expression $\epsilon$ to the image sequence $i$.

$\tau()$ Confusion rate of different facial expressions.

$s_i()$ Determines whether two facial expressions are confused for image sequence $i$ or not.
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