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Summary

Modern semiconductor manufacturing in the sub-100 nm technology nodes uses

ultra-shallow source and drain junctions in order to avoid short-channel effects

that deteriorate the performance of a transistor. With the introduction of each

new technology node, the junctions become shallower, and thus the influence of

the surface on the dopant atoms increases. One of the major effects observed

is a segregation of large amounts of the implanted dopants to the silicon-oxide

interface during a spike anneal.

For this thesis, sheet resistance measurements, Secondary Ion Mass Spectrom-

etry (SIMS) and high-resolution Elastic Recoil Detection (ERD) together with other

techniques were used to investigate the physical and electrical behavior of As and

B dopants in the vicinity of the interface. The results show that up to 70% of the

dopants that remain in the junction after anneal are actually segregated to the

interface, depending on implant and anneal conditions and the type of screening

oxide used. For As, the pile-up thickness is limited to the thickness of the inter-

face, i.e. to a few monolayers. For B, however, the pile-up is seen to extend slightly

into the oxide in some cases, depending on the processing conditions.

A small part of these pile-up dopants was found to be electrically active. Active

concentrations above 1021 cm−3 are observed, well above the active concentration

in the bulk part of the junction. At least for boron, these values are also well above

bulk solid solubility.

The results indicate that the pile-up formation is strongly enhanced by oxi-

dation during anneal. The interfacial atomic rearrangement during the oxidation

process and the (anomalous) uphill diffusion of the dopants towards the surface

during anneal are necessary for the creation of a pile-up at the interface. Oxide

induced stress and interfacial trapping are believed to allow active concentrations

above bulk solid solubility.

The first chapter of this thesis will briefly introduce the International Tech-

nology Roadmap for Semiconductors (ITRS) and the necessity of semiconductor

device scaling, and then give an overview on the process steps in modern IC man-



ii

ufacturing. In the second chapter, various analysis techniques are presented, with

a special focus on the physical and electrical characterization of ultra-shallow

dopant profiles.

In the third chapter, an introduction to the pile-up phenomenon together with

an overview on existing literature is given, and the usability of different analysis

techniques for pile-up profiling is evaluated. ERD and SIMS profiles are used in

chapter four to investigate the pile-up shape and dose, and their dependence on

implant and anneal parameters. Finally, the fifth chapter will discuss the electrical

properties of the dopants trapped at the interface.

For convenience, numbers with exponents (especially for doses) will in some

cases be written in the form 2e15, instead of 2 ·1015. The standard units are cm−2

for doses and cm−3 for concentrations. Also, evident units will sometimes be omit-

ted for better readability; e.g. in “a 1 keV, 3e15 B implant”, the 3e15 refers to the

implanted dose, given in units of cm−2, while 1 keV is the implant energy.
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1 Introduction

1.1 History

In 1965, nine years before the first processor, Gordon E. Moore observed that the

number of transistors integrated on a single chip was doubling every year. He pre-

dicted a continuation of this exponential growth for at least ten years, achieving

65,000 transistors per chip in 1975 [9]. This goal was missed only by a factor

of 2, and his principal statement of a continuing exponential growth is still valid

today, almost 40 years later. The number of transistors per chip is doubling about

every two years (fig. 1.1), while the price of one transistor is reduced by a factor of

two every 18 months. Moore’s law also applies to the costs for new chip fabrica-

tion plants (“fabs”) that used to double every two years. However, this trend has

recently slowed down, after having reached $1B per fab in the mid-90ies [10].

The main driving factors that make today’s semiconductor industry still follow

Moore’s Law are production cost and performance. By reducing the size of every

individual transistor, more dies can be produced on the same wafer. This leads

to an important reduction in unit production costs, even though the production

tools for new technologies are becoming increasingly expensive. At the same time,

the decreasing size of transistors and interconnects together with the use of new

production techniques and materials reduces electrical capacity and resistance,

and allows higher operation frequencies [11].

International Sematech, a consortium of the world’s most important semicon-

ductor companies, organizes every two years the publication of the “International

Technology Roadmap for Semiconductors” (ITRS) [12]. It gives a prediction about

the future development of semiconductor technology, the needs of the industry

and the physical and technological challenges to be overcome. In the ITRS, so-

called “technology nodes” are defined as a set of parameters to produce state-of-

the-art ICs of a certain size. The DRAM memory cell is used as standard: The

name of the respective technology node corresponds to half the distance of two
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word- or bitlines (“DRAM half-pitch”). A standard DRAM cell typically occupies an

area of 8F 2 with F being the technology node.

Between two nodes, the DRAM half-pitch is scaled by a factor of around 0.7,

thus the cell size is halved. While in the 1990’s, a new tech node was introduced

every two years, the development has slowed down to one node in three years since

the beginning of the new century (cf. fig. 1.2). In order to improve (or at least not

deteriorate) the device’s electrical characteristics from one tech node to the next,

new materials and manufacturing techniques have to be developed. Along with

the node and its definition of the structures’ sizes, the ITRS describes a wealth of

different requirements for physical properties and production accuracy.
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The work described in this thesis was done to contribute to the development

of FEOL (Front-End-Of-Line) technology: If the lateral dimension of a transistor

shrinks, also its vertical size must be reduced to avoid detrimental electrical ef-

fects1. The doped regions of source and drain are made shallower, hence the name

“Ultra-Shallow Junctions”. As a consequence, the dopants come closer to the sur-

face of the silicon, and the surface’s influence on the electrical properties of the

entire layer becomes increasingly important.

This work has been focused on the behavior of dopants in close proximity to

a free surface or an interfacial material. Distribution and electrical activation of

these dopants have been examined using various conventional and novel analysis

techniques, in order to get

“A more fundamental understanding of what’s

happening at the surface”.

1.2 An overview over the IC fabrication process

The fabrication of a CMOS die consists of two main parts: The FEOL process-

ing, which builds the individual transistors (also called “devices”), and the BEOL

(Back-End-Of-Line) processing, which creates one or several metal layers to con-

nect the transistors to each other and to the final package’s exterior connectors. In

the following, a typical deep-submicron CMOS process flow is briefly described, as

an example for a state-of-the art CMOS process. The steps are illustrated in figs.

1.3 and 1.5. Details such as the materials used for adhesion or barrier layers, or

the combination of species, doses and energies for the various implants are the

intellectual property of each manufacturing company and can differ significantly

from the process described here.

1.2.1 Front-End-Of-Line process

1. The process starts with a blanket, p-doped (100) wafer. After a cleaning step,

which removes any native oxide, a thin protective oxide layer is grown.

1 Ultra-shallow junctions are mainly introduced to avoid short channel effects and to correctly
adjust the overlap capacity between source/drain and the gate [14].
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2. STI (Shallow Trench Isolation): A nitride layer is deposited and patterned,

to be used as a hardmask. In the areas not covered by nitride, a trench is

etched into the silicon.

3. On the trench walls, a carbide (SiC) layer is grown in a furnace, and the

trench is filled with a CVD oxide. A CMP step removes excessive oxide and

planarizes the surface, then the nitride is removed in a wet etch step. With

this network of oxide-filled trenches, the wafer is now divided in isolated

“active areas”, each of which will later contain one transistor. Finally, an

oxide layer is grown to cover the entire wafer.

4. Well implant: All areas that are supposed to contain an nMOS transistor are

covered with resist. A deep, n implant is done to create the well for the pMOS

transistors. An additional low dose shallow implant (“Vt-adjust”) is done to

fine-tune the channel doping, in order to obtain the desired threshold voltage

Vt. After covering the the pMOS areas with resist, an analogous procedure

is repeated for the nMOS transistors. The dopants are activated in a furnace

anneal.

5. Gate stack formation: After removing any resist, the oxide layer on the entire

wafer is removed in a short etch step. In a furnace, a high-quality oxide is

grown that will later serve as gate dielectric. By DPN nitridation, the dielectric

constant of the oxide is increased to a value between 5 and 6. On top of the

gate oxynitride, a polysilicon (“poly”) layer is deposited in a CVD process. A

SiON layer is deposited to serve as a hardmask After lithography, polysilicon

and gate oxide are removed in a dry etch step (patterning), leaving only the

gate stack of each transistor. Resist and hardmask are removed in a strip and

a selective wet etch step. This damages the sides of the gate oxide by slightly

etching under the gate. To repair this damage, a thin oxide layer (“reox”,

1 nm) is grown over the whole wafer, including the gate stack sidewalls.

6. Extension implant: With again all nMOS transistors covered with resist, a

medium energy, low dose As implant with a high tilt angles (25 ◦) is used to

create the Halo2. The idea of the halo is to increase the well doping below the

channel, and thereby to reduce the width of the depletion zones in this region.

Short channel effects that arise from overlapping source and drain depletion

2 All implants are done at four quadrants: Four individual implants (with 1/4th of the total dose
each), with the wafer being twisted in the four directions 0 ◦, 90 ◦, 180 ◦, 270 ◦. This guarantees
a uniform dopant distribution when using tilted implants.
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zones are avoided. An ultra low energy, high dose Boron implant forms the

highly doped extension. The extension implant is done at a tilt angle of 7 ◦ to

avoid channelling (cf. p. 13). The procedure is repeated accordingly for the

nMOS transistors, using a medium energy B implant and a ultra low energy

As implant for halo and extension, respectively.

Since this work will focus mainly on the extension characteristics and less on

the HDD areas, the word “junction” will be from now on used synonymously

to “extension”.

7. Spacer: A CVD oxide layer and a thick TEOS oxide are deposited over the

whole wafer and partly removed in an RIE step. Since this etch is anisotropic,

the oxide is entirely removed on all flat regions (on top of the gate and on the

active areas), but some oxide remains in the corners on both sides of the gate

stack.

8. HDD implant: After spacer formation, the transistors are implanted with low

energy, high dose Boron or arsenic, respectively, to create deep source and

drain areas (“HDD”, highly doped drain). They are necessary to provide a good
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contact between the silicide and the extension. The gate stack and the spacer

serve as mask for this step. Finally, HDDs and extensions are annealed in a

spike anneal. These implants also serve for gate doping.

9. Silicidation: In order to create a low-resistance contact between the silicon

and the metal lines connecting the transistors, a silicide is formed on source

and drain and on the poly-Si gate. For this, the surface is cleaned with a dip

in diluted HF. Then, a nickel layer is deposited over the whole wafer.

10. During a low-temperature soak anneal (“RTP1”, 320 ◦C), a part of the nickel

reacts with the underlying silicon and forms a Ni2Si silicide. There is no reac-

tion between nickel and Oxide, i.e. the silicidation only occurs on the silicon

regions. Hence the name “Salicide” for Self-aligned silicide. After RTP1, all

Ni which has not reacted to NiSi is removed in a selective etch step. Finally,

a second soak anneal (“RTP2”, 450 ◦C) transforms the Ni2Si into NiSi, which

has a significantly lower resistivity. Fig. 1.4 shows the final transistor, drawn

to scale.

1.2.2 Back-End-Of-Line process

The BEOL part of a chip consists of up to 9 layers of metal. The lower metal layers

typically contain short and narrow lines for local connections, while the lines in

higher layers become increasingly large to allow low-resistive connections over the

entire chip. The last metal layer contains large square areas that are used as pads

for external contacting (bonding).

1. A protective SiC layer and a HDP-CVD oxide are deposited over the whole

wafer and flattened by CMP. An additional CVD oxide layer is deposited.

2. Lithography and a dry-etch process are used to open contact holes in the

oxide above the source, drain and gate of each transistor. A strip removes

the resist. To fill the holes, a thin Ti/TiN is deposited as diffusion barrier and

contact layer. Then, Tungsten is CVD-deposited to fill up the contact holes.

All material outside the contact holes is removed by CMP. This procedure is

called a “damascene” process.

3. To form the lines in the first metal layer, a thin Ti barrier and seed layer is

deposited, followed by an AlCu alloy, and a Ti / TiN cover. The metal layer is

patterned by a lithography / metal etch / resist strip step. The openings are

filled with a CVD oxide, and finally a CMP step removes excessive oxide.
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4. Above the first metal layer, the first via layer is created either by the method

described in step 3 or by a damascene process (step 2). Then the second

metal layer is formed analogous to step 3. This procedure is repeated several

times. Typical chips contain four to nine metal layers.

5. At the end of the BEOL process, the last metal layer is covered with a protec-

tive SiN layer. Only the bond pads are left open. Finally, the wafer is annealed

in a H2 or forming gas ambient. The hydrogen diffuses through the wafer and

terminates dangling bonds.

1.2.3 Testing and Packaging

During the described FEOL and BEOL process, entire wafers are handled that can

contain up to several thousand identical dies. The wafers are then sawn, and the

individual chips are packaged into plastic or ceramic packages that allow an easy
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year 2001 2004 2007 2010 2013

node (nm) 130 90 65 45 32

min. phys. gate length (nm) 65 37 25 18 13

junction depth (Xj) (nm) 27-45 15-25 10-17 7-12 5-9

max. Rs for pMOS (Ω/2) 400 660 760 830 940

max. Rs for nMOS (Ω/2) 190 310 360 390 440

Table 1.1: Requirements for shallow extensions as defined by the 2001 edition
and the 2002 update of the ITRS.

handling and electrical connection. Several testing steps on wafer level and after

packaging ensure that only functional chips are sold.

1.3 The ITRS requirements for ultra-shallow
junctions

The International Technology Roadmap of Semiconductors (“ITRS”) describes the

present and predicted future timeline for the introduction of new technology nodes

into mass production [12]. For each node, detailed specifications are given on the

requirements of FEOL Processing, Lithography, Interconnects, etc. It is set up

and updated by the International Sematech (“ISMT”) consortium in Austin, TX.

Since this work will focus on the issues associated with the ultra-shallow junction

(“USJ”) processing, a brief introduction to ITRS requirements on the junction ex-

tension will follow, as described in the present ITRS edition (2001 edition with the

2002 update). A general overview on the challenges of manufacturing transistors

in the deep sub-micron regime is given in [15,16].

The main physical problem that leads to the development of ever-shallower

junctions are the short-channel effects (“SCE”). Since the gate (and channel)

length is reduced for each technology node (see table 1.1), the source and drain

extension regions approach each other. As soon as the depletion regions start

to touch, the off-state leakage of the transistor increases dramatically. Two ap-

proaches are used to avoid this effect: Firstly, one tries to reduce the junction

depth Xj, in order to increase the separation of source and drain. As such, the

ITRS set very stringent limits to the junction depth. Secondly, the halo implants

(cf. fig. 1.3, no. 6) increase the background doping in the problematic area and

thereby reduce the width of the depletion zone.
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There is also a lower limit defined for the junction depth. The lateral extension

of the junction under the gate is proportional to the junction depth (the propor-

tionality factor is typically around 0.6). A too short lateral extension reduces the

overlap between the channel and the junction, which increases the overall resis-

tance. However, this limit is rarely discussed, as it is difficult enough to produce

a junction as shallow as the maximum allowed Xj.

The other important parameter is the resistance of the junction, discussed here

in the form of a sheet resistance Rs. A detailed definition of the sheet resistance is

given in section 2.2 (page 23).

The extension contributes around 10% to the total series resistance of the tran-

sistor. Even though this appears to be only a very small part, still an optimization

is crucial to fulfil the stringent ITRS requirements. Due to the intrinsic difficulty

to manufacture junctions that are shallow and have a low sheet resistance, the

ITRS 2001/02 requirements have been significantly relaxed, compared to the ear-

lier editions. While junctions get shallower with every technology node, a little

increase in sheet resistance is permitted.

A trade-off exists between the sheet resistance Rs and the junction depth Xj:

By reducing the thermal budget (e.g. the temperature and time) of the junction an-

neal, Xj can be lowered due to reduced diffusion. However, this normally deterio-

rates the activation of the implanted dopants, which again increases Rs. Secondly,

it is possible to increase the dopant dose in the junction to reduce the resistance.

But an increased dose leads again to increased diffusion (especially for Boron:

BED, Boron Enhanced Diffusion), and to reduced mobility of the carriers. Fur-

thermore, a certain solid solubility limit of the dopants cannot be exceeded. Ad-

ditional dopants form inactive clusters that even lead to a reduced mobility. By

varying the implant and anneal parameters it is therefore possible to trade a low

sheet resistance against the shallowness of the junction [17,18].

Fig. 1.6 displays the requirements for sheet resistance and junction depth for

a pMOS transistor, as defined in the ITRS for the upcoming technology nodes.

The lines indicate the limits in Rs and Xj that can be reached with a specific im-

plantation/anneal technology for pMOS junctions. By fine-tuning the implant and

anneal parameters, any point on (or above) the respective line can be achieved.

However, it is very difficult or impossible to reach the area below and to the left of

the line.

The line designated “B” (also called “universal curve” or “Sematech curve”)

shows the best published results using conventional Boron ion implantation and

spike anneal. It touches the ITRS requirements for the 130 nm node, but for the
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Figure 1.6: Rs and Xj pMOS Requirements of the ITRS for present and future
technology nodes. The limits achievable with different junction formation con-
cepts are indicated as lines.

sub-100 nm nodes, significant improvements are necessary. Several new junction

formation concepts allow a junction performance better than the universal curve;

estimated limits for the most important are shown as additional lines in fig. 1.6.

The details of these concepts will be assessed in the following sections.

For nMOS, it is typically easier to achieve good results, since the widely used

dopant arsenic has better properties than boron: It diffuses less and higher ac-

tive concentrations are possible. However, since the ITRS requirements on sheet

resistance are more stringent for nMOS than for pMOS (see table 1.1), similar dif-

ficulties are seen, and the mentioned novel junction fabrication techniques have

to be assessed with respect to both pMOS and nMOS. An overview on modern USJ

formation technologies and their practical physical limits is given in [19,20].
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Figure 1.7: Schematic drawing of an ion implantation tool

1.4 State-of-the-art junction formation
technologies

The classical formation of a junction consists of the following two steps: First,

dopants are added to the pure or pre-doped silicon. Secondly, the dopant atoms

need to be activated by placing them into substitutional sites in the silicon lattice.

This is done in a thermal step (anneal), which at the same time removes silicon

interstitials from the bulk lattice and heals other implant damage.

1.4.1 Ion Implantation

Ion implantation (“I/I”) is the main commercially used technique for doping.

Dopant atoms or molecules (provided as gas) are ionized in the “source”, then

extracted, accelerated and focused into an ion beam. A mass filter (e.g. a 90 ◦

magnet) selects only one species of dopants. The beam is then scanned across the

wafer to provide a homogenous doping (figure 1.7).

Typical dopants used include B and In (p doping) or P, As and Sb (n doping).

Typical energies range from 1 to 150 keV. For the upcoming sub-100 nm technolo-

gies that require shallower junctions, energies down to 500 eV are investigated.

Table 1.2 shows projected ranges3 for some implant conditions, a typical profile is

given in fig. 2.5 (page 32).

The energy of the implanted ions is transferred to the target atoms in a collision

cascade. 10-1000 target Si atoms are displaced for every implanted dopant atom,

3 The projected range is the depth of the implant profile’s maximum.
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Energy / keV 0.5 1 2 5 10

B 3.2 5.3 9.0 19.7 37.3

BF2 1.2 1.9 3.0 5.8 10.0

As 2.5 3.4 4.8 7.9 12.1

Table 1.2: Projected range in silicon (Rp, given in nm) for some implant condi-
tions. In SiO2, Rp is around 20% lower. [21,22]

most of which recombine at room temperature with a vacancy. After implant,

about one interstitial Si atom per implanted atom is left in the crystal. Due to the

high number of collisions, the displacements are mainly isotropical.

Implants suffer from an effect called “channelling”. If the implant angle is close

to the angle of a major lattice axis, a fraction of the implanted ions is diverted into

the direction of this axis. Travelling along this axis, their probability of being scat-

tered is significantly reduced, and they penetrate deeper into the substrate before

being stopped (see also fig. 2.5). To avoid this, an implant angle has to be chosen

that lies as far from any major lattice axis as possible. The implants done for this

work were all done at an angle of 27 ◦ twist and 7 ◦ tilt. The acceptance angle of

the channelling directions becomes larger at low implant energies. Therefore, the

channelling effect becomes more important at low implant energies. Below a few

100 eV, it cannot be avoided any more.

A common problem when using implanters in the ultra-low energy regime (be-

low 1-2keV) is a rapid drop in beam current, leading to extremely long implan-

tation times. This is due to the space-charge effect (maximum possible current

∝ energy3/2), which also causes an unwanted widening of the beam at low ener-

gies [23]. One way to circumvent this is to extract the beam at a relatively high

energy (3-4 keV) and then decelerate the ions to the desired energy just before hit-

ting the wafer. However, if an ion gets neutralized before deceleration, it hits the

wafer with the original extraction energy. Even though this happens typically with

less than a percent of the implanted dose, this “energy contamination” can lead

to a significant increase in junction depth and a deterioration of the abruptness.

In a SIMS graph, energy contamination is not discernible from channelling (see

fig. 2.5).

Another way to achieve high beam currents with low energies is to implant

clusters (BF2, SiB, SiB2. . . ) instead of atoms [23]. For example, BF+
2 can be im-

planted with an energy of 2.2 keV, resulting in the same B profile as a 0.5 keV B+

implant. In the case of boron, the co-doping of fluorine is often desired, since it re-
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duces the diffusion during anneal and thus leads to shallower junctions (compare

fig. 1.6).

An alternative doping method that is currently investigated for future gener-

ations requiring even shallower profiles is Plasma Doping (“PLAD”). In this tech-

nique, a plasma is ignited above the wafer. By applying a bias voltage on the wafer,

dopant ions are accelerated towards the wafer and implanted. The advantages are

a high throughput (the entire wafer is implanted at once, no beam scanning is nec-

essary) and, of course, the possibility to implant at extremely low energies, down

to the mere deposition of dopants at the wafer surface. On the negative side, it is

difficult to control the implanted dose and to achieve a good uniformity over the

wafer. The implant angle is almost impossible to control, and since there is no

possibility of selectively implanting one dopant species, the risk of contamination

is very high.

1.4.2 Rapid thermal processing (RTP)

After ion implantation, the lattice structure in the wafer’s top layer is heavily

damaged. A thermal annealing step is necessary to repair the damage and to

activate the dopants by placing them on substitutional lattice sites. Diffusion of

the dopants is desired in some cases (e.g. well formation) and avoided in other

cases (e.g. USJ formation).

After an USJ anneal, the resulting dopant profile should mainly meet three

requirements: It should be shallow, the active concentration should be as high

as possible, and the profile should be as abrupt as possible. Therefore, the USJ

anneal is optimized for good activation and low diffusion.

The main physical problem for annealing is the fact that the activation en-

ergy for diffusion is lower than the one for dopant activation [24,25]. In order to

optimize the trade-off between a good activation and as little diffusion as possi-

ble, high annealing temperatures have to be used. Also, the solid solubility of the

dopants in the lattice is better for high temperatures.

The ITRS specifications for sub-100nm technologies therefore require an an-

neal temperature of 1100 ◦C or above, where the solid solubility is around

1.5 ·1021cm−3 for As and 2.5 ·1020cm−3 for B, close to the maximum4. Since the

diffusion length ld follows the proportionality

4 The maximum solid solubility is 1.8 ·1021 for As (reached at around 1230 ◦C) and 8 ·1020 for B
(1400 ◦C). [26]
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ld ∝ 3
√

Dt (1.1)

with the diffusivity D ∝ e−∆E/kT at a given Temperature [27], extremely short

anneal times are required to obtain a shallow and abrupt profile. This can be

achieved in a spike anneal, with not more than 1 s dwell time at the peak temper-

ature.

Unwanted diffusion (TED, see section 3.4.1) sets in already at around 750 ◦C.

The ramp-up and ramp-down rates are pushed as high as possible, such that

the implant damage causing TED is removed as quickly as possible. However,

according to recent results [28, 29], the beneficial effect of fast ramp-up and -

down rates is more due to the reduction of the overall thermal budget than to the

suppressed TED effect.

For these extremely short anneals, the classical furnace (∼1 hr, 800 - 900 ◦C)

is by far not sufficient. Instead, RTP tools5 use an array of powerful, individu-

ally controlled lamps to heat up the wafer. The wafer temperature is constantly

monitored with a pyrometer, and the lamp power is adjusted many times per sec-

ond. With this technique, maximum ramp-up rates of 250 ◦C/s can be achieved;

higher rates are not controllable. The ramp-down rate is typically lower (70 ◦C/s),

because the cooling process is based on radiation and limited by the emissivity of

the wafer surface.

Fig. 1.8 shows a typical temperature profile of a 1070 ◦C, 1s spike anneal, as

measured on a SHS 2800 tool by AST (now Mattson). Fig. 1.9 displays the ramp

rate vs. temperature.

Figure 1.10 shows SIMS profiles of samples implanted with B, BF2 and As be-

fore and after anneal. The junction depth values, 60 nm (B), 45 nm (BF2) and 33 nm

(As) were determined from the profiles at a concentration of 1018 cm−2. These val-

ues are typical for all samples prepared for the work described in this thesis,

but they vary as a function of implant and anneal conditions. For a detailed de-

scription of the SIMS process, see section 2.7, for an assessment of the different

characteristics and limitations of a SIMS profile, see section 3.3.2.

Several methods exist to achieve higher ramp rates: For example, in the Levitor

(made by ASM), the wafer is put between two hot blocks. Since the distance be-

tween wafer surface and the hot block is only 150 µm, the heat is transferred by

conduction through an inert gas, and not by radiation or convection. Ramp-rates

5 An RTP anneal process using an inert ambient is also called Rapid Thermal Annealing (RTA),
as opposed to Rapid Thermal Oxidation (RTO) or Nitridation (RTN).
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of up to 900 ◦C/s can be achieved. In combination with co-implants this leads to

improved junction performance [30,31].

In a hot-walled RTP tool (e.g. by Axcelis), a vertical tube is kept at different

temperatures. The wafer is inserted in a low-temperature area and then moved

on a stage towards zones of higher temperatures. This technique does not signif-

icantly affect the ramp rate, but improves the temperature control as well as the

uniformity of the anneal [32].

To avoid loss of the surface oxide during anneal, a little amount of oxygen is

added to the annealing ambient. The oxygen is supposed to adsorb to the surface

to prevent the desorption of SiO2 [33]. The anneals in this work were done in an

N2 ambient with 133ppm of oxygen, unless mentioned. However, this also causes

a slight oxidation during anneal.

1.4.3 Novel ultra-rapid annealing concepts (Flash, LTA)

Several novel concepts exist to overcome the inherent limits of the RTP spike

anneal approach. Whereas a lamp-based RTP tool heats the entire wafer uniformly

to the respective temperature, LTA and Flash anneals only heat the surface of the

wafer, using a high-intensity light pulse. This process is so fast that a feedback for

power control is not possible. The pulse energy must be chosen beforehand, which

requires a good knowledge of the optical properties of the wafer’s surface. Due to

the slow thermal response of the wafer, only the surface is heated. The cooling is

mainly controlled by thermal conduction towards the bulk silicon, which assures

a very steep ramp down. This helps to reduce the thermal budget and to avoid

diffusion.

The Canadian company Vortek Industries Ltd. develops a “Flash Annealing”

tool that heats the wafer to an initial temperature (e.g. 700 ◦C) as for a conven-

tional, low-temperature spike anneal. When the temperature is reached, a single

arc lamp pulse heats the wafer within some 0.5 milliseconds up to the final anneal

temperature. Compared to an RTP spike anneal, Flash annealing offers a further

reduction of the thermal budget and consequently a significant improvement in

the junction performance. However, it requires a careful calibration of the pulse

energy for every single anneal step [34]. A similar approach is pursued by Applied

Materials under the name “Dynamic Surface Annealing” (DSA).

For full-melt Laser Thermal Annealing (LTA), typically the wafer’s surface is

amorphized (e.g. by a Ge implant) prior to the dopant implantation. A laser beam

is then stepped over the wafer, heating up the surface within nanoseconds to a
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temperature of around 1300 ◦C. Since the melting point of amorphous silicon is

about 200 ◦C lower than the one of crystalline silicon (1410 ◦C), only the amor-

phized areas are molten. In the liquid silicon, a high diffusivity assures a homoge-

nous distribution of the dopants. Since the temperature is still below the melting

point of c-Si, immediately a recrystallization process sets in, with the bulk sub-

strate as nucleation layer. This process is too fast to allow a thermal equilibrium

to be reached, so that very high active dopant concentrations are possible in the

resulting crystal [35]. The bulk wafer, being a highly effective thermal sink, rapidly

cools the top layer down, such that almost no normal diffusion or activation oc-

curs.

The profile of LTA junctions is easily controllable (by choosing an appropriate

amorphous depth) down to junction depths <10nm. Also the abruptness is excel-

lent, since in the recrystallized part, a quite homogenous and highly active dopant

concentration is found. Beyond the junction depth, some dopants are present,

but they are not activated. As seen in Fig. 1.6, LTA would perfectly fulfill any

requirements defined in today’s ITRS.

The integration of LTA, however, poses major problems: Amongst many issues,

any oxide layer present on the surface is transparent for the laser light, so that

the silicon below is molten. This can lead to delamination of the oxide layer. Also,

a transistor’s gate stack is thermally better insulated than the surrounding junc-

tion. Thus it reaches higher temperatures, which can cause deformation. Fur-

thermore, different types of structures on the wafer can lead to variations in the

absorption of the laser light and thus to a non-uniform anneal. One way to over-

come most of these problems is to deposit a metal absorption layer. However, the

removal of this layer is very difficult. Due to theses issues, LTA is still far from

being an alternative annealing method in CMOS processing, even though it has

been investigated for many years.

1.4.4 Solid phase epitaxial regrowth (SPER)

For SPER, a pre-amorphization implant (e.g. Ge) is used to create an amorphous

layer (a-Si) with a thickness of 10-20 nm. Then, the dopant and possibly co-

dopants are implanted. For heavy dopants (e.g. As), the dopant implantation itself

is amorphizing the wafer surface, therefore no separate amorphization implant is

necessary.

The amorphized layer is regrown during a low-temperature anneal (e.g. 650 ◦C,

1 min). Starting with the bulk silicon as a seed layer, the a-Si layer is recrystallized
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Figure 1.11: SRP profiles (active dopant concentration) of two SPER samples,
annealed at 600◦C or 850◦C, resp. (Courtesy of B. Pawlak)

with a speed in the order of 1-10 nm/s, depending on the temperature. The a-

Si/c-Si interface moves towards the surface, and the dopants are quenched into

the lattice structure. Since the process doesn’t constitute a thermal equilibrium,

active dopant concentrations above the solid solubility limit can be reached [36].

At the low regrowth temperature, only little diffusion (TED) takes place, and the

dopant profile remains very similar to the as-implanted shape. The junction depth

is determined by the thickness of the amorphous layer. The dopant atoms beyond

the pre-amorphization depth are neither diffused nor activated, therefore they do

not contribute to the electrical junction profile. This leads to an excellent junction

abruptness, while the junction depth can be easily controlled by adjusting the

pre-amorphization depth [37].

For boron, the co-doping of fluorine reduces the diffusion in the c-Si, but en-

hances diffusion in the amorphous layer. This effect helps not to activate the tail

of the implant, as well as to homogenize the dopant distribution in the junction.

Recently, this has been attributed to the effect that the presence of F is retard-

ing the regrowth [38]. Therefore, the dopants in the a-Si layer have more time to

diffuse.

The main disadvantage of SPER is the amount of end-of-range (EOR) defects

present. The fraction of the implant damage (e.g. dopant or Si interstitials, clus-

ters, vacancies. . . ) that lies beyond the amorphized layer is not completely healed
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in the annealing step. As a consequence, a high defect density is found just be-

low the metallurgical junction, still within the depletion region, causing increased

leakage. Also, during subsequent anneals at higher temperatures, these defects

enhance dopant deactivation in the junction [39].

While still many integration issues need to be addressed, SPER seems to be a

promising candidate for the fabrication of junctions in the 45 nm to 32 nm tech-

nology nodes and beyond.

Figure 1.11 shows SRP profiles of two SPER samples. They were pre-

amorphized to a depth of around 20 nm and then recrystallized for 1 minute at

600◦C or 850◦C, respectively. The SRP profile shows only the active dopant con-

centration, inactive dopants are not seen. The 650◦C sample exhibits a box-like

profile with a very steep gradient in active concentration at a depth of 16-20 nm.

Close to the surface, very high active concentrations are observed, while the tail

of the profile (below 20 nm) is not activated at all. The 1017 cm−3 level of active

dopants seen in the profile is the background doping of the silicon substrate used.

It is not relevant for this experiment. (This is the “probe junction”, described in

section 2.3.1.)

For the sample annealed at 850◦C, on the contrary, thermodynamical activa-

tion has taken place, similar to an RTP anneal. The profile’s tail is activated, and

additionally the profile depth has been increased due to normal diffusion and

TED. Also, the peak active concentration close to the surface is lower than in the

600◦C case.

1.4.5 In-situ deposition

For in-situ deposition, openings are etched in the wafer and filled with pre-doped

silicon by CVD or PVD. This allows optimal control over the doping profile, re-

sulting in very good junctions. However, there are unsolved issues with masking,

faceting under the gate, linewidth dependence on activation, maximum activation

with selective deposition, and deposition rate [33].
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2 Characterization methods

2.1 Introduction

As described in chapter 1, the accelerating progress from one technology node to

the next requires tremendous efforts to improve the silicon processing techniques.

In parallel, a continuous improvement of the available analysis methods is needed,

to fulfil the increasing requirements for spacial resolution, measurement range or

sensitivity.

This chapter will give an introduction into the various characterization methods

that are used to analyze ultrashallow doping profiles. The first methods discussed

(FPP, SRP, PS and Hall) are used to determine the sheet resistance or resistivity

of the material, and give information about the active dopant concentration. The

following methods (SIMS, ERD, RBS, MEIS and XPS) are mainly used to determine

elemental concentrations, without giving information about the electrical activity

of the dopants. Finally, TEM and Ellipsometry are presented as means of deter-

mining thickness and quality of a layer. TEM also has the capability of measuring

a dopant concentration profile.

2.2 Definition of the sheet resistance

The resistance of the implanted junctions is discussed here in the form of a sheet

resistance Rs, which is defined as

Rs =
ρ

t
(2.1)

with the material’s resistivity ρ and thickness t of the layer used. Its value is given

in units of Ω/2 (Ohms per square). This unit, mathematically identical to Ω, is

used in order to distinguish Rs from a resistance, given in Ohms.

To explain the origin of the denomination “ohms per square”, we consider a

wire with length l and width w (as printed by lithography), and thickness t (here

the junction depth). The surface of this wire can be divided in a identical squares
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l

w

t

Figure 2.1: Wire with 5 squares (a=5), to explain the sheet resistance concept
(see text).

l = a·w (fig. 2.1). The number of squares, a, is a characteristic geometry factor that

can be freely chosen when designing the wire. The resistance can be written as

R =
ρ · l
w · t = a · ρ

t
= a ·Rs ⇒ Rs =

R

a
(2.2)

The sheet resistance turns out to be the resistance of each square, hence the unit

“ohms per square”. The wire’s resistance can be written as a function of only sheet

resistance and the geometry factor a [40]. This also implies that for an actual wire

of length l and width w, R is invariant to scaling (l→ c ·l, w→ c ·w), as long as the

scaling doesn’t affect the value of the sheet resistance Rs.

Equation (2.1) is given here for a box-like profile, i.e. a junction in the form of a

homogenously doped layer with uniform resistivity. In reality, the resistivity varies

as a function of doping concentration over the depth of the implanted profile. As

a consequence, (2.1) becomes more complex, but the conclusion drawn in (2.2) is

still correct:

1

Rs

=
∫ dx

ρ(x)
⇒ . . . ⇒ Rs =

R

a
(2.3)

The advantage of the sheet resistance concept is that if Rs is known, one can

calculate the electrical properties of a layer without knowing the exact profile

shape and thickness. Rs is therefore a property of a layer, not of a material.

2.3 FPP (Four Point Probe)

2.3.1 In-line tip arrangement

To measure the sheet resistance of an implanted layer, normally the Four Point

Probe method (FPP, also 4PP) is used. Four tips touch the surface of the wafer with

little force (20-100g per tip). The tips are arranged in one line, with equal spacing.
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Tool Tencor RS75 SSM-240 SSM-150

Type 4 points 4 points 2 points (PS or SRP)

Tip separation 500 µm 500 µm 25-1000 µm

Load per tip 100 g 20 g 5 g

Imprint depth 130 nm 30 nm 5 nm

Contact radius 15.0 µm 2.3 µm 1.7 µm

Table 2.1: Some core data of the main tools to measure sheet resistance avail-
able at IMEC [41].

While applying a current I through the outer two contacts, the potential difference

V between the inner two contacts is measured. Measurements with different cur-

rents in both directions are combined to improve the precision. This configuration

avoids any problems with the unknown contact or spreading resistance. The sheet

resistance is calculated as

Rs =
π

ln 2
· V

I
. (2.4)

This formula is correct if the probe tip separation is much larger than the thick-

ness of the investigated layer [40]. Also, the sample must be sufficiently large:

The distance between the measurement spot and the closest edge of the sample

should be at least five times the probe tip separation. Table 2.1 shows some core

data for the tools available in IMEC.

While FPP provides a very easy and fast method to measure sheet resistance

(e.g. for a quick confirmation that implant and anneal were done correctly), several

limitations need to be considered: To establish a good electrical contact, the tips

need to be pressed to the surface with a certain force. If their penetration into

the surface layer is bigger than the junction depth, they can short-circuit the

implanted junction. In this case, a parallel electric current through the substrate

causes an underestimation of the junction’s sheet resistance. The sheet resistance

of the wafers used in this work was around 200 Ω/2, only slightly less than the

typical Rs of the junctions (300-600 Ω/2)

In all of the investigated samples, the electrical junction depth is deeper

than the metallurgical p/n-transition, which helps to avoid probing the sub-

strate [41–43]. This shift is caused by the carrier spilling effect, which is observed

at junctions between a highly and a lowly doped layer (fig. 2.2).

For the junctions used in this work, the SSM-240 tool provided a sufficiently

low probe tip pressure. For shallower junctions a special “probe junction” can be

implanted: Before the USJ implantation, a very deep and lowly doped junction is
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Figure 2.2: Carrier spilling effect: The electrical junction depth is defined as
the point where the Fermi level is in the center of the band gap, whereas the
metallurgical junction is the reversal point of the bad edge’s curvature. At a
junction between a lowly and a highly doped material, the the poisson equation
∂2V/∂x2 = −ρ/(ε0εr) results in a shift of the electrical junction towards the lowly
doped layer. [44]

implanted and annealed. Like this, the actual junction depth is pushed deep into

the wafer, but the doping of the probe junction is so low that it doesn’t contribute

significantly to the measured sheet resistance.

2.3.2 Van-der-Pauw structure

As an alternative to the in-line tip arrangement discussed above, a van-der-Pauw

structure can be used to measure a sheet resistance [45]. This requires a square

sample. The sample is either cleaved (with a typical size of a few cm), or can be

structured by lithography and etching of the surrounding material (typical size:

100 µm). The four contacts are placed in the corners or in the middle of the edges

(see fig. 2.3). A current is applied through two adjacent contacts, the voltage is

measured on the two opposite contacts. Four different contacting schemes are

possible, from which individual resistance values can be calculated:

R1243 =
I12

V43

, R4312 =
I43

V12

, R1423 =
I14

V23

, R2314 =
I23

V14

, (2.5)
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Figure 2.3: Van-der-Pauw structure, to measure sheet resistance or Hall effect.
Left: Cleaved sample from a blanket wafer. Right: Patterned structure with four
large contact pads around a small active area in the middle.

RA =
R1243 + R4312

2
RB =

R1423 + R2314

2
(2.6)

RA and RB are two characteristic resistances that are related to Rs by the van-

der-Pauw equation

e−πRA/Rs + e−πRB/Rs = 1, (2.7)

which can be solved numerically for Rs.

In order to obtain good results, the measured sample should be as close to

a square as possible, and the contact points should be located very close to the

corners. The better the geometry, the closer the two resistances RA and RB. For

manually cleaved samples on blanket (i.e. non patterned) wafers, this is difficult to

achieve. Therefore, the in-line FPP measurement on larger samples is easier and

more precise. For patterned wafers, however, on which no large blanket areas are

available, the van-der-Pauw technique offers a possibility to measure sheet resis-

tance on very small areas. Many test wafer mask sets include these structures.

2.4 SRP (Spreading Resistance Profiling)

For SRP, a corner of the sample is carefully bevelled to an angle of down to 7’

(0.12◦). Along the bevelled surface, the vertical profile of the sample can be ob-

served, with a one-dimensional magnification of a factor of up to 500.

SRP uses a tool with only two probe tips (at 25 µm separation) between which

the resistance is measured. The measurements are done at 1 µm distance, corre-

sponding to around 2nm in depth. The spreading resistance technique is based on

the fact that the largest contribution to the measured resistance is caused by the

immediate surroundings of both tips. If the contact geometry is know sufficiently

well, an integral, but weighted sheet resistance information about the material
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Figure 2.4: SRP measurement principle. Due to the carrier spilling effect, the
electrical junction depth is not identical to the metallurgical one.

under the tips is measured [46]. After applying a variety of correction models, a

depth-resistivity profile is calculated, which finally leads to a depth profile of the

active concentration.

The starting point of the profile is normally determined by manual inspection

of the sample through a microscope, where the bevelling edge can easily be seen.

The accuracy of the obtained profiles depends on many factors: While the the-

oretical models are well known at least for implanted silicon samples, physical

uncertainties like surface damage after bevelling or worn probe tips can signifi-

cantly influence the profile’s quality. Furthermore, since the measured signal is

always an integral signal over all the material below the measurement point, the

calculation quality of every point depends on how well the profile was determined

below that point. Measurement errors are accumulated. This procedure also limits

the depth resolution to around 5 nm per decade in active concentration; sharper

changes cannot be resolved.

Since the surface material is removed during bevelling, no carrier spilling oc-

curs around the exposed metallurgical junction. On the contrary, a slight reverse

carrier spilling effect is observed (see fig. 2.4). Therefore, the junction depth ob-

tained from SRP profiles is typically shallower than the metallurgical one, as seen

in SIMS. A comparison between SRP and SIMS profiles is given in fig. 4.3 on page

66.

The imprint depth of the SRP probe tips is around 5 nm, much deeper than

the 2 nm oxide that was mainly used within this work. This comparison shows

that SRP cannot be very accurate within the first nanometers from the surface. To

improve the quality it is possible to deposit an oxide of several 100 nm thickness

on the sample prior to bevelling. With this method, the profile’s starting point

can be easily determined from the electrical data as the first point with a non-

zero conductivity. This results in a better resolution close to the surface, and also

allows a better depth calibration.
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The Nanoprofiler [47] is an IMEC project that aims to extend the resolution

of SRP to below 1 nm. The probe tips, shaped by surface micomachining, will be

made of silicon with a protective coating and have a curvature radius of 20 nm.

Similar tips can also be used for the two-dimensional methods SSRM (Scanning

Spreading Resistance microscopy) or SCM (Scanning capacitance microscopy). For

these methods, a thin vertical cross section is scanned with a probe tip. SSRM

measures the resistance between the tip and the sample to evaluate the local

conductivity [46], whereas SCM investigates the local carrier density from the

capacitance between the tip and the sample.

An overview on SRP and other 1D and 2D profiling techniques that use mi-

croscopic tips to probe cross section or bevelled surfaces is given in various pub-

lications [43, 47–50]. An quantitative standard for the relation between doping

concentration and resistivity for B and P doped bulk silicon is published in [51].

2.5 PS (Probe Spacing)

Probe Spacing was not used for this work, but will be briefly described as an

alternative to the FPP method. Using the same tool as for SRP, the resistance

is measured between two probe tips. In this configuration, the resistance is not

only due to the material’s sheet resistance, but also influenced by the contact

resistance.

To compensate for the contact resistance influence, the measurement is re-

peated with different tip spacings, typically between 50 and 1000 µm. The func-

tion

R = c0 · ln(spacing) + c1 (2.8)

is fitted to the results. The sheet resistance can then be calculated as

Rs = π · c0 (2.9)

Since the PS tool is optimized for spreading resistance measurements, it uses

a very small tip load and thus creates extremely shallow imprints of only 5 nm.

2.6 Hall Effect

The Hall effect is based on the fact that moving carriers in a magnetic field expe-

rience a force perpendicular to the moving direction. This creates an electric field
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which can be measured as a voltage perpendicular to the applied current. The

force equilibrium is given by

F = q · v ·B = q · E (2.10)

In the easiest case, a van-der-Pauw structure is used for a measurement (fig.

2.3). A current is applied through contacts 1 and 3, and the Hall voltage VH is

measured perpendicularly, on contacts 2 and 4. For a theoretical sample with

exactly perpendicular current (contacts 1-3) and voltage (2-4), VH is independent

of the sample shape. For box-shaped dopant profiles with a depth d and a constant

doping concentration np or ne, one finds:

VH =
IB

dqnh

− IB

dqne

(2.11)

with the applied current I, the magnetic flux B, the sample thickness (here junc-

tion depth) d, the elementary charge q and the hole and electron densities nh and

ne. It is interesting to note that the sign of the Hall voltage allows to distinguish

between p- and n-type samples (see also [52]).

If the carrier concentration is not constant within the conducting layer, equa-

tion 2.11 transforms to

VH =
IB

qDp

− IB

qDn

(2.12)

with the total active dose Dp and Dn.

In case of a non-perfect sample shape, a geometry-depended ohmic voltage

drop proportional to I is measured, additional to VH. To compensate for this effect,

the Hall measurement is repeated with different magnetic fields and in all four

contacting variations, (analogous to the van-der-Pauw technique).

The main limitation for Hall measurements is the implanted dose: For high

carrier concentrations, the ratio VH/I becomes low. If VH is similar to the mea-

surement noise of the ohmic voltage, no reliable results can be obtained any more.

Reducing the temperature to liquid nitrogen or helium improves the results, if the

carrier concentration is high enough to avoid freezing out.

The available Hall measurement tool was able to measure samples with doses

below a limit of around 1013 cm−2. Since the samples used for this work had doses

around two orders of magnitude higher, no reproducible results could be obtained,

thus Hall measurements were not used for sample evaluation.
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2.7 SIMS (Secondary Ion Mass Spectrometry)

SIMS is a method for one-dimensional chemical depth profiling. Its properties for

analyzing silicon samples have been studied extensively, and are well understood

[53].

A beam of primary ions is used to sputter atoms or molecules from the sample

surface. The secondary ions are analyzed in a mass spectrometer. If the sputter

yield (sputtered atoms or molecules per incident ion), the ionization yield (frac-

tion of all secondary particles that are ionized) and a few more parameters are

sufficiently well known, one can calculate the concentration of any impurity in

the silicon as a function of depth. To calibrate the depth scale, the depth of the

sputter crater is measured after the analysis is finished.

In order to obtain a signal with good depth resolution, the sputter beam is

scanned across an area of typically 100x100 µm2. The resulting crater has a

square shape with a flat bottom in the middle. At the border of the crater, the

beam (having a gaussian shape) sputters not only material from the bottom of

the crater, but also from its side walls. This leads to a mixing of material from

different layers. To avoid this, an electronic window selects only sputtered ions

from the middle of the crater for analysis (between 6% and 25% of the total crater

surface). Due to the large crater size, SIMS can only be used for analyzing very

large structures or unpatterned wafers.

Several issues limit the resolution of SIMS: A small fraction of the material

sputtered from the crater’s side walls is redeposited in the middle of the crater,

leading to a noise signal, typically 3-5 orders of magnitude below the concentra-

tion at the point from where the material originated. The result is a finite “dynamic

range” between 3 and 5 orders of magnitude. The value depends on many param-

eters like sputter beam energy, crater size, size of the electronic window etc.

The sputtering process not only removes material, but also mixes the atoms

close to the surface, leading to a degradation of the depth resolution. To avoid

this effect, one can reduce the beam energy. The disadvantage of low energies

is a superproportional reduction of the sputter yield and hence an increase in

sputtering time [54]. Also, with low energies, beam control becomes more difficult,

resulting in a reduced dynamic range. The lowest useful energy of an O+
2 -beam

is around 500 eV. At lower energies, only a slight improvement in resolution is

obtained at the cost of extremely long measurement times (10 hours or more).

Another important problem are matrix effects at the surface or at interfaces

between different material layers: The sputtering characteristics can change sud-
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Figure 2.5: SIMS profiles of a typical 0.5 keV, 1e15 B implant. a) As-implanted
profile. b) Sample annealed in a 1070 ◦C, 1s spike anneal. (Samples from lot
T020208)
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denly, resulting in a difficult depth and concentration calibration. To avoid this,

most of the samples in this work were analyzed using an O+
2 beam [55, 56]. The

oxygen atoms first oxidize the surface and then sputter it. Hence, for a silicon

sample with a surface oxide (this was the case for all samples of this work), the

sputtered material is uniquely oxide throughout the entire analyzed depth. There-

fore, the sputtering conditions don’t change during the analysis, which almost

avoids any matrix effects at Si/SiO2 interfaces.

For precise depth calibration, one needs of course to take into account that the

effective sputter rate for silicon is by a factor 0.44 lower than for oxide, since 1 nm

of oxide contain as many Si atoms as 0.44 nm of silicon. This correction is difficult

to apply in a physically correct way, especially for thin oxides of 1-2 nm. In order

to avoid any deterioration of the information contained in the SIMS profiles, the

correction was not done for the profiles presented in this work. The presence of

dopants in the material is no problem for SIMS, since the typical concentrations

are always below a few percent.

One of the unsolved problems of SIMS is a dopant peak seen at the surface

of each sample. It is probably created by a rearrangement of atoms close to the

surface during the initial sputtering, where no equilibrium has been reached yet

[57]. The height and dose of this peak are, however, not yet well understood. The

effect will be discussed in more detail in section 3.3.2.

With the exception of this surface artifact, the SIMS process is very well under-

stood for the Si-SiO2 system. Dopant profiles with a depth resolution of around

1 nm are possible under optimal conditions, and a concentration accuracy of

around 5% (B) or 10% (As) can be achieved. SIMS tools are commercially available

and widely spread as a standard profiling method. During this work, SIMS was

mainly used to obtain information about the distribution of the dopants over the

total junction depth and about the total dose.

2.8 High-resolution ERD and RBS

Elastic Recoil Detection and Rutherford Backscattering are methods with an very

high depth resolution in regions close to the surface. This advantage is obtained

at the cost of relatively low sensitivity (data are only good for high dopant con-

centrations above 1020cm−3) and by a very costly measurement process. The ERD

and RBS results for this work were obtained by the group of G. Dollinger at the

Munich University of Technology [58–60].
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2.8.1 ERD (Elastic Recoil Detection)

For the results cited in this work, ERD was used to determine B, N and O profiles.

40 MeV Au+ ions were used as primary beam. The ions hit the target under a

low angle of 4◦. Elastically recoiled secondary ions that leave the sample under

an angle of 11±3◦ are analyzed (15±3◦ recoil angle). While travelling through the

material, the primary as well as the secondary ions lose energy. The final energy

of the secondary ions is measured, and the original depth of the secondary ion

is calculated from the energy lost. To optimize the ratio of actual depth to energy

loss, low incident and analysis angles are used. With this technique, a resolution

down to individual atomic layers has been achieved in special cases [60,61].

The angle of the primary ion beam and the acceptance angle of the analyzing

magnet and detector are also optimized to facilitate the measurement setup. It is

possible to focus the secondary ions to a detector in such a way that every channel

of the detector corresponds to a certain originating depth of the measured ion. The

elemental identification of the secondary ions is done by tuning the magnet to a

certain charge state of the desired element, and by using a gas-filled ∆E/Erest

detector [59].

To improve the ratio of measurable signal to lattice damage, it is desirable to

optimize the recoil cross section. This is again achieved by running the setup with

very low incident and recoiled beam angles, as well as by choosing heavy Au ions

as primary beam.

For most of the ERD profiles in this work, all measured profiles (oxygen, ni-

trogen, dopant) are displayed together in one graph. The left scale of each graph

corresponds to the O and N concentration, while the dopant profile is aligned to

the right scale.

The concentration is mostly given in atomic percent. For silicon, 1 at% cor-

responds to 5.00 ·1020 cm−3, for oxide to 6.83 ·1020 cm−3. The different conversion

factors for oxide and silicon introduce a small artificial step at the Si/SiO2 in-

terfaces. This step is seen in most profiles presented in this work, when given in

units of cm−3. One could avoid this step by using a smoothing algorithm that takes

the resolution of ERD and a possible interface roughness into account. However,

since the interface region is of special interest for this work, we abstain from any

smoothing in order not to lose any details of the profile.

ERD is capable of profiling samples with a resolution of 0.6-0.8 nm (FWHM of

a delta peak) at the surface. This value, however, deteriorates with depth, because

the longer travelling path of the primary and secondary ions through matter in-
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Figure 2.6: ERD/RBS profiles of a B and an As sample, annealed in a
1070 ◦C, 1s spike anneal. The concentration is given in atomic percent
(1 at%≈5 ·1020 cm−3 for silicon). (Samples from P020465)
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creases the statistical error. This limits the useful profiling depth of ERD to around

10-15 nm.

Furthermore, the depth resolution of the measured profiles is not only limited

by the physical constraints of the measurement process, but also by surface ad-

sorbates as well as sample non-uniformity issues like oxide thickness variations

and interface roughness. As a result, the depth resolution is limited to values

between 1 and 2 nm (FWHM) for most of the investigated samples.

The concentration resolution of ERD is deteriorated by statistical effects due to

the quite low number of counts per measurement1, seen as noise in the profiles.

It follows a
√

n/n law and amounts to values between around ±0.2 percentage

points in the bulk part of the junction up to around ±1 percentage point in the

high-concentration pile-up.

Longer measurements would improve the statistics, however the measurement

time is limited by practical reasons (limited available time on the measurement fa-

cility, costs etc.) and the sample size: Since the measurement destroys the sample,

a large sample area is needed (around 0.5-1 cm2) for each profile. Furthermore,

larger samples would decrease the depth resolution due to processing variations

over the sample.

It has to be noted that these limitations are mainly due to the fact that the

ERD setup was optimized for high surface resolution, as required for this work.

By increasing the primary beam energy and adjusting the setup geometry, ERD

can also be used to investigate deeper profiles with a concentration sensitivity

down to a few ppm, at the cost of a reduced depth resolution.

2.8.2 RBS (Rutherford Backscattering Spectrometry)

While ERD was used to measure B, N and O profiles, the RBS technique is pre-

ferred for heavier elements such as arsenic. The measurement is done with the

same accelerator, analyzing magnet and detector setup as for ERD, but using a

primary beam of 40 MeV Cu ions. The energy loss during the scattering process is

characteristic for the involved target atom species. Again, the Cu ions additionally

lose energy while travelling through the material. From the energy of each mea-

sured Cu ion, the depth of the scattering event is extracted. The depth resolution

of an arsenic RBS profile is typically slightly better than the one of a boron or

oxygen ERD profile.

1 A B profile consists typically of less than 1000 counts.
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Identical to the ERD setup, RBS uses angles of 4◦ for the incident beam and

11±3◦ for the scattered ions. Compared to a setup with angles close to 90◦, this

forward-scattering RBS has the advantage of a much higher scattering cross sec-

tion. This improves the trade-off between detected scattering events and sample

damage. The disadvantage of the low scattering angle is a worse target atom mass

resolution. This method is therefore only useful for detecting atoms with an atomic

mass that is sufficiently different from the surrounding matrix.

With RBS it is very difficult to investigate elements that are lighter than the

matrix atoms – in this case, boron or oxygen are lighter than silicon. The small

signal peaks of B and O are impossible to separate from the overwhelming signal

of deeper backscattering at Si atoms.

2.8.3 MEIS (Medium Energy Ion Scattering)

MEIS is a variant of RBS that is capable of profiling light atoms such as B, N or

O [62–65]. For the profiling of light ions, two main problems of RBS need to be

solved. Firstly, the beam ions must be lighter than the analyzed target atoms for

RBS. Therefore, MEIS uses p+ or He+, with an energy in the range of 50 to 400 keV.

The low energy is necessary to provide a good depth resolution when using these

very light primary ions, because the relative energy loss per nanometer in material

is higher for low ion speed.

The second problem of RBS is the mentioned difficulty to measure small

amounts of atoms lighter than the matrix species. Therefore, MEIS makes use

of channelling along lattice axes, which suppresses the bulk Si signal. This makes

MEIS an ideal method to investigate lattice damage, or to differentiate between

substitutional and interstitial or clustered dopant atoms. However, for ultra-

shallow profiling of light elements, ERD is preferred.

2.9 TEM (Transmission Electron Microscopy)

For cross section TEM, the sample needs to be thinned to around 50 nm for elec-

tron transparency. To achieve this, a carrier is glued on the top side of the sample;

then the sample is cut into thin slices. The slices are first thinned by polishing,

then by ion milling: An ion beam sputters the material away. The milling process

is stopped as soon as a hole is opened in the center of the sputter crater. The

optimal sample thickness of ∼50 nm is then found on a ring around the hole.
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Figure 2.7: TEM microscope

Then the sample illuminated by a parallel electron beam. Using electromagnetic

lenses, the transmitted beam is magnified and observed on a fluorescent screen

or recorded on film or a CCD camera (“TEM imaging”, see fig. 2.7)

An objective aperture is used to remove all scattered electrons. In the “bright-

field” mode, only the transmitted electrons reach on the screen; the aperture is

used to remove elastically scattered electrons and limits the angular acceptance

of the inelastically scattered electrons. Different scattering probabilities, caused

by different density or electronic properties of different materials, are seen as

contrast. A contrast at an interface between two materials can, however, also be

caused by artificial effects like steps in the sample thickness, if the polishing is

not homogenous due to different hardness.

A ring-shaped slit can be used to investigate only scattered electrons (“dark-

field” mode). This allows to differentiate between different lattice orientations of

individual grains.

Alternatively, it is possible to place the screen in the diffraction plane, where

normally the aperture is placed. A diffraction pattern is seen on the screen that

gives information on the lattice parameters of the investigated sample, averaged

over the total illuminated area (“diffraction mode”).

In a high-resolution TEM image, individual lattice atom columns are dis-

cernible, if the sample is properly oriented with one lattice axis parallel to the

electron beam (normally in a <110> direction). Information about the lattice orien-

tation and quality is obtained, individual lattice dislocations can be seen. Different

materials can be distinguished by lattice size, density and quality (e.g. crystalline–

amorphous).

In an STEM (Scanning TEM), the wide beam illumination is replaced by a highly

focused beam which is scanned across the sample. In the diffraction mode, this

allows the investigation of diffraction patterns with high spatial resolution. When
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using the imaging mode, the screen and camera can be replaced by an electron

detector. The image then is calculated electronically [66]. The digital capture al-

lows a higher magnification, but typically lower resolution, compared to a normal

TEM setup.

Several TEM modifications exist for additional material characterization:

EFTEM (Energy filtered TEM) – An energy filter is placed before the screen

of a TEM or STEM in imaging mode. The filter allows only those electrons that

have lost a certain energy to pass. By choosing an element-specific energy loss

value, a density map of a specific element is produced. The background can be

determined by measuring two more maps while filtering to slightly lower or higher

energy. EFTEM can be used on a TEM or STEM system.

EELS (Electron Energy Loss Spectroscopy) – The energy distribution of elec-

trons passing a specific point of the sample is analyzed. From characteristic peaks,

the elements present in the sample can be determined.

EDX (Energy Dispersive X-ray) – Secondary X-rays are analyzed for energies

characteristic for specific elements. When using an EDX setup on a SEM, the

spacial resolution is deteriorated by scattering of the primary electrons into a

large volume of the sample. TEM-EDX avoids this problem, since the sample is

only a few tens of nanometers thick.

While TEM has the advantage of an extremely high spatial resolution, EDX

and EELS can only detect relatively high dopant concentrations above 1%

(5 ·1020 cm−3). This is due to the very thin sample: At a thickness of 50 nm, a

concentration of 1% corresponds to only a few dopant atoms per lattice column.

For this work, cross-section TEM and STEM imaging were used to investigate

the quality of the interfacial oxide. EDX was used to determine the dopant con-

centration at a series of points across the interface.

2.10 XPS (X-Ray Photoelectron Spectrometry)

XPS illuminates the sample with X-rays and analyzes the secondary electrons

created by the photo effect. For a given monochromatic X-ray source, the energy

of the electrons is determined only by their binding energy in the crystal. The

intensity of a peak in the spectrum is a function of the number of atoms of any

element and of their depth profile – the escape probability decreases with depth.

In this work, XPS was only used to determine the thickness of the surface

oxide by investigating the silicon 2p electrons. Their binding energy is 99 eV for

pure (bulk-)silicon and 103 eV for perfect SiO2. Depending on the oxide quality,
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two more intermediate oxidation states can be observed. The oxide thickness and

quality can be calculated by comparing the areas under the different peaks. The

thicker the oxide, the higher the peak at 103 eV, but also the lower the 99 eV peak,

because the oxide attenuates the pure-Si signal.

The intermediate oxidation states are normally observed as shoulders of the

two main peaks. A clear difference between SiO2 and SiOx can be made only for

x < 1.6.

The escape depth for SiO2 is around 2.2 nm, therefore the precision is best

for oxide thicknesses of less than ∼5 nm. During this work, it has been shown

that for samples without any oxide (“0.00 nm”), the result is accurate to about 0.1

monolayer of oxide. For this work, an accuracy of around 0.02 nm is assumed for

an oxide layer thickness of less than 1 nm.

2.11 Ellipsometry

Ellipsometry is an optical technique to determine the thickness and refractive

index of a film. Under different angles and polarization directions, a laser beam is

reflected from the sample. Interference between the reflections from the surface

and the bottom interfaces of the film causes a change in polarization from linear

to elliptic, hence the name.

The reflectivity for light polarized parallel (p) and perpendicular (s) to the in-

cident plane are measured. The change in polarization during reflection can be

expressed as two angles, Ψ and ∆:

tan(Ψ)ei∆ =
Rp

Rs

(2.13)

Since only the ratio of Rp and Rs is needed, the measurement can be done

with high accuracy. The fraction Rp/Rs is minimal if the angle of incidence is the

Brewster angle. From the definition of the Brewster angle,

tan ΦB =
nfilm

nair

, (2.14)

the refractive index of the the reflecting material is calculated [67]. If one or more

thin films are deposited on a silicon substrate, the original silicon Brewster angle

is modified by the film(s). From the resulting “pseudo-Brewster angle” and the

reflection properties over the whole range of incident angles, the refractive index

and thickness of the film(s) can be determined independently [68].
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Figure 2.8: Comparison of ellipsometry and XPS results when measuring oxide
thickness on implanted and annealed samples. (Lot P020465 and P030131)

For this work, ellipsometry was used to determine the thickness of a surface

oxide. With the available tool (Tencor ASET F5), reliable results can be obtained

for an oxide thickness above ∼5 nm, while the measured samples had mostly an

oxide in the range of 1-3 nm. To improve the thickness measurement quality, the

refractive index of the oxide was predefined to a value of 1.46. This is not always

precise for the thin oxides used, however it improves the measurement repeata-

bility. Various side effects like a damaged or doped oxide typically increase the

measured value. For example, directly after implant, a 2 nm oxide is measured to

anything between 5 and 10 nm. However, the ellipsometry results are well repro-

ducible, and a comparison of different samples with presumably the same oxide

quality is easily possible.

Figure 2.8 compares ellipsometry to XPS results for samples implanted with

0.5 keV, 1e15 B or 2keV, 1e15 As and annealed in a 1070 ◦C spike. Due to different

oxygen content in the annealing ambient (133ppm to 100%), different amounts

of oxide have grown during anneal. Apart from the As sample with the thickest

oxide, all ellipsometry values are about 20% too high, when compared to XPS

data as a high-precision reference. However, this depends strongly on the implant

and anneal conditions and should rather be regarded as an estimation than as a

precise result.
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3 Pile-up fundamentals

3.1 Initial experiments

The initial approach to the topic of this thesis was to investigate the influence

of the presence of a screening oxide during implant and/or anneal, mainly using

sheet resistance measurements. During a couple of initial experiments, five main

types of samples were investigated:

OO An oxide was grown in the beginning, such that it was present during

implant and anneal.

O- An initially grown oxide is removed by an HF dip after implant, and the

anneal is done without screening oxide.

-O The oxide is grown only after implant, such that it is present only during

anneal

- - No oxide is grown at all, both implant and anneal are done without

screening oxide.

-O- An oxide is grown after implant an removed immediately, to separate the

influence of the oxidation from the one of oxide presence during anneal, as

compared to the “-O” sample type.

All oxides were 2 nm thick. The experiment was done with pure oxide (“O”) and

a nitrided oxide (“NO”). The results are shown in fig. 3.1. The sample with the

lowest sheet resistance is used as reference. For the other samples, the relative

difference in sheet resistance is evaluated, in order to obtain information on the

influence of the oxide. The percentile sheet resistance increase is converted into a

dose loss scale, assuming an inverse linear dependence D ∝ 1/Rs.

Several conclusions can be drawn from these results, e.g. that the growth and

removal of an oxide after implant (“-O-”) leads to a dramatic loss of active dopants

that are consumed during oxide growth and then removed together with the oxide.
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Figure 3.1: Dose loss results, calculated from sheet resistance increase for
differently prepared samples (see text). (Samples from lots P000575 and
P000657)
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removed, then the sample was covered with around 11 nm of a-Si. (Samples
from lot P000575)
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Instead, if the oxide is left on the sample during anneal (“-O”), the dopants can

diffuse back into the junction and contribute to conductivity. Similarly, implanting

through an oxide and then removing the oxide leads to the loss of all dopants

implanted into the oxide (“O-”). Leaving the oxide on the sample allows them to

diffuse back into the junction (“OO”). For the samples with oxynitride, a similar

behavior is observed.

A careful examination of the experimental conditions, however, showed several

side effects that made it very difficult to draw final conclusions form these sheet

resistance data: Firstly, the mobility of the carriers is not known precisely, hence

any dose estimation based on Rs data s very coarse. Secondly, samples without

oxide develop a native oxide of similar thickness within hours, and, especially

during anneal, significant oxidation occurs. The comparison of samples with and

without oxide is therefore virtually impossible. The observed effects have to be

explained by a wealth of different oxidation-influenced phenomena, rather than

by the mere presence or absence of oxide during implant and anneal.

Additional SIMS profiles were obtained to examine the samples, two of them are

shown in fig. 3.2. These profiles already exhibit a hint on the existence of a pile-

up at the interface between oxide and silicon. Before SIMS profiling, the samples

were etched and cleaned to remove the surface oxide, then 11 nm of amorphous

silicon were deposited. This was done to avoid SIMS surface artifacts and matrix

effects, but obviously any interfacial features are significantly disturbed by this

procedure.

During the subsequent experiments, these methods were continuously im-

proved to obtain more precise results. ERD/RBS mainly replaced SIMS for high-

resolution near-surface profiling, and several small accompanying experiments

helped understanding the various phenomena of the sample processing as well as

of the measurements, to interpret all results in sufficient detail.

3.2 The interfacial pile-up

Classically, the word “segregation” describes an effect that causes different con-

centration levels of an impurity species on both sides of an interface in thermal

equilibrium. This is due to different solid solubility in the two adjacent materials.

A concentration step occurs at the interface. The segregation coefficient is defined

as

m =
CSi

COxide

(3.1)
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In a profile, this step appears smoothed due to limited profiling resolution as well

as layer thickness variations.

For boron, Colby et al. [69] experimentally found an easy formula describing

the temperature dependence of the segregation coefficient observed in their ex-

periments:

m = 0.03 · e0.52/kBT (3.2)

This model can be refined to not only include a dependence on temperature, but

also on pressure (e.g. induced by stress) and other parameters [70].

Charitat et al. [71] give an overview over the theoretical description of m. Their

experiments indicate that m lies in the region of 0.5 to 0.6 for temperatures of

around 1000 ◦C, being of interest for this thesis. The boron concentration in the

oxide is thus around twice as high as in the silicon. Arsenic, on the contrary, is

known not to be soluble in oxide. Segregation coefficients of up to 30 are observed

[72].

The samples investigated during this work were annealed in a spike anneal.

The results indicate that the fast ramp rates and the short dwell time at peak

temperature are not sufficient to reach thermal equilibrium. Furthermore, the

surface oxide of mostly 2 nm is too thin to exhibit full bulk properties. Therefore,

the concentration step described above was not observed on most of the samples.

Instead, the dopant profiles revealed a more or less pronounced pile-up at or

around the interface between silicon and the surface oxide. Fig. 3.3 shows as-

implanted and annealed profiles for typical B, BF2 and As implants, measured by

ERD. This pile-up can contain a very high amount of dopants. Between 25% and

more than 60% of all implanted dopant atoms are found in the pile-up after a

spike anneal, depending on the implant and anneal parameters and the type of

screening oxide used.

3.3 Pile-up profiling techniques

This section will focus in more detail on advantages and disadvantages of the main

profiling techniques used for this work. ERD/RBS, SIMS and TEM will be com-

pared with respect to their contribution to the characterization of the interfacial

pile-up.
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Figure 3.3: ERD/RBS profiles of different samples implanted with B, BF2 and
As. For each implant, as-implanted (dashed line) and annealed profiles (solid
line) are compared. The oxygen profiles are drawn in gray. (Samples from lots
T020208 and E010731)
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3.3.1 ERD/RBS results

The results shown in fig. 3.3 were obtained using high-resolution ERD and RBS.

These methods are able to resolve the pile-up in unprecedented detail. Therefore

they contributed the most important information on the pile-up for this work,

and they will be used as main basis for the analyses presented in the following

chapters.

The ERD/RBS profiles primarily reveal that in all investigated samples, a pile-

up is built at the silicon/oxide interface. The pile-up is observed for B as well as

for As implants, reaching concentrations of 4 atomic percent (for these samples).

The presence of fluorine seems to reduce the boron pile-up height.

The profiles reveal clearly that a pile-up exists at the interface, but it is difficult

to judge precisely whether it is located more on the silicon or the oxide side of

the interface, or how far it extends into each direction. In chapter 4, a detailed

investigation and comparison of numerous samples will be given to extract the

best possible information.

Definition of the depth resolution

The depth resolution of ERD/RBS can be easily determined by examining the

slopes of the oxygen profile. The easiest value to determine is the distance between

the 10% and 90% points of the slope. This corresponds quite well to the FWHM

(Full Width Half Maximum) of the profile of a theoretical delta peak with zero

thickness, subject to the same gaussian broadening1.

For this work, we define the resolution of the ERD/RBS technique as half of the
10%-to-90% distance of the oxygen slope. At the surface, an excellent resolution of

0.3-0.4 nm is observed. The right-hand slope of the oxygen profile shows for most

samples a deteriorated resolution of 0.5-1 nm. Since in this work, the ERD results

were used to determine dopant profiles close to the surface with a special interest

in the region around the Si/SiO2 interface, the right-hand slope of the oxygen

profile gives a good indication of the resolution of the dopant profile around the

interface.

For a discussion of the pile-up width, its HWHM (Half Width Half Maximum)

will be measured. Assuming that the interfacial pile-up is very narrow, we can

directly compare the HWHM to the resolution – if the pile-up’s HWHM is larger

1 To be precise, the 10%-to-90% distance of a broadened step function corresponds exactly to
the width of a gaussian peak measured at 43.5% of the peak height.
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than the resolution, it can be deduced that the pile-up is thicker than a delta

peak.

These values correspond also reasonably well to one-sigma deviations, and

should thus be considered as “±-values”.2 Given the limited spatial resolution

of the ERD detector (in most profiles 5 points per nm), it is useful to treat all

three discussed values (profile resolution, HWHM and one-sigma) as identical for

simplicity.

For a direct comparison, however, the different contributions to the total depth

error have to be kept in mind:

• Limited depth resolution of the measurement – This depends on the precise

adjustment of the tool and might be different for the three investigated ele-

ments boron, arsenic and oxygen. While B and O have similar atomic masses

and are subject to very similar measurement variations, a greater difference

is expected towards As, since it is measured using an RBS setup instead of

ERD. In the measured profiles, the depth resolution is typically better for As

than for B and O.

• Interface roughness is a physical property of the sample and contributes iden-

tically to the widening of As, B and O profiles.

• Oxide thickness variations over the sample are considered in two ways: For

small scales (up to a few mm), they appear as a deterioration of the depth

resolution and can be treated identically to the above-mentioned interface

roughness. In larger scales (above 1 cm), they can lead to a shift between the

profiles of the different investigated elements, since each of them is measured

on a different spot on the sample.

Two possible alternative profiling methods, SIMS and TEM/EDX, are presented

in the following sections. Their results provide important complementary informa-

tion to the ERD profiles, but do not have sufficient resolution in the near-surface

region to replace the ERD/RBS profiles.

3.3.2 SIMS results

Next to ERD/RBS, SIMS was the main profiling methods used in this work. SIMS

has become a wide-spread standard means of profiling with good speed, tool avail-

2 The HWHM is measured at 50% of the peak height. This is by a factor of 1.18 higher than the
one-sigma distance (measured at 60.7% of the peak height).
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Figure 3.4: Comparison of SIMS and ERD profiles of three samples implanted
with 4e14, 1e15 and 3e15 B (at 0.5 keV) and annealed in a 1070 ◦C, 1s spike
anneal. The dashed line indicates the approximate position of the oxide/silicon
interface. (Samples from lot T020208)

ability and versatility. It provides high resolution (down to ∼1 nm per decade) and

good dose accuracy (∼5% for B and 10% for As, [73]). However, for profiling ex-

tremely shallow profiles within a few nm of the surface, the SIMS surface artifacts

are the dominant feature of the profile and prohibit any usable results from that

region [7,8].

The origin of the SIMS surface peak is not entirely understood yet [74]. It was

suspected that the peak is created by B deposition on the wafer during exposure to

the cleanroom air3. This explanation was proven wrong by examining the isotopic

composition of the B seen in SIMS: While in nature, the 10B:11B ratio is around

20:80, the implants only use 11B. The 10B concentration in the SIMS surface peak

is, however, several orders of magnitude too low [75].

One possible explanation of the SIMS surface peak is a badly resolved inter-

facial dopant pile-up. While the pile-up is found in a depth of 1-2 nm, depending

on the sample, the SIMS peak is measured exactly at the surface, with a width of

several nm (figure 3.4). In some cases, the dose measured by SIMS corresponds

well to the one measured by ERD, in other cases differences of up to 30% are seen.

Even with a SIMS process optimized for <1 nm depth resolution, the surface arti-

fact is still seen (see also [7,8]); the same holds for samples on which the pile-up

3 Amongst other sources, boron in the air might originate from the air filters in the cleanroom
ceiling that contain borophosphosilicate glass (BPSG).
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is removed by etching. The pile-up is therefore possibly contributing to the SIMS

surface peak, but this effect cannot be the only explanation.

It is known that during sputtering or ion implantation, a rearrangement of the

atoms close to the surface occurs. This can also enhance dopant self-sputtering

during implant [75]. The SIMS surface artifact seems to be mainly due to this

dopant rearrangement, along with a non-equilibrium sputtering behavior during

the initial stages of the process [57]. It is concluded that, for the purpose of this

work, the quantification of SIMS close to the surface is not sufficiently precise.

As a consequence, SIMS was used during this work mainly to determine the

junction depth, the overall profile and the total dose. Dose information from SIMS

also helped calibrating the ERD profiles.

It should be noted that for a direct comparison of ERD and SIMS results, the

different sputtering speed of SIMS in oxygen and in silicon should be compensated

for. As explained in section 2.7, this can be done by stretching the depth scale and

compressing the concentration scale of the oxide part of the profile by a factor of

2.3 or 0.44, respectively. Various smoothing algorithms can be used to generate a

smooth transition from oxide to silicon, which however introduce various artifacts

into the profile. To avoid a deterioration of the profile information, the SIMS results

in figure 3.4 are not compensated. Thus in principle, the surface peak is wider and

less high than displayed in fig. 3.4. This, however, does not affect the principal

judgement of the SIMS surface peak given above.

3.3.3 TEM and TEM-EDX results

Figure 3.5 shows TEM micrographs of two samples implanted with high dose B or

As, and annealed in a standard spike anneal. The As sample exhibits a dark line

at the interface. This line is probably caused by the pile-up, but it is difficult to

distinguish the pile-up from the various side effects that can be seen at interfaces.

For B, the contrast seen at the interface is not considered significant.

For a more detailed analysis, TEM-EDX (fig. 3.6) was used to generate an ar-

senic dopant profile across the interface. EDX was measured at several separate

points across the interface, with a distance of 10 nm (a) or 5 nm (b), respectively.

Each of the shown points is an average over 5 or 6 individual measurements at

identical distance to the interface. The results are given in counts, thus in ar-

bitrary units. A boron-implanted sample was investigated by the same method,

however the EDX setup was not able to detect a discernible boron signal.
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a)

b)

Figure 3.5: STEM micrographs (bright field imaging) of a 0.5 keV, 3e15 B (a)
and a 2 keV, 3e15 As sample (b). (Samples from lots T020208 and P030122)

The leftmost measurement points of both samples show a significant carbon

concentration - this is the glue on top of the sample, used for TEM specimen

preparation. For the deeper measurement points on the right side of each graph,

still a high amount of oxygen is seen. This is due to the native oxide growing on

the very thin TEM specimens during preparation.

For both samples, a clear transition is seen from a region with high oxygen

content (the oxide layer) to one of almost pure silicon on the right (the bulk silicon).

At the interface, an increased arsenic concentration is observed. This peak is,

however, much wider than the thin pile-up at the interface, seen in ERD. This

widening is caused by several effects, like a too large beam diameter (a few nm),

beam widening by scattering in the sample, or beam drift during the measurement

(up to 6 nm). Since the pile-up contains a very high concentration of arsenic,

already a small gaussian widening of the beam can cause a significant detection

of arsenic in the neighboring measurement points.

The STEM-EDX results confirm the primary result of the ERD investigations

– a pile-up of quite high concentration is observed at the interface between oxide

and silicon. The STEM resolution is, however, not comparable to ERD.
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Figure 3.6: Dopant concentration measured by STEM-EDX across the Si/oxide
interface of 2 keV, 1e15 and 3e15 As samples. The insets show RBS profiles of
the same samples for comparison. (Samples from lot P020645 and P030122)
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3.4 Dopant diffusion

Macroscopically, any diffusion follows the Fick equation (“normal” diffusion),

∂C(x, t)

∂t
= D

∂2C(x, t)

∂x2
(3.3)

with the concentration C of dopant atoms. The diffusivity D is primarily a function

of temperature.

However, for the processes that govern diffusion during a very short spike an-

neal, D becomes a very complex function of temperature, the binding conditions of

each individual dopant atom, the presence of lattice damage and so on. Therefore,

individual dopant atoms must be considered for a more precise description of the

diffusion processes in a lattice. They are present on a (substitutional) lattice site,

as interstitial between the lattice atoms, or in various types of combinations with

lattice or other dopant atoms (clusters). Several direct (e.g. diffusion of an inter-

stitial dopant atom) and indirect (diffusion mediated by a defect) diffusion modes

exist (cf. [76,77]). The two most important are:

• Vacancy: A substitutional dopant atom binds to a vacancy. For diffusion,

they exchange place. This mechanism is preferred by large dopant atoms,

such as As of Sb.

• Intersticialcy: A pair of one dopant and one Si atom occupy an substitutional

lattice site and diffuse without dissociation. For boron, this is the preferred

diffusion mechanism.

These two processes are, for the respective dopant species, largely predominant

for high temperatures [78]. Most other dopant configurations (e.g. dopants bound

in clusters) have a negligibly low diffusivity. In both cases, however, the mentioned

main diffusion processes are suppressed if no lattice damage is present, which

leads to a very low overall diffusivity.

3.4.1 Enhanced diffusion

Additionally, various enhancement processes increase the dopant diffusivity and

lead to the so-called “anomalous” or “enhanced” diffusion. They describe pro-

cesses in the sample that under certain circumstances generate additional defects

(mainly silicon self-interstitials), which then tremendously enhance the diffusion.

Enhanced diffusion typically is an important problem for boron, by far more than
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for arsenic. The most important creation mechanisms for excess silicon intersti-

tials are the following:

• TED – Transient Enhanced Diffusion: After implant, about one excess sili-

con atom per implanted atom is present in the lattice (“+1 model”). They can

be present as interstitials or in the form of silicon-rich aggregates (mainly

dislocation loops or 311 defects, which are formed during a thermal treat-

ment above 600 ◦C). Starting at 750-800 ◦C, the clusters dissolve (e.g. by

Ostwald ripening). The excess Si atoms diffuse and cause anomalous dopant

diffusion [79–81]. Since the surface of the wafer is a sink for Si atoms, an

anisotropic stream of interstitials towards the surface occurs.

• OED – Oxygen Enhanced Diffusion: Oxidation before or during an anneal

causes silicon atoms to be injected into the crystal, leading to enhanced

dopant diffusion.

• BED – Boron Enhanced Diffusion: In regions of high B concentration, the

dopant atoms tend to precipitate and form clusters that may include silicide

phases. The dissolution of the clusters during anneal injects Si interstitials

into the lattice [82].

TED as well as the other types of enhanced diffusion set in at around 750 ◦C.

They are mediated by the presence of excess silicon atoms, not by their movement.

Therefore, these effects stop as soon as the excess silicon atoms have disappeared

due to annihilation at the wafer’s surface (hence the name “transient”). To reduce

enhanced diffusion, it is necessary to reach as fast as possible a high temperature

during anneal, so that the Si interstitials disappear as quickly as possible. This is

one of the reasons why high ramp-up and -down rates are necessary [83].

In [84], Dunham et al. give an overview over the various rate and diffusion

equations to model shallow dopant diffusion in silicon.

Agarwal et al. have shown that diffusion enhancement due to the TED mech-

anism is significantly reduced for ultra low implant energies below 1 keV [85,86].

This is consistent with the expectation that at zero implant energy, no excess in-

terstitials should be produced. However, for boron implants at low energies, a very

shallow layer of high-concentration B is produced. Above a certain dose thresh-

old (3 ·1014 to 1015 cm−2 for a 0.5 keV implant), boron-enhanced diffusion (BED)

is caused by this layer, resulting in a diffusion enhancement by a factor of up to

four, similar to TED. Also for the samples prepared for this work, this effect is

expected to produce significant amounts of excess silicon interstitials.
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Figure 3.7: ERD/RBS profiles of an arsenic sample, as-implanted (thin line)
and after anneal (thick line). (Sample from lot E010731)

3.4.2 Uphill diffusion

Fig. 3.7 shows a typical profile of an As implant. Most of the implanted dose is

found in a depth of 5-10 nm, with a maximum concentration of around 1.5 at%.

During spike anneal, obviously a large fraction of the dopant atoms move from

this peak towards the interface, to create a pile-up with up to 3.5 at% of dopant

atoms in the lattice.

This phenomenon of diffusion towards a region of high concentration is called

uphill diffusion [87,88]. During implant, a region rich of excess silicon interstitials

is created in the silicon, deeper than the implanted profile. In average, one silicon

interstitial is created for each implanted dopant atom (“+1 model”).

Since the wafer surface acts as an interstitial sink during anneal, a large

anisotropic stream of silicon self-interstitials towards the surface occurs. By form-

ing dopant-defect pairs, they carry dopant atoms along, and an anisotropic dopant

diffusion towards the surface occurs. This appears as a diffusion towards regions

of higher concentration, hence the name “uphill”. Since the presence of Si self-

interstitials is required for uphill diffusion, the effect is closely related to TED.

Both effects appear in parallel.

Thus, two processes are necessary for the formation of a pile-up:

• An uphill diffusion of dopants is observed – dopants move from regions with

low to medium concentration towards the high-concentration pile-up.

• The dopant atoms are trapped at the interface, either by building up dopant

clusters, or by trapping to lattice sites or to dangling bonds. This trapping
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prevents the diffusion back into the silicon. The interface is required to ef-

fectively act as a dopant sink.

If the second effect, the interfacial trapping of the dopants, is strong enough to

retain all pile-up atoms, it prevents by itself any diffusion back into the bulk part

of the junction. In this case, the uphill diffusion is actually not required to build

up a huge non-equilibrium concentration in the thermodynamical sense. It only

delivers enough dopants to the interface, where they are blocked from any further

participation in the diffusion.

In some cases the as-implanted concentration around the interface is already

so high that no additional creation of a pile-up is observed. For example, this is

the case for the B sample in figure 3.3a. However, a comparison with other B

samples (e.g. fig. 4.9b) shows that the uphill diffusion and trapping effects, as

discussed here for arsenic, also hold for boron. In the specific case of fig. 3.3a, the

normal diffusion from the implanted maximum towards the bulk is large enough

to compensate the pile-up building effect.

It is also likely that the mechanism trapping the dopants at the interface has

only a limited capacity and is not able to incorporate more dopants. This limits

the dopant concentration in the pile-up size to a certain level.

3.5 Effects mentioned in the literature

3.5.1 Theoretical work

Sai-Halasz et al. [89] have shown that arsenic has essentially a unity sticking

coefficient at a Si-SiO2 interface during annealing. Their RBS studies indicated

that the atoms were trapped in a single monolayer of oxide near the interface

where they were immobile and electrically inactive.

Lau et al. [90] for the first time introduced the interface itself as a third phase

next to the Si and SiO2 phases. Their model, using rate equations for the transi-

tions between the three phases, was able to well describe the experimentally found

pile-up dose as a function of dopant concentrations on both sides of the interface

for phosphorus-doped samples.

Baierle, Dabrowski et al. [91] have conducted ab initio simulations of phospho-

rus as a typical donor segregating to a Si/SiO2 interface. They found that at least

half a monolayer (1 ML ≈ 7 ·1014 cm−2 for (100) Si) of electrically inactive P atoms

can be trapped at the interface. The group published evidence that the trapping

of P at an Si/oxide interface occurs by (1) trapping at interfacial dangling bonds,
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(2) trapping at vacancies and vacancy-oxygen complexes and (3) the formation of

threefold-coordinated P pairs.

Refining their theory, they found that the dopant trapping mechanism at the

interface depends on the dopant concentration CP in proximity of the interface

[92,93]. For low CP below 1017 cm−3, the dopant atoms replace undercoordinated

Si atoms (i.e. Si atoms with dangling bonds), while dopant pairs are formed at high

concentrations above 1019 cm−3. For intermediate CP , the trapping mechanism

has not yet been identified. Concerning the exact location of the trapped atoms,

they found that the donor-oxygen bonds are energetically not favorable, which is

consistent with the fact that P and As are expelled from the oxide during oxidation.

Vuong et al. [94, 95] presented a model for boron and arsenic pile-up forma-

tion. They assumed 2 ·1014 cm−2 electrically inactive trapping sites at the interface,

together with certain activation energies for trapping and de-trapping. The model

helped to significantly improve TCAD process simulations, to correctly predict the

transistor’s electrical behavior.

Shima et al. [96,97] calculated the activation energies for boron for the various

processes at and around the interface. They found that the barrier height of 0.4 eV

for atoms getting trapped at the interface from the bulk silicon is smaller than for

the reverse process (0.5 eV), which is again much smaller than the barrier for the

diffusion of dopants from the interface region towards the oxide (0.8 eV). These

results qualitatively explain why B atoms are trapped at the interface to form a

pile-up. They conclude “that the main factor in this segregation is the existence of

the Si surface”.

3.5.2 Experimental Results

Also experimentally, the interfacial dopant pile-up has been studied. The inter-

facial segregation behavior was investigated mainly for phosphorus. Different

groups have analyzed the phosphorus pile-up, with partly contradictory results.

Chou et al. [98] indicated that the pile-up is at the SiO2 side of the interface, while

Schwarz et al. [99,100] concluded that it is on the Si side.

Sato et al. [101, 102] used neutron activation analysis (NAA) and sheet resis-

tance measurements to investigate the phosphorus pile-up. They found significant

doses of phosphorus on the SiO2 side of the interface, after oxidizing a P-doped

sample or annealing a doped Si-SiO2 composite structure. An observed P dose

reduction is attributed to the loss of the pile-up during oxide removal. Based on

their observation that, after oxide removal, an additional careful Si etching does



3.5 EFFECTS MENTIONED IN THE LITERATURE 59

not further increase the sample’s sheet resistance, they concluded that the pile-up

is located on the oxide side of the interface.

The same group later also analyzed As implanted samples with sheet resis-

tance measurements and RBS analysis [103] and came to analogous conclusions.

However, the arsenic pile-up was observed to contain a smaller dose than the

phosphorus pile-up. Also, an HF dip only remove “most of the arsenic pileup”.

Griffin et al. [104] have experimentally observed that for phosphorus implants

with doses of 5 ·1013 to 4 ·1014 cm−2, up to half of the implanted dose was lost

during anneal, amongst others due to segregation at the silicon-oxide interface.

They found that stripping the oxide also removes the segregated atoms, and they

consequently believed the phosphorus atoms to stick in the oxide near the inter-

face, being electrically inactive. They further found that an interfacial phosphorus

pile-up created during an anneal at 700 ◦C or 800 ◦C is mostly removed by a sub-

sequent 1100 ◦C anneal, during which the dopant atoms diffuse back into the

silicon.

Kasnavi et al. studied the behavior of arsenic during anneals on samples with

different oxide thicknesses [105,106]. Using XPS as main analysis method, they

clearly observed a large As pile-up in the vicinity of the silicon-oxide interface.

They found that an HF dip under inert atmosphere does not remove the As pile-up

and concluded that the pile-up is located within 5 Å on the Si side of the interface.

Using a very careful procedure of growing and etching single monolayers of oxide

they were able to confirm that it is located in “the first few monolayers” on the

silicon side of the interface.

Shima et al. [96, 97] also published experimental data. They investigated the

pile-up in boron implanted samples, using XPS with high angles to reduce the

photoelectron escape depth to around 2 nm. While they did not observe any B

signal with a 2 nm surface oxide present, a clear signal was seen after the oxide

had been etched away with HF. From this they conclude that the majority of

the pile-up dopants is found at the Si side of the interface. With a sophisticated

backside-SIMS analysis they found that the pile-up extends by not more than

0.6 nm into the silicon.

Koh et al. [107] quantitatively evaluated the dose loss in low-energy As im-

planted samples. After a 5 keV, 1e14 As implant they found that 43% of the

dopants were located in the 5 nm thick screening oxide. From the remaining

dopants, 50-70% segregated to the pile-up during a 850 ◦C, 30 min. furnace an-

neal.



60 3 PILE-UP FUNDAMENTALS

Vuong et al. conducted SIMS measurements on B-doped SOI structures [87].

They observed a dopant pile-up at the interface to the screening oxide, and a

second one at the interface to the buried oxide layer (BOX). They found that

the pile-up dose depends significantly on the amount of excess silicon intersti-

tials present. The dopants in an MBE-grown sample without any implant damage

showed neither diffusion nor pile-up formation. On similar SOI structures, Crow-

der et al. [108] had showed already before that in the presence of the buried

silicon-oxide interface with its pile-up, the dopant dose in the pile-up at the inter-

face to the top oxide layer is reduced.

Topuria et al. [109, 110] used spatially resolved EELS (electron energy loss

spectroscopy) and EDS (energy dispersive X-ray spectroscopy) on an STEM tool to

investigate the arsenic segregation to the interface between silicon and a cobalt

silicide, as it is used to form the contact to the transistor’s source and drain

junctions. They found that the segregated As atoms occupy substitutional lattice

sites and are electrically active. The free carrier density around the interface is

increased by 5-10%.

3.5.3 Contribution of this work

All experimental results published until now have in common that they suffer

from the limited resolution of SIMS and other profiling techniques. Mostly, other

analysis methods such as XPS or NAA are used together with a sophisticated

sample preparation process to locate the pile-up.

This work presents direct evidence for the interfacial dopant pile-up. For the

first time, ERD dopant profiles with sub-nm resolution are published, showing

the pile-up and its location at the silicon-oxide interface in unprecedented detail.

Together with the previously published experimental and theoretical results, a

more complete picture of the pile-up and its formation process is given.



4 Pile-up formation mechanisms

4.1 Introduction

This chapter focuses on the mechanisms that lead to the creation of a pile-up at

the silicon/oxide interface. Various samples were prepared with different implant

and anneal conditions. A combination between ERD, SIMS and SRP results is

used to extract the maximum possible information on the samples’ dopant pro-

files.

ERD profiles of differently prepared samples are compared, in order to dis-

tinguish the influences of the various implant and anneal parameters. From the

information obtained, a phenomenological model of pile-up formation is proposed.

For discussions on the depth resolution, the HWHM of the dopant pile-up will

be compared to half the width of the right-hand oxygen slope, as described in the

previous chapter (page 48). The resolution data given in this chapter can thus

be considered as “±” values. The given resolution values are normally precise to

around 0.05-0.1 nm.

4.2 Sample preparation

Various samples were implanted and annealed to investigate the near-surface

dopant distribution after an anneal. Most of the samples were implanted with

5 keV BF2, 0.5 keV B or 2 keV As through a 2nm screening oxide in an Applied

XR80 ultra low energy implanter or an Eaton NV2800 medium energy implanter.

The dose was varied between 4 ·1014 and 3 ·1015 cm−2. The most commonly used

anneal was a 1070 ◦C, 1s spike anneal in an AST SHS2800 lamp-based RTP tool.

These parameters are close to the ones used for extension formation in a typical

90 nm process flow. A scheme of the process flow used for the experiments is given

in fig. 4.1.

After anneal, the obtained junctions have a junction depth of around 35 nm

(arsenic case) to 60 nm (boron case), measured at a concentration of 1018 cm−3. The
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profile’s maximum dopant concentration close to the surface is typically around

1020 cm−3.

In a device, 1018 cm−3 is the typical doping concentration of the well. Therefore

the junction depth given here corresponds to the metallurgical junction depth that

a certain junction would exhibit in a real device.

In our case, no special well doping was used, thus the background concen-

tration is the one of a bulk wafer, in the order of 1015 cm−3. The actual physical

junction depth is in the range of 130-200 nm for all samples. This facilitates the

sheet resistance measurement, since the FPP tool’s probe tips never penetrate

through the junction. The sheet resistance measured on the samples is consid-

ered identical to the one of a real junction with 1018 cm−3 background doping,

because the total number of carriers in the junction’s tail is too low for any signif-

icant contribution to the total conductivity.

4.3 Dopant loss mechanisms

From the nominal implanted dopant dose, a significant amount is lost during

the implant and anneal process. The dopants are subject to one or more of the

following processes:

• Self-sputtering to the ambient during implant

• Outdiffusion to the ambient during anneal (“outgassing”)

• Segregation to the interface

• Diffusion (and mostly activation) in the bulk part of the junction

Self-Sputtering

The implanted atoms cause with their collision cascade a rearrangement of the Si

atoms close to the surface in the target wafer. During this process, surface atoms

are sputtered away.1 The sputtering also removes dopant atoms that are located

at or close to the surface. The closer to the surface the implanted dopant atoms

come to rest, the more they are affected by the sputtering process. The effect

causes a dose limitation for ultra-low energy implants to around 1-1.5 ·1015 cm−2

for 0.2 keV B implants and 5-10 ·1015 cm−2 for 0.5 keV B implants. Above this

1 This process is used on purpose in SIMS analysis, which uses beam energies similar to the
ones of ultra-low energy implants.
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dose, any additional implanted dose removes the same amount of already im-

planted dopant atoms. Self-sputtering becomes measurable for implanted doses

above 1015 cm−2 for 0.5 keV B implants. At 3 ·1015 cm−2, around 20-25% of the dose

are lost [20,111].

Similar to the self-sputtering effect, any implantation deteriorates the qual-

ity of the screening oxide, making amongst others ellipsometrical thickness mea-

surements completely impossible. During the experiments done for this thesis

it was found that a wet clean between implant and anneal slightly reduces the

oxide thickness, even though the clean used is normally known not to remove

any measurable amount of oxide. For the experiments described here, this clean

was therefore omitted. It is believed that this implant-induced deterioration of the

oxide quality also enhances oxidation during anneal.

Outdiffusion during anneal

A second dose loss effect is the dopant outdiffusion during anneal. Dopants that

reside close to the surface or diffuse there during anneal can evaporate to the

ambient. Similar to the self-sputtering, this effect becomes stronger for increased

dose as well as for reduced energy, because for ultra-low energy implants, the

dopants are located closer to the surface.

A thin 1-2 nm oxide on the silicon surface, such as a native oxide or a grown

oxide (it can later be used as gate dielectric) reduces the dopant loss due to out-

diffusion. However, the oxide itself can evaporate during anneal. To prevent this,

standard spike anneals are run with 133 ppm oxygen in the N2 ambient. The oxy-

gen is believed to adsorb to the surface and thereby protect the oxide.

The diffusivity of boron in oxide increases anomalously for an oxide thickness

below 6-8 nm [112]. This effect enhances the penetration of boron through ultra-

thin gate oxides or, as in this case, enhances the loss of boron through a thin

screening oxide during anneal.

Since outdiffusion during anneal and self-sputtering have the same depen-

dence on energy and dose, no differentiation between the two effects was made for

this work. Only the total loss of dopants during implant and anneal was investi-

gated.

Figure 4.2 shows the dependence of the retained dose on the implant parame-

ters. A lower energy as well as a higher dose increase the fraction of dopants lost

during anneal.
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Figure 4.2: Percentile dopant retention after implant and anneal, as a function
of the nominally implanted dose.

It is noteworthy that the co-implantation of fluorine (BF2) tremendously in-

creases the dopant loss. It is likely that this effect is caused by self-sputtering;

the relatively heavy F atoms significantly increase sputtering during implant. It

could be interesting to run an additional experiment where boron is implanted

separately after a fluorine implant. For those samples, the self-sputtering would

be identical to a single B implant, allowing a separate investigation of the effect of

fluorine on self-sputtering and on outdiffusion during anneal.

Segregation to the interfacial pile-up

A large fraction of the dopants, between 25 and 50% of the total implanted dose,

is observed to segregate during anneal to the interface between silicon and the

screening oxide. Even though the results of this work suggest that a high active

dopant concentration is found in the pile-up, most pile-up atoms are electrically

inactive (cf. chapter 5). Therefore, segregation to the pile-up is a priori considered

as an unwanted effect, since its dopants are lost for conductivity.

The numbers demonstrate that this effect has a large influence on the electrical

properties of a transistor, and that its consideration is crucial for simulation and

design of future CMOS devices. This work will focus on the details of the pile-up

formation, its shape and dose, as well as its electrical conductivity.
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implant. (Samples from lot E010731)

Dopants in the bulk part of the junction

Since the dopants that are subject to the first three mentioned effects are (mostly)

lost for the junction conductivity, it is desirable to keep as many of the implanted

dopants in the junction’s bulk part and to activate them. Fig. 4.3 shows that for

the typical doses that were investigated during this work, those dopant atoms in

the bulk are activated at a level close to 100%, within the errors of SIMS and SRP

(∼10%).

In the tail region of the profile, a difference is seen between SIMS and SRP.

While SIMS gives quite precise information on the chemical concentration of the

entire profile, the SRP results are subject to the carrier spilling effect, which in-

fluences regions with inhomogenous doping, such as the profile tail. In SRP, the

electrical junction always appears shallower than the metallurgical junction seen

in SIMS. (The phenomenon was explained in section 2.4, figures 2.2 and 2.4, page

26).

Figure 4.3 also shows that neither the SIMS surface peak nor the ERD interfa-

cial pile-up are seen in SRP. This is explained by the limited resolution of SRP with

a step distance of 1-2 nm and a tip imprint depth of 5 nm. It does not necessarily

indicate that the pile-up is electrically inactive. A more detailed investigation of

raw SRP data will be presented in section 5.5.5.
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Sample B BF2 As

Depth resolution from oxide slope 0.85 nm 0.75 nm 0.90 nm

HWHM pile-up 0.95 nm 0.90 nm 0.80 nm

Pile-up dose by ERD 3,8e14 2.1e14 4.2e14

Total implanted dose 1e15 1e15 8e14

Table 4.1: Comparison B-BF2-As: Data extracted from the profiles in fig. 4.4.
The values are accurate to about ±0.05 nm

4.4 Dependence on implant conditions

From the ERD/RBS profiles (e.g. fig. 4.4) it is primarily concluded that there is

a pile-up at the interface. To determine whether and how far it possibly extends

into the oxide and/or silicon, the profiles are evaluated in more detail. In the

following sections, ERD dopant profiles will be used to investigate the dependence

of the pile-up shape on different implant and anneal parameters within the ranges

useful for USJ formation.

4.4.1 Species dependence

Fig. 4.4 compares B, BF2 and As implants. The dopant profile is given as implanted

and after anneal. The oxygen profiles are used to determine the position of the

oxide-silicon interface.

All samples exhibit a clear pile-up at the interface. Table 4.1 presents precise

data extracted from the pile-up profiles. The depth resolution given in the first line

is extracted from the right-hand slope of the oxygen profile.

For both B and BF2 implants, the pile-up HWHM is by 0.1-0.15 nm bigger than

the depth resolution. This indicates that the actual pile-up is very thin, spreading

over not more than 2-3 Monolayers (1 ML ≈ 0.13 nm). The results demonstrate

that the pile-up is located “at the interface”. However, due to the limited ERD

resolution, it is difficult to judge whether and how much it spreads into the oxide

or silicon side of the interface.

In both boron profiles, the pile-up seems to extend right until the surface.

This is probably due to a part of the as-implanted profile being immobilized or

trapped in the oxide and will be discussed below in more detail. Considering that

this contributes to the peak’s width in the ERD profile, it seems possible that the

actual pile-up itself is confined to a single monolayer.
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For the As profile, an RBS measurement setup was used. As described already

in section 2.8.2, the arsenic profile can be measured with slightly higher precision

than boron or oxygen. As a result, the arsenic pile-up peak is measured even

sharper (by 0.1 nm) than the oxide/silicon interface (determined from the oxygen

ERD profile). From the profile, it seems likely that the As pile-up is confined to

one monolayer, however a spreading into the oxide or silicon by a few monolayers

cannot be entirely excluded.

In the bulk part of the junction below the pile-up, the concentration is observed

quite constant in the order of 0.2 to 0.4 atomic percent. This corresponds well to

the concentrations of around 1020 cm−3 that are typically obtained by SIMS in a

depth of 5-10 nm for similar samples.

The differences between the B and the As pile-up will be discussed in more

detail in the following sections.

4.4.2 Dose dependence

Discussion of the pile-up dose

In this section, the dependence of the pile-up size and shape on the implanted

dose is evaluated. Where noted, SIMS results were used to calibrate the ERD/RBS

profiles. SIMS results are in general more precise than ERD/RBS results concern-

ing integral doses. The calibration, however, is difficult to perform: While SIMS

does not resolve the pile-up close to the surface, ERD and RBS become very unre-

liable for great depths. The ERD/RBS profiles depth was limited to around 25 nm,

in some cases to only 11 nm.

Consequently, only the intermediate region between around 5 nm and 20 nm

can be used for a comparison of ERD/RBS and SIMS. The calibration procedure

uses a scaling factor applied to the ERD profile to fit the SIMS results in this

intermediate region. Where possible, the same correction factor is applied for all

samples of one measurement series. This optimizes the comparability of results

within one measurement series, assuming that they are all subject to the same

disturbances during measurement.

However, ERD/RBS profiles exhibit significant noise levels in this intermediate

region of the profile. Any calibration can therefore not always assure precise dose

values; instead it optimizes their comparability.

For the following discussion, all arsenic profiles and the 3e15 B profile were

calibrated using this method.
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Boron For boron, the dopant dose in the pile-up is found to scale mainly linearly

with the implanted dose (fig. 4.5a and 4.6a). Around 40% of the implanted dose

segregate to the pile-up. In the presence of fluorine (BF2 implant), this number is

reduced to values around 20%.

Figure 4.6b displays the pile-up dose as a fraction of the retained dose after

anneal. This graph analyzes the distribution of the dopants between the pile-up

and the junction’s bulk part, for a given retained dose. Any dopant atoms lost

during implant and/or anneal are not considered anymore. It is interesting to

note that here, no difference is seen between B and BF2 implants. This suggests

that the dopant distribution between pile-up and bulk junction depends only on

the total amount of dopants present, but not on the presence of fluorine. It is

likely that fluorine neither influences the diffusion nor the dopant trapping at

the interface. This is consistent with the suggestion mentioned above, that the

reduced dose in the BF2 case is only due to the higher self-sputtering rate, and

not to a possible change in outdiffusion during anneal.

When considering these values, one has to take into account that the dose

loss during implant and anneal becomes more important with increasing dose

(cf. fig. 4.2 and 4.5b). As a consequence, the relative distribution of the dopants

between pile-up and the bulk part of the junction is shifted towards the pile-

up for higher implanted doses. Fig. 4.6b shows that for a 3e15 boron implant

(2e15 after anneal), two thirds of the remaining dopant atoms are confined to the

pile-up, while only one third is activated in the bulk part of the junction. Since

the dopants in the pile-up are mostly (perhaps entirely) electrically inactive, this

behavior is detrimental to the goal of a low sheet resistance. This trend is also

seen in fig. 4.5b as a divergence between the two graphs for high doses.

As discussed already before (section 4.3), dopant loss during implant and an-

neal causes a dose limitation of something between 5 ·1015 and 1016 cm−2, for the

investigated implant and anneal parameters. Moreover, an extrapolation of the

values in fig. 4.5 suggests that the pile-up effect limits the active dose in the junc-

tion’s bulk part. The maximum achievable values appear to be in the region of 1-

2 ·1015 cm−2, for the investigated combination of a 0.5 keV implant and a 1070 ◦C,

1 s spike anneal.

It needs to be noted that the ERD results of the sample implanted with 3e15

boron (in all graphs the boron sample with the highest dose) were scaled to fit the

SIMS results. The results shown for this sample are thus estimated.
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Arsenic For arsenic, data acquisition with RBS was more difficult. Very high

doses, sometimes above the nominally implanted dose, have been measured.

Therefore, the 2 keV As values presented in figures 4.5 and 4.6 have been cali-

brated using SIMS profiles – A correction factor was applied to the entire profile to

better fit to the concentration values seen in SIMS. However, since the RBS profile

depth of 11 nm only goes little beyond the pile-up, the values presented here are

considered accurate to only around ±20%. All three 2 keV As profiles were mea-

sured together in one measurement series, therefore their relative trend and their

qualitative evaluation is believed correct. The 5 keV sample was measured in a

different RBS run and therefore calibrated separately.

Similar to the boron samples, no significant difference is expected between the

pile-up results for the different implant energies. The fact that the 5 keV point

lines well up with the other arsenic samples therefore indicates that the chosen

calibration factors are indeed consistent.

Fig. 4.5a shows that the pile-up dose increases for increasing implanted dose,

however less so than for boron. While for B, the percentage of the implanted

dopants accumulated in the pile-up is observed quite independent from the im-

planted dose, this is not the case for arsenic. Instead, the relative dose of the

pile-up drops for increasing implanted dose (fig. 4.6a,b).

The results suggest that the pile-up formation mechanism for arsenic is

stronger than for boron. Already at low doses, a large pile-up is formed. Addi-

tionally implanted dopants contribute to a lesser extend to the pile-up, indicating

a (weak) pile-up saturation effect. At an implanted dose of 4 ·1014 cm−2, around

(70±15)% of all retained dopants are observed in the pile-up. Even though the

error of this value is very large, the results demonstrate that contrary to the boron

case, the arsenic pile-up is critical at the lower end of the dose range.

For doses below 4 ·1014 cm−2, the relative amount of dopants in the pile-up is

– obviously – expected to reach a certain limit. This limit should be determined

in further experiments, that are also recommended to quantitatively confirm the

discussed effects.

Contrary to boron, the trend in fig. 4.5b does not reveal any indications about

an upper limit for the activated dose in the junction.

It should be noted that all results discussed in this section, for boron as well

as for arsenic samples, are also dependent on the other implant and anneal pa-

rameters, such as implant energy, type of screening oxide, thermal budget during

anneal and so on. The influence of these parameters will be evaluated in the fol-

lowing sections.
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Dopant B As

implanted dose 4e14 1e15 3e15 4e14 1e15 3e15

after anneal:

total dose by SIMS 3.5e14 7.7e14 1.9e15 4.2e14 9.2e14 2.6e15

total dose by ERD * 2.5e14 5.7e14 2.7e15 7.6e14 1.2e15 3.1e15

pile-up dose by ERD * 1.5e14 3.8e14 1.9e15 6.5e14 1.0e15 1.8e15

HWHM pile-up / nm 1.20 0.95 2.00 0.60 0.65 0.80

depth resolution / nm 0.95 0.65 0.85 1.00 0.85 0.85

Table 4.2: Influence of the implanted dose: Resolution and dose data extracted
from the profiles in figs. 4.7 and 4.8. Please note that As was measured with
RBS, therefore the As profiles have a better resolution than the oxygen ERD
profile. (Samples from lots T020208, P020465 and P030122)
* Dose values are given as observed with ERD/RBS, no correction with SIMS
data was made. Also, the ERD/RBS “total dose” was integrated only over the
investigated depth (26 nm for B, 11 nm for As), not over the entire profile.

Discussion of the profile shape

Figs. 4.7 and 4.8 show ERD/RBS profiles of samples implanted with B or As

at doses between 4 ·1014 and 3 ·1015 cm−2. Please note the changing scale for the

dopant profiles on right side of each graph. A clear dependence of the pile-up

height and thus also of the pile-up dose on the implanted dose is seen, as it was

already discussed above.

Boron A significant broadening of the pile-up towards the bulk is seen for doses

above 1015 cm−2, more so for B than for As. For the 3e15 B sample (fig. 4.7c),

the concentration of dopant atoms continuously diminishes until it reaches the

background level in a depth of around 10 nm.

Strictly speaking, these dopants are not part of the actual pile-up, since they

are not trapped at the interface. However, since they are part of the phenom-

ena discussed here, they are included in the term “pile-up” in this work. Also,

the dose values given in the tables and figures always include the entire dopant

peak around the interface, independent of their microscopic location and trapping

mechanism.

The ERD resolution in fig. 4.7c does not allow a clear differentiation between

the dopants at the interface, and the ones on both sides next to the interface.

Taking the depth resolution extracted from the oxygen profile and a dose correc-
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tion using SIMS data into account, one can approximate the measured profile as

a delta peak at the interface and a region of (relatively) low concentration around,

convoluted with a Gaussian-shaped resolution function. The result of this inves-

tigation suggests that the dose trapped at the interface itself is in the order of

5-6 ·1014 cm−2.2 This corresponds to almost one monolayer (1 ML≈7 ·1014 cm−2).

This result suggests that the interface can trap almost as much as one mono-

layer of dopant atoms. However it is very probable that these dopants are not

actually confined to one monolayer, but spread over 2-3 monolayers.

Consequently, it seems also plausible that for a 3e15 implanted dose, the

dopant trapping capacity of the interface is exceeded. The excess dopant atoms

are then pushed back below the interfacial region, where they form the observed

extension of the pile-up into the silicon. It is likely that these dopants are clus-

tered, which prevents them from further diffusion.

A possible additional effect is proposed, based on observations of Agarwal et

al. [86]. They saw significant BED originating from highly doped layers, if their B

concentration exceeds a threshold of “a few atomic percent”. In the BED effect,

excess interstitials are injected into the silicon, where they cause enhanced dif-

fusion. In the present case, the pile-up itself could inject silicon interstitials into

the bulk. By transporting some dopant atoms along (similar to the uphill diffu-

sion effect), this could lead to the observed broadening of the pile-up. Additional

experiments should be run to further investigate this effect.

In all three boron samples, the pile up extends almost to the surface of the

sample. This tail is explained by dopant atoms that are implanted into the oxide

and stay there during anneal, because of the low diffusivity of B in oxide.

This low diffusivity of B atoms in the oxide is an apparent contradiction of a

common effect in CMOS processing: Boron penetrates from the gate electrode (B

doped poly-Si) through the gate oxide, which leads to a change in the cannel dop-

ing and thus in the transistor’s threshold voltage Vth [112]. In our case, however,

the thermal budget of the spike anneal is much smaller than the one of a typical

hour-long furnace anneal used in older CMOS generations. This greatly reduces

the diffusion of B through the oxide [33].

Until now, no differentiation was made between dopant loss due to self-

sputtering during implant, and dopant outdiffusion during anneal. For the sam-

ples investigated, it cannot be excluded that the dopants in the oxide are subject

2 For this calculation, the ERD profile was calibrated using SIMS results.
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Figure 4.7: Influence of the implanted dose for boron implants. (Samples from
lot T020208)
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to diffusion trough the oxide and loss to the ambient during anneal. Close to the

surface, this would lead to a profile shape similar to the ones observed.

However, if this diffusion was large, it would either lead to a homogenous

dopant distribution in the oxide, or transport a large fraction of the dopants to

the surface from where they are desorbed to the ambient. In both cases, a step

between the pile-up and the dopant profile in the oxide would be created, since

the pile-up dopants at the interface are not taking part in the general diffusion,

as already shown before. This step would look similar to the right-hand slope of

the pile-up towards the silicon, resulting in a quite symmetrical shape, similar to

the arsenic pile-up. Since on the investigated samples, no such step is seen, the

dopant diffusion through the oxide is believed to have only a minor effect on the

dopants. It is believed that the boron atoms can be considered as mainly immobile

in the oxide for the short spike anneals used.

Arsenic Also for the high-dose As sample, a significant broadening of the pile-

up into the silicon is observed. It appears as a shoulder to the pile-up, with a

concentration of around 7 at%, instead of the continuously decreasing dopant

concentration that was observed for the boron case. It is likely that again, the

pile-up exceeds some dose limit, and dopants are pushed into the bulk, where

further diffusion is prohibited due to clustering. Further experiments comparing

ERD/RBS profiles of even higher doses should be done to better understand this

pile-up broadening phenomenon.

For the doses of 1015 and below, no such broadening is seen. The right-hand

slope of the dopant pile-up is quite parallel to the one of the oxygen profile. This

suggests that within the limits of ERD resolution, the pile-up does not extend into

the silicon, at least by no more than the pile-up width (estimated to less than 2-

3 ML in section 4.4.1). The same statement holds for the oxide side of the interface,

since the pile-up profile is highly symmetrical.

Apart from the shoulder in the 3e15 case, all three shown As profiles exhibit

a very similar pile-up shape. The measured pile-up width increases slightly with

higher doses. The ERD/RBS profile resolution, however, is not sufficient to prove

or disprove such small variations in the order of 0.1 nm. Considering these profiles

as well as the other results presented in the following sections, it is likely that the

arsenic pile-up is actually confined to one monolayer.

4 A BF2 implant with energy E is equivalent to a B implant with energy 0.22E, and a F implant
with double dose at the energy 0.39E.
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Species B B BF2 As As

Energy (keV) 0.5 1 5 2 5

(Equivalent B energy) (1.1)

Projected Range Rp (nm) 2.6 4.8 5.3 4.3 7.4

Table 4.3: Projected range Rp for B, BF2 and As implants in a Si sample with a
2 nm surface oxide layer.4 The values were obtained from Monte-Carlo simula-
tions with SRIM [21].

Dopant B As

implanted dose 4e14 4e14 1e15 8e14

implant energy 0.5 keV 1 keV 2 keV 5 keV

after anneal:

total dose by SIMS 3.5e14 9.2e14 6.0e14

total dose by ERD * 2.5e14 3.9e14 1.2e15 6.7e14

pile-up dose by ERD * 1.5e14 1.6e14 1.0e15 4.2e14

HWHM pile-up / nm 1.20 1.20 0.65 0.80

depth resolution / nm 0.90 0.90 0.85 0.80

Table 4.4: Influence of the implant energy: Resolution and dose data extracted
from the profiles in figs. 4.9 and 4.10.
* Dose values as observed by ERD/RBS, no SIMS correction was done. For the
1e15 As sample it is believed that the values given are by a factor of 2 too high
(see text).

4.4.3 Energy dependence

The following section will focus on the influence of the implant energy (i.e. the

depth of the implant) on the pile-up shape after anneal. Table 4.3 gives an overview

over the projected ranges for the implant energies used during this work.

Figures 4.9 and 4.10 compare boron or arsenic implants for the different en-

ergies described in table 4.3. It should be noted that the two arsenic samples (fig.

4.10) were processed in two different lots. In the 5 keV case, a clean was done

between implant and anneal. It is likely that this clean is responsible for the fact

that the sample’s oxide layer is thinner than in the 2 keV case.

For arsenic, a clear uphill diffusion during anneal is observed. The same is the

case for the deeper B profile (4.9b), but the effect is less pronounced.

For the shallow B (4.9a), no obvious uphill diffusion is observed any more, the

left-hand side of the pile-up looks very similar the the as-implanted profile. For
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Figure 4.9: Influence of the implant energy for boron. The dashed lines indicate
the as-implanted dopant profiles. The as-implanted profiles in subfigures a)
and b) were calculated (scaled) from a 0.5 keV, 1e15 B sample. (Samples from
lot T020208)
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Figure 4.10: Influence of the implant energy for arsenic. The dashed lines indi-
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this sample, an alternative pile-up formation process has to be considered: Since

boron has a low diffusivity in oxide, the dopant atoms might just stay where they

are placed during implant, whereas the dopant concentration on the Si side of the

interface is reduced due to diffusion.

However, since there is no fundamental physical difference between the sam-

ples if figs. 4.9a and b, it is believed that also in the shallow, high dose boron

case (fig. 4.9a), the same uphill diffusion and trapping mechanism occurs as seen

in the deeper case. Additionally, normal diffusion from the as-implanted profile’s

peak to regions of lower concentration occurs, compensating the uphill diffusion

flux. Therefore, the pile-up formation process is not obvious any more.

The two B implants with different energy result in a pile-up of almost identical

shape and dose. The results suggest that neither the initial distribution of the

dopants in the bulk silicon nor the presence of as-implanted dopants in the oxide

change the pile-up formation mechanisms, for the investigated energy range of

0.5-1 keV. The uphill diffusion seems to be strong enough to level out any energy-

dependent differences. It is therefore suggested that the dopant atoms implanted

into the oxide participate in the pile-up formation just as the other dopant atoms

do.

This reasoning also holds for arsenic. In fig. 4.10, No significant influence of

the energy is observed. Considering that the concentration profiles in fig. 4.10a

are believed to be by a factor of 2 too high for an unknown reason (see the descrip-

tion of the calibration procedure, section 4.4.2), the pile-up of the 2 keV sample

shows a very similar dose to the one of the 5 keV sample. This is also seen in the

discussion of samples with different doses, figs. 4.5 and 4.6.

It has to be noted that the calibration factor is considered to be correct to only

±20%, as discussed in section 4.4.2. Since the two samples under discussion

here were processed in two different RBS measurement runs, this error cannot be

avoided.

4.4.4 Different screening oxides

For sub-100 nm CMOS generations, nitrided oxides and ultimately high-k materi-

als replace the pure oxide as a gate dielectric. It is therefore important to investi-

gate the influence of nitrogen in the surface oxide on pile-up dose and shape.

Three different types of oxides were used:

• Pure oxide: A standard gate-quality dry oxide, grown in a furnace in a 35 min

process at 750 ◦C. The total processing time is 2 hrs at 750 ◦C.
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Dopant B As

implanted dose 1e15 1e15 1e15 1e15 1e15 1e15

oxide (2nm) O NO DPN O NO DPN

after anneal:

total dose by SIMS 7.2e14 9.2e14

total dose by ERD * 8.7e14 1.1e15 1.2e15 1.2e15 1.2e15 1.3e15

pile-up dose by ERD * 5.6e14 7.5e14 9.1e14 1.0e15 1.0e15 1.1e15

HWHM pile-up / nm 0.80 0.95 1.30 0.65 0.65 0.65

depth resolution / nm 0.85 0.70 0.85 0.85 0.70 0.85

Table 4.5: Different screening oxides: Data extracted from the profiles in figs.
4.11 and 4.12.
* Values as observed by ERD/RBS, no SIMS correction was done.

• Oxynitride : This nitrided oxide process starts with the same process as de-

scribed above for the pure oxide, only in the end of the oxidation process,

NO gas is added to the furnace ambient. During oxidation, O or N atoms

diffuse through the oxide to the oxide/silicon interface, where they bind to

Si atoms. Therefore, the nitrogen is included in the oxide very close to the

oxide/silicon interface for this specific process. The resulting total dose of

nitrogen is around 8% of the oxygen dose (∼7 ·1014 cm−2).

• Heavily nitrided oxide: After growing an oxide in a furnace, a nitrogen plasma

is ignited. Nitrogen atoms from the plasma are implanted into the wafer (De-

coupled Plasma Nitridation, DPN). A nitrogen dose of around 14% of the

oxygen dose is measured (∼1.3 ·1015 cm−2).

For convenience, the samples with these three oxide types are labelled “O”,

“NO” and “DPN”, respectively. Samples with the three oxide types were investi-

gated with ERD/RBS. The influence of the nitrogen on the profile shape is funda-

mentally different for boron (fig. 4.11) and arsenic (fig. 4.12).

For As, no significant difference is seen between the samples with and without

nitrogen. The pile-up doses vary by only 7%, less than the expected statistical

error. With an HWHM of 0.65 nm in all cases, the As pile-up is sharper than

expected from the oxygen profile shape (depth resolution 0.70-0.85 nm). The pile-

up atoms are thus confined to not more than a few monolayers in all cases.

Furthermore, the As dopants are observed to leave the oxide during anneal, as

it will be discussed later in more detail (section 4.5.3). The presence of nitrogen is
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Figure 4.11: Comparison of normal oxide (O), oxynitride (NO) and a heavily
nitrided oxide (DPN) for boron implants. The N profiles are in scale to the oxygen
profiles, i.e. they are aligned to the left concentration scale. (Samples from lots
P020465 and P030122)
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Figure 4.12: Comparison of O, NO and DPN for arsenic implants. Nitrogen pro-
files are not available for these samples, but are believed to be identical to
the ones seen on the B samples in fig. 4.11. (Samples from lots P020465 and
P030122)
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not changing this effect, nor does it influence the dopant’s piling-up behavior at

the interface.

In the case of the B implanted samples, a clear difference is seen between the

profiles. While the pile-up is observed at the interface in the pure oxygen (O) case,

it extends more into the oxide for the NO, and even more for the DPN samples.

The HWHM varies between 0.80 (O), 0.95 (NO) and 1.30 nm (DPN). The pile-up

doses measured by ERD (uncorrected) are observed between 5.6e14 (O), 7.5e14

(NO) and 9.1e14 (DPN), whereas the dose seen in the bulk part of the junction

(determined for the layer between 5 and 15 nm of depth) is very similar for all

samples (3.0e14 to 3.4e14). These numbers show that the presence of nitrogen

in the oxide prevents the loss of boron to the ambient; instead, the dopants are

retained in the oxide.

The results suggest that the presence of N reduces the mobility of boron in the

oxide. Boron atoms that would otherwise be lost due to outdiffusion through the

oxide are blocked in the oxide, at least to a greater extend than in the case of a

pure oxide without nitrogen. The presence of nitrogen thus reduces outdiffusion

during anneal. Instead, the dopant atoms accumulate in areas where N is present.

This is supported by the fact that in fig. 4.11, the part of the pile-up in the oxide

follows the N distribution quite well.

The effect that N reduces the mobility of boron in oxide has been extensively de-

scribed before (e.g. [113–115]). In a transistor, boron penetration from a B-doped

poly-Si gate through the gate oxide can change the threshold voltage Vth. To reduce

this effect, nitrided gate oxides are used in commercial CMOS manufacturing.

4.5 The role of oxidation during anneal

Having discussed the influence of the implant parameters on pile-up formation,

this section will focus on the anneal. The influence of oxygen in the annealing

ambient and its importance for pile-up formation will be discussed.

4.5.1 Oxygen in the annealing ambient

As described already above, most of the samples in this work were annealed in

a nitrogen ambient with 133 ppm oxygen, to avoid oxide loss during anneal. In

order to investigate the influence of this concentration on the further oxidation of

the wafer surface during anneal, a series of samples were annealed with various

oxygen content in the annealing ambient.



4.5 THE ROLE OF OXIDATION DURING ANNEAL 87

a)

1.5

2

2.5

3

3.5

4

4.5

5

long purge 0% 133ppm 5%
oxygen concentration

ox
id

e 
th

ic
kn

es
s 

/ 
nm As

B

2 nm O
0.5keV, 1e15 B or

2keV, 1e15 As

1070◦C, 1s anneal

Ellipsometry

b)

0

1

2

3

4

5

6

0 20 40 60 80 100
% oxygen

ox
id

e 
th

ic
kn

es
s 

/ 
nm

As

B
133ppm oxygen

2 nm O
0.5keV, 1e15 B or

2keV, 1e15 As

1070◦C, 1s anneal

XPS oxide thickness
measurement
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Fiory et al. [116] observed an oxide growth of 1-1.5 nm on wafer without a

native oxide, during a spike anneal in pure oxygen ambient. For these thin oxides,

the thickness depends linearly on oxidation time, and is modelled by

dOx =
a t

T
e−EA/kT (4.1)

with a proportionality factor a and an activation energy EA that are found experi-

mentally.

For our purposes, neither XPS nor ellipsometry allow a precise direct observa-

tion of the oxide growth during anneal, since both methods do not offer a satisfac-

tory possibility to measure the oxide thickness before the anneal: The ellipsometry

values are influenced by the implant damage. This damage is (partly) healed dur-

ing anneal, therefore measurements before implant and after anneal are not easily

comparable. On the other hand, for the XPS system available, the wafer needs to

be broken in small samples. After this, no further processing is possible, because

the lamp-based RTP tool available is not able to handle such small samples. Fur-

thermore, cleaving of wafers is always creating particles, therefore cleaved wafers

are not allowed in the cleanroom anymore. As a best possible solution, the exper-

iment described in the following compares ellipsometry results measured before

implant and after anneal.

1070 ◦C, 1 s spike anneals with 0%, 133 ppm and 5% oxygen in an N2 ambi-

ent were compared. Additionally, a 0% oxygen anneal with a 5 min. N2 purge of

the annealing chamber (“long purge”) before temperature ramp-up was done. The

results are displayed in fig. 4.13a. A comparison with XPS measurements on the

133 ppm samples showed that the ellipsometry values are between 0.4 and 0.6 nm

too high for the measurements after anneal for all thicknesses. The oxide thick-

ness before implant and anneal was around 2.2 nm, which is correct to around

0.2 nm, due to the good quality of the original oxide.

Fig. 4.13a shows that for the As samples, oxidation occurs in all cases, even

after a 5 min purge. It is likely that oxygen adsorbs to the annealing chamber walls

during wafer loading and unloading. Even if after loading, the chamber is purged

to a very low oxygen concentration, desorption during the heating sequence in-

creases the oxygen concentration to a significant level. This was also observed by

the gas sensors in the annealing chamber.

For B, the long purge sample shows even a higher oxidation than the 0% sam-

ple. This indicates that the repeatability of the ellipsometry measurement and/or

the experimental setup is not better than 0.2 nm. Therefore, it is not possible to
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Dopant B As

anneal ambient 133ppm 5% 133ppm 5%

implanted dose 1e15 1e15 1e15 1e15

total dose by SIMS 7.2e14 7.6e14 9.2e14 8.8e14

total dose by ERD * 8.7e14 9.0e14 1.2e15 1.1e15

pile-up dose by ERD * 5.6e14 6.5e14 1.0e15 9.4e14

HWHM pile-up / nm 0.80 1.25 0.65 0.85

depth resolution / nm 0.85 0.95 0.85 1.25

Table 4.6: Resolution and dose data extracted from the profiles in figs. 4.7 and
4.8. Please note that As was measured with RBS, therefore the As profiles have
a better resolution than the oxygen ERD profile. (Samples from lots T020208,
P020465 and P030122)
* Values as observed by ERD/RBS, no SIMS correction was done.

distinguish in detail the amount of oxide grown on the “long purge”, the 0% and

the 133 ppm sample for B. However, since the chamber is proven not to be en-

tirely oxygen-free during anneal, a small amount of oxidation of less than 0.2 nm

is expected also for the B samples – this corresponds to less than one Monolayer

of silicon being oxidized.

In the 5% case, clearly around 0.5 nm (B) to 1 nm (As) of oxide has grown during

anneal. As displayed in fig. 4.13b, a further increase in the oxygen concentration

in the ambient leads to a thicker oxide. However, the oxidation enhancement is

not linear with the oxygen concentration.

In general, As implanted samples grow more oxide than the B implanted sam-

ples do. The enhanced oxidation in the presence of arsenic has also been observed

before [75]. It seems to be promoted by the negative doping. A similar effect on the

growth rate of a native oxide will be discussed below. It is suggested that in this

case, also the stronger implant damage caused by the heavier As atoms facili-

tates the diffusion of oxygen atoms towards the interface and hence increases the

oxidation rate.

4.5.2 Influence of oxidation on the pile-up

ERD was used to investigate the influence of oxidation during anneal on the height

and shape of the pile-up. Figures 4.14 and 4.15 compare profiles of samples an-

nealed with 133 ppm and 5%. The pre-implant oxide thickness was again 2 nm.
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Figure 4.14: ERD profiles of B implanted samples annealed with 133 ppm (top)
and 5% (bottom) oxygen concentration in the ambient. (Lot P020465)
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Figure 4.15: RBS profiles of As implanted samples annealed with 133 ppm (top)
and 5% (bottom) oxygen concentration in the ambient. (Lot P020465)
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The oxide thicknesses, determined from the middle of the right-hand oxygen

profile slope, are 2.4 and 3.4 nm for the B samples and 2.7 and 4.4 for the As sam-

ples. This shows again that the oxidation during anneal is enhanced for arsenic

implanted samples.

In the As case, only a small difference is seen between the 133 pmm and 5%

anneals. The doses (measured by RBS) are 1.00e15 and 1.07e15, respectively. In

the 5% case, the depth resolution at the interface is worse (1.25 nm instead of

0.85 nm resolution, extracted from the oxygen ERD profile), due to the greater

depth as well as to increased oxide thickness variations or interface roughness.

Therefore, the As pile-up is measured wider and less high in the 5% case.

The enhanced oxidation is pushing the As pile-up deeper into the sample, fol-

lowing the silicon-oxide interface. Again, no dopant atoms are seen in the oxide

after anneal, and the pile-up is confined to a very narrow region around the inter-

face in both cases.

During the oxidation process, arsenic atoms present in the consumed silicon

layer contribute to the pile-up formation. This could explain the 7% difference in

dose observed between the two samples. However, this difference is too small to

be significant; the mentioned effect should be regarded with caution.

No other significant effects are observed from the oxidation during anneal. If

oxidation is necessary to form a pile-up, already the oxidation in a the 133 ppm

oxygen ambient is largely sufficient in the As case.

For B, however, the increased oxidation causes the pile-up to be wider, while

reducing its height. The dose increases very slightly from 8.7e14 to 9.0e14 (mea-

sured by ERD), while the HWHM increases from 0.80 nm to 1.25 nm. The addi-

tional pile-up width in the 5% case is entirely located on the oxide side of the

interface.

As discussed for arsenic, the boron pile-up dose is only influenced marginally

by the increased oxidation. However, the increased oxidation does not push the

pile-up deeper into the oxide as for arsenic, but instead spreads it over a larger vol-

ume. The ERD profiles suggest that this volume is mainly identical to the amount

of oxide grown during anneal. As a consequence, the dopant concentration in the

pile-up is reduced in the case of stronger oxidation.

Looking at the silicon side of the interface, no significant difference is observed

between the two samples, behalf the pile-up’s peak concentration. This demon-

strates that the pile-up formation process at the interface is only changed quan-

titatively, but no qualitatively new features are observed.
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It is concluded that the arsenic pile-up is always located at the interface, while

fore boron, an important fraction of the pile-up is incorporated into the oxide in

the 5% case. Since also during a 133 ppm anneal, some oxide is growing, it is

suggested that the B pile-up does extend slightly into the oxide in all cases. Its

width depends on the amount of oxide grown. Contrary to arsenic, the boron pile-

up is thus not confined to a monolayer at the interface.

4.5.3 Anneals without oxidation

In order to further investigate the influence of oxidation on the pile-up formation,

two samples were prepared with a 5 nm instead of the usual 2 nm screening ox-

ide. The samples were implanted with higher energy (7 keV, 4e14 BF2 or 5.5 keV,

1e15 As) to compensate for the thicker oxide. The spike anneal was done under

standard conditions (1070 ◦C, 1s, 133 ppm oxygen). ERD profiles are displayed in

fig. 4.16.

The oxide thickness decreased from 5.2 to 4.8 nm during implant and anneal

in the BF2 case and increased from 5.3 to 6.0 nm in the As case. The pre-implant

measurements were done by ellipsometry, whereas the post-anneal values were

extracted from the ERD oxygen profile. The values must therefore be compared

with caution.

For the BF2 implant, the values suggest that some oxide was lost, probably due

to sputtering during implant, and that the oxidation during anneal was very small,

if any. Also the basic clean done for the BF2 after implant might have removed

some oxide. However, since a 2 nm oxide is observed to grow by not more than

0.2 nm during a spike anneal, it is believed that for the sample in fig. 4.16a, no

oxidation occurred at all.

The B profile, as measured by ERD, exhibits no special pile-up at the interface.

Instead, a concentration step from 0.5 at% in the oxide down to around 0.1 at%

in the silicon is seen at the interface. This could be interpreted as “classical”

segregation behavior; however, the step is higher than the expected concentration

ratio of around 2. A comparison to the as-implanted profile, simulated by SRIM

[21, 22], shows that the dopant atoms in the oxide have a very similar shape as

the as-implanted profile. Thus, these dopants are probably trapped in the oxide.

It is concluded that the spike anneal does not provide sufficient thermal budget

to significantly diffuse dopants through the thick oxide.

The fact that no pile-up is seen in the thick oxide case demonstrates that ox-

idation is necessary for the pile-up creation. The oxidation process, seen on an
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Figure 4.16: ERD/RBS profiles of samples with 5 nm thick oxides. (Lot P010672
and P020465)
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atomistic level, is basically a rearrangement of the silicon atoms and an inclusion

of additional oxygen atoms. Dangling bonds and other trapping sites are created

during that rearrangement process. These sites can trap dopant atoms that are

brought to the interface by uphill diffusion. This mechanism, that will be dis-

cussed in more detail in section 4.8, is likely to be responsible for the formation

of the pile-up.

For the arsenic sample, at least 0.7 nm of oxide have grown during anneal.

This shows that the 5 nm oxide is not thick enough to prevent oxidation of As-

implanted samples. A pile-up has been created at the oxide-silicon interface that

is similar in dose to the ones observed on samples with thin oxide.

Due to the non-avoidable oxide growth, no final conclusions can be drawn for

samples implanted with arsenic. However, it is likely that the same atomistic pro-

cesses as described above for boron are also responsible for the formation of the

arsenic pile-up. It is believed that in a sample annealed without any oxidation, no

pile-up is formed. Instead, the classical segregation behavior is expected, leading

to a concentration step at the interface, if the thermal budget of the anneal is high

enough for the sample to reach a thermodynamical equilibrium. Further experi-

ments with anneals in a better controlled ambient are suggested to help clarifying

this point.

It is interesting to note that all As atoms leave the oxide during anneal. This

is observed on all other samples shown before (e.g. figs. 4.8, 4.10, 4.12), and

becomes especially apparent in figure 4.16. The effect shows that the diffusivity

of As in oxide is much higher than the one of boron, and that it is sufficient to

remove all dopants from the oxide during the very short spike anneal time. It

also demonstrates that the presence of arsenic in the oxide is energetically not

favorable, as it is expressed classically by a segregation coefficient >1 for arsenic

at a silicon-oxide interface. The solubility of arsenic in oxide is thus much smaller

than the one of boron.

The effect described also limits the dose loss during anneal. The oxide layer

acts as a barrier for dopants that would otherwise be lost due to outdiffusion.

This explains why the percentile retained dose is always higher for arsenic than

for boron, for identical process conditions.

4.6 Influence of the annealing temperature

The discussion in section 3.4.2 claims that not only normal diffusion, but a signif-

icant uphill diffusion is necessary for pile-up creation. On the other hand, if dif-
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Dopant BF2

(a) (b)

implanted dose 4e14 4e14

after anneal:

total dose by ERD * 2.8e14

pile-up dose by ERD * 9.7e13

HWHM pile-up / nm 1.40

depth resolution / nm (n
o

p
il
e-

u
p
)

0.80

Table 4.7: Influence of the annealing temperature: Data extracted from the pro-
files in fig. 4.17.
* Values as observed by ERD/RBS, no SIMS correction was done.

fusion is entirely prevented (e.g. by using a too low thermal budget), the dopants

stay at their respective places, and hence no pile-up formation is possible.

One example for such a process is a deposition of amorphous silicon (a-Si).

Figure 4.17a shows an ERD profile of a sample implanted with BF2, on which the

surface oxide was removed in a clean that included an HF dip. After an exposure

to the cleanroom air of around 20 h, nominally 11 nm of a-Si was deposited5 on

the sample in a furnace. This process includes a thermal budget of 500 ◦C for

around 2 h.

The ERD profile shows two small peaks of native oxide, one at the surface

an one at the interface between a-Si and c-Si. No dopants are seen in the a-Si,

indicating that the temperature was too low for any diffusion through the a-Si.

Obviously, this also prevents the formation of a dopant pile-up at the top oxide

interface.

Also around a-Si/c-Si interface in 16 nm depth, no pile-up is observed. The

pile-up was removed during the HF dip, and no new pile-up was created during

the a-Si deposition. This is explained by the fact that no oxidation occurred at the

a-Si/c-Si interface and hence no pile-up formation is possible.

As a contrast to that, fig. 4.17b shows a sample, on which BF2 was implanted

through a thin native oxide (estimated to around 0.5 nm). Then a 2 nm oxide was

grown. The oxidation process in a furnace includes a 750 ◦C, 2 h thermal budget.

No further spike anneal was carried out. During such an thermal step, intersti-

tial clusters that form already at lower temperatures are dissolved again, caus-

5 The a-Si layer is observed to be around 15 nm instead of 11 nm thick, which is, however, irrel-
evant for this discussion.
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Figure 4.17: ERD profiles of two samples implanted with 5 keV, 4e14 BF2.
a) After the spike anneal, the oxide was removed in a clean and an a-Si layer
was grown (500 ◦C, 2 h).
b) instead of a spike anneal, the sample was oxidized at 750 for 2 h.
(Samples from lot P000575 and E010353)
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ing TED. At 750 ◦C, enhanced diffusion lasts for several hours [79], thus TED is

present during the entire 2 h process time. The thermal budget is, however, not

sufficient for good activation and an entire removal of the implant damage.

The ERD profile shows a clear pile-up at the interface. The result demonstrates

that during an oxidation step at 750 ◦C, enough diffusion occurs to make the pile-

up formation possible. Similar to the case of the spike anneal with strong oxidation

(5% oxygen in the ambient) described above, the pile-up is not only located at the

interface, but extends quite far into the oxide.

Comparing the 750 ◦C, 2 hrs. anneal to the 1070 ◦C, 1s spike anneal (e.g. fig.

4.18a), a very similar pile-up maximum concentration of 0.6% is observed. Due

to the oxidation, the pile-up becomes thicker in the 750 ◦C case. Its dose is in-

creased from 6.6e13 cm−2 (spike anneal) to 9.7e13 cm−2 (oxidation). This suggests

that diffusion and oxidation are already sufficient for pile-up formation. A long an-

nealing time seems to enhance pile-up formation more than a high temperature.

This is analogous to the diffusion of dopants in the junction’s bulk part, where a

high temperature and short anneal time are helpful to optimize activation while

reducing diffusion.

To investigate the temperature range of 950 ◦C to 1070 ◦C, which is used for

thermal spike annealing, a series of electrical measurements was done. In the pile-

up’s electrical properties, no significant influence of the spike anneal temperature

was observed. The experiment will be described in more detail in section 5.6.3.

4.7 Surface treatment to locate the pile-up

As discussed above, the interfacial dopant pile-up is seen to extend into the silicon

for high doses of 3 ·1015 cm−2 and more. In order to investigate more precisely the

case of lower implanted doses, the surface oxide was removed in an HF dip. Entire

wafers were etched in an automatic wet bench in a 2% HF bath for 30s. This etch

step removes all of the surface oxide, but exhibits an good selectivity to silicon.

More details on oxide removal in an HF dip will be discussed in the following

chapter (cf. page 109).

After the oxide removal, the samples were stored on air for several weeks be-

fore analysis. During this time, a native oxide of around 1 nm grows, consum-

ing around 0.5 nm of silicon6. According to the previously described results, it

6 For 1 nm of oxide grown, 0.44 nm of silicon is consumed.
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is expected that this oxide incorporates B atoms present in the consumed layer,

whereas As atoms are expected to be pushed away by the oxidation front.

Figure 4.18 shows samples implanted with B, BF2 and As. In each graph, the

profile of an as-annealed sample is compared to the one of a sample after the

described 30 s dip in 2% HF. The comparison shows that the HF dip removes the

pile-up.

For the B samples, a very small portion of the pile-up seems to remain after

the dip. This could be explained by a broadening of the pile-up into the silicon.

However, also if the pile-up does not extend into the silicon at all, it is possible

that the HF dip does not remove it entirely. It is known that an HF dip tends not

to remove any B atoms at a bare silicon surface, probably because a threefold

coordinated boron atom is more resistive to etching than a threefold coordinated

silicon atom at the sample surface [117].

Taking the above-mentioned formation process into account, it seems however

more reasonable that the pile-up is confined to the thickness of the interface itself,

and that the observed pile-up remains are actually located at the very surface of

the freshly etched sample. In any case, the pile-up dose remaining after the HF

dip is very small (<10% of the pile-up dose for the B sample, <1% for the BF2

sample), and the discussed effect thus applies only to a very small dose.

For As, the pile-up is removed entirely. This is an apparent contradiction to

the results of Kasnavi et al. [106] who found that an HF dip in an inert ambient

does not remove the pile-up. For the experiment discussed here, an HF dip under

normal atmosphere was used, since no appropriate glove box was available. It is

possible that diluted HF in the presence of atmospheric oxygen can remove a very

thin layer of As implanted silicon (discussed in more detail in the next chapter),

which then leads to the observed loss of the pile-up. Under this assumption, the

results once more confirm that the arsenic pile-up is confined to the first few

monolayers of silicon.

The findings are, however, only correct for the low doses of 4 ·1014 or 8 ·1014 cm−2

investigated here. When investigating much higher doses of 3 ·1015 cm−2and above,

the pile-up starts to extend into the silicon by several nm, as shown and discussed

before. These dopants are expected to stay in the sample also after an HF dip.

4.8 A model for the pile-up formation

The results mentioned above are used to propose a phenomenological model of

the pile-up creation mechanisms.
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At first, dopants diffuse during the spike anneal, with a preferential direction

towards the surface (uphill diffusion). When arriving at the silicon-oxide interface,

a large fraction of the dopants is trapped. The oxidation mechanism, which is nec-

essary for pile-up formation (at least in the case of boron), can microscopically be

regarded as a rearrangement of atoms on the Si side of the interface, while incor-

porating oxygen atoms that arrive through the oxide. During this rearrangement

process, numerous trapping sites are created (e.g. dangling bonds) that can trap

dopant atoms. The interface thus acts as a dopant sink.

Boron

Dopants trapped at the beginning of the oxidation process stay at their position

and are incorporated into the oxide, while the interface moves away from them.

Only the dopants that are incorporated at the end of the oxidation are close to

the interface’s final position. Due to this effect, the pile-up is not confined to the

interface, but extends into the oxide. The width of the pile-up is equal to the

thickness of the oxide grown during anneal.

In principle, the profile of the pile-up should reveal information about the

course of the anneal: The dopant concentration at a certain depth is a function

of oxidation speed and concentration of available dopant atoms for that moment,

when the oxide-silicon interface was located at that specific depth. However, a

quantitative evaluation is very difficult, since the dopant incorporation is influ-

enced by numerous parameters that change over the course of the spike anneal,

like temperature, dopant and interstitial concentration, diffusivities etc. It seems

also possible that the moving interface drags a part of the pile-up dopants along.

Even with models for all these effects available, the limited ERD resolution does

not allow a good extraction of the relevant parameters from the profile shape alone.

The spreading of the pile-up into the oxide is not determined by the initial

pile-up formation process, but by the incorporation into the growing oxide. On

the silicon side of the interface, no such spreading mechanism exists. Therefore,

the pile-up extends into the silicon by not more than the thickness of the layer

in which the lattice rearrangement during oxidation is taking place, thus by 1-2

monolayers.

Arsenic

Since arsenic is not soluble in SiO2, the incorporation of dopants into the oxide

is not applicable. Instead, the As dopant atoms are observed to leave the oxide,
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either to the ambient or towards the bulk. The spike anneal used (1070 ◦C, 1 s) is

sufficient to remove all dopants from the oxide.

Again, dopant atoms diffusing to the interface, either by leaving the oxide or

by an uphill diffusion from the bulk, are blocked by interface traps. The higher

pile-up dose indicates that the interfacial trapping mechanism is more effective

for As than for B.

The trapping only occurs at the interface itself. Since arsenic is not soluble in

oxide, the moving interface (oxidation during anneal) shovels the dopants along

(cf. [93]). The spreading of the pile-up in both directions is limited by the depth

of the oxide-induced lattice distortion. The experimental results suggest that the

pile-up is not more than 1-2 Monolayers wide.

4.9 Diffusion mechanisms

In the previous chapter (section 3.4.2), uphill diffusion was mentioned as one

main effect necessary for pile-up formation, next to the trapping of dopants at the

silicon/oxide interface.

It is known (e.g. [88]) that silicon self-interstitials, one form of implant dam-

age, can cause significant diffusion of dopants towards the surface. This effect is

closely linked to TED, and it is certainly present in the samples investigated.

However, the diffusion observed here could also be due to normal diffusion, in

combination with a strong dopant trapping mechanism at the interface. This trap-

ping acts as a strong dopant sink and reduces the number of dopants available

for diffusion close to the interface to very low levels. As a consequence, normal

diffusion would bring more dopants to the interface.

Considering the dose results shown on the previous pages, it is unlikely that

normal diffusion alone is able to bring enough dopant atoms to the interface, and

to create the observed pile-up doses of up to two thirds of the entire retained

dose. It is therefore believed that the enhanced uphill diffusion, mediated by in-

terstitials, plays the predominant role.

From the experiments discussed it is not yet entirely clear how much each

mechanism contributes to the observed diffusion. This should be clarified in fur-

ther experiments. For example, one could use an additional deep Si implant to

enhance TED and uphill diffusion effects, or use a deposited doped junction to

avoid TED and to observe only normal diffusion.
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4.10 Pile-up on SPER annealed samples

SPER is a novel junction formation technique, that uses a low-temperature an-

neal to crystallize a pre-amorphized layer. During the recrystallization, dopants

are quenched into the lattice, without being given the opportunity to reach a ther-

modynamical equilibrium between substitutional and interstitial lattice sites. Un-

der optimized conditions, very high active dopant concentrations above the solid

solubility limit can be reached. The temperature is chosen low enough to avoid

diffusion (cf. section 1.4.4).

Important differences between SPER and a spike anneal are the tremendously

reduced anomalous diffusion (TED) due to the low processing temperature, and

the a-Si/c-Si interface that moves towards the surface during the anneal. Its speed

is in the order a few nm/sec, depending on the temperature.

Figure 4.19 shows the ERD profile of an SPER annealed sample. The sample

was pre-amorphized with 8 keV, 1e15 Ge to a depth of 12 nm. After a relatively

deep 3 keV, 2e15 B doping implant8, the sample was annealed in a pure N2 am-

bient at 650 ◦C for 1 minute. As described before, a small amount of oxygen is

always present in the RTP tool.

7 The probe junction is formed by a clean, then a 20 keV, 5e12 B implant and a 1100 ◦C, 1s
spike anneal. It is used to facilitate the sheet resistance measurements and has no significant
influence on dopant profile or sheet resistance (cf. section 2.3.1, page 24)

8 The projected range is 12-13 nm.
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The anneal temperature is too low to remove Si self-interstitials or other deep

damage. Consequently, only very little TED or uphill diffusion is observed, and

also the normal diffusion is mostly suppressed. The profile is almost preserved in

its as-implanted state. The dose observed with ERD of 2.05e15 is (within the ERD

errors) similar to the implanted dose, thus no dopant loss is observed during the

low-temperature anneal.

After regrowth, only a small pile-up is seen at the silicon-oxide interface, reach-

ing a maximum concentration of 2 at%. This is much less than the 7-10 at% ex-

pected for a comparable spike annealed sample with the same dose. As discussed

above, a strong uphill diffusion is necessary for pile-up formation. In the SPER

case, almost no Si uphill diffusion occurs due to the low temperature used, and

consequently only a little pile-up is created.

Alternative to the uphill diffusion model, another pile-up formation mechanism

has to be considered for SPER: The observed (small) transport of dopants towards

the surface could be caused by the moving amorphous/crystalline interface, that

carries a small fraction of the dopants along towards the surface. When the recrys-

tallization process stops at the oxide interface, the dopants stay at their position,

forming a small pile-up. To distinguish the two transport mechanisms, a future

experiment with reduced annealing time is suggested, allowing only a partly re-

growth of the amorphous layer. In that case, any dopants carried along with the

interface would form a small peak at the position of the interface.

Another experiment with elongated annealing time, on the contrary, would al-

low more time for TED. If uphill diffusion by self-interstitials is the main factor for

dopant transport to the interface, this would lead to increased pile-up formation.

For the sample discussed here, a 1 minute anneal was used. This is longer than

the typical time needed for recrystallization (in the order of 10s for an anneal tem-

perature of 650 ◦C). For additional research, one could deposit doped amorphous

silicon on a wafer. Without any implant damage, neither TED nor uphill diffusion

should occur during the regrowth of such a sample.

4.11 Summary

Various samples were implanted and annealed with different processing parame-

ters within the range that is useful for USJ formation. After spike anneal, all B,

BF2 and As samples exhibited a pile-up of dopants at the interface between the

silicon and the screening oxide layer. For As, the pile-up is probably confined to

the thickness of the interface itself, i.e. to not more than 2-3 monolayers. The
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boron pile-up is seen to extend a few monolayers into the oxide. For both dopants,

the pile-up does not extend significantly into the silicon. Only for high implanted

doses of 3 ·1015 cm−2 and above, a shoulder of clustered dopant atoms is seen next

to the interface on the silicon side. The dose trapped at the interface itself was

seen to reach almost one monolayer (7 ·1014 cm−2).

For boron, the pile-up becomes stronger for higher doses. At 3 ·1015 cm−2, two

thirds of the dopants retained after anneal of a boron sample were located in

the pile-up. Furthermore, self-sputtering during implant and outdiffusion during

anneal cause increased dopant loss for high implanted doses. Pile-up formation

and dopant loss set an upper limit to the amount of dopants that is retained and

activated in the bulk part of the junction after anneal. The results indicate that

this limit is in the order of 1-2 ·1015 cm−2, for the implant energies and the type of

spike anneal that were investigated.

For arsenic, on the contrary, the relative importance of the pile-up was seen to

increase for lower doses. At an implanted dose of 4 ·1014 cm−2, around (70±15)%

of all retained dopants are observed in the pile-up. For higher implanted doses,

this percentage is reduced. The additionally implanted dopant atoms preferentially

stay in the bulk part of the junction.

Oxidation during anneal is observed to significantly enhance pile-up formation.

At least for boron, no pile-up is built during an anneal without oxidation. In the

RTP tool used during this work, the oxygen contamination of the chamber un-

avoidably causes some oxidation. This is already sufficient for pile-up formation,

if the sample is only covered by a thin oxide of 2 nm or less. For arsenic implanted

samples, oxidation and pile-up formation are observed during anneal even if the

sample is covered by a 5 nm thick oxide.

A model for pile-up formation is proposed that includes uphill diffusion of

dopant atoms towards the surface and trapping of these dopants at the sili-

con/oxide interface. The dopant uphill diffusion is mediated by an anisotropic

diffusion of silicon self-interstitials towards the surface. Dopant atoms are carried

along and get trapped at the Si/SiO2 interface. The trapping sites are generated

by the oxidation process.

Uphill diffusion is closely related to TED, since the presence of Si self-

interstitials is required for both effects. Any method that suppresses TED by

optimizing the different implant and anneal parameters is therefore expected to

suppress as well the pile-up formation process.

If oxidation occurs during anneal, the silicon-oxide interface progresses. In the

case of boron, dopant atoms are immobilized at the place where they were initially
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trapped, while the oxide interface continues to move deeper. Therefore, the boron

pile-up can extend into the oxide. The width of this extension is determined by the

thickness of the oxide grown during anneal. In some cases, also a fraction of the

as-implanted profile is observed in the oxide, because the spike anneal’s thermal

budget is too low to allow a significant diffusion of these dopants.

Arsenic, on the contrary, is not soluble in oxide. The dopant atoms residing

in the oxide after implant diffuse towards the silicon or to the ambient during

anneal. The pile-up dopants trapped at the interface are carried along by the

moving interface. As a result, the arsenic pile-up is located in a very narrow region,

not more than a few monolayers wide. This region seems to be identical to the

physical width of the interface itself.

For SPER samples, almost no diffusion is observed, the majority of the dopant

profile is preserved in its as-implanted shape. However, also here, a small pile-up

is observed at the silicon-oxide interface. The main factor limiting the pile-up dose

seems to be the fact that only very little TED occurs during regrowth.



5 Electrical effects in the pile-up

5.1 Introduction

In the previous chapter, only the chemical characteristics of the pile-up were in-

vestigated. However, the junction’s electrical properties are even more interesting,

since they influence directly the performance of an actual device. It is therefore

desirable to understand not only the physical background of pile-up formation,

but also its impact on the dopant activation and hence on the junction’s sheet

resistance. Also, the effect of surface (or other) treatment during processing on

the pile-up’s conductivity should be understood, in order to prevent an increase

in sheet resistance.

In this chapter, electrical measurements will be described that complement the

information from the chemical dopant profiles discussed before. To separate the

pile-up’s contribution to the conductivity from that of the bulk junction, a surface

treatment was used, consisting of HF dips removing the surface oxide and the

subsequent native oxide regrowth. Comparisons of differently prepared samples

give direct information about the influence of the processing parameters on the

electrical performance of the junction. As the activation results are based on only

small changes in the measured sheet resistances, a lot of care has to be taken to

evaluate the reliability and accuracy of the measurements.

5.2 Accuracy of sheet resistance measurements

In this section, the sheet resistance measurement technique, already presented

in section 2.3.1, is assessed for accuracy and repeatability on the samples used.

Values are given only for the predominantly used SSM-240 tool. The tool’s sample

stage is designed for wafers with diameters between 2 and 6 inches, thus the 8-

inch wafers used for this work had to be broken into samples. This also allowed

to investigate a large variety of conditions while reducing the amount of processed

wafers needed.
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The manually cleaved samples were typically sized between 3x3 and 5x7 cm2.

This is largely sufficient to avoid edge influence on the measurement. The four-

point probe tool SSM-240 was used in in-line mode, with the measurement spot

aligned manually to the center of each sample.

For each measurement, Rs was measured five or ten times with a distance of

10 µm. The variation between the individual measured values was never above

±0.25%1 for boron samples (±0.75% for arsenic), and typically below ±0.1%

(±0.2% for arsenic). This error is due to Rs variation within the 0.5-1 mm mea-

surement distance as well as to the tool’s precision.

To investigate the repeatability, one sample was measured consecutively sev-

eral times. Before every measurement, the sample was newly placed on the holder.

The accuracy of the manual placing on the measurement stage is around 1 mm.

Together with the tool repeatability, a variation of less than ±0.15% for ten con-

secutive measurements was found.

If much more than ten measurements are done on the same spot, a dete-

rioration of the samples is observed. After 25 measurements, the measured Rs

increases by around 0.5%. However, the experiments discussed in the following

sections included not more than 10 measurements on the same sample, thus no

significant sample deterioration is expected.

Bigger variations were observed between the absolute sheet resistance of dif-

ferent samples. The samples investigated exhibited a within-wafer non-uniformity

of around ±1.5%, wafer-to wafer variations of also around ±1.5%, and lot-to-lot

variations of ±4-6%. The last two numbers, however, are only based on very few

wafers (2-4). For this comparison, only samples from wafers with nominally iden-

tical processing were used.

5.3 Surface treatment methods

A surface treatment was used to investigate the shape of the pile-up as well as

its electrical properties. The treatment consisted of a hydrofluoric acid (HF) dip

to remove the screening oxide, and the subsequent native oxide regrowth in the

cleanroom ambient. Before the presentation of the electrical results, the next sec-

tions will focus on the HF dipping process and the quality of the results

1 All percentages here are given as standard deviation (one sigma) in percent of the average sheet
resistance.
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5.3.1 Oxide removal by HF dips

Automatic wet bench

The samples were etched in various HF baths. HF removes oxide according to

the reaction SiO2 + 6HF ⇀↽ H2SiF6 + 2H2O. The selectivity of HF between oxide and

silicon is in the order of 100:1, because silicon is only etched after being oxidized

in the aqueous solution [118].

For entire wafers, a Steag automatic wet bench was used to etch the surface

oxide in a 2% HF solution for 30-60 s, after which the wafers are transferred to a

DI water bath for a 5 min rinse. After the rinse, the wafers are dried in a Marangoni

process lasting 10 minutes, which included water and alcohol application. After

etching, the sheet resistance was measured with the Tencor RS75 tool, and a

Tencor ASET F5 was used to measure the thickness of the regrowing native oxide.

The disadvantages of this combination lie in the long rinsing and drying time.

The results indicate that the surface passivation after the etching dip is not per-

fect, and a small native oxide is probably growing during rinse and drying. Due to

limited wafer transport speed, the automatic wet bench was not able to precisely

adjust etch times below 30 s. Furthermore, ellipsometry proved to be not suffi-

ciently precise for oxide thicknesses below 1 nm. Therefore, the results need to be

interpreted with care.

The etch rate of the 2% HF bath of the automatic wet bench was determined at

around 9 nm in 30 s. Since the investigated samples all had surface oxides of not

more than 7 nm, a dip of 60 s is clearly long enough to remove all oxide from the

sample.

Manual HF dips

In order to optimize rinsing and drying times, to allow a fast sample handling,

and above all to improve etching and measurement accuracy, a manual etching

process was used for most experiments. The wafers were broken into samples

with sizes ranging between 3x3 and 5x7 cm2, as described above. The samples

were manually etched in a beaker with buffered HF (BHF) or 2% diluted HF (DHF),

then rinsed for around 30 s in two separate beakers with de-ionized water (DIW)

and an overflow bath, to allow a fast, but sufficient rinse.

The BHF solution is composed of 6% HF, 35% NH4F and 59% H2O. (It is also

called BHF 7:1, since it contains 1 part of 49% HF solution for every 7 parts of 40%

NH4F solution.) An oxide etch rate of around 100 nm per minute is expected [119],
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a) 3e15, 0.5keV B, as annealed d) 3e15, 2keV As, as annealed

b) 1e15, 0.5keV B, BHF e) 1e15, 2keV As, BHF

c) 1e15, 0.5keV B, 2% DHF f) 3e15, 2keV As, 2% DHF

Figure 5.1: TEM cross-section images of samples implanted with B or As after
anneal (top) and after a 60 s HF dip and native oxide regrowth. BHF (mid-
dle) and 2% DHF dips (bottom) are compared. (Samples from lots T020208,
P020334, P030122, P030275)

the etching goes thus much faster than with the 2% DHF. The buffer reaction

NH4F + H2O ⇀↽ NH4OH + HF keeps the pH value constant. This BHF solution is op-

timized for a constant and uniform etch process and a better surface passivation

than a pure aqueous HF solution [120]. The etch selectivity of BHF and DHF will

be assessed later.

Immediately after the dip, the sheet resistance of the samples was measured

with the SSM-240 four point probe tool. On other samples, the oxide thickness

was measured with XPS.

This manual method of etching results in samples with a well passivated sur-

face, i.e. all dangling bonds at the surface are saturated by hydrogen atoms. The

quality of the passivation is at least good enough to prevent any oxidation for the

first few hours. Sometimes, an oxide-free surface was observed even after exposing

the sample for more than one day to the cleanroom ambient. The etch step in the

automatic wet bench seems to leave the samples with a much worse passivation.
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5.3.2 Surface quality after oxide removal

TEM images were used to assess the quality of the surface after an HF dip. Figure

5.1 compares TEM bright field images of B and As implanted samples. In the top

row, two samples after anneal are shown with an oxide thickness of 2.6 to 3 nm.

The oxide quality is very good, the interface is smooth.

The two following rows show samples on which the oxide was etched in a 60 s

BHF (middle) or a 60 s 2% DHF dip (bottom). The oxide seen is a native oxide

that grew over several weeks’ time. The oxide and interface quality is still very

high. Only in the case of the As sample etched with BHF, an increase in surface

roughness is seen – this indicates that BHF is slowly etching As-doped silicon.

On a larger scale of several 100 nm, Iacona et al [121] have observed a similar

increase in interface roughness and correlated it with the formation of As precipi-

tates. Only for a high oxidation temperature of 1100 ◦C, the roughness was similar

to other dopant species.

One possible explanation as to why BHF attacks silicon, based on a statisti-

cal variation in the As concentration at the interface, is as follows. As discussed

before, the presence of arsenic at the interface enhances oxidation during an-

neal, compared to B implanted samples. This was also observed for native oxide

growth (discussed below). A local maximum in arsenic concentration could there-

fore locally enhance oxidation during the BHF dip. The grown oxide is immediately

removed by the etchant. Since the oxidation process pushes the As dopants away,

a small pile-up (below ERD detection limit) is created below the oxide, which in-

creases the local interfacial concentration of arsenic. This positive feedback loop

could be sufficient to create an interfacial roughness visible in TEM.

5.3.3 Etching selectivity

In general, an HF dip, in DHF as well as in BHF, is considered to have a very high

selectivity between oxide and silicon. To test this, a range of samples were etched

in the automatic wet bench and in a manual procedure.

Automatic wet bench

Samples covered with a 2 nm oxide and implanted with B, BF2 and As were etched

for 30 s, 90 s, 180 s or 360 s.

The process flow in the automatic wet bench starts with an 2% DHF dip for

a chosen time. Then the wafers are rinsed for 5 minutes in DI water and dried
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Figure 5.2: Percentile sheet resistance increase after HF dip (in an automatic
wet bench) of wafers implanted with 5 keV, 4e14 BF2, 1 keV, 4e14 B and 5 keV,
8e14 As, as a function of dip time. (Samples from lot P010403)

using a Marangoni2 dry (around 10 minutes). Due to this lengthy procedure, a

small amount of oxide grows already on the wafers before they leave the tool,

hence no measurement without oxide was possible. In order to provide stable and

repeatable measurement conditions, a native oxide was given time to grow. The

values discussed here were measured several weeks after the HF dip.

Their relative sheet resistance increase, compared to non-etched samples, is

shown in fig. 5.2. For all investigated dopants, the increase in sheet resistance is

almost independent of the HF dip time. The slight average increase over time ob-

served for the BF2 and As samples corresponds to an estimated silicon removal of

0.07 nm/min (BF2) or 0.3 nm/min (As). This indicates that for As, a small amount

of 1-2 monolayers might be removed per minute. For the purpose of this work,

this is not problematic, but should be kept in mind. For the B implanted samples,

the available data show no significant etching of silicon at all.

This material removal might be caused by cleanroom light creating electron-

hole pairs in the wafer, enabling HF to dissolve silicon. Since there is no possibility

to change the cleanroom light or to add an opaque cover to the wet bench in our

case, this effect cannot be avoided or investigated in further detail. For the manual

HF dips, experiments using opaque beakers will be described further below.

2 During a Marangoni dry, the wafers are slowly lifted from a DI water bath, while gaseous alcohol
(IPA) is blown over them. The IPA displaces the water drops on the wafer, and then evaporates
without leaving any stains behind.
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The values displayed in fig. 5.2 are measured at 49 points on entire wafers.

The relatively large error bars in the boron case are due to non-uniformity issues

across the entire wafer.

Manual HF dips

Another series of tests was carried out manually to investigate the etch selectivity

of the DHF and BHF dips. Samples implanted with 0.5 keV, 1e15 B or 2 keV, 1e15

As were etched in BHF or 2% DHF with various dip times between 20 s and 300 s.

Most of the samples were etched in an open beaker, in the light of cleanroom

and fume hood. For other samples, opaque beakers with cover were used. These

samples were simultaneously exposed to HF and light only during insertion into

the HF bath and during transfer to the rinse beaker (i.e. 1-2 seconds in total). The

sheet resistance was again measured immediately after the HF dips and compared

to the value before the dip. The results are given in figs. 5.3 and 5.4.

Contrary to the discussion above (section 5.2), the error values presented here

and in the following sections will be given in absolute percentage points (e.g., a

resistance increase of (5±2)% stands for a sheet resistance increase between 3%

and 7%), instead of a standard deviation given in percent of the average value.

Manual etching with BHF. In fig. 5.3a, an average percentile Rs increase of

(2.1±0.8)% is observed for B etched in BHF with normal light. No significant time

dependence is seen. This indicates that a BHF dip on a B implanted sample is

sufficiently selective, however the relatively low signal-to-noise ratio of 3:1 has

to be kept in mind. The large error of these measurements indicates that the

reproducibility of the results is not better than ±0.8% (percentage points). For an

etch time of 40 s, the sheet resistance increase is very low (observed similarly for

a DHF dip, fig. 5.4), however this is not considered as a significant effect.

The dark curve suggests also a good selectivity, with a result of (1.3±0.6)%

Rs increase. These numbers appear to be slightly smaller than for the etch with

light, however they are within the repeatability limits of the experiment (see next

section).

The values observed here are lower than the ones of the automatic wet bench,

because for this experiment, the sheet resistance was measured immediately after

the BHF dip, instead of after several weeks (cf. p. 111). As it will be shown later,

the growing native oxide also contributes to an increasing sheet resistance.
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Figure 5.3: Percentile sheet resistance increase after manual buffered HF (BHF)
dip of wafers implanted with 0.5 keV, 1e15 B or 2 keV, 1e15 As, as a function
of dip time. (Samples from lot P030275)
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Contrary to this result, a clear etch time dependence of the sheet resistance is

seen on the arsenic sample etched in BHF (fig. 5.3b). After 5 minutes, the sheet

resistance has increased by almost 40%. This suggests that buffered HF actually

does attack silicon. A loss of the top 3-5 nm of the doped silicon would explain

such an Rs increase. The precise value depends on the level of activation of the

pile-up dopants, the interface roughness after native oxide growth and some more

details. The results suggest once more that the presence of As at the sample’s

surface promotes oxidation during etching, enabling the HF to remove silicon.

Light probably enhances this effect by providing more electron-hole pairs.

The results thus suggest that during a 60 s BHF dip in cleanroom light, around

0.6-1 nm of the arsenic implanted silicon is removed, while for boron samples, no

measurable silicon loss is observed.

Manual etching with 2% DHF. The usage of diluted HF results in almost op-

posite effects than BHF: For B implanted samples (fig. 5.4a), the results suggest

now a time dependence, however on a very small scale.

This result is contradictory to the one described above, where a DHF dip in

an automatic wet bench was seen to be sufficiently selective. It is not clear where

this difference comes from. Since oxidation during the etching process is known

to be the major cause of a bad selectivity, it seems possible that the aqueous HF

solution in the beaker collected more oxygen from the ambient than the one in the

automatic wet bench, where the etchant was continuously replaced in an over-

flow bath. However, for the experiments described in the following chapters, all B

implanted samples were etched in BHF, thus any uncertainty on the selectivity of

DHF was circumvented.

For the As sample (fig. 5.4b), DHF has a quite high selectivity. The results

show only a slight increase in Rs with etch time, much smaller than seen for BHF.

A step-like Rs increase of (5±0.5)% is seen in the beginning; then Rs increases by

around (1±0.3)%/min. The dark etch results in an Rs increase of (4.5±0.7)% with

almost no time dependence. An extrapolation of the observed lines to a zero etch

time suggests that for the given wafer, the pile-up removal accounts for around

(4.5±0.5)% Rs increase, the rest is caused by silicon removal during the HF dip.

The results indicate clearly that for B, BHF is the better etchant. Therefore the

following discussion will mainly focus on this combination. Only for the samples

etched in the automatic wet bench, DHF results will be discussed, since no BHF

bath was available.



5.3 SURFACE TREATMENT METHODS 117

For As, on the contrary, the decision is less clear. While BHF has the disadvan-

tage of significantly attacking the silicon, it is known to produce a better surface

passivation after the etch, with more stable surface conditions. The following dis-

cussions will therefore cover both BHF and DHF dips.

In all cases, and especially the As/BHF case, care needs to be taken to keep

the HF dips at exactly the same time for all samples. The results below therefore

only discuss dips of 60 s. With this specification, the comparability of all samples

is optimized. However, the possible silicon etching needs to be taken into account,

if results are given as absolute values.

5.3.4 Repeatability

While the previously discussed experiments gave more fundamental information

on the HF dipping properties, this section will focus on the actual repeatability of

a standard 60 s etch.

At first, differences between samples etched together in one experiment are

discussed. They are limited in number and dipped immediately after each other

in the same etching and rinsing baths. Possible variations might result from a

non-perfect time control (variations of ±1 s are possible), or slight differences in

the rinsing procedure.

Then, variations between different experiments (i.e. on different days) are eval-

uated. Here, a possible contamination of the beakers, a differently composed etch-

ing solution (e.g. for the diluted HF dips), or changing light conditions (e.g. when

using a different working place) might influence the results.

Repeatability within one experiment. Four B and four As samples, from the

same two wafers, were etched for 60 s. BHF was used for the B samples, 2% DHF

for the As samples. The (separate) samples were prepared from the same As and B

wafer and etched immediately after each other in the same bath. The beaker con-

tained around 700-800 cm3 of BHF or DHF. This quantity is considered sufficient

to etch the four samples without any deterioration3.

Fig. 5.5a shows again the percentile sheet resistance increase between two

measurements immediately before and after the HF dips. For the B samples, an

3 A typical sample contains 3 cm*4 cm*2 nm=5 ·10−6 cm3 of oxide. The beaker contains around
15 cm3 of (pure) HF, thus six to seven orders of magnitude more than the oxide volume. To
avoid any risk of etchant deterioration, the etchant and the rinsing baths were replaced after at
maximum seven samples in all experiments.
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Rs increase of 0.5 ± 0.4% was observed, and 2.9 ± 0.3% for As. In both cases, the

repeatability of ±0.3 or ±0.4 percentage points is quite good.

For further investigation, a new experiment was done to also compare samples

from different wafers and from different lots. The results are shown in fig. 5.5b.

Three boron and three arsenic implanted wafers were investigated. From each

wafer, three samples were etched and measured. The variations between the three

samples of each wafer are given as error bars.

However, contrary to the previously described results, the samples were etched

together in one dip. This avoids dip-to-dip variations, therefore the error bars

in fig. 5.5b are smaller than the variations described above for fig. 5.5a. Except

the three samples from the first As wafer, these variations of 0.1-0.2% are ex-

plained by FPP measurement repeatability as described above in section 5.2. This

demonstrates that the variations seen before between identical samples, etched

separately but within one experiment, were due to variations in dipping, rinsing

and handling.

For each B and As, wafer 1 and 2 were processed together in lot P020334;

wafer 3 was processed in lot P020465. The results show a quite large difference

between the different wafers for As of ±2% (percentage points), and smaller, but

not negligible variations of ±1% for B.

Repeatability between experiments. When comparing the results of fig. 5.5a

to the ones presented before (the 60 s points in fig. 5.3a and 5.4b), a difference in

the average value is observed – instead of an Rs increase of 2.5% or 5.7%, fig. 5.5a

shows only values of 0.5% and 2.9%, respectively, even though the samples were

broken from the same wafers.

These differences are higher than what is seen for different samples within

one experiment. It is thus concluded that the result variations between different

experiments are in the order of ±1% (percentage points) for B and ±2% for As.

These values are estimated from only two experiments.

5.3.5 Conclusions on accuracy and repeatability

Table 5.1 gives an overview on all different accuracy issues. The errors are given

as percentile errors of the absolute resistance values. Since most of the electrical

results of this work are presented as percentile sheet resistance increase, the

errors can be considered as absolute errors of the increase, given in percentage

points.
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B As

FPP measurement issues or sample non-uniformity

individual measurement error 0.25% 0.75%

FPP repeatability 0.15%

within-wafer variations 1.5%*

wafer-to-wafer variations 1.5%*

lot-to-lot variations 4-6%*

HF dip variations or pile-up electrical activity

sample-to-sample variations 0.2% 0.2% DHF

dipping and rinsing between samples 0.4% 0.3%

wafer-to-wafer variations 1% 2%

experiment-to-experiment variations 1% 2%

Table 5.1: Overview on all accuracy issues. These values are estimated one
sigma standard deviation values.
* The marked errors can be avoided by only considering the sheet resistance
increase after an HF dip, instead of the absolute sheet resistance.

The observation of a percentile sheet resistance increase also helps avoiding

problems with variations in dopant dose or activation. The errors marked with a *

are therefore irrelevant to the results discussed in this work.

The table shows that the largest variations are seen between wafers and/or be-

tween experiments. The results shown below in this work are therefore always ex-

tracted from comparisons of values within one experiment (i.e. all samples etched

immediately after each other), using samples from the same wafer. Like this, the

error is not higher than 0.3 (B) or 0.4 (As) percentage points, respectively.

The error bars on the following figures represent, however, always the measure-

ment accuracy of the individual Rs measurement, ±0.25% for B or ±0.75% for As.

The issues on repeatability and sample-to-sample variations are considered in the

discussion.

5.4 Observation of native oxide growth

After an HF dip, a native oxide grows on samples on a timescale of several days

to weeks. If the sample surface is well passivated after the dip, the initial phase of

the growth process can be observed.
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This section will describe a series of experiments to investigate the change of

sheet resistance during the regrowth process of a native oxide. From the results,

information on the concentration of active dopants in the near-surface region of a

sample can be extracted.

5.4.1 Experimental conditions

For the measurement series, the following procedure was established: For each

wafer, two samples are prepared, labelled “XPS” and “FPP” sample. They are

etched simultaneously (in reality immediately after each other) to ensure identical

processing. Immediately after the HF dip, a series of measurements is started.

At well defined moments after the dip (e.g. immediately, after 6 h, one day, two

days, one week, four weeks), sheet resistance (FPP) was measured on one sample,

and oxide thickness (XPS) on the other. Care is taken to continue the measure-

ments simultaneously on both samples. Typically, a precision of ±10 minutes in

the beginning and a few hours at the end of the series (after several weeks) are

considered sufficient. Between each two measurements, the samples are stored

together or under identical conditions to ensure an identical oxidation on both

samples.

Since the FPP measurement might be sensitive to sample shape and the precise

measurement spot, care is taken to measure the sheet resistance always on the

same spot in the middle of the FPP sample. Using this technique, the error of the

Rs measurement is ¿1%, as described above in section 5.2.

XPS measurements are done in vacuum. This contradicts the requirement that

both samples should be kept in the same ambient during the entire experiment

time. Therefore, only a small piece is broken off the XPS sample for every measure-

ment in the series. While the large sample is stored in the cleanroom ambient, the

small piece is placed in the XPS tool for the oxide thickness measurement. This

technique allows also to load pieces of several samples into the machine at the

same time. The vacuum ensures that during the measurement process, which

takes more than one hour per sample, no additional oxide is growing. After the

measurement, the measured pieces are discarded.

The results of a typical series of measurements for a B, a BF2, and an As sample

are shown in fig. 5.6.

The experiment took about one month to complete. Initially, Rs was measured

before the HF dip as a reference basis. The data points were measured immediately

after the HF dip, then 5 hours, 1 day, 5 days and 28 days after the dip. The oxide
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Figure 5.7: Oxide thickness vs. sheet resistance increase. The values are taken
from the experiment given in fig. 5.6. (Samples from lot P020334)

thickness values show clearly that immediately after the dip (i.e. within 15 to

30 minutes), no oxide at all is seen on the wafer (this is precise to around 0.1

monolayers of oxide). Then, the oxide initially grows fast to reach between 0.3

to 0.5 nm after one day. After one month, the oxide thickness is around 0.8 to

0.9 nm. At this moment, oxidation hasn’t yet stopped entirely, but slowed down to

levels that are negligible for this work.

5.4.2 Measurable electrical effects

As discussed before (section 4.7), the pile-up is removed together with the ox-

ide during an HF dip. During the described experiment, there are therefore two

processes that might change the sheet resistance:

1. The pile-up is removed together with the oxide, but the silicon is not etched.

Any active dopant atoms in the pile-up are lost.

2. During the subsequent native oxide regrowth, silicon is consumed. Dopant

atoms located in the consumed layer of silicon are deactivated. The deactiva-

tion mechanism can be either incorporation into the oxide (most probably the

case for B), or the creation of a very small, mostly inactive interfacial pile-up

(possibly the case for As). Due to the small number of affected dopants, ERD

resolution is not sufficient to distinguish the two cases.

Fig. 5.6 shows the typical evolution of sheet resistance and oxide thickness

after an HF dip, with Rs given as percentile increase compared to the last mea-
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surement before the HF dip. In fig. 5.7, these data are combined to show the sheet

resistance increase as a function of the oxide thickness.

The results given in figure 5.7 show two distinctive features:

1. Immediately after the HF dip, a jump in sheet resistance is observed of

around 4% for B and 10% for As implanted samples.

2. After that, an increase in sheet resistance is observed, which is mainly lin-

early dependent on the native oxide thickness.

It stands to reason that the initial jump in sheet resistance is due to the pile-

up removal during the HF dip, and that the following linear increase in sheet

resistance is caused by a continuous incorporation and deactivation of dopants

into the growing native oxide. Therefore, the initial 4-10% Rs jump seen in fig. 5.7

indicates that the pile-up contributes significantly to the junction conductivity.

At first sight, the results suggest that the pile-up in the As case has a much

higher contribution to the total conductivity than the one in the boron case. In

the region below the pile-up, both samples seem to exhibit the same active dopant

concentration, since the gradients of the curves are very similar. For BF2, on the

contrary, the pile-up seems to have a relatively little influence, whereas the region

below the pile-up presumably contains a much higher active concentration than

in the case of the B and As samples.

However, various side effects influence the measured sheet resistance values.

They will be discussed in the next two sections. It will be shown that the value of

the initial jump in sheet resistance is not very accurate, whereas the Rs increase

after a sufficient native oxide growth (i.e. at the right end of the lines in fig. 5.7)

can be considered as a quite reliable result.

5.4.3 Band bending at the surface

The HF dip is generally known to leave the surface in a well passivated state. This

is consistent with the result described above, where no oxide was seen on the

samples immediately after the HF dip. The time the sample needs before oxidation

starts, depends strongly on the sample. It was observed to vary between one hour

and more than one day for the different experiments.

However, even a good surface passivation can include charged surface states.

If the number of surface states is high enough to pin the fermi level to a certain

value, band bending occurs, which leads to a depletion or accumulation in the
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junction’s top layer, for both p- and n-doped material. On some B doped samples,

even a small sheet resistance decrease was observed immediately after the HF dip.

Typical surface states can reach concentrations of around 1013 cm−2 [93, 117]

for a native oxide. This corresponds to around one percent of the implanted dose

(around 1015 cm−2). In the extreme case, all surface states are charged. Deple-

tion or, respectively, accumulation of an equal number of carriers then leads to a

resistance change in the order of one percent.

It is extremely difficult to quantify these surface states. Their number and their

charge state depends strongly on the sample type, small variations in the oxide

etching process, the storage conditions after etch, the cleanroom light, contami-

nations in the etching or rinsing bath and so on.

These effects alter the height of the initial Rs jump after the HF dip, and make it

very difficult to analyze for absolute results. Most likely, the result variations be-

tween different experiments described above are caused by such non-controllable

electrical surface effects. Therefore, the immediate measurement after the HF dip

(i.e. the initial Rs jump) will not be used for a quantitative analysis during this

work. However, it is possible to compare samples that were processed together in

one experiment, in order to extract qualitative information on the pile-up.

The surface states disappear when the native oxide has grown to a stable layer

of 0.5 nm of thickness or more. Then, the oxide-silicon interface has a sufficiently

good quality, and any initial charging effects have disappeared [122]. This is the

case for the results measured at the end of each measurement series, i.e. the

rightmost points in fig. 5.7. From these data, it is possible to obtain reliable quan-

titative information on the pile-up’s electrical properties.

After native oxide growth, the density of dangling bonds at the oxide-silicon

interface is in the order of 1013 cm−2 instead of 1012 cm−2 for a thermal oxide,

according to [92]. This number is two orders of magnitude lower than a typical

total junction dose. Any carrier trapping or charging effects will therefore have

small effects on the sheet resistance. For precise results, this should however be

kept in mind.

5.4.4 Side effects reducing mobility

Various other effects can reduce the mobility of carriers close to the surface, and

thereby additionally increase the sheet resistance of the entire junction. The most

important are:

• Carrier mobility reduction in the proximity of the oxide
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• High concentration of substitutional or clustered dopants, or other defects in

the pile-up

• Increasing surface roughness during native oxide growth

These effects increase the junction’s sheet resistance and can lead to an under-

as well as an overestimation of the pile-up’s contribution to conductivity. In sec-

tion 5.5.3, an experiment will be presented to investigate the influence of these

effects.

5.5 Conductivity of the pile-up

5.5.1 Quantitative results

On several samples, the surface oxide was removed in a 60 s BHF dip. Sheet re-

sistance increase and oxide thickness were observed during regrowth, analogous

to the data presented in figure 5.7. In order to avoid the influence of any pos-

sible electrical surface effects during the initial stage of oxidation, only the last

measured values of each sample (right-hand end of fig. 5.7) were used to extract

electrical information.

The following procedure is used to estimate the active dose in the pile-up:

From SIMS, information on the total dose is obtained. It is assumed that the

entire dose in the bulk part of the junction is active, as it was proven by SRP (cf.

page 66). Together with the sheet resistance before the HF dip and after native

oxide regrowth, the active dose lost during the entire process is calculated. From

the XPS measurements, the native oxide thickness and therefore the amount of

silicon consumed is known with quite good precision. By dividing the lost dose by

the layer thickness, an average doping concentration in this layer is calculated.

For As, additionally the amount of silicon lost due to the BHF dip needs to be

considered. Finally, an estimation of the various errors is done.

Fig. 5.8b shows results for the samples that were presented in fig. 5.7. Three

values are given for each sample. First, the active dopant concentration is given

as a reference, as it was measured by SIMS in a depth of 5-10 nm. Secondly, the

estimated concentration of active dopants is given, as described above. This value

is an averaged concentration over the entire layer of silicon removed during the

process. Thirdly, the highest value for each sample indicates the expected active

concentration in a pile-up, assuming that the active dose is not homogeneously

distributed over the removed layer, but concentrated in a pile-up that is only one
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monolayer thick. The schematic drawing in fig. 5.8a explains the meaning of each

of the values.

The two top lines indicate a range, in which the real value is expected. An

assessment on how precise the two limits are will be given in the next sections.

5.5.2 Interpretation of the measured concentration

The calculation as described and demonstrated above includes a variety of as-

sumptions. For a quantitative interpretation of the results, several major issues

need to be considered. On the one hand, the distribution of the active dopants

over the entire investigated layer is not known and can only be estimated from the

ERD profiles:

• As it was demonstrated with the ERD profiles, the pile-up is expected to be

not more than 2-3 monolayers thick, thus much thinner than the entire layer

removed during the measurement procedure. Therefore, the upper value of

the range given represents the more realistic calculation.

• The mobility of the pile-up’s carriers is reduced due to the immediate vicinity

of the oxide interface as well as to the high concentration of active or clus-

tered dopant atoms in the pile-up. Assuming a constant mobility (as it was

done for the calculation above) therefore leads to an underestimation of the

actual active concentration. This indicates again that the actual values are

more likely to be found at the high end of the given range.

On the other hand, the measured sheet resistance increase might not only be

due to the removal of active dopants, but also to other effects:

• During HF dip and native oxide regrowth, the surface roughness might in-

crease microscopically, which additionally increases the sheet resistance. At

least for the As samples etched with BHF, a rougher surface was observed

with TEM. Since the calculation above assumes dopant loss as the only cause

for the Rs increase, this effect leads to an overestimation of the active dose,

indicating that the actual active concentration might be much lower than

estimated above.

• As discussed above, charged interface states can accumulate or deplete the

carriers close to the interface and thereby influence the total conductivity. If

the number and kind of these states is different for the annealed oxide and
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the regrown native oxide, this difference disturbs the measurement of the

sheet resistance increase in either direction.

• Various other detrimental effects during etching or during the Rs measure-

ment might influence the measured Rs increase in both directions.

These issues are very difficult to measure directly or to estimate quantitatively.

For a better understanding of the importance of these effects, an experiment was

carried out that directly investigated he influence of most of the measurement

artifacts to the results. It will be presented in the following section.

5.5.3 Repeated HF dips

A set of four wafers was each etched four times in the automatic wet bench. After

every dip, the wafers were given several day’s time to develop a native oxide of

0.6 to 1 nm. After the first and the last dip, sheet resistance and oxide thickness

were investigated as described above. The two intermediate HF dips were done

only to remove more material from the wafer surface and were not investigated

in detail. Since this experiment was carried out on full wafers, using DHF dips in

the automatic wet bench, and ellipsometry to determine the oxide thickness, the

results are less precise than the ones presented above. However, silicon etching

was avoided on the As wafers.

The first HF dip removes the pile-up and gives information about the top Si

layer just below the oxide, including the pile-up. Since between each two dips, a

native oxide was allowed to regrow, more and more material was removed from

the surface. Therefore, the results of the fourth HF dip allow the extraction of

information on a layer of silicon in 1 to 2.5 nm depth. The depth of this layer can

be estimated from the native oxide thickness after each HF dip; the results for the

different samples are given in fig. 5.9b.

Figure 5.9a shows the results of the first and last HF dip. The bulk doping

concentration (measured by SIMS) is given as a reference. Two main conclusions

are drawn from these results.

Firstly, the investigation of the first HF dip results in a higher concentration

value than the one of the last HF dip. This indicates that the active dopant con-

centration close to the surface is definitely higher than in a depth of 1-2 nm, for

these samples by a factor of 2 to 5.
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Figure 5.9: a) Active pile-up concentration, averaged over the removed layer.
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b) Depth of the investigated layer of the first and the last HF dip. The calcula-
tion of these values is based on the amount of native oxide grown after each
dip, as measured by ellipsometry. (Samples from lot T010941)
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Secondly, the results of the last HF dip exhibit a quite good agreement with the

SIMS data. While for two samples, almost identical concentration values are seen,

the other two samples exhibit a difference of only a factor of two.

It has to be noted that for the evaluation of this experiment it is assumed that

the side effects influencing the sheet resistance measurements are similar for each

of the consecutive HF dips. This is plausible for most of the expected effects. E.g.

the interfacial roughness is expected to increase by the same amount after each

dip, at least in a first approximation.

A priori, this result is obtained only for the automatic wet bench dips. However,

any differences between the automatic DHF and the manual BHF or DHF dips

are believed to only influence the initial phase of the native oxide growth. After

several hours or days, when an oxide of more than 0.5 nm has grown, no effects of

the initial surface conditions are seen any more [122,123]. Therefore the results

gained here are also applicable to manual DHF or BHF dips.

From this experiment, it is concluded that the high active concentration found

close the the oxide interface is not a measurement artifact, but an actual effect of

a highly active interfacial pile-up. The calculation accuracy is subject to various

detrimental effects and seems to slightly overestimate the active concentration by

up to a factor of 2. For a calculated value of x, the actual active dopant concen-

tration is therefore expected between 0.5 x and x.

However, it should be kept in mind that this experiment only compares the

averaged concentration values of each removed layer with the SIMS data. As dis-

cussed above, the pile-up is much narrower than the removed layer of the first

HF dip, and consequently the active concentration in the pile-up itself is expected

much higher than the values given in fig. 5.9.

5.5.4 Overview and comparison

The results show that very high active concentrations are seen in the pile-up. For

boron, an active pile-up concentration of 1-3 ·1021 cm−3 is observed, exceeding the

bulk solid solubility limit of 2.5 ·1020cm−3 [26] by around one order of magnitude.

For arsenic, the bulk solid solubility limit of 1.5 ·1021cm−3 is already very high,

the active pile-up concentration probably exceeds it by little. Also here, the pile-up

is seen to contain a much higher active dopant concentration than the junction’s

bulk part.

These values correspond to only around 10-20% of the pile-up dopants be-

ing active for all samples. This estimation demonstrates that while most of the
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Figure 5.10: Raw resistance values from SRP measurements. (Samples from lot
P030275)

pile-up dopants are actually deactivated, still very high active concentrations are

observed.

5.5.5 SRP measurements

SRP measurements with the best available resolution were made to investigate the

conductivity of the silicon directly below the oxide. As discussed above (section

2.4), SRP depth resolution is not sufficient to resolve the pile-up. This is due to

the tip geometry (tip radius, imprint depth), but also to the models integrating

over the whole junction depth.

By investigating directly the raw resistance values measured between the two

tips of the SRP tool, all model-related errors can be avoided. Figure 5.10 shows
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raw resistance profiles measured by SRP around the interface. A vertical distance

of 1.2 to 1.9 nm between two measurement points was achieved4.

The electrical resolution of these profiles is in the order of 3 to 5 nm. It is mainly

determined by the diameter of the probe tip. The first contact between probe tip

and a junction is made when the probe tip just penetrates the oxide and touches

the conducting layer. For good, low-resistive conduction, the tip has to penetrate

several nm into the junction to make a good contact.

Consequently, under optimal conditions a highly active pile-up should lead to a

steeper transition from the high resistance region of the oxide to the low resistive

doped junction. Such an effect is visible for the B profiles (fig. 5.10a) – the as-

annealed sample (solid line) exhibits a steeper transition than the etched sample

(dotted line). However, an opposite effect is observed for arsenic.

Even for the raw SRP data, the resolution is too low to observe the very narrow

pile-up. Furthermore, several effects are likely to adversely affect the traceability

of the pile-up: It is very difficult to understand and model the impact of the probe

penetration to the immediate surroundings, such as material redistribution and

high local pressure [75]. Also, geometrical inhomogeneities due to surface adsor-

bates or bevelling damage are expected to be bigger than the pile-up width; they

are probably responsible for the features seen in fig. 5.10.

It is concluded that SRP is not able to confirm the electrical activation of the

pile-up atoms, but cannot disprove the theory either.

5.6 Influence of implant and anneal parameters

The previous sections quantitatively discussed the pile-up conductivity by evalu-

ating the Rs increase after around 1 nm of native oxide growth, in order to avoid

surface charging effects during the initial stages of oxidation. This section will

evaluate Rs data measured immediately after an HF dip. No quantitative conclu-

sions are possible, but comparisons between different samples allow the extrac-

tion of qualitative information on the pile-up.

Before the HF dip, the total junction conductivity is composed of the bulk and

the pile-up conductivity. After the HF dip, the pile-up has disappeared. For all

samples of one species, the doping concentration in the bulk part of the junction

is almost identical, therefore identical surface conditions are expected after the

4 The precise value depends on the bevelling angle, which is always slightly different for the
samples, depending on the preparation.
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HF dip. Since the HF dipping conditions can be kept to a very constant level

for samples dipped immediately after each other (cf. the repeatability discussion

above), it is possible to compare the different samples to each other, as long as

they are etched and analyzed together (i.e. within one experiment).

In the following, data about the initial Rs jump after the HF dip will be pre-

sented and discussed. As discussed above, this jump is mainly due to the removal

of the active dopants in the pile-up. Its height gives an idea about the pile-up

conductivity, relative to the conductivity of the bulk part of the junction.

Since large variations between experiments are expected, only samples from

within one experiment should be compared in the following discussion, as they are

shown within each figure. Values from different figures should not be compared.

All samples discussed in the following sections were implanted with 1e15,

0.5 keV B or 1e15, 2 keV As and annealed in a 1070 ◦C, 1s spike anneal with

133 ppm oxygen in the ambient, except where noted.

5.6.1 Different screening oxides

Figure 5.11a compares a sample with a pure oxide to one with a heavily nitrided

oxide. For nitridation, a RPN (Remote Plasma Nitridation) process was used that

results in a similar nitridation as the DPN process discussed in section 4.4.4. The

results show a slight pile-up increase for As and a slight decrease for B due to

the presence of nitrogen at the interface. While the effect for B (-0.3 percentage

points) is within the repeatability error, the change in the As case (+0.75 percent-

age points) is considered just significant.

The ERD results presented in section 4.4.4 showed that the total size and

shape of the pile-up for As is not influenced by the presence of nitrogen. It is

therefore suggested that nitrogen slightly enhances the activation of the dopants

in the pile-up. For B, nitrogen was seen to increase the dose in the oxide side of

the pile-up, whereas the silicon side showed no difference. This is consistent with

the results presented here.

5.6.2 Influence of oxidation

Figure 5.11b shows the influence of oxidation during anneal. Three As and three

B samples were annealed in a 1070 ◦C, 1s spike anneal, with an oxygen concen-

tration in the ambient between 0% and 5%. As discussed before (section 4.5.1), a

slight oxide growth is also seen during the “0%” anneal.
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For B, no significant influence of the oxidation during anneal on the pile-up is

observed. This is consistent with the ERD profiles shown before (section 4.5.2),

where oxidation was observed to even slightly reduce the pile-up height at the

interface. This should lead to a reduced amount of pile-up atoms on the silicon

side of the interface.

However, for the As implanted samples, the electrical results show a depen-

dence of the initial Rs increase on the amount of oxygen in the annealing ambient,

while the ERD profiles revealed no significant differences between the 133 ppm

and 5% cases.

It is therefore suggested for the arsenic case, that the activation of the pile-up

dopant atoms is better if the surface is oxidized during anneal. The rearrangement

process that takes place during oxidation seems to improve the probability that

a given dopant atom is activated and incorporated on a substitutional lattice site

instead of in an interfacial dopant cluster. The results therefore suggest that the

activation of the pile-up dopants is governed by the oxidation and not so much by

the thermal activation processes known from bulk silicon.

5.6.3 Influence of the thermal budget

The influence of the spike annealing temperature on the electrical properties of

the pile-up is investigated. The samples were implanted with 2 keV BF2, 0.5 keV

B or 2 keV As (all 1e15 cm−2) and annealed under standard conditions (1s spike

anneal, 133 ppm oxygen), but with the peak temperature varied between 950 ◦C

and 1070 ◦C.

Figure 5.12b shows that the pile-up becomes much more important for a low

thermal budget. For 950 ◦C, the relative pile-up conductivity is by 9 (As) or 5 (B)

percentage points higher than at the high thermal budget of a 1070 ◦C anneal.

However, it has to be kept in mind that for the low temperatures, a much higher

total sheet resistance is seen, because of a lower dopant activation in the bulk part

of the junction. From a comparison of the Rs increase after native oxide regrowth

with the absolute Rs data, the conductivity of the pile-up can be estimated, analo-

gous the the technique presented in the previous section (5.5.1). The conductivity

in the pile-up and the silicon top layer is displayed in 5.12b. Only for the 950 ◦C

arsenic case, a significantly lower value is seen, whereas for all other cases, the

pile-up conductivity seems to be almost independent on the temperature.

6 The values given here are calculated as 1/Rs,pile-up, thus they indicate a sheet conductivity of
the pile-up and the entire silicon layer deactivated during etch and native oxide regrowth.
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This result agrees with the conclusion from the last section, indicating that

the activation of the pile-up dopants is mainly governed by the oxidation process,

and not so much by the thermal diffusion and activation mechanisms that control

activation in the bulk silicon. The oxidation induced pile-up activation seems to

depend much less on the processing temperature than the bulk activation.

5.7 Summary

In order to investigate the electrical activity of the pile-up dopants and their contri-

bution to the overall junction conductivity, a special surface treatment was used.

The surface oxide together with the pile-up was removed in a BHF or DHF dip.

The consecutive native oxide regrowth process was observed, measuring simulta-

neously sheet resistance and oxide thickness.

It is observed that the removal of the pile-up together with the surface oxide

causes an initial jump in the sheet resistance of up to 10%. This is an indication

that at least a part of the pile-up dopants is electrically active. However, initial

electrical surface effects strongly influence the measured value. The subsequent

native oxide regrowth consumes silicon, deactivates the dopants in the consumed

layer and thereby causes a continuous increase in sheet resistance.

From the results, an estimation of the active dose in the pile-up was calculated.

While in all cases, only 10-20% of the dopants trapped in the pile-up are active,

very high active concentrations of 1021 cm−3 and more were observed in the pile-

up, much higher than the typical active bulk concentration of the junctions. At

least for B, the estimated active concentration in the pile-up also exceeds the bulk

solid solubility limit.

Such high active concentrations are possible because the formation process

is governed by trapping of dopant atoms at interfacial sites during the oxidation

process. The thermodynamical solubility limits of the bulk material don’t apply for

this case. Also, oxide induced stress in the silicon close to the interface is believed

to facilitate the activation of such high concentrations [124].

A comparison of results from different samples shows the influence of the var-

ious anneal parameters. While the presence of nitrogen in the oxide increases

the total dopant dose in the pile-up, it has no significant effect on the pile-up

conductivity. Oxidation during anneal is observed to increase the activation of

As dopants, but has no significant influence on B implanted junctions. Reducing

the temperature of the spike anneal drastically deteriorates the activation of the

dopants in the junction’s bulk part, but has only little influence on the pile-up ac-
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tivation. This demonstrates once more that the pile-up formation is not so much

governed by temperature-dependent thermodynamical processes, but more by the

lattice rearrangement at the interface during oxidation.
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6 Conclusions

In order to follow the path determined by the ITRS, the IC manufacturing industry

introduces new CMOS technology nodes every 2-3 years. Every technology node

reduces the length and width of all transistor or interconnect structures roughly

by a factor of 0.7, thereby doubling the number of transistors per unit area. If the

lateral extension (i.e. the gate length) of a transistor is reduced, also the vertical

size needs to be scaled accordingly, in order to avoid short channel effects and

other detrimental electrical effects. Consequently, the dopants in the source and

drain contacts (“junctions”) come closer to the surface with each technology node,

and the influence of any surface effects on the dopant behavior becomes increas-

ingly important. The aim of this thesis was to investigate one of these effects, the

dopant pile-up found at silicon-oxide interfaces.

The samples analyzed for this work were implanted with BF2, B and As at ultra-

low energies and spike annealed under various conditions. Since SIMS proved not

to be accurate enough for near-surface profiling, high resolution ERD and RBS

were used to gain accurate dopant profiles with sub-nm resolution. SIMS profiles

helped to optimize the dose accuracy of the measurements. Complementary re-

sults were obtained from TEM and EDX measurements. SRP and sheet resistance

measurements were used to investigate the electrical activity of the dopants.

The samples were observed to lose up to 50% of the nominally implanted dose

during implant (self-sputtering) and anneal (outdiffusion). From the dopants re-

tained in the sample, up to 70% are concentrated in a pile-up at the silicon-oxide

interface, for the range of doses investigated. While for boron, this percentage

increases for higher implanted doses, the opposite is the case for arsenic. The re-

sults suggest that for boron, doses of not more than 1-2 ·1015 cm−2 can be retained

and activated in the bulk part of the junction, for the range of implant energies

and the spike anneal used. For arsenic, no indication for such a limit was found.

Oxidation during anneal was found to be necessary for pile-up creation. A

model is proposed that includes the atomic rearrangement at the silicon/oxide

interface during oxidation as the main cause for pile-up formation. During the
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rearrangement process, trapping sites like dangling bonds are created that block

dopant atoms in a very narrow region. The width of the pile-up is therefore re-

stricted to the immediate vicinity of the Si/oxide interface, thus it is expected to

be not more than around two to three monolayers wide.

However, if a significant amount of oxide is grown during anneal, an additional

effect needs to be considered. Dopants are trapped into the interface during the

entire annealing process. In the case of boron, every atom stays at its trapping

site, even if the interface continues to proceed. Therefore, the final pile-up ex-

tends measurably into the oxide, and the final pile-up width is determined by the

amount of oxygen grown during anneal. Arsenic, on the contrary, is not soluble

in oxide. The moving oxide/silicon interface therefore drags the already accumu-

lated pile-up dopants along, and consequently the pile-up never becomes wider

than the mentioned few monolayers.

The second important factor for the formation of a pile-up is an uphill diffusion

of the implanted dopants towards the pile-up. This diffusion is mediated by the

large amounts of silicon self-interstitials that are present in deeper regions of the

sample due to the implant process. During anneal, they diffuse towards the sur-

face, which acts as a sink, and drag dopant atoms along. Arriving at the Si/oxide

interface, the dopants get trapped due to the mechanism described above.

These observations were made for conventional junctions, implanted with ultra

low energies and annealed in a RTP spike anneal. For SPER, a similar, but much

less pronounced pile-up is observed at the Si/oxide interface, at least for boron.

Additional to the uphill diffusion mechanism, it is proposed that the dopants are

carried along with the moving interface between the amorphous and the crys-

talline silicon.

Electrical investigations have shown that high active dopant concentrations

are observed in the pile-up. While only a small fraction of only 10-20% of the

pile-up dopants are active, high active concentrations of 1021 cm−3 and above are

observed, far above the typical active concentration in the bulk part of the junc-

tion. At least for boron, these values also exceed the bulk solid solubility limit by

up to one order of magnitude.

It is proposed that the activation mechanism is not the one of a thermal equi-

librium, as for conventional diffusion and activation. Instead, the interfacial re-

arrangement process during oxidation creates sites that can trap dopants in very

high doses. A small fraction of these dopants is active, but their number is not

limited by the thermodynamical equilibrium that leads to a solid solubility limit

in bulk silicon.
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It is suggested that the activity of the pile-up is of special interest in two main

areas in a junction. First, the contact resistance between channel and extension

might be reduced by the fact that channel as well as pile-up are located next to

the interface to the gate oxide. Secondly, a pile-up at the interface between HDD

and silicide could influence their contact resistance by narrowing the Schottky

barrier. Further research needs to be done to investigate how strong these effects

are and whether they can be used to optimize the total resistance of a transistor.

With this work, profiles of the pile-up are presented in unprecedented detail.

For the first time, high-resolution ERD and RBS profiles are used to investigate

the pile-up with nanometer resolution, complementing and extending various the-

oretical and experimental results published before. It is shown that the interfacial

pile-up is not only trapping significant fractions of the implanted dopants, but

also contributes to the junction conductivity. The goal for junction engineering is

therefore not necessarily to avoid the pile-up, but rather to optimize its properties.

For the future, this work will serve as a basis for more extensive investigations

on new junction formation technologies, such as SPER or LTA, that use very dif-

ferent physical mechanisms for junction formation. It will help to understand and

to simulate the behavior of dopants in ultra-shallow junctions, a critical point

in the development of the upcoming IC manufacturing technologies beyond the

65 nm node.

New analysis techniques such as SSRM or the Nanoprofiler will be able to add

valuable results to the discussion of the electrical activity of the pile-up dopants,

and allow a much more direct and precise observation of the electrical effects than

it is possible today.
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Abbreviations

BED Boron Enhanced Diffusion

BEOL Back End Of Line

CMOS Complementary Metal-Oxide-Semiconductor (technology)

CMP Chemical-mechanical polishing

CVD Chemical Vapor Deposition

DPN Decoupled Plasma Nitridation

DSA Dynamic Surface Anneal

EDX Energy Dispersive X-ray spectroscopy, also EDS

EELS Electron Energy Loss Spectrometry

ERD Elastic Recoil Detection

FEOL Front End Of Line

FET Field Effect Transistor

FPP Four Point Probe (also 4PP)

HDP-CVD High Density Plasma CVD

IC Integrated Circuit

ICM IC Manufacturer

I/I Ion Implantation

ITRS International Technology Roadmap for Semiconductors

LTA Laser Thermal Annealing

MEIS Medium Energy Ion Scattering

MOS Metal-Oxide-Semiconductor (transistor technology)

OED Oxygen Enhanced Diffusion

PLAD Plasma Doping

P2LAD Pulsed Plasma Doping

PS Probe Spacing

PVD Physical Vapor Deposition

RBS Rutherford Backscattering Spectrometry

RPN Remote Plasma Nitridation

Rs Sheet resistance

RTA Rapid Thermal Annealing

RTP Rapid Thermal Processing

RTO Rapid Thermal Oxidation
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SACVD Sub-Atmospheric CVD

SCE Short Channel Effects

SIMS Secondary Ion Mass Spectrometry

STI Shallow Trench Isolation

SPER Solid Phase Expitaxial Regrowth

SRP Spreading Resistance Profiling

SSRM Scanning Spreading Resistance Microscopy

TED Transient Enhanced Diffusion

TEM Transmission Electron Microscopy

TEOS tetra-ethyl-ortho-silicate: Si-(O-C2H5)4
ULEI Ultra-low Energy (Ion) Implanter

USJ Ultra-Shallow Junction

Xj Junction Depth

XPS X-ray Photoelectron Spectrometry
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