
Institut für Physik
der Technischen Universität München

Lehrstuhl Prof. Dr. W. Götze

Mode Coupling Theory of the Glass Transition

in Binary Mixtures

Thomas Voigtmann
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CHAPTER 1

Introduction

Glasses are, from a physicist’s point of view, just amorphous solids.
Typically they form from so-called “supercooled liquids,” i.e., upon
cooling or densification when crystallisation can somehow be bypassed.
Glasses are solids because they can sustain static shear stress, but on the
other hand they lack the spatial long-range order that is characteristic
for crystalline solids. From looking at a single snapshot of the system,
there is no clear telling whether it is in its glassy or fluid state. One ob-
serves no divergence of thermodynamic quantities in the vicinity of the
glass transition, thus the liquid-glass transition is not a thermodynamic
phase transition discussed in usual statistical physics courses.

Dynamical measurements reveal spectra that are much different from
what one would expect in a normal liquid, in that they show a nontrivial
behavior over many orders of magnitude in frequency. This is what the
term ‘glassy dynamics’, or more precisely, dynamics in glass-forming
liquids refers to. Close to the transition, one observes in the relaxation
times and connected quantities a sensitive dependence on the control
parameters. For example, in molecular glass formers, a slight change of
temperature can increase the viscosity by an order of magnitude.

It is the aim of the mode-coupling theory of the glass transition (MCT)
[1–4] to capture this nontrivial glassy dynamics. In particular, the
emergence of a discontinuous transition in the long-time limit of the
density autocorrelation function, i.e., from liquid-like to solid-like be-
havior upon smooth changes of the input parameters is explained from a
mathematical point of view as a bifurcation transition. Upon approach-
ing the transition, the characteristic relaxation times for the structural
relaxation increase and diverge at the transition. In the past, many
aspects of the theory have been worked out, in particular so-called uni-
versal laws that describe certain aspects of the glassy dynamics that are
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2 1. INTRODUCTION

independent on the peculiarities of the system under study. A universal
glass-transition scenario has been established that involves scaling laws
and power-law variations of time scales [5, 6].

But MCT is also able to derive detailed results depending on the specific
interactions of a system. The quantitative study of model systems allows
one to predict general, while nonuniversal, trends that arise in certain
classes of glass formers. Such project has already been carried out
for molecular liquids, where general differences in the reorientational
relaxation for different angular momenta could be explained [A3, 7].

Thus the main objective of this work is easily formulated: What are
general, but nonuniversal effects of the structural-relaxation dynamics
that occur upon mixing particles of different sizes?

This work is in a large part stimulated by recent experiments [8] on ap-
proximate realisations of binary hard-sphere mixtures as colloidal sus-
pensions. Colloidal suspensions, or short colloids,1 are dispersions of
more-or-less compact particles with sizes in a range of typically 1 nm to
1µm, arranged such that the particles experience Brownian motion in
reasonable time scales and that the internal structure of the colloidal
particles does not matter for the questions being studied [9]. Many
products met in everyday life are colloidal suspensions or related sys-
tems, ranging from effluences to cosmetic products [10]. On the other
hand, systems with well-characterised particles can be made for labo-
ratory experiments. It is possible to adjust the effective interactions
between the suspended particles by changing their surface structure
and/or solvent, making them versatile experimentally realisable model
systems for atomic matter. Among the most prominent of these ‘model
colloids’ is a system originally developed for paints, consisting of spheri-
cal poly(methyl methacrylate) (PMMA) spheres coated by a stabilising
surface layer, that behave like almost perfect hard spheres [11]. In
these hard-sphere(-like) systems, density is the relevant control param-
eter; and indeed these colloids can be densified in such a way as to form
a colloidal glass. Thus they have become a paradigmatic example for
the study of glass-transition dynamics and comparison with theory.

1‘colloid’: from the Greek word kìlla (glue).
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Some general mixing effects in binary mixtures of hard spheres have
been found in the cited experiment [8], and we will address them specif-
ically in comparison with our results. Indeed, mixing effects in colloids
are also discussed in connection with industrial applications. One ex-
ample comes from ceramic processing, where the higher ease of glass
formation in binary mixtures can be used to prevent cracks during sin-
tering [12, 13].

Another motivation to study glassy dynamics in mixtures comes from
the quest of quantitatively explaining measured data. In experiment,
both computer-simulated and using colloids, one in most cases some-
how has to bypass nucleation in order to reveal the glass transition as
the latter occurs in the metastable (with respect to crystallisation) fluid
regime. While the theory simply does not consider nucleation, experi-
ments have to retreat to systems where it is sufficiently slow. Contrary
to the true one-component hard sphere system, a binary mixture can
have a metastable fluid [14]. In computer simulation studies, binary
mixtures are therefore quite common [15–18]. The model colloids re-
ferred to as “hard spheres” are actually ‘polydisperse’, i.e. their sizes are
distributed around the mean diameter according to some distribution
of typically about 5 to 10% standard deviation. This is an inevitable
feature of most colloidal suspensions that arises during their synthesis,
and that is even necessary in experimental studies of the glass transi-
tion. Again one is lead to the discussion of mixtures, as a first discrete
approximation to a polydisperse particle size distribution.

MCT for mixtures has been applied before to analyse computer sim-
ulation data for a binary soft-sphere mixture [19], a binary Lennard-
Jones mixture [20, 21], and to a molecular-dynamics model of metallic
melts [22], but mixing effects were not yet addressed explicitly. Overall,
these investigations have reported close agreement with the computer-
simulation results, lending confidence to the discussion of general mixing
effects in glass-forming mixtures using MCT as a framework. Interest-
ingly, even silica melts can in certain aspects be modelled quite well as
multi-component ionic mixtures [23–27], and the quantitative agreement
of the calculated long-time limits in the partial density autocorrelation
functions with the MCT calculation [28] is very encouraging.

The properties of binary hard-sphere mixtures in the limit of large size
disparity have been discussed within the MCT framework [29–34]. But
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in these cases, the dynamics of the small particles in a sense decouples
from the one of the ‘matrix’ of large ones; a limit which is not of interest
in the present study. Similarly, for the discussion of charged hard sphere
mixtures using MCT, particularly in their low-density regime, we refer
to the literature [35–37].

MCT equations for the glass transition in mixtures quite different from
the ones to be discussed here have been derived within the framework
of nonlinear hydrodynamics [38, 39]. They are very different from the
ones analysed here, and we will point out some crucial differences of
their implications as compared to ours in the course of the discussion.
The connection to experiment was not discussed in Refs. [38, 39].

Mixing effects in binary mixtures were addressed recently using a stan-
dard liquid-state mode-coupling approximation, for densities so low that
glassy dynamics does not occur [40, 41].

In this work, I will discuss mixing effects that arise as general features
from the solutions of the MCT equations and present their comparison
with recent experimental results. At first, the stage is set by introducing
the necessary equations in Sec. 2. Alongside the work of implementing
a suitable algorithm for their solution, we have generalised a series of
exact mathematical statements about and an asymptotic expansion of
these solutions, which will be presented in Sec. 3. The main qualitative
discussion of the sought-after mixing effects, exemplified at binary hard
sphere mixtures, is to be found in Sec. 4; a quantitative comparison
with experiments on colloidal suspensions follows in Sec. 5. After that,
I will summarise and conclude in Sec. 11.



CHAPTER 2

Basic Equations

1. Mode Coupling Theory

The term mode coupling theory originally applies to a framework going
back to Kawasaki [42] (see also the references in Refs. [43, 44]) used to
describe the low frequency spectra close to second order phase transi-
tions.

However, the abbreviation MCT now commonly refers to a self-con-
sistent current relaxation theory that is today popular under the name
mode coupling theory of the glass transition. We will stick to this
use of the term MCT for brevity. The starting point of MCT is the
projection operator formalism developed by Zwanzig and Mori (cf. [43–
45]) together with the idea of approximating resulting memory kernels
through factorising averages of products into products of averages.

The main physical effect MCT is thought to describe properly is the
so-called cage effect. It comes about since in a dense fluid each par-
ticle is situated in a cage formed by its neighbors. It is unlikely for a
spontaneous density fluctuation large enough, such that the particle can
escape this cage, to occur. Thus large-scale spatial motion typical for
a fluid can only happen cooperatively, i.e. one of the cageing particles
has to make way, which can only happen if one of its neighbours moves,
and so forth.

On the liquid side of the transition, there forms a so-called backflow
pattern one might envisage by alluding to the well-known flow pattern
caused by the motion of a large sphere through an incompressible fluid.
An intuitive picture was suggested by Rahman [46] in early computer
simulations of liquid Argon close to the melting point, where the motion
of particles was found to happen along ‘one-dimensional strings’.

5



6 2. BASIC EQUATIONS

If, however, the density is high enough to inhibit these cooperative
rearrangements, all particles become trapped in their cages because
their neighbours are trapped, and so on. It is this dynamical transition
MCT explains as the glass transition.

Derivations of the MCT equations have been given before (see e.g.
Refs. [3, 4]), and the following section just summarises what is needed
further on.

1.1. General Equations. Let us first briefly sketch the deriva-
tion of the Mori-Zwanzig equation of motion for the particle density
and current autocorrelation functions. We restrict ourselves to classical
nonreactive multicomponent liquids, where the particles are supposed
to be fully described by their positions, momenta, and species label.
The variables

(2.1) nα(~q) =
Nα∑
i=1

exp(i~q · ~r αi )/
√
N

are the (spatially Fourier transformed) fluctuating number densities of
species α to wave vector ~q. The sum runs over all particle positions
~r αi of the particles belonging to species α; N =

∑m
α=1Nα is the total

particle number in a system with m species. We denote the number con-
centrations by xα = Nα/N . The time evolution is given by a Liouville
equation,

(2.2) nα(~q, t) = exp[iL t]nα(~q) ,

with the Liouville operator L,

(2.3) L = −i
∑
i,α

(
∂H

∂~pαi

∂

∂~r αi
− ∂H

∂~r αi

∂

∂~pαi

)
,

where H is the Hamiltonian of the system.1 There holds the continuity
equation expressing particle number conservation,

(2.4) Lnα(~q) = ~q · ~α(~q) ,

1We ignore the fact that for hard spheres, possessing a singular potential, a
pseudo-Liouville operator has to be defined, since for the derivation of the important

MCT equations this is just a technical difficulty [M. Sperl, priv. comm.]
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where ~α(~q) are the number currents,

(2.5) ~α(~q) =
Nα∑
i=1

~v αi exp(i~q · ~r αi )/
√
N .

These shall be split into a longitudinal part, jL
α(~q) = ê~q~α(~q), and a

transversal part, jT
α(~q) = êT

~q ~α(~q). Here, ê~q = ~q/q is the unit vector
parallel to ~q (with the abbreviation q = |~q|), and êT

~q is a unit vector
perpendicular to it. Because of isotropy, it suffices to consider one of
the two linearly independent transversal parts. Only the longitudinal
current couples to density fluctuations.

The simplest statistical information on structural relaxation that can
be extracted by experiment is given through correlation functions. One
defines on the space of dynamical variables the so-called Kubo scalar
product, 〈·|·〉, as 〈A|B〉 = 〈δA∗δB〉, where δA = A − 〈A〉, and 〈· · · 〉
denotes canonical averages. With this, the matrix of density correlation
functions is formed,

(2.6) Φαβ(q, t) = 〈nα(~q, t)|nβ(~q)〉 .

Since it is the spatial Fourier transform of a function that is real, trans-
lational invariant and isotropic, it is itself real and depends on ~q only
through its magnitude q. We use bold symbols to denote matrices in
the species labels, supplied with the usual matrix operators. The ma-
trix Φ(q, t) is symmetric in its species indices as a consequence of time-
inversion symmetry in Newtonian dynamics. The density correlation
functions are important in describing the dynamics of a system since
linear combinations of the partial correlators are directly accessible in
many scattering experiments, such as neutron scattering or dynamic
light-scattering in colloids.

The amorphous solid can be distinguished from the liquid by looking at
the long-time limit of the density correlators, denoted by

(2.7) F (q) = lim
t→∞

Φ(q, t) .
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It vanishes in the liquid, while in the glass it is nonvanishing. F (q) is
called the ‘glass form factor’ or, in the literature, ‘nonergodicity param-
eter’.2 It is in the one-component system the Debye-Waller factor and
is amenable to experimental determination.

A general idea behind the formalism developed by Zwanzig and Mori
is to interpret a correlation function CAB(t) = 〈A(t)|B〉 as a projection
of A(t) onto B. In precise terms, one defines a projection operator
P =

∑
{A} |A〉〈A|A〉

−1〈A| together with the orthogonal projection Q =
1 − P, satisfying P2 = P and QP = 0. Using these operators, one
can achieve an exact reformulation of the Liouville equation (cf. [43]
for a detailed calculation). The choice of the distinguished variables
to include in the set {A} used for the projection operator is guided by
physical intuition.

The projection operator formalism is conveniently displayed using La-
place transformed quantities. We use the convention f(z) = LT[f(t)](z),

(2.8) f(z) = i

∫ ∞
0

eiztf(t) dt ; z ∈ C, Im z > 0 ,

for complex frequencies z in the upper half plane, chosen such that the
limit of z approaching the real line defines the spectrum, f(z = ω+i0) =
f ′(ω) + if ′′(ω). A nonvanishing long-time limit, f(t→∞) = f∞, leads
to a 1/z pole for z → 0, f(z)→ −f∞/z.

To get the equation of motion MCT builds upon, one projects onto
the number densities and the corresponding currents. Since only the
longitudinal parts of the currents couple to the densities, the projectors
reads projector reads

(2.9) P =
∑
αβ

|nα(~q)〉〈n(~q)|n(~q)〉−1
αβ〈nβ(~q)|+

∑
αβ

|jL
α(~q)〉jL

β(~q)−1
αβ〈j

L
β(~q)| .

The matrices S(q) and J are the time-zero normalisations,

Sαβ(q) = 〈nα(~q)|nβ(~q)〉 ,(2.10a)

Jαβ = 〈jL
α(~q)|jL

β(~q)〉 = 〈jT
α(~q)|jT

β (~q)〉 = δαβxαv
2
th,α ,(2.10b)

2Experiments suggest that indeed the glass is a nonergodic state. Strictly speak-
ing a nonvanishing F (q) does not indicate that the system is truly nonergodic, rather

it is becomes nonmixing [47].
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where vth,α =
√
kBT/mα is the thermal velocity of a particle of species

α with mass mα. S(q) is the matrix of partial structure factors [48]. It
is connected to the matrix of so-called direct correlation functions, c(q)
by virtue of the Ornstein-Zernike equation [44],

(2.11) S−1
αβ (q) = δαβ/xα − ncαβ(q) .

Inserting the above projection into the Liouville equations, one arrives
after some straightforward algebra [43] at a matrix equation for the
corresponding correlation functions,

(2.12)
(

z1 q1
qJS−1(q) z1 +Kjj,L(q, z)

)(
Φ(q, z) Cnj(q, z)
Cjn(q, z) ΦL(q, z)

)
= −

(
S(q)

J

)
,

Here we have introduced the notation Cjnαβ(q, z) = Cnjαβ(q, z) = 〈jα(~q)|×
R(z)nβ(~q)〉 and Φxαβ(q, z) = 〈jxα(~q)|R(z)jxβ(~q)〉 with x = L, T. R(z) =
[L−z]−1 gives the dynamical evolution in the Laplace domain. The ma-
trix K(q, z) appearing in the above expression is the so-called memory
kernel of (longitudinal) fluctuating forces, for which one gets by virtue
of the projection operator formalism an exact microscopic expressions.
This can, however, in general not be evaluated and thus one is forced
to introduce approximations.

1.2. Mode Coupling Approximation. The so-called fluctuat-
ing longitudinal current relaxation kernel reads

(2.13) Kjj,L
αβ (q, z) =

〈
QL jL

α(~q)
∣∣R′(z)QL jL

β(~q)
〉
/(xβv2

th,β) ,

where R′(z) = [QLQ−z]−1 is the so-called projected resolvent. MCT
provides an approximation for that part of the relaxation kernel which
is the dominant one close to the glass transition, i.e. the one that de-
velops a 1/z pole. There are other contributions to Kjj,L

αβ and similar
memory kernels that remain regular in the limit z → 0; they have to be
split off before applying the mode-coupling approximation and treated
separately. In lack of a microscopic expression for them, we will silently
drop them.

The physical picture of dense liquids sketched above suggests that the
fluctuating forces governing the density fluctuations in turn arise through
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products of density fluctuations (the cageing of particles stems from
other caged particles). Thus one should be able to find a reasonable
approximation of Kjj in terms of products of Φ. Technically, one in-
troduces a projector onto pair modes [3],

(2.14) P2 =
∑

αβα′β′

~k>~p,~k ′>~p ′

|nα(~k)nβ(~p)〉gα
′β′

αβ (~k~p,~k ′~p ′)〈nα′(~k ′)nβ′(~p ′)| ,

with some appropriate normalisation g and some order relation ~k > ~p
to avoid double counting. As a first step, one gets

(2.15) Kjj,L
αβ (q, z) ≈

∑
α′α′′β′β′′

~k>~p,~k ′>~p ′

Vαα′α′′(~q,~k, ~p)〈δnα′(~k)nα′′(~p)|×

×
∣∣R′(z)δnβ′(~k ′)δnβ′′(~p ′)〉V+

ββ′β′′(~q,~k
′, ~p ′)

/
(xβmαkBT ) ,

with the ‘vertex’

(2.16) Vαβγ(~q~k~p) =
∑

β′γ′~k ′~p ′

〈Q fα(~q)|δnβ′(~k ′)δnγ′(~p ′)〉gβγβ′γ′(~k
′~p ′,~k~p) ,

with the longitudinal fluctuating force fα(~q) = mα L jα(~q). The next
step in the mode-coupling approximation consists of factorising the four-
point correlations in the above expressions into products of two-point
correlation functions. For the time-dependent term, the approximation
involves replacing the reduced resolvent with the original one in the
time domain to get

(2.17)
〈
δnα′(~k)δnα′′(~p)

∣∣R′(t)δnβ′(~k ′)δnβ′′(~p ′〉)/N
≈ 〈nα′(~k)|R(t)nβ′(~k ′)〉〈nα′′(~p)|R(t)nβ′′(~p ′)〉

= Φα′β′(k, t)Φα′′β′′(p, t)δ~k~k ′δ~p~p ′ .

From this, the approximated normalisation g is directly obtained for
t→ 0, and thus the vertex in Eq. (2.16) can be calculated.

Putting things together, Eq. (2.12) can be solved for the density corre-
lators,
(2.18a)

Φ(q, z) = −
[
zS(q)−1 − S(q)−1

[
zJ(q)−1 +M(q, z)

]−1
S(q)−1

]−1

,
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where we have set J(q) = q2J and M(q, z) = J(q)−1Kjj,L(q, z). This
exact expression is closed by approximating in the time-domain the
memory kernel matrixM(q, t) as a bilinear functional of the correlators,

(2.18b) M(q, t) = F [Φ(t)](q) ,

given as

(2.18c) Fαβ [F ](q) =
1

2q2

n

xαxβ

∑
α′β′

α′′β′′

∫
d3k

(2π)3
Vαα′α′′(~q~k~p)Fα′β′(k)×

× Fα′′β′′(p)Vββ′β′′(~q~k~p) .

Here, ~p = ~q−~k throughout, and we have replaced
∑
~k by (V/(2π)3)

∫
d3k.

The final form of the vertices entering the above expression then is
(2.18d)

Vαβγ(~q~k~p) = (ê~q~k)cαβ(k)δαγ + (ê~q~p)cαγ(p)δαβ + qnxαc
(3)
αβγ(~q,~k) ,

where c(3) denotes the static triplet correlation function [19].

The vertices, Eq. (2.18d), are seen to be given in terms of static correla-
tion functions only; thus MCT is able to make quantitative predictions
of a glass-forming liquid’s dynamics if these static quantities are known.
In this way, the static correlation functions serve as input for the the-
ory. Apart from this, the above Eqs. (2.18) are closed. Note that the
dependence on the particle mass ratios has dropped out in Eqs. (2.18c)
and (2.18d). As a consequence, the calculated glass-transition densi-
ties will not depend on the particles’ inertia parameters, as one expects
for equilibrium properties of a classical system. Computer simulation
results for the glass-transition density of binary soft-sphere mixtures
are in agreement with this [16]. The MCT equations derived recently
by Harbola and Das [38] on the contrary show an explicit mass-ratio
dependence of the glass-transition densities.

Literature on structure factor theory is vast (cf. Ref. [49] for an over-
view), but most often concerned with predicting correctly thermody-
namic quantities, i.e. the q → 0 limit. Also, not much is known about
the accuracy of the approximations used at high densities. Furthermore,
the MCT vertex requires knowledge of static triplet correlations which is
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often lacking entirely. On the other hand, the MCT glass-transition sce-
nario is found to be topologically stable,3 thus the qualitative features
we are going to discuss are not affected by the quantitative correctness
of the input.

A particular technical approximation we will use throughout this work is
to drop the c(3) term in Eq. (2.18d); this amounts to approximating the
static triplet correlations in terms of two-particle quantities using the
so-called convolution approximation [50]. Sciortino and Kob [28] have
determined c(3) from molecular dynamics simulations and checked that
for the evaluation of Eq. (2.18d) in a binary Lennard-Jones mixture,
this term is not important. We thus anticipate the same for binary
hard-core mixtures.

1.3. Colloidal Dynamics. The above derivation proceeded with
L denoting the usual Liouville operator for Newtonian dynamics. For
colloids, governed by Brownian dynamics, one generally takes the time
evolution to be described by the (adjoint) Smoluchowski operator S
[51, 52], nα(~q, t) = exp[iS t]nα(~q),

(2.19) S = −i
∑
ij

[
∂

∂~ri
− β ∂V

∂~ri

]
Dij({~r})

∂

∂~rj

(dropping particle species indices for the moment). Here, D is called
the many-particle diffusion tensor. It is a highly complicated function
of all particle coordinates; its complicated structure comes about due to
non-pairwise additive interaction effects between the colloidal particles
caused by the suspending medium, the so-called hydrodynamic interac-
tions (HI). We will neglect them in this work, in which case D becomes
independent on the particle coordinates. Generally, D is assumed to
be a positive definite matrix (for all possible combinations of particle
positions). With this, one finds by direct calculation for any dynamical
variables A and B [51],

(2.20) 〈A|iS B〉 = −
〈
∂A

∂~r

∣∣∣∣D∂B

∂~r

〉
(to be read in matrix notation). This proves that iS is a negative defi-
nite operator, a fact that is of central importance for the discussion of

3This is an implication of the mathematical properties discussed in Sec. 3.
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Sec. 3.1. The validity of the Smoluchowski equation for colloidal dy-
namics can be questioned for short time scales (cf. Ref. [51]), but it is
generally believed to be correct on long time scales. The crossover is
given by the ‘Brownian’ time it takes a colloidal particle to relax its
momentum to equilibrium. For typical hard-sphere like colloids, this
time is about 5 or more orders of magnitude smaller than the time scale
relevant for the diffusional motion. Thus the requirement of separated
time scales entering the Smoluchowski description should be well ful-
filled. Only for highly charged colloids, doubt has been cast upon the
applicability of the Smoluchowski equation [53].

Since we are in this work mainly concerned with colloidal suspensions,
let us write down the equations of motion applying to such systems
where the short-time dynamics can be regarded as Brownian. It is
possible to derive equations analogous to the ones given above [54, 55],
but additional care has to be taken not to mistreat the 1/z pole of the
glass transition. One gets the analogue of Eq. (2.18a),
(2.21)

Φ(q, z) = −
[
zS(q)−1 − S(q)−1 [iτ (q) +M(q, z)]−1

S(q)−1
]−1

.

The matrix τ (q) characterizes the short-time decay through Φ(q, t) =
S(q)− τ (q)−1t+O(t2) and is assumed to be real and positive definite.
It is connected to the short-time collective diffusion constants D0

α by
ταβ = 1/(q2D0

α)δαβ . The symmetry of the correlation function with
respect to interchanging species indices now is no longer obvious from
time-inversion parity, but has to be proven separately [51]. For the
memory kernel M(q, z), the MCT approximations as above lead to the
same result as in the Newtonian case, Eqs. (2.18b–2.18d).

1.4. Coupled Quantities. Analogously to the one for M(q, z),
one can derive an approximation for the memory kernel of the transverse
currents, MT(q, t) = FT[Φ(t)](q). Similar to above one gets

(2.22a) FT
αβ [F ](q) =

1
2q2

n

xαxβ

∑
α′β′

α′′β′′

∫
d3k

(2π)3
V T
αα′α′′(~q~k~p)Fα′β′(k)×

× Fα′′β′′(p)V T
ββ′β′′(~q~k~p) .
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the only difference being the orthogonal projection in the vertex,

(2.22b) V T
αβγ(~q~k~p) = (êT

~q
~k)cαβ(k)δαγ + (êT

~q ~p)cαγ(p)δαβ .

Note that in this expression, the triplet correlation function drops out
exactly. Given the density correlators Φ(q, t) calculated from Eqs. (2.18),
Eqs. (2.22) can be readily evaluated.

Another quantity of interest is the self-motion of a tracer particle, quan-
tified by the correlator Φs(q, t) = 〈ns(~q, t)|ns(~q)〉, where ns(~q, t) =
exp[i~q~rs(t)] is the one-particle density of a tagged particle. Again,
the Mori-Zwanzig projector formalism gives a memory equation which
reads, for Brownian dynamics,

(2.23a) Φs(q, z) = −1
/[

z − q2/
[
(i/D0

s) + q2Ms(q, z)
]]
,

with the short-time diffusion constant D0
s . The MCT approximation

for Ms(q, t) can be inferred from Eq. (2.18c) by considering an (m+ 1)-
component mixture in the limit of one concentration going to zero,
xs → 0. Keeping only the dominant terms in the system size, one gets

(2.23b) Ms(q, t) =
n

q2

∑′

αβ

∫
d3k

(2π)3
Vs,αβ(~q~k)Φαβ(k, t)Φs(p, t) ,

with the tagged-particle vertex

(2.23c) Vs,αβ(~q~k) = (ê~q~k)csα(k)csβ(k) .

The prime at the sum indicates that summation over α = s and β = s
is omitted. The tagged-particle correlator is in the limit q → 0 con-
nected to the mean-squared displacement, δr2(t) =

〈
|~r(t)− ~r(0)|2

〉
, by

Φs(q, t) = 1 − q2δr2(t)/6 + O(q4) [44]. For a Brownian particle, it is
determined through

(2.24a) δr2(t) +Ds
0

∫ t

0

M̂s(t− t′)δr2(t′) dt′ = 6Ds
0t ,

with M̂s(t) = limq→0 q
2Ms(q, t),

(2.24b)

M̂s(t) =
1

6π2

∑′

αβ

∫ ∞
0

k4dk csα(k)csβ(k)csβ(k)Φαβ(k, t)Φs(k, t) .
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We will in particular discuss the long-time limit of the above equation,
which gives in the glass the localisation length rs of a particle,

(2.25) rs =
√

1
/

lim
t→0

M̂s(t) .

Since Ms(q, t) is given as a functional of the Φ(q, t), one calculates rs
directly from the glass form factors F (q).

1.5. Remarks. In the derivation of the MCT equations, short-
time contributions to the memory kernel arising from binary collisions
were neglected. It turns out to be an involved procedure to include
them correctly. A subtraction procedure has been proposed [20, 21]
since the inclusion of a regular short-time memory kernel in addition
to the MCT one results in a double-counting problem. We will refrain
from doing so, since a study of the mathematical properties of the MCT
equations brings out that the subtraction procedure possibly destroys
important features of the memory kernel. The glass-transition scenarios
we are interested in happen on much longer time scales and are thus
unaffected by the improper treatment of short-time effects.

A few remarks concerning the numerical solution of Eqs. (2.18) or (2.21),
(2.22), and (2.23) might be in order.

Strictly speaking, we are discussing wave-vector discretised models of
the MCT equations of motion, requiring q to be elements of some grid
with M points, implying some cutoff wave vector q∗. A numerical pro-
cedure for solving the MCT equations of motion has evolved during the
last ten or so years, grounding on the work of Fuchs, Götze, Hofacker
and Latz [56]. The resulting method is a straightforward but efficient
direct integration of the equations of motion in the time-domain. Since
the solutions are required over many decades of variation in the time
t, a specially adapted algorithm is used. Appendix A is devoted to an
overview of the numerical methods employed in this work.

2. Hydrodynamic Equations

For completeness, some equations from the hydrodynamic theory of
mixtures that are needed later on shall be explained in this section.
The underlying ideas are of course to be found in standard textbooks
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[44, 57], but usually, the discussion is based on phenomenological con-
stitutive equations, and the Green-Kubo relations connecting the trans-
port coefficients to microscopic correlation functions are only mentioned
for the one-component case [43, 44].

In the projection-operator formulation of the hydrodynamic equations,
one is guided in the choice of the set of variables one wants to single
out by the macroscopic conservation laws of the system. As the particle
numbers are conserved, one as above chooses nα(~q) to be in that set,
but due to momentum transfer between the species, it is inconvenient
to work with the number currents ~α(~q) here. Instead, one chooses the
total momentum current,

(2.26) ~J(~q) =
∑
α

mα~α(~q) .

The energy conservation law gives rise to the hydrodynamic heat modes,
but we shall not be concerned with them here. Their inclusion requires
one to include in the set of variables the enthalpy density H(~q), which is
the energy density orthogonalised with respect to the particle densities
using the Kubo scalar product. For a discussion of the resulting equa-
tions, we refer the reader to Ref. [58]. Götze and Latz [59] have argued
that for a description of supercooled liquids, a better choice of variable
instead of H(~q) is to take only the kinetic part of the energy density
E(~q); this program has been carried out in Ref. [59] for a one-component
system, but the generalisation to mixtures is straightforward (cf. [60]).
Thus one arrives at the hydrodynamic projection operator

(2.27) PHD = Pn +
∑
x=L,T

|Jx(~q)〉〈Jx(~q)|Jx(~q)〉−1〈Jx(~q)|

+ |T (~q)〉〈T (~q)|T (~q)〉−1〈T (~q)| ,

where, as above,

(2.28) Pn =
∑
αβ

|nα(~q)〉〈n(~q)|n(~q)〉−1
αβ〈nβ(~q)|

is the projector onto the number densities, and the temperature fluctu-
ations are defined as T (~q) = (1− Pn)E(~q) [59]. As usual, the vectorial
current has been split into a part longitudinal and transversal to ~q.

The static quantities appearing in the resulting equations can in the
limit q → 0 be connected to thermodynamic derivatives. Hereby it is
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convenient to work in the grand-canonical ensemble. Note that since
for any variable â, ∂〈â〉/∂µα = (N/kBT )〈â|N̂α〉, where N̂α = Nα(~q =
0) is the particle number operator and µα denotes the corresponding
chemical potential, we immediately get the connection for the static
structure factor by setting â = N̂β :

(2.29)
∂µα
∂Nβ

∣∣∣∣
T,V,{Nβ̄}

=
kBT

N
S−1
αβ (q = 0) ,

where {Nβ̄} denotes the set of all Nγ with γ 6= β. In particular, one sees
that stability of the system with respect to density fluctuations requires
the above matrix to be positive definite; in general, S(q) � 0, where
� denotes positive definiteness:

∑
αβ y

∗
αSαβyβ ≥ 0 for all complex yα.

Passivity, i.e. thermodynamic stability, also requires the long-time limits
of the density correlations in the glass to be positive definite, F (q) � 0.

The macroscopic mechanic stability of the system is quantified by the
elastic moduli. Rewriting the thermodynamic derivative in the above
equation to one at fixed pressure p instead of fixed volume, one gets a
relation involving the isothermal compressibility κT = 1/M0

L [44],
(2.30)
M0

L = (nkBT )
∑
αβ

xαβxαS
−1
αβ (q=0)xβ = nkBT

(
1− n

∑
αβ

xαcαβ(0)xβ
)
,

the latter due to Eq. (2.11). M0
L is the longitudinal elastic modulus the

liquid exhibits.

The viscosities of the liquid are given in terms of correlation functions
by the Green-Kubo relations involving the total mass current [58]; the
longitudinal viscosity is

(2.31) η
L

= lim
z→0

lim
q→0

1
q2

n

kBT

〈
QHD L JL(~q)

∣∣RQHD L JL(~q)
〉
,

with the projector orthogonal to the hydrodynamic variables QHD =
1− PHD. Similarly, the shear viscosity reads

(2.32) η = lim
z→0

lim
q→0

1
q2

n

kBT

〈
QHD L JT(~q)

∣∣RQHD L JT(~q)
〉
.

The evaluate these expressions within MCT, we need to reformulate
these relations to include the MCT projectors P and Q. This is easily
done by noting that, neglecting temperature fluctuations, the difference
does not matter in Eqs. (2.31) and (2.32) since 〈~(~q)|L ~J(~q)〉 = 0 =
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〈 ~J(~q)|L ~J(~q)〉. Furthermore, in the limit q → 0 for a conserved quantity,
one can replace R(z) by the projected resolvent R′(z) [59]. Recalling
Eqs. (2.18) and (2.22), one gets

(2.33) η(z) = (nkBT ) lim
q→0

∑
αβ

xαM
T
αβ(q, z)xβ ,

the generalised frequency-dependent shear viscosity; an analogous ex-
pression for the longitudinal viscosity holds.

At the glass transition, the correlation functions coupling to the den-
sity develop a nontrivial long-time limit, which implies a 1/z pole for
small frequencies also in the frequency-dependent viscosities. Hence, an
additional contribution in the longitudinal modulus ML coming from
the arrest of the structure occurs in the glass, ML = M0

L + δML, where
second term is given by

(2.34) δML = (nkBT ) lim
q→0

∑
αβ

xαFαβ [F ,F ](q)xβ .

The glass is also, as opposed to the liquid, characterised by a finite shear
modulus

(2.35) δMT = (nkBT ) lim
q→0

∑
αβ

xαFT
αβ [F ,F ](q)xβ .

Inserting Eq. (2.18c) into Eq. (2.34) and Eq. (2.22a) into Eq. (2.35) or
(2.33), the q → 0 limit can be performed analytically. Each element of
Mαβ(q, t) diverges like 1/q2, but noting

(2.36)
∑
α

Vαβγ(~q~k~p) = (q/k)
(
kcβγ(k) + (ê~q~k)2c′βγ(k)

)
+O(q2)

with c′αβ(k) = ∂kcαβ(k), one derives
∑
βMαβ(q, t)xβ = O(q0). Explic-

itly, the result reads
(2.37a)

δML/(nkBT ) =
∑

α′α′′β′β′′

∫ ∞
0

dk Vα′α′′β′β′′(k)Fα′β′(k, t)Fα′′β′′(k, t) ,

with the glass form factor F (q) and

(2.37b) Vα′α′′β′β′′(k) =
nk2

4π2
×

×
(
cα′α′′(k)cβ′β′′(k) + 2

3kc
′
α′α′′(k)cβ′β′′(k) + 1

5kc
′
α′α′′(k)kc′β′β′′(k)

)
.
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The expression for the shear modulus in the glass is quite similar, but
involves only a (c′)2 term in the vertex,

(2.38) δMT/(nkBT ) =
n

60π2

∫ ∞
0

dk k4 tr
[
(c′ · F )2

]
(k) ,

or, for the shear viscosity discussed later on

(2.39) η/(nkBT ) =
n

60π2

∫ ∞
0

dt

∫ ∞
0

dk k4 tr
[
(c′ ·Φ)2

]
(k, t) .

Equations (2.37), (2.38) and (2.39) are used for the numerical calcula-
tion of the moduli and viscosities.

For colloidal suspensions, the viscosities are composed of a part solely
due to the colloidal particles, and terms that stem from interaction with
the solvent and a ‘background’ solvent viscosity. The latter is usually
neglected in theoretical work by considering only ‘osmotic’ compres-
sion of the colloidal particles. Neglecting further the hydrodynamic
interactions, one arrives at the equivalent Green-Kubo relations as for
molecular systems [61]. The quantities are then sometimes referred to
as the ‘relative’ viscosities that are independent on effects of the sus-
pending medium. We will in the following use the term ‘viscosity’ to
implicitly mean this relative viscosity for colloidal suspensions.





CHAPTER 3

Discussion of MCT Equations

1. Complete Monotonicity

We shall discuss now some mathematical properties of the MCT solu-
tions that could be proven to hold for Brownian short-time dynamics.
There, one has a number of properties of correlation functions that
are direct consequences of the time-evolution operator L of the system,
which is here taken to be the Smoluchowski, or, more generally, any
negative definite operator iS.

In such cases, one has the spectral decomposition exp[iS t] =
∫
e−γtdPγ

with eigenvalues γ ≥ 0, and Pγ denoting the projector onto the corre-
sponding linear subspace. In other words, one can represent Φ(q, t) as

(3.1) Φαβ(q, t) =
∫
e−γtdaαβ,q(γ) ,

where a is a measure that is concentrated on the nonnegative real axis.
It is symmetric in α, β, and positive, daq(γ) � 0, in the sense that
for any set of complex numbers yα, the measure y∗αdaαβ,q(γ)yβ is posi-
tive. A function having this property is called completely monotone.
Due to the Bernstein theorem [62, 63], this is equivalent to having
(−1)l∂ltΦ(q, t) � 0 for all l ≥ 0. In the Laplace domain, we get

(3.2) Φ(q, z) =
∫
−1

z + iγ
daq(γ) .

One immediately checks four properties from Eq. (3.2), viz.: (i) Φ(q, z)
is analytic for z ∈ C \ iR−, obeys (ii) Φαβ(q, z)∗ = −Φαβ(q,−z∗), (iii)
limz→i∞Φαβ(q, z) = 0, and (iv) Re Φ(q, z) � 0 for Re z < 0. Here,
the real and imaginary parts of a matrix have to be defined as usually
done in linear algebra, e.g., ReA = (A + A+)/2, where A+ is the
Hermitean conjugate. For Eq. (3.2), the nontrivial inverse also holds,

21
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i.e. properties (i) to (iv) are sufficient to guarantee a function to be
completely monotone ([62], Section 5, Theorem 2.6). The spectrum then
Φ′′αβ(q, ω) = Im Φαβ(q, z=ω+i0) then is a superposition of Lorentzians,

(3.3) Φ′′αβ(q, ω) =
∫

γ

ω2 + γ2
daαβ,q(γ) .

Passivity of the system already implies the spectrum to be positive,
which is readily checked from the above formula. For completely mono-
tone functions, one also has that the long-time limits [cf. Eq. (2.7)] of
the correlators exist. If this quantity is nonvanishing, the spectrum
displays an elastic contribution πFαβ(q)δ(ω).

It appears nontrivial, that approximations made in the course of solv-
ing the equations of motion of the many-particle system will lead to
solutions obeying the mentioned properties. Complete monotonicity is
a subtle feature, especially for matrices. We believe it is a strong argu-
ment for MCT that one can actually prove that it preserves this feature,
even no matter what one takes the coupling constants to be. This kind
of well-formedness is a fundamental consequence of the mathematical
structure of the MCT equations, Eqs. (2.21) and (2.18b)–(2.18d), and
has already been known for one-component systems [64]. By and large,
the basic ideas of the proof remain the same, but some arguments have
to be modified in the case of matrices. We only give a brief overview
sketching the important ideas here and refer to Ref. [A8] for details.

A few notational issues are to be added. We denote the C∗ algebra of
m ×m matrices, equipped with standard matrix multiplication and a
Hermitean scalar product, byA. From elements aq ∈ A, we form vectors
a = (aq)q=1,...M ∈ A

M . The label q plays the role of the wave vector
on a discretised finite set q = 1, . . .M . Then, all matrices appearing
in the equations to be discussed are elements of AM . If one defines
all matrix operators over A to work elementwise in q, and introduces
the maximum norm ‖a‖ = maxq ‖aq‖, again AM is turned into a C∗

algebra. We call elements a ∈ AM+ ⊂ AM positive, written a � 0, if
aq � 0 holds for every q; similarly we use a � 0 or a � b, the latter
meaning a − b � 0. Note that the norm preserves the ordering thus
imposed, i.e. for a � b we have ‖a‖ ≥ ‖b‖. The subset AM+ is called the
positive cone of AM . Many details of the proofs presented below draw
upon the fact that the matrices of interest are indeed elements of AM+ .
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1.1. Existence of a Unique Completely Monotone Solution.
For a discussion of mathematical properties, it is useful to write the
MCT memory kernel of Eq. (2.18c) in a more transparent form by in-
troducing super-indices a = (α′α′′), b = (β′β′′):

(3.4) Mαβ(q, t) =
∑
~k>~p

Vαa(~q,~k~p) [Φ(k, t)⊗ Φ(p, t)]ab Vβb(~q,~k~p)
∗ ,

where ⊗ denotes a tensor product in the space of species indices. It
preserves positive definiteness, i.e. the tensor product of two positive
definite matrices again is positive definite, as can easily be seen in the
corresponding eigenbasis. Now one sees that the vertices V merely play
the rôle of arbitrary test “vectors” in the definition of positive definite-
ness. Therefore, M(q, t) is positive definite provided Φ(q, t) is positive
definite for all q, and one can easily prove by induction the statement
(−1)l∂ltM(q, t) � 0, i.e. that M(q, t) is completely monotone. Let us
define a symmetric mapping on the space of positive matrices AM+ ,

(3.5) Fαβ [F ,G] =
1
2

∑
~k>~p

Vαa [F ⊗G+G⊗ F ]ab V
∗
βb ,

which obeys F [F ,F ] ≡ F [F ]. With this, the mapping F [F ] is seen to
preserve the semi-ordering �: since F [F ,G] � 0 for F ,G � 0 and F is
symmetric in F and G, we have F [F ]−F [G] = F [F +G,F −G] � 0
if F −G � 0. In fact, F [Φ(t)] is a so-called absolutely monotone func-
tion of Φ (basically a polynomial with “positive” coefficients only), and
the composition of an absolutely monotone function with a completely
monotone one is again completely monotone [63].

Let us mention that in the above line of reasoning, the precise form
of the vertices V is not even needed. In this sense, all results pre-
sented in this section are stable, since they immediately follow from the
mathematical structure of the equations, not requiring specification to
a certain parameter regime. Recall that the vertices can in most cases
not be evaluated exactly, since one has to invoke approximations for
the static structure quantities whose errors are of unknown size. The
mathematical structure of the MCT equations ensures that nevertheless
the results remain physical.

The existence and uniqueness of a completely monotone solution to the
MCT equations of motion now is proven through construction of an
iteration scheme, Φ(n)(t), n = 0, 1, 2, . . ., as follows. Write M (n)(t) =
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F [Φ(n)(t)], and assume Φ(n) to be completely monotone. By the above
results, the same holds for M (n), and in particular, its Laplace trans-
form has the properties (i) to (iv) of Eq. (3.2). Now define

(3.6) Φ(n+1)(z) = −
[
zS−1 − S−1

[
iτ +M (n)(z)

]−1

S−1

]−1

.

Then Φ(n+1) again fulfills properties (i) to (iv) of Eq. (3.2). This is
easily checked for (i) to (iii). Property (iv) can be shown in two steps.
First, define K(z) by

(3.7)
[
iτ +M (n)(z)

]
K(z) = −1 .

One then has, suppressing superscripts (n) for brevity,

(ReM(z))(ReK(z))− (τ + ImM(z))(ImK(z)) = −1 ,(3.8a)

(ReM(z))(ImK(z)) + (τ + ImM(z))(ReK(z)) = 0 .(3.8b)

In general, these standard formula for the real and imaginary parts
of products do not hold for matrices, but they apply here since the
matrices (iτ +M(z)) and K(z) in fact commute. Eliminating ImK(z)
in the first equation using the second one, one finds for Re z < 0 that
ReK(z) � 0. But we have

(3.9)
[
zS−1 + S−1K(z)S−1

]
Φ(z) = −1 ,

and the procedure used to treat Eq. (3.7) can be repeated with Eq. (3.9),
eliminating Im Φ(z) to give Re Φ(z) � 0 for Re z < 0, which is the
desired result. Thus we have shown that Φ(n)(t) with some completely
monotone starting point, Φ(0)(t) = exp

[
−(Sτ )−1t

]
S, say, defines a

sequence of completely monotone functions normalised to Φ(t = 0) = S.

Equation (2.21) reads in the time domain

(3.10) τ Φ̇(t) + S−1Φ(t) +
(
M ∗ Φ̇

)
(t) = 0 ,

where we have introduced the abbreviation for the time-domain convo-
lution, (f ∗ g)(t) =

∫ t
0
f(t− t′)g(t′)dt′. With this, the iteration defined

above can be written as

(3.11a) Φ(n+1)(t) = S +
∫ t

0

K
[
Φ(n)(t′),Φ(n)(t− t′),Φ(n+1)(t′)

]
dt′ ,

where

(3.11b) K[x,y,z] = τ−1
(
F [x]S −

(
S−1 + F [y]

)
z
)
.
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Now one constructs a sequence Xn(t) = ‖Φ(n+1)(t)−Φ(n)(t)‖/‖S‖ and
restricts the time t and the vertices V to some finite closed domain.
Assuming a Lipschitz constant for K, the sequence Xn(t) is proven
to converge uniformly to zero and thus the sequence Φ(n)(t) to con-
verge to the unique solution Φ(t) of Eq. (3.10). The solution depends
smoothly on all control parameters for any fixed finite time interval
0 ≤ t ≤ T <∞. It furthermore is completely monotone, since the cor-
responding Φ(n)(z) by application of the continuity theorem for Laplace
transforms [65] converge towards a completely monotone function Φ(z)
that is the Laplace transform of the limiting function Φ(t). Note that
the smoothness does not necessarily hold on infinite time intervals, thus
the long-time limit F of the solutions needs not depend smoothly on
the control parameters. Indeed, MCT brings out discontinuous changes
in F caused by bifurcation singularities.

In summary, this proves that the MCT solutions Φ(t) andM(t) unique-
ly exist and are, for colloidal dynamics, completely monotone functions.
In particular, this also ensures that derived quantities such as the vis-
cosities, Eqs. (2.33), are positive.

1.2. Glass Form Factors. We shall now look in more detail into
the quantity F (q). Since the Laplace transform possibly has a pole at
zero frequency, Φ(z) = −F /z + {smooth}, Eq. (2.21) implies that the
form factor is a solution of

(3.12) S − F =
[
S−1 + F [F ]

]−1
.

In general this equation has several solutions, e.g. F = 0 trivially satis-
fies Eq. (3.12). It is also clear that the long-time limit Φ(t→∞) must
be a positive symmetric solution of this equation. We shall prove it to
be the maximal solution with respect to the semi-ordering � defined on
AM+ .

To see this, first recall that the MCT functional preserves this semi-
ordering, and that for F � G � 0, one finds G−1 − F−1 � 0. If we
introduce a continuous mapping on the set of positive matrices by

(3.13) I[F ] = S −
[
S−1 + F [F ]

]−1
,

it is clear that again I is positive and preserves the semi-ordering. Then
by induction the sequence F (n+1) = I[F (n)], n = 0, 1, . . ., starting with
F (0) = S � 0 is monotone and bounded, S � F (n) � F (n+1) � 0,
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n = 1, 2, . . ., and thus converges to some fixed point F ∗ � 0 which is a
solution of Eq. (3.12).

Suppose now there is some other positive symmetric fixed point F ∗∗.
With this we introduce the mapping F → F̃ defined by F = F ∗∗ + F̃ ,
which maps F = F ∗∗ to F̃ = 0, and S � 0 to S̃ = S − F ∗∗ � 0. The
mapping is covariant in the sense that F̃ = Ĩ[F̃ ] holds iff F = I[F ],
provided one defines Ĩ by Eq. (3.13) with ˜ applied to all quantities,
and

(3.14) F̃ [F̃ ] = F [F ]−F [F ∗∗] .

The mapping Ĩ inherits the properties of I noted above. Thus the
sequence F̃ (n) = F (n)−F ∗∗ defined with the F (n) given above converges
to some positive fixed point F̃ ∗ that obeys F̃ ∗ = F ∗ − F ∗∗ � 0, and
thus F ∗ � F ∗∗ for any given fixed point F ∗∗. We can summarize that
F ∗ is a maximum fixed point in the sense that it is larger than all
other positive definite, symmetric solutions of Eq. (3.12) with respect
to the semi-ordering �. The iteration scheme defined by I converges
to this maximum fixed point, provided the iteration is started with the
upper limit S. Let for the rest of this section Ĩ be defined with setting
F ∗∗ = F ∗.

Indeed, this maximum fixed point is the correct long-time limit of the
correlation function. Since Φ(t) is completely monotone, limt→∞Φ(t) =
G exists. Similarly, Φ̃(t) has a long-time limit G̃ obeying G = F ∗+ G̃,
thus G � F ∗. On the other hand one can integrate the time-domain
equations of motion, Eq. (3.10), in order to get S−1G+ F [G](G− S)
since all time derivatives of completely monotone functions must vanish
for long times, ∂ltΦαβ(t → ∞) → 0. Thus the equation determining
G is equivalent to Eq. (3.12), and one has G � F ∗, from which one
concludes G = F ∗.

The linearisation of Ĩ and thus S̃F̃S̃ shall be called C, such that
I[F + f ] − I[F ] = C[f ] + O(f2), dropping tildes in the remainder.
Obviously, C is a positive linear map on AM in the sense that C[f ] � 0
for all f � 0. We shall furthermore assume that the mapping C has no
invariant subspaces. Such an assumption is plausible from the physical
picture of the MCT approximation since it states that correlations for all
wave vectors are coupled. Then, C is a so-called irreducible mapping on
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a C∗ algebra, and for it there holds a generalised Perron-Frobenius the-
orem [66], stating in particular that there exists a non-degenerate max-
imum eigenvalue r to which there corresponds a uniquely determined
eigenvector z � 0. For all other eigenvalues λ, there holds |λ| ≤ r,
and if |λ| = r but λ 6= r, then the corresponding eigenvector eλ 6� 0.
This theorem is better known for the one-component case, where C is
equivalent to a matrix Cqp all of whose elements are positive [67]. A
direct proof for the multi-component case is sketched in Appendix B.

If we suppose r = 1 + δ with some δ > 0, we have F [ξz] � (1 +
δ)S−1ξzS−1 with some real ξ > 0. If we set F̂ (0) = ξz and define
a sequence F̂ (n) = S−1F (n)S−1 with F (n) = I[F (n−1)], n = 1, 2, . . .,
we find after some straightforward algebra that F̂ (1) � F̂ (0) � 0 for ξ
sufficiently small. It follows that the sequence F̂ (n) is monotone and
bounded, thus converges to some fixed point F̂# � 0. But this implies
the existence of some fixed point F# � F ∗ of the original mapping
I (without tilde), in contradiction to the maximum principle proven
above. We conclude that δ > 0 cannot hold.

Thus the mapping C has a maximum eigenvalue r ≤ 1. Inspection
of Eq. (3.13) tells that (1 − C) plays the rôle of the Jacobian for the
implicit equation for F . We therefore distinguish regular points V for
which r < 1 from the ‘critical’ manifold Vc for which r = 1. Quanti-
ties evaluated at such critical points will be marked with superscripts
c. Upon smooth changes of the input parameters, F = F ∗(V) exhibits
bifurcations at these critical points, identified within MCT as the ideal
glass transition singularities. These are the common liquid-glass tran-
sition points, where typically F shows a discontinuous jump from zero
to nonzero values, caused by the appearance of new AM+ solutions to
Eq. (3.12). In addition, r = 1 also can describe discontinuous transitions
from one glassy state to another, so-called glass-glass transitions.

The non-degeneracy of r implies that MCT glass transitions are always
bifurcations of the A` type, according to the classification of Arnol’d
[68]. This fact was previously known for simple one-component sys-
tems, and is hereby extended to mixtures and, because of the identical
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structure of the resulting equations, also to molecular systems in the
site-site description [69].1

1.3. Divergence at the Critical Point. One can establish the
existence of convergent power series of Φ both for short times and, at
regular points, for small frequencies. The latter follows from the fact
that all moments of Φ̃(t),

(3.15) Φn :=
∫ ∞

0

tnΦ̃(t) dt ,

and similarly of M̃(t), exist as long as r < 1. Since the proofs are rather
technical, we omit them here and refer to Ref. [A8].

A direct consequence is the relation for the zeroth moments, to be ob-
tained from the equations of motion, Eq. (2.21), as

(3.16) Φ0 = SτS + SM0S .

Suppose now that also at the critical point ‖Φc
0‖ < ∞, which directly

implies ‖M c
0‖ < ∞. Then the above equation must hold with super-

scripts c. But on the other hand, the linearisation Cc of S̃cM̃ cS̃c has
a unique eigenvector H = zc � 0 belonging to the critical eigenvalue
r = 1, and a corresponding left eigenvector Ĥ � 0 obeying

(3.17) tr (ĤCc[f ]) = tr (Ĥf) .

Here we have defined a trace operator on AM+ by tr (AB) =
∑
q,αβ

Aq,αβBq,αβ . It obeys tr (AB) ≥ 0 for A,B � 0 since two positive
definite matrices can be simultaneously diagonalised. Thus we get
tr (ĤS̃cM̃ c(t)S̃c) = tr (ĤΦ̃c(t))+f(t) with some f(t) ≥ 0. Integrating
both sides with respect to t and applying to Eq. (3.16) at the critical
point, we get the contradiction tr (ĤΦc

0) > tr (ĤΦc
0). Thus, the zeroth

moment at critical points, Φc
0, cannot exist. Since ‖

∫ T
0

Φ̃c(t) dt‖ is a
monotonically increasing function with T , one concludes that ‖Φc

0‖ =∞
as well as ‖M c

0‖ =∞.

At noncritical points, however, the existence of a convergent power series
for small frequencies implies a final exponential relaxation [65],

(3.18) Φ(t)− F ∗ = O(e−γ0t) ,

1Molecular systems, however, obey Newtonian rather than Smoluchowski dy-
namics. Given the numerical evidence [70, 71, A1], it seems a safe assumption that

the long-time dynamics is identical in both cases.
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i.e. there exists a minimum relaxation rate γ0. The above result shows
that at the critical point, no such minimum rate exists, γc0 = 0, and thus
the critical correlators do not decay exponentially. Indeed, asymptotic
expansions as presented below suggest that one can identify a time scale
that diverges upon approaching a critical point.

2. Asymptotic Expansions

In this section, we develop a further extension to mixtures of mathemat-
ical results on the MCT equations that have been worked out earlier for
the scalar one-component case. It deals with an asymptotic description
of the correlators close to the glass transition.

Starting point for an analytic approach to Eq. (3.20) is the observation
that the correlation functions Φ(q, t) close to the glass transition show
a certain time window where they are in some sense close to the plateau
given by the long-time limit of the critical correlator, F c(q). One thus
splits

(3.19) Φ(q, t) = F c(q) + Φ̃(q, t)

and develops an asymptotic expansion of Φ̃(q, t), identifying ‖Φ(q, t)−
F c(q)‖ as a small quantity.2 Since the central ideas in obtaining the
asymptotic results are not changed with respect to the one-component
case, we refer the reader to Ref. [5] for a thorough discussion and stick
to a brief description of the key results in order to clarify notation
here. To the author’s knowledge, the results for mixtures have not been
published before.

The programme is to first carry out the procedure for the solution at
the critical point, where one obtains the power law of the so-called
critical decay. Next, the long-time limit off the critical point is expanded
in terms of some small parameter σ that specifies the distance to the
critical point, and whose precise form has to be determined along the
way. Finally, we give a full asymptotic solution for Φ(q, t) valid on a
time-scale tσ that is determined from the obtained results so far.

2For the one-component normalised φ(q, t) with φ(q, t = 0) = 1, the differ-

ing conventions φ(q, t) = fc(q) + (1 − fc(q))2φ̃(q, t) [5] and φ(q, t) = fc(q) + (1 −
fc(q))φ̃(q, t) [72] have been used because of their advantage of resulting in nor-

malised φ̃(q, t). This results in trivial differences in the definitions of the asymptotic

quantities discussed below that hamper comparison.
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We assume that the underlying bifurcation in F (q) is of type A2, which
is also the case discussed in Ref. [5]. For other possible singularities of
type A`, a different expansion applies [72], among other things replacing
the power laws obtained here by logarithmic decay laws. We further-
more denote all results in a form special to bilinear memory kernels,
F [F ] = F [F ,F ], as this is the relevant case for the microscopic model
study in this work. The generalisation to finite polynomials of higher
degree is straightforward.

The, for colloidal dynamics rigorous, assumption that the time deriva-
tives of Φ(t) vanish at sufficiently long times, t� t0, leads to a simpli-
fication of the equations of motion. We adopt for the most part of this
section the notation introduced above and omit explicit mention of the
q dependence in matrix quantities and write

(3.20) Φ(t) = SM(t)S − d

dt
S(M ∗Φ)(t) ,

which serves as the starting point for the development of the asymptotic
expansion.

The reader familiar with the results of Refs. [5, 6, 72] may note that we
do not absorb the time-zero quantity S(q) in some normalisation. Since
S(q) drifts smoothly across the transition, it changes terms of linear
order in σ. Since the asymptotic expansion as a result of the bifurcation
start with O(

√
|σ|), the leading-order asymptote is not affected by this

difference. We also employ different conventions for some quantities, as
long as it seems more convenient to do so in the case of matrices.

2.1. Critical Decay. Let us start with an expansion of the critical
correlator as a power-law series,

(3.21) Φc(t) = F c +H(t/t0)−a +
∞∑
n=2

H(n)(t/t0)−na .

Inserting into Eq. (3.20) and making use of the definition of Euler’s
Gamma function (ignoring for the moment possible problems associated
with its poles),

(3.22)
d

dt

∫ t

0

(t−t′)−xt′−y dt′ = t−x−y
Γ(1− x)Γ(1− y)

Γ(1− x− y)
=: t−x−yβx,y ,

one determines the expansion coefficients by separating terms of equal
powers in t−a. To order t0, one regains the Eq. (3.12) for the critical
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glass form factor F c(q). In next order, the coefficient H(q) is deter-
mined as

(3.23a) H − 2(Sc − F c)Fc[F c,H](Sc − F c) = 0 .

This is nothing but the critical Perron-Frobenius eigenvector of the lin-
ear map discussed above, H = Cc[H], also called the ‘critical ampli-
tude.’ As it turns out to be convenient, let us fix H and the corre-
sponding right-eigenvector Ĥ uniquely by requiring the normalisations

tr
(
ĤH

)
= 1 ,(3.23b)

tr
(
ĤH(Sc − F c)−1H

)
= 1 .(3.23c)

With aid of all previous results, to each subsequent order one can write
down an equation for the coefficients of the form (1−C)[H(n)] = I(n),
with some inhomogeneity I(n). As the calculation is straightforward
but increasingly tedious for higher orders, we give only an exemplary
result,

(3.24) (1−C)[H(2)]

= (Sc−F c)Fc[H,H](Sc−F c)− 2(Sc−F c)Fc[F c,H]Hβa,a .

One now splits H(n)(q) into a sum of a homogeneous and a particular
solution, for example

(3.25) H(2)(q) = κH(q) +K(q) ,

obeying tr (ĤK) = 0. From this, a solubility condition for the previous
order arises by applying the trace operator to get 0 = tr (ĤI(n)). In
particular,

(3.26) λ = tr
(
Ĥ(Sc − F c)Fc[H,H](Sc − F c)

)
,

where we have introduced λ = βa,a. We restrict ourselves in the dis-
cussion of A2 singularities to λ < 1. The power a of the asymptotic
expansion is thus determined as

(3.27) λ =
Γ(1− a)2

Γ(1− 2a)
.

To order t−3a, one gets the solubility condition fixing κ as

(3.28) κ =
λζµ− ξ
λ− µ

=
ζΓ(1− a)3 − ξΓ(1− 3a)

λΓ(1− 3a)− Γ(1− a)Γ(1− 2a)
,
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where we have set µ = βa,2a = β2a,a and

ζ =
1

2λ
tr
(
Ĥ(Sc−F c) {Fc[H,H]H(3.29)

= 2λ tr() +2Fc[F c,K]H + 2Fc[F c,H]K}
)
,

ξ = tr
(
Ĥ(Sc−F c)Fc[H,K](Sc − F c)

)
.(3.30)

Altogether, we arrive at the result for the critical decay law,

(3.31) Φc(q, t) = F c(q) +H(q)(t/t0)−a
(
1 + κ(t/t0)−a

)
+K(q)(t/t0)−2a +O(t/t0)−3a .

Note that the κ defined here is equivalent to the quantity denoted κ(a)
in Ref. [5]. K(q) is the solution of Eq. (3.24) perpendicular to the
critical eigenvector, to be evaluated by applying the resolvent of 1−C
to the left-hand side of that equation.

2.2. Long-Time Limit. For coupling constants slightly away from
the critical ones, we assume a regular variation in all external quantities
and write

(3.32) S(q) = Sc(q) + σS(1)(q) +O(σ2)

and similar for F , with some small parameter σ used for order count-
ing. The essence of the bifurcation is that the long-time limit of the
correlation functions F shows a singular variation with σ and can be
expanded in powers of

√
σ for σ > 0, viz.:

(3.33) F = F c +
√
σH̄ +

∞∑
n=2

σn/2H̄
(n)

.

This expression is inserted into Eq. (3.12), conveniently reformulated as
F = SF [F ](S − F ).

Again, the zeroth order is the correct equation for F (q), and in first
order in

√
σ one finds that H̄ is proportional to the critical eigenvector

of the stability matrix, H̄ = h ·H. To order σ, one gets

(3.34)

(1−C)[H̄(2)] = (Sc−F c)Fc[H̄, H̄(Sc−F c)−2(Sc−F c)Fc[F c, H̄]H̄

+ (Sc − F c)Sc−1 {SF [F c,F c](S − F c)}O(σ) ,



3.2. ASYMPTOTIC EXPANSIONS 33

where we have {AB}O(σ) = (AB −AcBc)/σ to linear order in σ. In
this case, a splitting of homogeneous and particular solutions of the
form

(3.35) H̄
(2)(q) = κ̄H(q) + K̄(q)/(1− λ)

with tr
(
H̄K̄

)
= 0 is convenient. Furthermore, we set h = 1/

√
1− λ to

get the equation for σ,

(3.36) σ = tr
(
Ĥ(Sc−F c)Sc−1 ×

{SF [F c,F c](S−F c)− ScFc[F c,F c](Sc−F c)}
)
.

The quantity κ̄ is fixed evaluating the third order, which gives with the
definitions

ζ̄ = tr
(
Ĥ(Sc−F c)

{
Fc[H,H]H + 2Fc[F c, K̄] + 2Fc[F c,H]K̄

})
,

(3.37)

ξ̄ = tr
(
Ĥ(Sc−F c)Fc[H, K̄](Sc−F c)

)
,

(3.38)

the solubility condition

(3.39) (1− λ)κ̄ =
2ξ̄ − ζ̄

2(1− λ)
+

1
σ

tr
(
Ĥ(Sc − F c)Sc−1 ×

{SF [F c,H](S − F c)− ScFc[F c,H](Sc − F c)}
)

− 1
2σ

tr
(
Ĥ(Sc − F c)Sc−1 {SF [F c,F c]H − ScFc[F c,F c]H}

)
.

Combining the above results yields the final expression for the asymp-
totic behavior of the glass form factor,

(3.40) F (q) = F c(q) +H(q)
√

σ

1− λ

(
1 +

√
σ

1− λ
κ̄

)
+

σ

1− λ
K̄(q) +O(σ3/2) .

Again we note the connection to Ref. [5]; there, κ̄
√

1− λ was denoted
κ, and the K̄q defined there is equivalent to our K̄(q)/H(q)/(1− λ) in
the one-component case.
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2.3. β Scaling Regime. With some at first undetermined time
scale tσ that marks the window where Φ(q, t) is close to F c(q), we now
write for rescaled times t̂ = t/tσ,

(3.41) Φ(t̂tσ) = F c +
√
|σ|G(1)(t̂) +

∞∑
n=2

|σ|n/2G(n)(t̂) .

Similar to above, the first order leaves us with the condition thatG(1)(t̂)
be parallel to H, thus

(3.42) G(1)(q, t̂) = H(q)g(t̂) .

This is the celebrated factorisation theorem of MCT, which predicts that
in leading order close to the glass transition, all correlation functions,
when properly rescaled, collapse onto the same master curve, g(t̂), for
times of order tσ; the β scaling regime.

From the next order in σn/2 we get as a solubility condition the equation
determining g(t̂). In detail, using the above result,

(3.43) (1−C)[G(2)(t̂)] =

(Sc−F c)Fc[H,H](Sc−F c)(g(t̂))2−2(Sc−F c)Fc[F c,H]H
d

dt̂
(g∗g)(t̂)

+ (Sc − F c)Sc−1 {SF [F c,F c](S − F c)}O(σ) /|σ| .

Thus we get

(3.44)
d

dt̂
(g ∗ g)(t̂) = λ(g(t̂))2 + sgnσ ,

the well-known β scaling equation of MCT [73]. Comparing with the
expansion for the critical correlator, the initial condition is fixed to
g(t̂) ∼ t̂−a, t̂→ 0. Since on the other hand, (t/tσ)−a must be regular in
σ, due to the general properties of the solutions, we find taσ ∼ 1/

√
|σ|.

Absorbing prefactors into the time scale t0, we set tσ = t0|σ|−1/2a. Thus
the time scale diverges on both sides of the transition. As a further
nontrivial result is the emergence of a second power law from Eq. (3.44)
for σ < 0. There, the solution at long times varies as −B(t/tσ)b for
t� tσ, the so-called von Schweidler law. The exponent b is given again
by Eq. (3.27), replacing a by −b. Together with this, a second time
scale t′σ emerges, the ‘α’ scaling time. Considering the MCT solutions
as functions of t/t′σ, one can derive the scaling law for the ‘α’ relaxation
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process [4, 55]. t′σ is fixed by requiring H
√
|σ|B(t/tσ)b = H(t/t′σ)b,

and thus one gets

(3.45) t′σ = (t0/B)|σ|−γ , with γ = 1/(2a) + 1/(2b).

The constant B has to be determined from matching the asymptotic so-
lutions and depends only on λ; its values have been tabulated [73]. For
practical purposes and to discuss the q-dependence of the relaxation,
one can introduce an ‘α’ time scale τφ,αβ(q) for a correlation function
φαβ(q, t) as specifying 90% of the decay from its plateau value fαβ(q),
i.e. φαβ(q, τφ,αβ(q)) = 0.1fαβ(q). Upon approaching the glass transi-
tion, all these ‘α’ relaxation times will diverge according to the same
power law with exponent γ, Eq. (3.45)

Let us proceed with the higher orders of Eq. (3.41). G(2)(t̂) can be split
into homogeneous and particular solutions in the same spirit as above.
Straightforward calculation brings out the solution to be of the form

(3.46) G(2)(t̂) = H
(
h(t̂) + (sgnσ)ν

)
+K

(
(g(t̂))2 − (sgnσ)/(1− λ)

)
+ K̄(sgnσ)/(1− λ) .

Here, h(t̂) is the correction-to-scaling master function [74, 75], deter-
mined from the next order in G(n)(t̂),

(3.47) λg(t̂)h(t̂)− d

dt̂
(g ∗ h)(t̂) = λζ

d

dt̂
(g2 ∗ g)(t̂)− ξ(g(t̂))3 ,

which is complemented by the initial condition h(t̂) ∼ κt̂−2a as t̂ →
0. In principle, ν is also fixed through a solubility condition in next
order, but it can be determined easier by requiring that all asymptotic
expansions discussed up to now match. Using g(t̂ → ∞) = 1/

√
1− λ

and h(t̂→∞) = −(λζ − ξ)/(1− λ)2 for σ > 0, one gets

(3.48) ν =
κ̄

1− λ
+

λζ − ξ
(1− λ)2

,

and the β scaling expression for Φ(q, t) including next-to-leading order
corrections is

Φ(q, t) = F c(q) +H(q)
(√
|σ|g(t̂) + |σ|h(t̂) + σν

)(3.49a)

+K(q)
(
|σ|(g(t̂))2 − σ

1− λ

)
+

σ

1− λ
K̄(q) +O(|σ|3/2) .(3.49b)
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The asymptotic description presented above is parameter-free in the
sense that for all quantities appearing in Eqs. (3.31), (3.40), and (3.49)
are given by microscopic expressions. The only exception is the time
scale t0 marking the crossover from the ‘microscopic’ to the structural
relaxation regime. For t0, in general no analytic expression in terms
of the microscopic parameters is known. It has to be determined from
matching the long-time limit of the asymptotic solution at the critical
point, Eq. (3.31), to the numerical solution at long times.

It is convenient for numerical calculations to chose microscopic pa-
rameters such that the time scale t0 marking the crossover from the
“microscopic” to the structural relaxation regime falls into the range
10−2 < t0 < 1.

3. Equations of Structural Relaxation

The term structural relaxation is commonly applied to the long-time
dynamics close to a glass transition. As numerical evidence from the
solutions of the MCT equations and, independently of MCT, computer
simulation results [70] suggest, the short-time dynamics enters in this
regime merely by setting the global time scale t0. The results of Sec. 3.1
lend justification to the term “structural relaxation” since one expects
the correlation functions in this regime to be superpositions of decaying
exponentials only.

To separate more clearly the effects of structural relaxation from those
of short-time dynamics, one can invent modifications of the MCT equa-
tions of motion that replace the transient short-time dynamics with
some simpler model; although this procedure is not free from ambi-
guity. One approach is to drop small-z terms in the Laplace domain
[71], but one can also drop derivatives in the time-domain and specify
(divergent) initial conditions [A1]. We briefly give an extension of the
approach followed in Ref. [A1] to matrices. It will be useful when later
studying the effect of composition change on the relaxation towards the
plateau value.

Introducing normalised correlation functions φ(q, t) = S−1/2(q)Φ(q, t)×
S−1/2(q) and memory kernels m(q, t) = S1/2(q)M(q, t)S1/2(q), the
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equations of structural relaxation, Eq. (3.20), are written as

(3.50a) φ(q, t) = m(q, t)− d

dt
(m(q) ∗ φ(q))(t) .

This set of integro-differential equations is complemented by specifying
initial conditions in the form

(3.50b) φ(q, t→ 0) ∼ x(q)(t/t∗)−x ,

extending Eq. (3.20) to all times t. The exponent is connected to the
maximum power n of Φ occurring in the memory kernel by x = 1/(n+1).
This form of the initial variation is motivated by the observation that
this way, the highest-order term in t−x exactly cancels, since d

dt

∫ t
0
(t−

τ)−nxτ−xdτ = 0. There exists then a special case of a q-independent
one-component (but nontrivial) MCT model, where an exact solution
of Eq. (3.50) for all t can be given in closed form [A1]. The time scale
t∗ as well as a set of initial amplitudes, x(q), remain undetermined in
this approach. Since we intend to use this structural relaxation model
in order to disentangle influences of external parameters, i.e. of S(q),
on the structural and on the short-time part of the MCT solutions, let
us specify x(q) = 1 and t∗ = 1 as the simplest choice independent of
S(q).





CHAPTER 4

Binary Hard-Sphere Mixtures

In this chapter, the MCT results for statical and dynamical quantities
of binary hard-sphere mixtures (HSM) close to the glass transition shall
be discussed. Much of the discussion is in fact stimulated by recent ex-
periments [8] which will be discussed in more detail in Sec. 5. These
guide us in selecting the specific part of the parameter regime to inves-
tigate. In particular, we will provide explanations for the three mixing
effects found in Ref. [8] to occur when going over from a one-component
to a binary system containing up to 20% smaller spheres by volume: (i)
a shift of the glass transition to higher packing fractions, (ii) an increase
in the plateau values of the correlation functions at intermediate times,
connected to an increase in the glass form factors, and (iii) a slowing
down of the initial part of the relaxation towards this plateau.

1. Description of the Model

Let dα, α = A,B, denote the particle diameters. For hard-sphere sys-
tems, it is convenient to express the number density n as the fraction of
the system’s volume occupied by the spheres, the so-called packing frac-
tion ϕ. For each species, ϕα = (π/6)(xαn)d3

α, with ϕ =
∑
α ϕα. The

thermodynamic state of a binary hard-sphere mixture is characterised
by three control parameters, which we choose to be the total packing
fraction ϕ, the size ratio δ = dB/dA ≤ 1, and the packing contribution
of the smaller (B) species x̂B = ϕB/ϕ. We will in the following use
the word ‘composition change’ (or ‘mixing’) to mean a variation (an
increase) of x̂B for fixed ϕ and δ. This choice parallels the presentation
of many experimental data; it implies the number concentration of the

39
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B particles to vary as

(4.1) xB =
x̂B/δ

3

1 + x̂B(1/δ3 − 1)
.

As mentioned in the introduction, in the case of extreme size ratios there
appears a percolation threshold for the motion of the small particles in
the glass formed by the large ones. This transition and its precursor
phenomena shall not be considered here. The MCT calculations by
Bosse and coworkers found a critical size ratio δc ≈ 0.15 [29], indeed
close to the result expected from purely geometrical arguments, δc ≈
0.154 [76]. Our discussion focuses on size ratios 0.6 ≤ δ ≤ 1, which
avoids this case of extreme size ratios.

Required as input for a calculation of the MCT vertices, Eqs. (2.18d)
and (2.22b), are the matrices of direct correlation functions, cαβ(q),
and static triplet correlation functions, c(3)

αβγ(~q,~k). Since MCT does not
aim to build a theory for these quantities, they have to be taken from
another source. For a discussion of the hard-sphere mixtures, static
structure input shall be taken from the Percus-Yevick (PY) closure to
the solution of the Ornstein-Zernike (OZ) integral equations. It has the
advantage of yielding simple analytical formulæ for the direct correla-
tion functions in an arbitrary N -component mixture of hard spheres (cf.
Refs. [77, 78]; explicit expressions for cαβ(q) are given in Appendix C).
More accurate closures to the OZ equations are known, most aiming at
better thermodynamic consistency, at the cost of introducing adjustable
ad hoc parameters that have to be taken from simulation data. A no-
table exception for hard spheres is the Martynov-Sarkisov closure [79],
generalised to mixtures by Ballone et al. [80], which also proceeds with-
out adjustable parameters. It is found to be more accurate than the PY
one, at the expense of breaking down at high densities. Yet, one knows
from the one-component MCT that improvements aiming at thermody-
namic consistency have little influence on the glassy dynamics [5]. In
addition, the quality of any of these approximations at the desired high
packing fractions is, unfortunately, unknown. For PY, one can say that
the agreement with simulation data is fair for binary mixtures, at least
about as good as in the one-component case, albeit larger errors can
occur for smaller values of δ than studied here [80, 81].

Numerical solutions for the HSM have, unless stated otherwise, been
obtained setting the number of wave vectors to M = 200, on a grid
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given by qdA = q̂ ·∆q + q0, q̂ = 0, . . . ,M − 1, and with ∆q = 0.4 and
q0 = 0.2. With M = 100, this is the discretisation used earlier for the
one-component hard-sphere system [5]. The implied cutoff wave vector
q∗dA = 39.8 was found there to be sufficiently large as to avoid quali-
tative cutoff dependencies of the solutions in the structural relaxation
regime. To ensure the same for δ ≥ 0.5, the number M had to be
doubled in this work.

Short-time diffusion coefficients were chosen to obey the Stokes-Einstein
law, D0

α ∝ d−1
α . Since it is convenient for numerical calculations to have

the microscopic time scale t0 in the range 10−2 < t0 < 1, we fix the unit
of time by D0

α = 0.01/dα.

2. Glass-Transition Diagram

Cuts through the liquid-glass transition manifold for different fixed size
ratios δ are depicted in Fig. 4.1. To assure that the results do not
qualitatively depend on the discretisation used, we show as well the glass
transition points calculated with M = 600, ∆q = 0.4/3, q0 = 0.2/3.
Also included for δ = 0.6 is the result of a calculation with M = 100
(implying halved cutoff wave vector; the parameters of Ref. [5]); one
infers that for x̂B . 0.3 this discretisation would be sufficient to produce
reasonable results.

For fixed size ratio δ . 0.65, the critical packing fraction first increases
upon increasing x̂B. Since x̂B = 0 and x̂B = 1 both represent monodis-
perse hard-sphere systems, one gets ϕc(x̂B =0) = ϕc(x̂B =1). Thus the
liquid-glass transition lines for δ . 0.65 exhibit a maximum at some
intermediate value of x̂B. This effect can be regarded as a direct ana-
logue of the well-known depletion-attraction effect that is present in
the system at small δ [82]. The presence of the small particles intro-
duces an effective attraction between the large ones that is of entirely
entropic origin. Previous MCT studies have shown that such short-
ranged attraction stabilises the liquid phase with respect to glass for-
mation [83, 84, A5] (and also compared to the solid state, as found
by perturbation techniques [85]). Thus we have identified effect (i) of
Ref. [8] as a general mixing effect. It is a commonplace in engineering
literature that the introduction of smaller components into a system
typically drives the system further into the liquid phase; an effect some-
times called ‘plasticising.’ Therefore let us call the effect found here
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Figure 4.1. (a) Liquid-glass transition diagram of a binary
hard sphere mixture for size ratios δ = 0.6 (diamonds), 0.7
(squares), and 0.8 (circles), plotted as critical total packing
fraction ϕc versus packing contribution of the smaller species,
x̂B = ϕB/ϕ. Full lines are guides to the eyes. The dashed
(dotted) lines indicate results obtained by tripling the number
of grid points (halving the cutoff wave vector); see text for
details. (b) Transition diagram as in (a), but plotted versus
the number concentration of the smaller species, xB = NB/N ,
related to x̂B by Eq. (4.1).
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an entropically induced plasticisation effect. (Justification for the use
of the word plasticising shall become clearer when discussing viscosity
data below.)

For less-disparate-sized mixtures, the theory predicts an inversion of
this plasticisation effect. An example is shown in Fig. 4.1 for δ = 0.8,
where a decrease of ϕc with increasing x̂B up to some minimum point is
observed. Similar MCT results for a binary soft-sphere mixture [19] are
in accordance with this finding. It means that the introduction of disor-
der due to a small size polydispersity of the particles stabilizes the glass
state. This finding can be compared to experimental results of Hender-
son and van Megen [86]. These authors investigated hard-sphere like
colloidal suspensions in order to discuss polydispersity effects. Their
systems show bimodal particle size distributions that can be approx-
imated by binary hard-sphere mixtures with δ ≈ 0.8 and xB ≈ 0.2.
The glass transition was found to occur at 0.566 < ϕg < 0.577 in the
mixture, while for the less polydisperse (‘one-component’) system the
boundaries determined from the (non)decay of the correlation functions
were 0.574 < ϕg < 0.581 (cf. Table I of Ref. [86]). Given the known
underestimation of the one-component system’s critical packing frac-
tion within MCT, this observed trend is compatible with our result.
Since the liquid-glass transition diagram is not symmetric with respect
to x̂B ↔ (1− x̂B), there even occur cases 0.65 . δ . 0.8 for which one
gets ‘S’-shaped transition lines, in the figure exemplified by δ = 0.7.

The magnitude of the (anti-)plasticisation effect can be quantified by
the relative change of ϕc with respect to the one-component case,

(4.2) ∆ϕc(δ) = (ϕc(δ, x±B)− ϕc0)/ϕc0 ,

where ϕc0 ≈ 0.5159 is the critical packing fraction of the one-component
system, and x±B are the points at which a maximum or a minimum oc-
curs in ϕc(xB) for fixed δ. The resulting values are plotted in Fig. 4.2.
We have checked that the results for δ < 0.5 do not change significantly
if the cutoff wave vector is doubled to q∗dA = 158.8. Also shown in
Fig. 4.2 are data taken from Ref. [87]. There, the results of several ex-
periments for random-loose packings (RLP) in two-component steel-ball
mixtures have been presented in the same way. Random-loose packing
is operationally defined as the packing fraction of the random packing
obtained when pouring spheres into a container. Typically, subsequent
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Figure 4.2. Maximum relative increase and decrease of the
critical packing fraction, ∆ϕc(δ), according to Eq. (4.2), as a
function of the size ratio δ (crosses), together with experimen-
tal data for random loose packing (triangles, reproduced from
Ref. [87], cf. text). For the MCT critical packing fraction val-
ues, two symbols are noted for those δ, where a maximum and
a minimum different from the δ = 1 value could be identified.

shaking densifies the packing further, while still maintaining its random-
ness, until the so-called random-close packing (RCP) is reached. Such
random structures are since long believed to be of relevance for the un-
derstanding of liquid structure (see e.g. [88]), although precise theoreti-
cal definitions exist neither of RLP nor of RCP (cf. [89]). Nevertheless,
the reported values can be taken as a quantisation of a geometrical mix-
ing effect, i.e. of modifications of the random cage structure. The fact
that the variation of ∆ϕc with δ agrees with the experimental findings
on a similar quantity support the conclusion that MCT is able to cap-
ture the change in the average cage structure induced by the presence
of a second component.

Note that we get, as is anticipated from Fig. 4.1, negative values for
0.65 . δ < 1. Interestingly, a study of RCP in a mixture with δ ≈
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Figure 4.3. Total structure factor, S(q) =
∑
αβ Sαβ(q), in

Percus-Yevick approximation for binary mixtures with ϕ =
0.515 and x̂B = 0.2; at δ = 1.0 (solid line), 0.8 (chain-dotted
line), and 0.6 (dashed line).

0.91 found a minute decrease in RCP when compared with the one-
component system [90]. In Ref. [87], no such effect is discussed, but it
is noted that there seems to be no observable change on the random
packing in this region of δ. The cited work also reports xB-dependent
data for ϕRLP, where one can identify a maximum at about xB ≈ 0.8
for δ = 0.6 and δ = 0.5. This coincides well with the maximum position
found in our glass-transition diagram, Fig. 4.1(b).

Above said suggests that the change of the glass-transition point with
composition can in principle be understood by looking at the geometri-
cal structure of the system. This information is reflected by the static
structure factors, which comprise the relevant input for the MCT vertex
in Eq. (2.18d). In particular, it is understood that the q-vector region
around the first sharp peak in S(q) is important for explaining the MCT
glass transition in hard-sphere systems [1]. Fig. 4.3 shows this region for
the total structure factor, S(q) =

∑
αβ Sαβ(q), at fixed packing fraction

ϕ = 0.515 and composition x̂B = 0.2, and different δ. One notices, be-
sides a well known mixing effect for q → 0, two trends, viz.: a decrease
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Figure 4.4. Partial pair correlation functions gAA(r) and
gAB(r) of binary hard-sphere mixtures at ϕ = 0.516, x̂B =
0.2, and different δ within the Percus-Yevick approximation:
δ = 0.9 (solid lines), 0.8 (chain-dotted lines), and 0.6 (dashed
lines). Curves for gAA(r) have been shifted up by 1.0 for clarity.

in the peak height and an increase in its wings with decreasing δ. The
interplay between these two trends is responsible for the shift in ϕc. At
larger δ, the increase in the wing is dominant and stabilizes the glass,
i.e. it reduces ϕc with respect to the one-component system. But at
δ . 0.65, the reduction in peak height, equivalent to a weakening of the
intermediate-range order, overwhelms this trend. This effect stabilises
the liquid, i.e. increases ϕc. In all cases, the peak position shifts to
higher q, indicating that, on average, particles are closer together in
the mixture than in the one-component system. This is typical for the
introduction of effective attractive interactions [A5].

Another way of looking at the local structure of the HSM is provided
by the partial pair distribution functions, gαβ(r). These have been
obtained numerically within the Percus-Yevick approximation as indi-
cated in Appendix C, and results are shown in Fig. 4.4 for gAA(r) and
gAB(r), again at fixed ϕ and x̂B for various δ. Here, both quantities
vary more or less in phase for δ & 0.7, indicating that the local ordering
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of the one-component system is only slightly disturbed. For smaller δ,
the one-component system’s structure is modified more severely, since
gAA(r) and gAB(r) no longer vary in phase. This can particularly be
seen in the region 1.2 ≤ r/dA ≤ 2. One can speak of the emerging
anti-phase variation of gAA(r) and gAB(r) as a ‘chemical ordering’ ef-
fect, responsible for the shift of the glass transition to higher packing
fractions. Only for sufficiently small δ do the small particles start to fill
the ‘holes’ left by the packing of the larger ones; a picture that is com-
monly alluded to in the discussion of plasticising effects (based on early
calculations for extreme size disparities [76, 91]. Note that however this
“hole-filling” starts to occur at values of δ still much higher than the
δc ≈ 0.15 calculated from a closest packing of the large spheres since
the glass transition occurs at packing fractions considerably lower than
the close-packing values.

Let us stress that the variation of ϕc with concentration, while being
small in total, nevertheless has a large impact on the dynamics close
to the glass transition. This holds since relaxation times of the liquid
in this region depend strongly on the distance to the critical packing
fraction, cf. Sec. 3.2. We shall recur to this point later on.

3. Glass Form Factors

The spontaneous arrest of density fluctuations within the glass state is
quantified by the glass form factors Fαβ(q). As explained in Sec. 3.2,
their critical values F cαβ(q) are of particular importance since they spec-
ify the so-called plateau values of the correlation functions in the liquid
near the liquid-glass transition.

The diagonal elements f̂αα(q) of the normalised quantities

(4.3) f̂αβ(q) = Fαβ(q)/
√
Sαα(q)Sββ(q)

are the Debye-Waller factors for the distribution of species α. In the
limit x̂B → 0, f̂BB(q) approaches the spatial Fourier transform of the
density distribution of a single localised B particle; it is the Lamb-
Mößbauer factor fsB(q) of a B particle in a hard-sphere system of A
particles, i.e. of a tagged particle with diameter δ in units of the sur-
rounding spheres’ diameter. Similarly, for x̂B → 1, f̂AA(q) goes over to
the Lamb-Mößbauer factor of an A particle immersed in a hard-sphere
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system of B particles, i.e. of a tagged particle with diameter 1/δ in units
of the surrounding spheres’ diameter.

Let us discuss the results for these quantities in the binary HSM by
looking at two representative cases, viz.: δ = 0.8 (small size dispar-
ity) and δ = 0.6 (large size disparity), that show anti-plasticising and
plasticising behaviour in Fig. 4.1, respectively.

Fig. 4.5 shows the critical Debye-Waller factors for small size disparity,
δ = 0.8, and various x̂B. One notices an increase of the values with
increasing x̂B for almost all q. This result can be rationalised in a
simple manner. With no second species present, f̂cAA(q) matches the
Debye-Waller factor of the one-component system, fc(q), shown by the
full line in the upper panel of Fig. 4.5. As explained above, f̂cAA(q)
crosses over to the tagged-particle quantity fs,cA (q) of a bigger sphere
in a surrounding fluid of smaller ones as x̂B → 1. At q → 0, particle
conservation and momentum relaxation for the tagged particle require
fsA(q → 0) = 1 [4]. By interpolation, one gets an increase in f̂cAA(q) at
small q with increasing x̂B. For large q, on the other hand, the Debye-
Waller factor in a one-component system is closely oscillating around
the Lamb-Mößbauer factor of a tagged particle with equal diameter;
the Lamb-Mößbauer factor in turn is reasonably well approximated by
a Gaussian, fs(q) = exp[−(qrs)2], where rs is the particle’s localisation
length [6]. The localisation length becomes the smaller the bigger the
radius ds of the tagged particle is with respect to the radius d of the
surrounding spheres [6]; in particular one gets for a tagged particle
of diameter ds/d = 1/0.6 (1/0.8, 1, 0.8, 0.6) the value rcs/d = 0.041
(0.056, 0.075, 0.095, 0.136). This implies that the distribution of the
f̂cAA(q) is broader in the limit x̂B → 1 than in the limit x̂B → 0 as
long as δ < 1. Indeed, one infers from Fig. 4.5 that the distribution
monotonically broadens with increasing x̂B. The curves for intermediate
x̂B can at large q be approximated fairly well by a simple interpolation
between the bordering one-component cases. We demonstrate this in
the upper panel of Fig. 4.5, where the chain-dotted line represents such
an interpolation,

(4.4) f̂cAA(q) ≈ fc(q) + (fs,cA (q)− fc(q))x̂B ,

for x̂B = 0.6 and q > 6/dA. The interpolation works even better for
smaller x̂B (not shown).
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Figure 4.5. Critical glass form factors f̂cαα(q) =
F cαα(q)/Sαα(q) of a binary hard-sphere mixture with size ra-
tio δ = 0.8, for the large particles (α = A, upper panel) and for
the small particles (α = B, lower panel). The packing contri-
butions of the small spheres are x̂B = 0 (solid lines), 0.05 (plus
symbols), 0.2 (diamonds), 0.6 (circles), and 1.0 (dashed lines).
In the upper panel, also results for x̂B = 0.01 (crosses) and 0.1
(squares) are shown at small q. The chain-dotted line in the
upper panel demonstrates the linear interpolation between the
cases x̂B = 0 and x̂B = 1, Eq. (4.4), for qdA & 6.
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The change of f̂cBB(q) can be understood along the same lines. In this
case, it is the localisation length of a smaller sphere in a surrounding of
big ones that matters. This yields a width of this distribution, fs,cB (q),
approached for x̂B → 0, smaller than the one of the x̂B → 1 case, fc(q).
Such an effect can be seen in the lower panel of Fig. 4.5 for q & 7/dA,
where the f̂cBB(q) decrease with decreasing x̂B. Altogether, the same
rise in f̂BB(q) results for large q as found in the AA case. A crossover
is naturally given by the size of the A particles, qdA ≈ 2π. Based on
the above argument, one expects at smaller q the inverse trend, namely
an increase of f̂cB(q) with decreasing x̂B. Yet, this is only found for
5 . qdA . 7. Instead one notices that for q → 0, the f̂cBB(q) for all
x̂B ≤ 0.6 follow closely the result for x̂B = 0, i.e. they are still close
to unity at small q. But this effect is merely a consequence of the
normalisation chosen here, since it is dominated by changes in SB(q) at
small q.

To corroborate this, we show in Fig. 4.6 the diagonal elements of the
matrix-normalised glass form factors at the transition, with the normal-
isation given by

(4.5) f(q) = S(q)−1/2F (q)S(q)−1/2 .

This normalisation properly takes into account the changes in the nor-
malisation matrix S(q) upon composition change; furthermore it en-
sures f(q) to be a symmetric, positive definite matrix. Indeed one
identifies for its diagonal elements fcαα(q) the same general trends as
discussed above for the f̂cαα(q). Especially at small q, the behaviour
expected from the above reasoning more clearly shows. fcBB(q) nicely
displays the reversion of decrease vs. increase with increasing x̂B, with
crossover qdA ≈ 2π.

The above argument only makes use of the fact that δ < 1, but not of
the precise ratio of localisation lengths. Since δ > 1 can be mapped to
δ 7→ 1/δ < 1 with interchange of particle labels, A↔ B, it is thus quite
general in binary HSM. Fig. 4.7 shows the scenario for δ = 0.6, i.e.
for a larger size disparity, and indeed one recognizes the same trends
as above. Here, the deviations of f̂cBB(q) from the tagged particle’s
fs,cB (q) set in faster with increasing x̂B than it was the case for δ = 0.8.
But one has to keep in mind that for smaller δ, equal changes in x̂B

induce larger changes in the number concentration xB, cf. Eq. (4.1).
The description of f̂cAA(q) as a simple interpolation between fs,cA (q) and
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Figure 4.6. Matrix-normalised critical glass form factors
fcAA(q) (upper) and fcBB(q) (lower panel) from Eq. (4.5) for
size ratio δ = 0.8. Symbols as in Fig. 4.5; the x̂B = 0.01 curve
has been omitted for clarity.

fc(q), Eq. (4.4), as explained above is not as good as it was above (not
shown), indicating that this simple picture quantitatively only works for
δ not too different from unity. The normalisation-induced behaviour
at small q in f̂cBB(q) is much more pronounced due to the fact that
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Figure 4.7. Critical glass form factors f̂cAA(q) and f̂cBB(q) of
a hard-sphere mixture with size ratio δ = 0.6; other parameters
and symbols as in Fig. 4.5.

the structure factor undergoes more severe changes at δ = 0.6 than at
δ = 0.8, cf. Fig. 4.3.

Let us mention in addition that for both δ, the trend noticed for the
diagonal elements is also found for f̃AB(q) = FAB(q)/SAB(q), a quantity
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that has sometimes been discussed in the literature [8, 20]. This holds,
provided one is sufficiently far away from those q where a divergence
due to vanishing SAB(q) occurs.

Such an increase of the glass form factors f̂cαβ(q) for all αβ and several
q upon mixing has also been observed by Williams and van Megen in a
dynamic light scattering experiment for δ = 0.6 and values qdA < 7 [8].
There, the f̂cαβ(q) can be read off from the partial dynamical scattering
functions on the liquid side close to the glass transition. Since these
plateau heights are, sufficiently close to ϕc, independently of ϕ given by
f̂cαβ(q), one expects the effect of increasing f̂cαβ(q) to be largely indepen-
dent of the precise procedure of ‘mixing’. This identifies the effect (ii)
mentioned at the beginning of this chapter as a second general mixing
effect in binary HSM. Especially at small q, the increase of f̂cAA(q) in
a binary mixture can be quite pronounced. In a molecular dynamics
computer-simulation study, Zaccarelli et al. [92], studied a mixture of
hard-sphere particles that were supplemented by a short-ranged square-
well attraction each. In the limit of small attraction strength, a hard-
sphere mixture is approached, and also in this case, the normalised glass
form factors are significantly higher than expected for a one-component
system. The quantity studied there (Fig. 14 of Ref. [92]) corresponds
to the f̂AA(q) discussed here.

Typical scattering experiments, however, do not measure the partial
correlation functions Φαβ(q, t). Rather, one measures a sum weighted
with the scattering amplitudes bα(q) [52, 93],

(4.6) φm(q, t) =
1
Nq

∑
αβ

bα(q)Φαβ(q, t)bβ(q) ,

where Nq is some normalisation constant we choose to satisfy φm(q, t =
0) = 1. From this, we get the corresponding normalised form factor,

(4.7) fm(q) =
[∑
αβ

bα(q)bβ(q)Fαβ(q)
]/[∑

γδ

bγ(q)bδ(q)Sγδ(q)
]
.

If one assumes colloidal particles that are ideal uniform spheres with a
difference in refractive index ∆n = n0 − n with respect to that of the
solvent, n, one gets for the single-particle form factors [52],

(4.8) bα(q) ∝ d3
α

(qdα)3

(
sin(qdα/2)− qdα

2
cos(qdα/2)

)
,
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omitting uninteresting prefactors. In particular, ∆n is absorbed in the
normalisation. This expression for bα(q) shall be taken in the follow-
ing as a generic choice for simplicity. In fact, most colloidal particles,
especially those with hard-sphere like interactions, have a core-shell
structure that could better be described by two concentric homoge-
neous spheres with different indices of refraction [94]. The bα(q) in this
case read

(4.9) bα(q) ∝ d3
α

(qdα)3

[
∆n ·

(
sin(qdα/2)− qdα

2
cos(qdα/2)

)
+∆ns ·

(
sin(qdα/2)− qdα

2
cos(qdα/2)

− sin(qdα/2− ql) +
q(dα − 2l)

2
cos(qdα/2− ql)

)]
,

where ∆ns = ns − n0 is the difference of the shell’s refractive index ns
to the one of the particle’s core, and the shell thickness is l. The above
expression sensitively depends on the three refractive indices occurring
[95], thus it is less amenable to a discussion of general trends. Let us
therefore evaluate Eqs. (4.6) and (4.7) with Eq. (4.8) inserted to be able
to proceed without making further assumptions about the relation of
refractive indices within the particles and the solvent.

Fig. 4.8 shows a plot of the thus obtained fm,c(q) as a function of compo-
sition at fixed wave vector q = 3.4/dA for different δ. This demonstrates
that both the addition to a monodisperse system of a small amount of
smaller spheres as well as of a small amount of larger spheres (repre-
sented by the right part of the plot) gives rise to an increase in fm,c(q)
upon mixing. The increase remains as well for other, in particular
smaller q (not shown). The wave vector chosen for the plot in Fig. 4.8
roughly corresponds to the minimum of fc(q) in the one-component sys-
tem; here the increase is most pronounced. Such an effect is apparent in
the above mentioned study of Henderson and van Megen [86]. Among
the hard-sphere like suspensions studied in this reference, there are two
bimodal systems that can be approximated by hard-sphere mixtures
with δ ≈ 0.83 and x̂B = 0.1, and δ ≈ 0.73 and x̂B = 0.9. In both cases,
the obtained experimental dynamical data (Fig. 1 of Ref. [86]) shows
an increase in the measured plateau value.

As stated above (Sec. 2.2), the macroscopic mechanic stability of the
mixture is quantified by the elastic moduli. Figure 4.9 shows the results
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Figure 4.8. Normalised weighted form factor fm,c(q) evalu-
ated at the glass-transition points using Eqs. (4.7) and (4.8) for
different δ as a function of x̂B at fixed q = 3.4/dA.

for the jumps of the longitudinal and shear moduli at the critical points
of the binary HSM, together with the variation of the liquid longitu-
dinal modulus M0

L at the transition points. All quantities are shown
in units of (nkBT ) in order to more clearly reveal the effect of com-
position change. Note that the total density n of the system increases
with increasing x̂B and superimposes a rise in the moduli one could call
an ‘ideal mixing’ contribution. This ideal mixing value is in given by
the values of the one-component system, δM c

L ≈ 56.9 and M c
T ≈ 18.3,

shown as dashed lines in Fig. 4.9.

At intermediate x̂B, strong deviations from ideal mixing occur. For all δ
investigated here, the moduli decrease below their one-component val-
ues, indicating that the system becomes softer upon addition of smaller
spheres. The effect increases with decreasing δ and is of the order of
40% for δ = 0.6. It is partly connected with a corresponding increase in
compressibility, κ = 1/M0

L . Indeed, one observes for given δ minima in
all three quantities at roughly the same x̂B (not corresponding to the
minima or maxima in the glass transition diagram, Fig. 4.1). Since the
compressibility is evaluated from the q → 0 zero limit of the structure
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Figure 4.9. Isothermal longitudinal elastic modulus M0
L , and

the increase of the longitudinal and transversal elastic mod-
uli, δM c

L and M c
T, respectively, at the liquid-glass transition

points in units of nkBT as functions of the packing contribu-
tion x̂B of the B particles. Size ratios are δ = 0.8 (circles), 0.7
(squares), and 0.6 (diamonds). Chain-dotted lines marked with
corresponding symbols represent the longitudinal elastic mod-
ulus calculated from the BMCSL equation of state, see text
for details. The dashed lines indicate the ideal mixing values
evaluated from the one-component system.
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factor in Percus-Yevick approximation, cf. Eq. (C.12), one has to be
concerned about the thermodynamic inconsistency of the PY approxi-
mation. To ensure that the minima in the moduli are not implications of
an artifact of PY, we also show in Fig. 4.9 as chain-dotted lines the ther-
modynamic contribution calculated from the so-called BMCSL equation
of state for hard-sphere mixtures [96, 97], Eq. (C.13), explained in Ap-
pendix C. Reassuringly, the shapes of the curves are found to be very
similar to the ones obtained from PY, in agreement with similar com-
parisons [80]. The minima in the BMCSL compressibilities are in good
agreement with computer simulation data [98]. Apart from this ther-
modynamic contribution to the softening of the glass, mode-coupling
effects still are necessary to explain the moduli for δ = 0.6. This can
be inferred from the crossing of the M c

T- and δM c
L-versus-x̂B curves for

different δ that is absent in the M0
L -versus-x̂B curves.

Note that for a one-component system, a direct connection between the
measured critical glass form factor at vanishing wave vector, fc(q → 0),
and the jump of the longitudinal elastic modulus at the glass transition
exists: the larger fc(q → 0), the larger the jump in the mechanical
modulus, assuming prefactors to be constant. This is in general not the
case for mixtures, since here the measured quantities involve a different
weighted sum over the partial correlation functions, e.g. Eq. (4.7), than
the expressions for the mechanical moduli, e.g. Eq. (2.34). In fact, a
typical measurement can likely find increasing fm,c(q) due to mixing, as
was demonstrated in Fig. 4.8 and found in Ref. [86]. Nevertheless, this
is no indication of increasing mechanical stiffness, as can be inferred
from Fig. 4.9. Similarly, the q → 0 limit of the measured structure
factor looses its meaning of being proportional to the (isothermal) com-
pressibility [99].

A few remarks concerning the mathematically rather different MCT
equations used by Harbola and Das [38] are appropriate here: The
equations of motion used in the cited work differ from the ones we use
here, since Harbola and Das take the mass densities of the single species
and the total momentum current as the distinguished variables. As a
result, the matrix structure of the corresponding memory kernelM(q, z)
is trivial as it is determined from normalisation matrices alone. This
memory kernel is closed by an expression which resembles Eq. (2.18c)
with external indices α, β summed over. Furthermore, by choice of the
momentum instead of the velocity densities, the equations for the glass
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form factors of Ref. [38] keep an explicit mass-ratio dependence that is
absent in the theory discussed here, as was already stated above. The
numerical solutions shown in Ref. [38] display some striking differences
to the ones shown in Fig. 4.5 and 4.7, viz.: (i) they exhibit almost-
zeroes in the diagonal elements that are a direct consequence of the
oversimplified matrix structure of the equations used in Ref. [38] and
whose physical significance is unclear; (ii) the approach of f̂AA(q) to the
Debye-Waller factor f(q) for x̂B → 0 and to the Lamb-Mößbauer factor
fs(q) for x̂B → 1 cannot be made out and is indeed not contained in
the equations presented in Ref. [38]; (iii) the glass transition loci shift
to higher ϕ for all δ, and for certain composition ranges at δ ≤ 0.75,
Harbola and Das fail to find a glass transition. The latter point seems
unintelligible since one expects for any size ratio at least an arrest of the
large particles for some packing fraction. In addition, a glass transition
is found in experiment at δ = 0.6 and different compositions [8], which
includes the parameter regime where no glass transition is predicted by
the theory of Ref. [38].

Let us conclude this section with some results on the dynamics of a
tagged particle in the binary HSM. We introduce tagged particles of
species A and B. Since δ is above the percolation threshold, these tagged
particles become arrested at the glass transition of the host mixture.
Their localisation is characterised by the long-time limit of their mean-
squared displacement, Eq. (2.25).

The critical localisation lengths at the glass transition for binary HSM
with δ = 0.8 and δ = 0.6 are shown in Fig. 4.10. Note that they are
generally of the order of 10% of a particle’s diameter, in agreement
with the Lindemann criterion of melting [1, 44, 100]. The limiting
values for x̂B = 0 are the ones cited above, as are the ones for x̂B = 1,
though shown in the figure in units of dA and not of the surrounding
spheres’ diameter. Due to this, one expects a decrease in rcs(x̂B) with
increasing x̂B in all quantities shown. In the case of small size disparity,
δ = 0.8, the decrease is almost linear in x̂B, as is demonstrated through
the dashed lines in the upper panel of Fig. 4.10. These lines represent
the simple interpolation based on the relative packing contributions,
rcs(α, x̂B) ≈ rcs(α, 0) + (rcs(α, 1) − rcs(α, 0))x̂B. It being close to the
numerical results for δ = 0.8 explains why the analogous interpolation
for the glass form factors, Eq.(4.4), shown in Fig. 4.5 works rather well
in this case: remember that the localisation lengths set the width of
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Figure 4.10. Critical localisation lengths rcs of tagged parti-
cles of species A (open squares) and B (open circles) in a binary
hard-sphere mixture with size ratio δ = 0.8 (upper panel) and
δ = 0.6 (lower panel) as function of the packing contribution
of B particles, x̂B. The dashed and dotted lines indicate “ideal
mixing” predictions, see text for details. Approximations in the
spirit of the van der Waals one-fluid approximation (cf. text)
are shown as small filled circles. Solid lines are guide to the
eye.
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the corresponding f̂cαα(q) distributions. For the larger size disparity,
δ = 0.6, deviations from this “ideal mixing” arise. A tagged particle
of either species is localised better than would be expected from the
interpolation. Note that this is the case while at the same time the
overall compressibility of the mixture becomes smaller, as is apparent
from Fig. 4.9. This result might seem counter-intuitive at first, but
eludicates that in general, tagged-particle quantities like the former need
not have the same qualitative variation as coherent quantities like the
latter.

In the discussion of thermodynamics for mixtures, effective one-com-
ponent approximations are invoked from time to time to predict the
change of quantities upon mixing (see [44]). Among the popular ones
are the so-called van der Waals one-fluid (vdW1) [101] or the mean den-
sity approximation (MDA) [102], treating the hard-sphere mixture as
a perturbation around a pure reference system. The desired quantities
in the HSM are then calculated from an effective one-component hard-
sphere system with diameter dx, given by the so-called van der Waals
relation as d3

x =
∑
αβ xαxβd

3
αβ , where dαβ = (dα +dβ)/2. This approx-

imation can be picked up for a calculation of the localisation lengths as
well: we approximate rcs(α, δ, x̂B) by rcs of a tagged particle of size dα in
a one-component system with diameter dx ≡ dx(δ, x̂B). The results of
this approximation are shown in Fig. 4.10 for the α = A particles and
δ = 0.6 and 0.8 as the small filled circles. We find that it yields values
that are close to an interpolation that is linear in xB (and not x̂B as in
the one mentioned above). Such an interpolation is shown by the dotted
lines. It gives results that are generally worse than the ones obtained
from the linear-x̂B interpolation. It is expected that the vdW1/MDA
breaks down with increasing size disparity, and the general trend seen
in Fig. 4.10 underlines this. But one could expect that such a descrip-
tion applies for cases where x̂B is either small or close to unity, i.e.
where the second species is very dilute. Indeed, the approximation for
the localisation lengths inspired by the vdW1/MDA gives values that
are correct up to 10% for xB . 0.2 as well as for (1 − xB) . 0.2 and
generally predicts the correct trend.
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Figure 4.11. Matrix-normalised density correlation functions
φαβ(q, t) =

(
S−1/2(q)Φ(q, t)S−1/2(q)

)
αβ

for a binary hard-
sphere mixture with diameter ratio δ = 0.6, packing contri-
bution of small particles x̂B = 0.2, and wave vector q = 6.2/dA.
The labels 11, 12, and 22 indicate the three independent matrix
elements, and labels a to e correspond to total packing frac-
tions ϕ = 0.518, 0.519, 0.5195, 0.52, and 0.525, respectively.
The dashed horizontal lines indicate the long time limit for the
critical point, ϕc ≈ 0.5196, and the dotted curves correspond
to an (matrix-)exponential decay.

4. Dynamics: General Features

It has been discussed above that close to a glass transition singular-
ity, the dynamics of glass-forming systems follows an in many aspects
universal scenario. This scenario has been discussed at length for one-
component systems [5], and the results summarised in Sec. 3 assure
that these universal results are shared by the dynamics of the discussed
mixtures.
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We will therefore not discuss in detail the universal aspects of the glass
transition scenario in the binary HSM, involving the presence of a two-
step decay with time scales that diverge as a transition point is ap-
proached. We merely demonstrate by one example what these qualita-
tive features of the glassy dynamics are. To do so, we show in Fig. 4.11
the normalised correlation functions φ(q, t) = S−1/2(q)Φ(q, t)S−1/2(q)
for a binary mixture with δ = 0.6 and x̂B = 0.2, at different pack-
ing fractions as indicated in the caption. As stated above, we have
set D0

α = 0.01/dα; the wave vector is chosen as qdA = 6.2. The solid
lines correspond to the three different matrix elements of φ(q), and each
triplet of curves that relax towards zero at roughly the same time be-
longs to the same packing fraction. The correspondence is also indicated
by the labels a to e. One sees that upon approaching the glass tran-
sition, i.e.approaching a point with Perron-Frobenius eigenvalue unity,
a two-step process emerges, with a plateau value given asymptotically
by the critical glass form factor f c(q). The elements of this matrix are
drawn in Fig. 4.11 as dashed horizontal lines on the right.

The power-law divergence of the relaxation time can be noted in Fig.
4.11; remember that the change in packing fraction from b to c is even
smaller than that from a to b, yet the change in relaxation time is much
more pronounced. To demonstrate that the glassy dynamics is anoma-
lously slow, Fig. 4.11 also contains as dotted lines a correlation function
decaying as a ‘single’ exponential, φ(0)(q, t) = S−1/2(q) exp[−(S(q)×
τ (q))−1t]S1/2(q). By virtue of the results proven in Sec. 3.1, all func-
tions shown in the figure are completely monotone. Note that while
therefore the two diagonal elements are positive and monotonically de-
creasing for all times t, both needs not be true for the off-diagonal
element.

Let us focus now and in the following on the general, but nonuniversal,
features of the glassy relaxation in the binary HSM. To demonstrate the
effects of composition changes, we investigate a horizontal cut through
the transition diagram of Fig. 4.1 corresponding to fixed total packing
fraction ϕ = 0.515. This value, slightly below the glass transition value
for the one-component hard-sphere system, is chosen to mimic typical
experimental setups (cf. Ref. [8]). As above, the two cases δ = 0.6 and
δ = 0.8 shall be discussed as representative ones.
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Figure 4.12. Normalised partial density correlation functions
φ̂αα(q, t) = Φαα(q, t)/Sαα(q) for α = A, B of a binary hard-
sphere mixture with size ratio δ = 0.8 for fixed ϕ = 0.515
and different x̂B as denoted in the figure. The wave vector is
qdA = 5.4. The unit of time here and in the following figures
is chosen to set the short time diffusivity D0

α = 0.01/dα. Filled
diamonds mark the intersection of the decay curves with the
plateau value f̂cαα(q). Open diamonds mark α relaxation times
defined by φ̂αα(q, τ ′αα(q))/f̂cαα(q) = 0.1.
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Figure 4.13. Normalised partial density correlation functions
φ̂αα(q, t) as in Fig. 4.12, but for δ = 0.6. The dashed lines in
the upper panel show the short-time approximation according
to Eq. (4.12) for x̂B = 0 and 0.2 (from left to right).

The dynamics for x̂B ≤ 0.2 is demonstrated for the AA and BB corre-
lation functions by Figs. 4.12 and 4.13. We have chosen an exemplary
wave vector q = 5.4/dA somewhat below the first peak in f̂AA(q); this



4.4. DYNAMICS: GENERAL FEATURES 65

corresponds roughly to the one used in the light-scattering experiment
of Ref. [8]. The times tα(q) for which the correlators cross their plateau
values, φ̂αα(q, tα(q)) = f̂cαα(q), are marked by filled diamonds in the
figures. Close to the glass transition, the correlators are close to this
plateau for a large time interval; this is a manifestation of the cage ef-
fect. As can be anticipated from the discussion of Figs. 4.5 and 4.7,
the plateau values increase with increasing x̂B, and the increase is more
pronounced in the AA correlation function than it is in the BB one. As
the distance to the transition tends to zero, tα(q) becomes independent
of α and q in leading order. The independence from α can be seen to a
good approximation from the filled diamonds in Figs. 4.12 and 4.13.

The decay of the correlators below the plateau is referred to as the ‘α
process’. As discussed in Sec. 3.2, a characteristic time scale τ ′αα(q) for
this decay can be defined through φ̂αα(q, τ ′αα(q)) = 0.1f̂cαα(q). These
times are marked by open diamonds in Figs. 4.12 and 4.13.

For δ = 0.8, the final relaxation time increases with increasing x̂B,
reflecting the fact that for fixed ϕ, increasing x̂B corresponds to a de-
creasing distance to the transition, cf. Fig. 4.1. The scenario for δ = 0.6
is different in that respect. Here, the glass transition diagram shown
in Fig. 4.1 suggests that the distance to the transition increases with
increasing x̂B. Indeed, the values of τ ′αα(q) are seen to decrease at the
same time, i.e. the correlators show faster decay on the ‘α’ time scale
upon mixing. Since the effect of increasing plateau values is present
for both δ, the correlators shown in Fig. 4.13 cross each other for some
tα(q) < t < τ ′αα(q). Such a crossing has also been noted in experiment
[8].

Again, as done in connection with Fig. 4.8, let us discuss correla-
tion functions weighted with typical scattering amplitudes; φm(q, t),
Eq. (4.6) with scattering amplitudes taken from Eq. (4.8). Fig. 4.14
shows the results for δ = 0.6 and δ = 0.8 at the same wave vector as
above, qdA = 5.4. The same qualitative picture as discussed above for
the φ̂AA correlator arises, albeit the increase in the plateau values is
less pronounced. The reason is a destructive interference in Eq. (4.6)
caused by ΦAB(q, t) ≤ 0. This holds especially for δ = 0.8, and also for
smaller wave vectors. Nonetheless, some increase remains in all cases,
and we argue that it is likely to be seen in a dynamical light-scattering
experiment. One could be tempted to analyse such data in terms of an
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Figure 4.14. Sum φm(q, t) of the partial density correlation
functions Φαβ(q, t) at wave vector qdA = 5.4, weighted accord-
ing to Eq. (4.6) with scattering amplitudes bα(q) as given in
Eq. (4.8). The packing fraction is kept constant at ϕ = 0.515,
and x̂B = 0, 0.05, 0.1, 0.2 as indicated by the labels. The upper
panel shows the results for size ratio δ = 0.6, the lower one for
δ = 0.8.



4.4. DYNAMICS: GENERAL FEATURES 67

0 0.2 0.4 0.6 0.8 1

x̂B

104

105

106

107

108

109

1010

τ′AA(q=5.4/dA)

δ=0.8

δ=0.7

δ=0.6

Figure 4.15. ‘α’ relaxation time scales τ ′AA(q) defined
through φ̂AA(q, τ ′AA(q)) = 0.1f̂cAA(q), for qdA = 5.4, evalu-
ated at packing fraction ϕ = 0.515 and δ = 0.8 (circles), 0.7
(squares), and 0.6 (diamonds). Lines are to guide the eye.

effective one-component model, and indeed at least for δ = 0.8 this is
possible (see Sec. 5.2). Let us however repeat that the rise in the plateau
values in the mixture does, contrary to what holds for one-component
systems, not indicate that the system becomes mechanically stiffer upon
mixing.

We now turn to a discussion of ‘α’ relaxation times τ ′αβ(q), again at
qdA = 5.4. Since the time scales are found to show the same qualitative
behaviour for all three choices of αβ, let us just discuss τ ′AA(q), shown in
Fig. 4.15. The figure generally corroborates the picture anticipated from
the transition diagram. Since close to the transition, the ‘α’ relaxation
times diverge according to τ ′αβ ∼ t′σ ∼ (ϕc − ϕ)−γ , cf. Eq. (3.45), with
γ > 2, the variations in τ ′AA(q) are much more pronounced than those
in ϕc.

Direct experimental evidence for such variation in τ ′αβ(q) with the bi-
nary mixture composition comes from the DLS work of Williams and
van Megen [8], albeit only for the decrease in τ ′αβ(q) at δ = 0.6 and
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low x̂B concentrations. A study by Henderson et al. [103] seems to find
the increase in τ ′αβ(q) for δ = 0.8, as will be discussed in more detail in
Sec. 5.2, while the data of Ref. [86] mentioned above are taken at larger
distances to the glass transition and thus show, in agreement with our
expectations, no significant change in the ‘α’ time scales, except a small
slowing down due to a corresponding slowing down in the short-time
relaxation.

MCT predicts all ‘α’ relaxation times to be coupled. Thus the qualita-
tive picture demonstrated in Fig. (4.15) also holds for the ‘α’ relaxation
times of other experimental accessible quantities such as the dynami-
cal viscosities or inverse diffusivities. In particular, let us discuss some
results for the shear viscosity. Since colloidal suspensions are of great
interest in industrial applications, a vast variety of rheological mea-
surements on such suspensions is available. In particular, one wants
to establish a high volume fraction while at the same time keeping the
(shear) viscosity reasonably low as to ensure favorable flow properties.
Experience has shown that this can be achieved by preparing suitable
mixtures of different sized particles, since the addition of a small com-
ponent to a nearly monodisperse suspension typically enhances flow
(‘plasticises’), cf. [104–108] and references therein. Thus it is of interest
to understand what combinations of size ratios and compositions will
lead to a minimum in the viscosity and which not.

We plot the MCT results for the the shear viscosity of the binary HSM
as functions of the composition in Fig. 4.16. In a calculation of η within
MCT for hard-sphere systems, one has to carefully check for possible
dependences on the cutoff wave vector q∗. The integrals involved have
for ideal hard spheres a short-time divergence η(t) ∼ t−1/2 [109] that
is difficult to treat numerically. We therefore show in Fig. 4.16 also
results obtained for ϕ = 0.515 with a cutoff wave-vector q∗dA = 119.8
(dashed lines). The results close to the glass transition largely depend
only on the long-time behavior, i.e., the plateau values and ‘α’ time
scales of the density correlators Φ(q, t). Since these values are stable
for the numerical parameters used, the incorrect treatment of the short-
time dynamics does not affect the results qualitatively for large enough
packing fraction. We have checked that this remains true for densities
as low as ϕ = 0.3, and shown the result for ϕ = 0.515 as an example.
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Figure 4.16. Shear viscosity η of binary HSM with packing
fractions ϕ = 0.5 and 0.515 as indicated and δ = 0.8 (circles),
0.7 (squares), and 0.6 (diamonds), as functions of the packing
contribution x̂B of the smaller particles. Lines are guides to the
eye. The dashed lines for ϕ = 0.515 indicate results obtained
with a cutoff wave vector q∗dA = 119.8 instead of 79.8. All
values are given in units of nkBT .

One recognises from Fig. 4.16 a minimum in the shear viscosity for
δ = 0.6 at both packing fractions that is more pronounced for higher ϕ.
This just parallels the finding shown in Fig. 4.15, showing the ‘α’ time
scale to become shorter. Due to the power-law divergence with ϕc −ϕ,
the effect is bigger the lower the distance to the transition is. This
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corresponds to the findings in hard-sphere like suspensions [106, 108].
In most experiments, there is a superimposed increase of the viscosity
with increasing volume fraction of small particles that can render the
minimum invisible. This is due to a particle size dependence of the total
viscosity [106], an effect caused by hydrodynamic interactions with the
suspending medium. The relative viscosity discussed here, containing
the colloid-colloid contributions only, cannot account for this. Indeed,
the calculated viscosity for x̂B = 1 is smaller than that for x̂B = 0,
due to a change of the short-time dynamics that is caused by assuming
D0
α ∼ 1/dα.

The shear viscosity for δ = 0.8 also exhibits a minimum at lower pack-
ing fractions, albeit less pronounced as for δ = 0.6. This is in agree-
ment with experimental results that the viscosity minimum is more
pronounced for smaller δ. The minimum turns into a maximum upon
increasing ϕ. This is the result of the interplay of two effects: a de-
creasing plateau value for the dynamical viscosity η(t), cf. Fig. 4.9, and
an increase of the ‘α’ time scale upon mixing, cf. Fig. 4.15. The latter
is dominant close to the transition, thus the viscosity minimum turns
into a maximum at a certain value of ϕ. We are only aware of a study
by Greenwood et al. [110], where a viscosity maximum for δ ≈ 0.93 and
minima for smaller δ have been found; but it is not clear in how far
the data presented there can still be compared to the limit of low shear
rates implicit here.

The equation for the shear viscosity in the mode-coupling approxima-
tion, Eq. (2.33) has also been derived by Nägele and Bergenholtz [61].
They build a further analytical treatment of this expression on the low-
density limit of the direct correlation functions entering the vertices,
Eq. (2.39). Upon further approximating Φαβ(k, t) ≈ δαβxα exp[−k2D0

αt]
and assuming a Stokes-Einstein relation D0

α ∼ 1/dα, they get at con-
stant packing fraction

(4.10) η ∼
∑
αβ

x̂αx̂β
(1 + xαβ)4

16x2
αβ

,

where xαβ = dα/dβ . For a binary mixture, this expression yields a
maximum of the viscosity for x̂B = 1/2 whose magnitude increases
with increasing δ. It has been speculated that the minimum observed in
experiment is thus due to hydrodynamic interactions. Yet our numerical
solutions of the MCT equations for ϕ ≥ 0.3, while neglecting HI, show
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no indication of such a maximum. The low-density treatment misses
the variation in S(q) at high densities that leads to a compressibility
maximum, cf. Fig. 4.9, which in turn is partially responsible for the
viscosity minimum observed at lower densities. It of course also misses
the variation of the ‘α’ time scale at higher densities. In addition, one
can question the validity of the above expression for low densities, since
it only considers the mode-coupling contribution to the viscosity. It
appears that the inclusion of other effects again produces a minimum
at low densities [111]. Viscosity minima have also been derived recently
using an integral equation theory [112], but this theory builds upon
an ad hoc expression for the variation of the diffusion constants with
density.

Rates for homogeneous nucleation are affected by the diffusivities; at the
glass transition, it ceases, and only heterogeneous nucleation prevails,
as has been observed for hard-sphere like colloids [113]. This connection
could be used to map out the liquid-glass state diagram in experiments
on effective one-component systems [114]. Fig. 4.15 thus hints towards
a possible strong dependence of homogeneous nucleation rates in bi-
nary mixtures on composition. Indeed this is observed [14], although
nucleation phenomena in mixtures appear to be too complex to allow
for drawing a direct connection between vanishing diffusivity (diverging
relaxation time) and the cease of nucleation.1 In studies of binary HSM
crystallisation, deviations from the theoretically predicted equilibrium
phase diagram have been found in the vicinity of equimolarity [116],
attributed due to non-equilibrium effects. But the disappearance of nu-
cleation in this study does not display the same trend with δ and x̂B as
the glass-transition lines presented above. Intriguingly, a recent molec-
ular dynamics simulation study has observed that crystallisation of a
binary HSM becomes increasingly difficult with decreasing size ratio as
long as δ & 0.73, and for significantly smaller size ratios sets in more
easily again [117]. This can be favorably compared with the trend of
the diffusivities expected from Fig. 4.1.

1There is a fascinating variety of alloy-type crystals forming in binary hard-
sphere mixtures, some even known from gem opals [115]. Little is known about the

nucleation kinetics of these complex structures.
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5. Asymptotic Description

In Figs. 4.12 and 4.13, a trend can be noticed for the relaxation onto the
plateau value. This part of the relaxation, which deals with the onset
of structural relaxation, displays a slowing down of the relaxation with
increasing x̂B for both δ considered here; it thus identifies effect (iii) of
Ref. [8] mentioned earlier.

In principle, the relaxation in this time window is a result of both struc-
tural and transient relaxation. The latter is in a leading approximation
given by

(4.11) Φ(q, t) = exp
[
−q2D(q)t

]
S(q) ,

with the matrix of short-time collective diffusion constants D(q) =
(q2S(q)τ (q))−1. In particular, for a binary mixture this yields

(4.12) φ̂AA(q, t) = 1− q2D′(q)t+O(t2) ,

where D′(q) = x(q)D(q) with x(q) = S(q)/SAA(q), and D(q) and S(q)
are the collective diffusion constant and the structure factor of the one-
component system, respectively. It has already been noticed in Ref. [8]
that x(q) < 1 for small q. Thus one expects a slowing down of the short-
time diffusion due to mixing in the limit of small q. For the wave vector
discussed above, qdA = 5.4, the effect is small though: with δ = 0.6,
ϕ = 0.515, one gets x ≈ 0.82 (0.76, 0.78) for x̂B = 0.05 (0.1, 0.2).
The approximations resulting from Eq. (4.12) are shown in Fig. 4.13
for x̂B = 0 and 0.2 as dashed lines. One infers from the figure that the
description in this case is valid only for φ̂AA(q, t) ≥ 0.98. Note also that
x(q) is not monotonous in x̂B, while the mentioned slowing down of
the short-time relaxation upon mixing is. Furthermore, at larger wave
vectors, one has x(q) > 1 since x(q →∞) = 1/xA, yielding faster short-
time diffusion upon mixing. Thus we conclude that the change in the
short-time diffusion coefficients is not sufficient to explain the observed
slower relaxation.

Let us therefore focus on the structural relaxation contribution, which
shall be defined as discussed in Sec. 3.3. Figure 4.17 presents solutions
of Eqs. (3.50) for δ = 0.6 and different x̂B at fixed ϕ, together with
the solutions reproduced from Fig. 4.13. The long-time parts of corre-
sponding curves can be scaled on top of each other, demonstrating that
there the dynamics depends on the short-time behaviour only through
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Figure 4.17. Structural relaxation dynamics (solid lines) as
defined by Eqs. (3.50) for a binary HSM with δ = 0.6 and
ϕ = 0.515, with small particle packing contributions x̂B = 0.2,
0.1, and 0.05 as indicated. The dashed lines are the solutions for
the same parameters of the general MCT equations, Eqs. (2.21),
with the time scaled to match the structural-relaxation solution
at long times for x̂B = 0.2.

a scaling time t0. The matching is demonstrated for the x̂B = 0.2 curve.
Instead of matching t0 and t∗ independently for each x̂B, we have ap-
plied the same rescaling as used for x̂B = 0.2 in all cases. The resulting
offset between the solid and the dashed lines therefore demonstrates a
decrease of the scaling time t0(x̂B) with composition.

At short times, all structural relaxation curves follow the same asymp-
tote t−1/3, and one notices that they deviate from one another at
roughly t = 10t∗, showing slower relaxation for larger x̂B. This demon-
strates that the observed slower relaxation is a result of structural re-
laxation rather than transient dynamics.

A deeper understanding of the long-time relaxation close to the plateau
values is provided by the asymptotic expansion discussed in Sec. 3.2.
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Figure 4.18. Exponent parameters λ corresponding to the
points shown in the transition diagram, Fig. 4.1; symbols indi-
cate δ = 0.6 (diamonds), 0.7 (squares), and 0.8 (circles). The
lines are guides to the eye.

Remember that all parameters appearing in this expansion can be cal-
culated given knowledge of the static structure of the system. The only
exception to this is the time scale t0. The latter is fixed by match-
ing the long-time limit of the asymptotic solution at the critical point,
Φc(q, t) = F c(q) +H(q)(t/t0)−a + O(t−2a), to the numerical solution
at long times.2 One gets t0 = 0.4408 (0.2026, 0.1385) for x̂B = 0 (0.1,
0.2) and other microscopic parameters as given above.

We first investigate the variation of the exponent parameter λ, Eq. (3.26)
as a function of the composition, shown in Fig. 4.18. The exponent pa-
rameter is larger than the value found for the pure hard-sphere system,
λ(x̂B = 0) = λ(x̂B = 1) = 0.736. It exhibits a maximum smaller than
0.8 for δ ≥ 0.6. As a result, the critical exponent a, Eq. (3.27), de-
creases relative to the one-component hard-sphere value a = 0.311. In
particular, we get λ = 0.752 (0.778) and from this a = 0.304 (0.291) for

2For technical reasons, the O(t−2a) terms in Eq. (3.49) are also taken into
account in this procedure. The resulting accuracy is still limited to about three

leading digits in t0 since t→∞ cannot easily be approached on a computer.
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Figure 4.19. The normalised critical amplitudes ĥAA(q) =
HAA(q)/ScAA(q) for δ = 0.6 and x̂B = 0.0, 0.1, and 0.2 as
indicated.

x̂B = 0.1 (0.2). As a consequence, the stretching of the decay towards
the plateau increases somewhat with increasing x̂B and decreasing δ.
But this effect is rather small and cannot explain the slower relaxation
towards the plateau discussed above.

Figure 4.19 shows the critical amplitudes H(q), Eqs. (3.23) in the
case δ = 0.6 for the AA correlator, normalised according to ĥAA(q) =
HAA(q)/ScAA(q) in order to match the representation of Figs. 4.12 and
4.13. Qualitatively the same picture arises for δ = 0.8, albeit less pro-
nounced. While there is no general trend valid for all q, we note that
at wave vectors below the first peak in f̂AA(q), here identified as the
first dip in ĥAA(q), the amplitudes ĥAA(q) decrease significantly upon
increasing x̂B. Interestingly enough, the region qdA . 10 is the one ac-
cessible in dynamical light scattering experiments on colloidal systems.

The decrease of ĥAA(q) results, together with increasing plateau values,
in a flattening of the φ̂AA(q, t)-versus-log t curve within the time window
that can be described by the leading-order asymptotic term, Eq. (3.49a).
This effect is further emphasized since the time scale t0 decreases with
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Figure 4.20. Distance parameter σ, Eq. (3.36), as a function
of ϕ for binary HSM with δ = 0.6 and x̂B = 0, 0.1, and 0.2
as indicated by the labels. The chain-dotted lines are leading-
order asymptotes, σ = Cε, ε = (ϕ−ϕc)/ϕc; values given in the
text.

increasing x̂B, as noted above. The resulting slower relaxation onto the
plateau can in principle be compensated by a decrease of the plateau
value. In general, this is not the case, as was discussed in connection
with Figs. 4.5 and 4.7. But for values around the first peak in SAA(q),
qdA ≈ 2π, both the increase in f̂cAA(q) and the decrease of ĥAA(q) are
rather small, cf. Figs. 4.7 and 4.19, so that in this case, the effect of
slower initial relaxation is expected to be negligible. Indeed, this was
observed in experiment (Fig. 7 of Ref. [8]), where for qdA ≈ 7, faster
relaxation towards the plateau connected with a decrease in f̂cAA(q) was
observed. The latter decrease can be anticipated but is not resolved in
the wave-vector discretisation used here. We conclude that the effect
(iii) of Ref. [8] is, at least in part, explained by the change of the critical
amplitudes upon mixing. At the same time, Fig. 4.19 suggests that this
effect is general only for the wave-vector region of the light-scattering
experiments.

Fig. 4.20 shows the distance parameter σ according to Eq. (3.36), eval-
uated for δ = 0.6 and different x̂B. The general trend is the same found
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Figure 4.21. Asymptotic description of the normalised cor-
relation functions φ̂AA(q, t) for qdA = 5.4, ϕ = 0.515, δ = 0.6
and different x̂B as indicated. The solid lines are the full so-
lutions reproduced from Fig. 4.13, but plotted as functions of
t/t0. The time scale t0 is 0.4408, 0.2026 and 0.1385 for x̂B = 0,
0.1, and 0.2, respectively. Dashed and chain-dotted lines show
the results of Eq. (3.49) up to order |σ|1/2 and |σ|, respectively.
The diamonds (circles) mark where the asymptotic solution up
to leading (next-to-leading) order deviates by 0.01 from the
normalised correlator. Curves for x̂B = 0.1 (0.2) have been
translated along the t-axis by 2 (4) decades for clarity.

also in the study of asymptotic expansions for the one-component sys-
tem [5]. Close to the transition, one can restrict σ to its first-order
Taylor term, σ = Cε, which relates σ to the variation in external con-
trol parameters, ε = (ϕ−ϕc)/ϕc in this case. These linear laws are also
shown in Fig. 4.20, with coefficients C = 1.545 (1.489, 1.447) for x̂B = 0
(0.1, 0.2). The values of C are all rather similar; in other words, there
is (in leading order) no variation upon mixing in σ one would not guess
from the transition diagram, Fig. 4.1.
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Figure 4.22. Asymptotic description of the normalised cor-
relation functions φ̂AA(q, t) for qdA = 5.4, δ = 0.6 and x̂B = 0.2
at different ϕ as indicated. Lines and symbols as in Fig. 4.21;
open symbols refer to ϕ = 0.515 and closed ones to ϕ = 0.5185.

Let us now corroborate the above discussion of the general mixing ef-
fect by demonstrating that the asymptotic description indeed is able to
describe much of the relaxation curves discussed before. To this end,
we compare in Fig. 4.21 the asymptotic result with the complete solu-
tion for the φ̂AA correlator. The case x̂B = 0 shows a typical scenario
for the one-component system. There the leading order describes over
three decades in time of the solution (indicated by diamonds). This
window of the analytic description is expanded by incorporating the
next-to-leading order by about one decade both at short and at long
times (marked by circles). For x̂B = 0.1 and x̂B = 0.2, the range of
validity for both the leading and the next-to-leading order shrinks; at
x̂B = 0.2 it is, including both orders, only about two decades. But this
can be understood if one remembers that the distance from the critical
point has increased by changing from x̂B = 0 to x̂B = 0.2 with fixed to-
tal packing fraction. We get σ = −0.0027 (−0.0066, −0.011) for x̂B = 0
(0.1, 0.2), i.e. an increase in σ by about a factor 4. Thus the decreasing
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Figure 4.23. AA elements of the correction amplitudes
k(q) = K(q)H(q)−1 for a binary HSM with size ratio δ = 0.6
and compositions x̂B = 0 (solid line), 0.1 (filled symbols),
and 0.2 (open symbols). The dashed line shows the result for
x̂B = 0.2 with different normalisation, k̃AA = KAA(q)/HAA(q).

quality of the asymptotic description is merely due to a larger separa-
tion parameter σ. This shall be demonstrated explicitly by Fig. 4.22,
where the x̂B = 0.2 case is shown again together with a relaxation curve
evaluated at higher packing fraction, i.e. closer to the transition. We
chose ϕ = 0.5185 in order to get a separation parameter, σ = −0.0028,
that is similar in magnitude to that found for the ϕ = 0.515, x̂B = 0
case. Indeed, the ranges of validity in these two cases are similar.

Precisely speaking, the relevant quantity specifying the range of validity
of the asymptotic expansion is not the size of the logarithmic time
interval, but the size of the decay interval |φ̂AA(q, t)− f̂cAA(q)|. Figures
4.21 and 4.22 demonstrate that the asymptotic formulæ are able to
describe the structural relaxation in φ̂AA(q, t) towards the plateau below
0.70 (0.85, 0.90) for x̂B = 0 (0.1, 0.2). This includes the regime where
the effect of slower relaxation towards the plateau has been found.

For completeness, let us finally demonstrate the change of the correction
amplitudesK(q) upon mixing. We have checked that the values of K̄(q)
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show the same qualitative behaviour upon mixing. Fig. 4.23 shows the
AA element of k(q) = K(q)H(q)−1, plotted in this way to ease com-
parison with the published results for the one-component system (Fig. 2
of [5]). The solid line in Fig. 4.23 shows the one-component result eval-
uated with the asymptotic expansion of Sec. 3.2, cf. Eqs. (3.24) and
(3.25). This curve is qualitatively the same as the corresponding one in
Ref. [5], but at large q some differences in magnitude can be seen. This
is due to the fact that the used asymptotic expansions differ in their
treatment of changes in O(σ) of the structure factor. The filled and
open diamonds in Fig. 4.23 demonstrate the values of kAA(q) for mix-
tures with δ = 0.6 and x̂B = 0.1 and x̂B = 0.2, respectively. For q below
the first zero in the one-component k(q), we find that the magnitude of
kAA(q) increases. The effect is strongest for qdA . 2π. Note that in this
region, the shape of the curves are normalisation-dependent. To exem-
plify this, let us add for x̂B = 0.2 the values k̂AA(q) = KAA(q)/SAA(q),
which is the normalisation used in the discussion above. To compare
with the other curves in Fig. 4.23, we plot k̃AA = k̂AA(q)/ĥAA(q) as the
dashed line. The two different normalisations agree very well for q larger
than the first peak in the structure factor. But for small q, k̃AA(q) is
significantly larger in magnitude. This again is a manifestation of the
fact that the off-diagonal matrix elements of the structure factor are
important for small q. The large magnitude of k̃AA(q) as compared to
the one-component result furthermore corroborates that the corrections
to the leading order asymptotics become more important upon mixing.
This agrees with the finding that the expected power-law relaxation
onto the plateau in the correlators shown in Fig. 4.13 is less easily made
out for higher x̂B.



CHAPTER 5

Comparison With Experiment

Having established the qualitative predictions MCT makes for the bi-
nary HSM with size ratios δ ≥ 0.6, we will in this chapter proceed
with a quantitative comparison to recent dynamic light scattering ex-
periments on colloidal suspensions of hard-sphere like particles. Since
the study presented in the preceding chapter was in a large part stimu-
lated by these experiments, a few words about the experimental setup
might be in order. After that, the findings for size ratio δ = 0.6 will
be presented, which constitutes the main part of this discussion. Some
results, albeit of less detailed quality, are available for δ = 0.8, and they
will be discussed at the end of this chapter.

Dynamic light scattering (DLS) is a popular technique in studying col-
loidal suspensions. It probes fluctuations in the index of refraction of a
complex fluid on a length scale of the inverse scattering vector, q−1. In
colloidal suspensions, these fluctuations are dominated by those caused
by the motion of the colloidal particles. In the limit of single-scattering
events only, the measured signal can thus be used to reconstruct their
motion in terms of the density autocorrelation function of the colloidal
particles.

Industrial applications set aside, one can typically adjust the solvent’s
refractive index to closely match the one of the suspended particles, in
order to arrive at single scattering even for dense suspensions. Such
index matching has been the case in the previous light scattering stud-
ies on glass-forming suspensions. On the other hand, hard-sphere like
colloids consisting of a PMMA core and a stabilising surface layer have
an interesting property: their refractive index can be changed to some
extent by varying the temperature [118]. Even if the actual change in
refractive index is minute, the resulting change in the particles’ form
factors bα(q) can, for nearly index-matched suspensions, easily reach

81
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some orders of magnitude, cf. as an example Eq. (4.9). In Ref. [8], a
change from T = 6 ◦C to 26 ◦C created a variation of up to a factor of
103 in bα(q). Still, the dynamical properties remain unchanged; only
that the suspension looses index matching and becomes turbid.

DLS from turbid media has been developed in the past twenty years
using so-called cross-correlation spectroscopy. The general idea is to
analyse two different probe beams that are adjusted to the same scat-
tering volume. Any scattering event within this volume will produce
correlated signals in both beams. Since any further scattering that oc-
curs to either of the two beams thereafter serves to decorrelate the two
signals, one can reconstruct from the cross correlation between the two
detectors the singly scattered signal. As the two incident probe beams,
one can take two laser beams of different colour, hence the name two-
colour dynamic light scattering (TCDLS) [119–121]; or one adjusts a
splitted laser beam to scatter into two orthogonal scattering planes, the
so-called 3D-DLS [122, 123]. We refer to Ref. [124] for a review of these
multiple-scattering suppression techniques.

The two-colour technique has been put into use for studying the col-
loidal glass transition quite recently by van Megen and coworkers [125].
Together with the possibility of changing the particles’ scattering am-
plitudes over a wide range, it combines to a powerful method for in-
vestigating the colloidal dynamics of the single species in a colloidal
mixture, i.e. to extract from it the complete matrix of partial interme-
diate scattering functions. One needs for a binary mixture three sets
of measured correlation functions φm(q, t) corresponding to three in-
dependent choices of the bα(q) in Eq. (4.6). In principle, the mapping
Φαβ(q, t) 7→ {φm(q, t)} defined by this equation can then be inverted for
the three independent Φαβ(q, t) to give an ideally suited starting point
for comparison with theory. The inversion has been carried out only
recently in an outstanding experiment [8] with which we will compare
our MCT results in the following.

1. Binary Mixtures: Melting of the Glass

Before embarking on the fits in detail, let us clarify some basic aspects
of such comparisons. In principle, MCT is a parameter-free theory, once
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the static structure input is known. Yet the theory is, after all, approxi-
mate, and this reintroduces a small number of qualitatively unimportant
fit parameters.

Experimental data in Ref. [8] have been reported as functions of dimen-
sionless time t/τ̂ , τ̂ = d2

A/(24Ds
A). Here, Ds

A is the measured free (short-
time) diffusion constant of the large particles. The same scaling has been
applied to the theoretical curves, where, however, the treatment of the
regular part of the memory kernel is incorrect and hydrodynamic inter-
actions (HI) are neglected. The effect of the latter on the short-time dif-
fusion has been studied extensively [126, 127]; it is usually incorporated
via the hydrodynamic factor H(q), Ds

A = D0
AH(q → ∞)S−1(q → ∞)

for one-component systems. There is as yet no decisive theory for the
influence of HI at high densities. They have been argued to be impor-
tant even for the long-time dynamics [128], although in the MCT ap-
proach it seems natural to just attribute to them the specialties of the
short-time dynamics which do not influence the dynamics on long time
scales up to a common prefactor [129]. From calculations of H(q) for a
one-component system [130] we estimate in this sense that a correction
τ̂ /τ̂MCT of the order of 4 to 10 can be justified. For the fits presented
below, we were able to fix this ratio to about 4.8 (6) for x̂B = 0.2 and
0.1 (0.05) with D0

α ∝ 1/dα.

It is well known that the MCT prediction for the numerical value of the
critical packing fraction in the hard-sphere system, ϕc ≈ 0.516, deviates
from the experimental result, ϕg ≈ 0.575 ± 0.005 [11], by about 10%.
Since the relevant parameter close to the transition is the distance to it,
ε = (ϕ−ϕc)/ϕc, one allows for a shift between experimentally obtained
packing fraction values and those used for the MCT calculations in
such comparisons. In practice, we have treated the packing fraction as
a fit parameter at first and checked then that the obtained values are
indeed compatible with a simple shift. Note also that the experimental
value suffers from some uncertainty in our case, since there each particle
species has in itself a small inherent polydispersity. This polydispersity
was about 6% for the large spheres and about 9% for the small ones;
for the latter it was so high as to completely inhibit crystallisation
of the corresponding one-component system [8]. While this allows for
a better study of glass-transition phenomena, it also introduces some
uncertainty in determining the packing contribution, since the latter
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is typically gauged by comparing the crystallisation density with the
computer-simulation result.

In addition, a 10% deviation in the wave vector q will be allowed for.
The comparison of plateau values read off from the data with the f̂cαβ(q)
determined from theory suggests this. Such a small offset between ex-
perimental and theoretical q values has been already noted for (effec-
tively) one-component hard-sphere like colloids, where it has been at-
tributed to the above mentioned deviation in the critical packing frac-
tion that in turn causes the peak positions in Sc(q) to be somewhat
offset [131]. A comparison of MCT ‘α’ scaling functions with computer-
simulation results for a one-component system showed a similar adjust-
ment in q to be successful [132].

Note that in all the comparisons shown below, we did not perform a
least-square or similar fit to the experimental data; all values for the
fit parameters given are to be understood as estimates. We believe
this is sufficient since we merely want to demonstrate that the theory
can reproduce experimental data (semi-)quantitatively with reasonable
values of the input parameters.

The numerical results of MCT are plotted on top of the experimental
data of Ref. [8] in Figs. 5.1, 5.2, and 5.3 for x̂B = 0.2, 0.1, and 0.05,
respectively. All systems have size ratio δ = 0.6, and the total packing
fractions are varied as indicated in the captions. In all cases, the scaling
of the t axis was done as explained above. The wave vector was adjusted
from the experimental value of qexpdA = 6.0 to qdA = 5.4, in order to
match the plateau values of the AA and AB correlators, in agreement
with what was explained above.

Let us start the discussion with the AA and AB correlators. Here,
satisfying agreement of the MCT curves with experiment is found over
the whole experimentally accessible range, including about 6 orders of
magnitude in time. Some small deviations at short times, t/τ̂ . 1, can
be seen and are to be expected due to the improper treatment of the
short-time relaxation in MCT. Given this and the expectation that in
this regime, hydrodynamic interactions could manifest themselves, the
agreement of the fits even at short times is remarkably good. In the
AB correlator for x̂B = 0.20 and at lower ϕ, some systematic deviations
can be seen for long times. They indicate that in the experiment, the
coupling of the ‘α’ relaxation times of the different correlators is not as
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Figure 5.1. The normalised correlation functions φ̂αβ(q, t) =
Φαβ(q, t)/Sαβ(q) for a binary hard-sphere mixture with δ = 0.6
and x̂B = 0.20. Crosses are experimental results from Ref. [8]
for qdA = 6.0 and ϕexp = 0.51, 0.53, 0.55, 0.57, and 0.58 (from
left to right). Solid lines are the MCT results for qdA = 5.4 and
ϕMCT = 0.46, 0.475, 0.497, 0.51, 0.516.
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Figure 5.2. Experimental and MCT results for the hard-
sphere mixture with δ = 0.6 and x̂B = 0.10, analogous to
Fig. 5.1. Values for the packing fraction ϕ in experiment (the-
ory) are 0.51 (0.47), 0.53 (0.49), 0.55 (0.504), 0.57 (0.515), and
0.58 (from left to right).
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Figure 5.3. Experimental and MCT results for the hard-
sphere mixture with δ = 0.6 and x̂B = 0.05, analogous to
Fig. 5.1. Packing-fraction values ϕ in experiment (theory) are,
from left to right, 0.51 (0.47), 0.53 (0.488), 0.55 (0.507), 0.57
(0.515), and 0.58.
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nicely fulfilled as the theory suggests. These errors show up in the AB
correlator since our fit is biased to reproduce best the AA correlator for
which errors should be smallest1. Closer to the glass transition, the ‘α’
time scales of the AA and AB correlators agree better in experiment,
confirming the scaling prediction of MCT. We do not put too much
emphasis on the mentioned deviation, since it seems to be absent for
x̂B = 0.10 and x̂B = 0.05, where in the latter case the decay of the AB
correlator obviously shows some noise in the data.

It is remarkable that the fit quality seems to be better in the mixture
containing more smaller particles, i.e. showing more pronounced mixing
effects. Our fit becomes noticeably worse for smaller x̂B, and for x̂B =
0.10 and x̂B = 0.05, we have not been able to convincingly fit the data
for the highest measured packing fraction at all. The problems stem
from an increasing discrepancy in the plateau values that cannot be
accounted for by any reasonable adjustment of q. We will come back to
this issue below.

For the BB correlator, no satisfying fit was possible in general. In the
case x̂B = 0.2 and ϕexp = 0.58, the agreement between experiment and
MCT is again extremely good, but this is the only case among all oth-
ers studied. Since the three correlation functions are not independent
from one another but merely different elements of the same matrix, the
deviations in the BB case deserve a more detailed investigation. This
shall be carried out in the following for the x̂B = 0.2 case; at the two
other compositions, qualitatively the same picture arises.

Fig. 5.4 contains the same fit as in Fig. 5.1, but instead of the par-
tial scattering functions, the measured correlation functions φm(q, t) for
three temperatures have been plotted. Each temperature belongs to
a different combination of scattering amplitudes bα(q) in the weighted
sum of Eq. (4.6), thus three temperatures provide enough information to
extract information about the three partial correlation functions. Us-
ing Eq. (4.6) together with the scattering amplitudes taken from the
experiment, we have replotted the MCT fits to give theoretical results
for the different experimental temperatures. One notices again close
agreement for two of the three temperatures, while the T = 6◦C results
differ significantly. This temperature corresponds to a scattering signal
that is dominated by the minority population of the small particles, as

1S. R. Williams, priv. comm.
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Figure 5.4. Correlation functions φm(q, t) for the binary mix-
ture with δ = 0.6, x̂B = 0.2, and qdA = 6.0 as measured in ex-
periment, Ref. [8], for different temperatures controlling differ-
ent combinations of scattering amplitudes bα(q). Temperatures
are T = 6◦C (squares), T = 14.5◦C (diamonds), and T = 26◦C
(circles). The solid lines are the MCT fits shown in Fig. 5.1,
weighted according to Eq. (4.6) with the bα(q) taken from ex-
periment. The left set of curves refers to ϕexp = 0.55; the right
set refers to ϕexp = 0.57 and has been shifted by two decades
along the t axis.

can be inferred from Fig. 5.5. Fig. 5.4 allows to better judge the error
of the fit than does the representation of Fig. 5.1, since it refers to ac-
tually measured intensities. Looking at a fixed t, one estimates from
Fig. 5.4 a deviation of less than about 10% for the T = 6◦C curves.
This deviation shows no significant dependence on ϕ for the cases we
checked.

If one assumes the Smoluchowski description for the colloidal suspension
to be valid at long times, the positive definiteness of the matrix Φ(t),
cf. Sec. 3.1, imposes restrictions on its different elements. In particular,
the consistency of the data with the Smoluchowski assumption can be
checked by calculating the two eigenvalues e±(q, t) of the 2× 2 matrix,
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Figure 5.5. Single-particle form factors bj(q)2 versus temper-
ature corresponding to the data shown in Fig. 5.4. The wave
vector is qdA = 6.0; triangles are for the large particles, squares
for the small ones. Reproduced from Fig. 2(a) of Ref. [8].

which both need to be positive for any given time t and wave vector q.
A plot of eexp

± (t) for qdA = 6.0 using the experimental data for Φαβ(t)
is presented in Fig. 5.6. A calculation of these eigenvalues requires
knowledge of the (unnormalised) t → 0 values S(q). In constructing
Fig. 5.6, we have used the corresponding values obtained from the MCT
fit, i.e. the Percus-Yevick result at the ϕMCT that was fitted to the ϕexp

data in Fig. 5.1. We have checked that the results do not qualitatively
depend on the S(q) values chosen by varying the packing fraction used
in the Percus-Yevick formula over the range of packing fractions shown.

One clearly notices that for long times, t/τ̂ & 10, the experimental data
exhibits eigenvalues eexp

− (t) < 0, in violation of positive definiteness
of Φ(t). Since it is commonly believed that at such long times, the
Smoluchowski equation provides the correct description of the dynamics
of colloidal suspensions (cf. Sec. 2.1.3), this hints towards a possible
experimental error as the reason for the discrepancy. Note that the
violation is only of the order of 5%; it is about as large as the deviation
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Figure 5.6. Eigenvalues e±(t) of the experimentally mea-
sured matrix of partial correlation functions, Φ(q, t), at qdA =
6.0 and x̂B = 0.2, for packing fractions ϕ as given in Fig. 5.1.
Plus signs denote the larger eigenvalue e+(t), crosses the smaller
one e−(t). See text for details.

seen in Fig. 5.4 and probably well inside the error bars for the BB-
dominated measurements2. Clearly, a fully detailed error analysis of
the experimental data would be needed to clarify this matter further.
But such analysis appears to be a formidable task on its own and has
not been performed up to now.

The mapping of experimentally determined packing fractions, ϕexp, ver-
sus those used in the fits of Figs. 5.1–5.3, ϕMCT, is explored in Fig. 5.7.
Within expected error margins, the data are consistent with applying
a simple shift, ϕexp = ϕexp + ∆ϕ, with ∆ϕ ≈ 0.05. Such a shift is
exemplified in Fig. 5.7 through the dashed line, and the dotted lines
correspond to varying ∆ϕ by 10%. This underlines the MCT picture
that the quantity governing the dynamics close to the glass transition
is mainly the distance to it, in this case (ϕ− ϕc). One notices a slight
trend of ϕexp−ϕMCT becoming larger for x̂B = 0.2 than for the smaller

2S. R. Williams, priv. comm.
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Figure 5.7. Mapping of ϕMCT to ϕexp values used in the
MCT fits to the data of Ref. [8] presented in Figs. 5.1 (dia-
monds), 5.2 (squares), and 5.3 (circles). The dashed line with
slope unity represents a simple shift, ϕexp = ϕMCT + ∆ϕ, with
∆ϕ = 0.0476; the dotted lines indices 10% variation in ∆ϕ.
The crosses with horizontal error bars denote values used in
the fits to data of Ref. [103], cf. Fig. 5.10.

values of x̂B. Since a free fit of ϕMCT essentially serves to reproduce
the ‘α’ time scale of the experiment, this indicates that, at fixed ϕexp,
the experimental ‘α’ time scale shortens faster with increasing x̂B than
the one of the MCT calculations. In Sec. 4, we showed that the qualita-
tive trend of faster decay upon mixing is reproduced within MCT; the
results here suggest that the magnitude of this ‘plasticisation’ effect is
even underestimated in the theory. Altogether, Fig. 5.7 reassures that
the fits of Figs. 5.1–5.3 are reasonable in the sense that the qualitative
changes of the relaxation times upon mixing found in the experiment
are reproduced by the theory and not put in “by hand” through a fit of
the packing fraction values.

Up to now, only one wave vector q has been investigated. But among
the virtues of the DLS setup is the ability to vary q within the range of
the first sharp diffraction peak in S(q) and below. Fig. 5.8 shows the
experimental results for some wave vectors also analyzed in Ref. [8] for
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Figure 5.8. Plus symbols denote the experimentally mea-
sured normalised partial correlation functions φ̂AA(q, t) from
Ref. [8] for a hard-sphere mixture with x̂B = 0.2 and ϕexp =
0.58 at wave vectors qdA = 3.0 (upper left axis), 6.0 (lower
axis), and 7.2 (upper right axis), from left to right. The curves
for different wave vectors have been translated along the t axis
by 4 decades for enhanced clarity. The solid lines are MCT fits,
using ϕMCT = 0.515 and qdA = 3.8, 5.4, and 7.0, respectively.
Filled circles show the results of Ref. [8] for the one-component
system, x̂B = 0. The dashed lines indicate the corresponding
MCT results for fc(q) in the one-component system.

the AA correlator in the x̂B = 0.2 case, together with corresponding
MCT fits. We have chosen the same correspondence for the packing
fractions, ϕexp = 0.58 and ϕMCT = 0.515, as in Fig. 5.1. The wave
vector values were again allowed to deviate such that the plateau values
match; we get qdA = 3.8 and 7.0 for the experimental values qexpdA =
3.0 and 7.2, respectively, i.e. the adjustment is again of the same size as
before. The error is largest for qdA ≈ 3, which may hint towards larger
deviations for small q. Note that the MCT calculations have been done
on a discrete grid for the wave vectors, cf. Sec. 4.1. Thus, there remains
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a small error of the order of ∆q/2 = 0.2 for the determination of the
optimal q value in the fits.

Fig. 5.8 also shows some results for the one-component case, x̂B = 0.
From the above discussed deterioration of fit quality with decreasing x̂B,
one extrapolates that a similar fit for the one-component system will fail
due to the measured fc(q) being too high. This is shown in Fig. 5.8 by
the filled circles, which are the experimental data for x̂B = 0 from which
one easily reads off plateau values f(q). Since ϕ = 0.58 is close to the
experimental glass transition, one can expect that these f(q) ≈ fc(q).
They clearly are incompatible with the MCT result for fc(q), shown as
dashed lines in Fig. 5.8. The origin of this discrepancy is likely to be the
small polydispersity remaining in the larger species, as we shall discuss
in the following. To begin with, let us point out that the polydisperse
effective one-component systems used in experimental studies seem to
be poorly specified. While from the one-component data used in the
present study, one reads off fc(qd= 6) ≈ 0.8, formerly published data
indicates fc(qd = 6) ≈ 0.56 [131], in better agreement with the one-
component MCT calculation, giving fc(qd=6) ≈ 0.56. But note that a
small variation of q around qd ≈ 6 will induce large changes in fc(q). For
a slightly larger wave vector, one extracts the values fc(qd= 7) ≈ 0.78
[131], fc(qd = 7) ≈ 0.87 [133], and fc(qd = 7.2) ≈ 0.91 [8] from the
different experiments. Since in the experiments, due care has been taken
to ensure correct averaging even over nonergodic samples, see Refs. [131,
134] and references therein, we assume that the discrepancies might
be due to different particle size distributions present in the different
samples. From the discussion in Sec. 4 and Fig. 4.8 in particular, one
expects that polydispersity generically increases fm,c(q) at small q with
respect to the one-component system, assuming scattering amplitudes
that vary qualitatively similar to Eq. (4.8).

To shed more light on the influence of polydispersity, consider a simplis-
tic model for a polydisperse particle size distribution. Starting from the
binary HSM, we split each of the two species’ population into halves, de-
noted by A 7→ aa′, and B 7→ bb′. Now we let the diameter of the a′ and
b′ particles shrink by µ·dA. Thus we end up with a four-component mix-
ture with densities and radii of the species na = na′ = nA/2, da = dA,
da′ = dA(1 − µ), and nb = nb′ = nB/2, db = dB, db′ = dB(1 − µ/δ).
Here, the quantities with subscripts A and B are determined as for
the binary HSM discussed above. Of interest then are the averages
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Figure 5.9. Solid lines are the critical glass form factors
f̂cAA(q) = F cAA(q)/ScAA(q) of binary hard-sphere mixtures with
size ratio δ = 0.6 and packing contribution of the small spheres
x̂B = 0 (lower curve) and 0.2 (upper curve). The lines with
symbols are results for a model where half of each species’ par-
ticles are replaced by ones with a diameter that is smaller by
µ = 0.1, starting from the binary mixture with x̂B = 0 (trian-
gles) and x̂B = 0.2 (diamonds), respectively. For the x̂B = 0,
results for µ = 0.02 (dashed line) and µ = 0.05 (chain-dotted
line) are also shown. See text for details.

over the new sub-species, e.g. FAA(q) =
∑
α,β∈{a,a′} Fαβ(q). Such a

representation of the continuous particle size distribution found in real
polydisperse suspensions by a series of discrete peaks is quite common
in the literature [95, 135–137].

Exemplary results for the simple polydispersity model are exhibited
by Fig. 5.9 which plots the large particle’s Debye-Waller factor at the
glass-transition point, f̂cAA(q) = F cAA(q)/ScAA(q). The results for δ = 0.6
with x̂B = 0 and x̂B = 0.2, shown through the solid lines without sym-
bols, are repeated from above; they represent a monomodal respective
bimodal size distribution with no polydispersity in the single species.
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The change of the monomodal system’s fc(q) with increasing polydis-
persity parameter s is demonstrated by the dashed and chain-dotted
lines, corresponding to µ = 0.02 and µ = 0.05, respectively. Commonly,
polydispersity is characterised by the giving the standard deviation s
of the distribution, which evaluates to s ≈ 0.01 and s ≈ 0.026 in the
two cases. Note that these are still quite small values. Still, the critical
glass form factors vary notably for qda ≤ 4. The increase in f̂cAA(q) as
q → 0 happens due to the same reason as discussed in connection with
the binary mixture in Sec. 4. For large q, the main effect is a shift of the
oscillations in f̂cAA(q) to higher wave vectors due to the introduction of
a smaller length in the system. They could partly, but not completely,
be eliminated by taking as a unit of length the mean particle diameter,
d̄ = (da + da′)/2, instead of da.

Let us now turn to a discussion of the case µ = 0.1, corresponding to
s ≈ 0.53, a reasonable value for colloidal glass formers. This case is
shown in Fig. 5.9 for both x̂B = 0 and x̂B = 0.2. Now the change of
f̂cAA(q) for x̂B = 0 and small q is even more pronounced. Interestingly
engouh, the data for x̂B = 0.2 show almost no change with varying
µ in this wave vector region; only for large q, the same shift of the
oscillations as noted above is present. Note that the critical packing
fraction shows only a slight change, ϕc ≈ 0.5156 (0.5204) for µ = 0.1
and x̂B = 0 (0.2), which has to be compared to ϕc0 ≈ 0.5159 (0.5195) for
µ = 0. As expected from Fig. 4.1, the value slightly decreases for the
x̂B = 0 case. It decreases for the x̂B = 0.2 case, due to the presence of
particles with diameters dα < 0.65, which in the binary mixtures lead
to the plasticising effect discussed above.

The above results suggests that in the small-q region, polydispersity in
the constituent species will show greater influence on the monomodal
system than on the “binary” mixture. The simple model discussed here
does not bring out a noteworthy change of f̂cAA(q) in the region qda ≈ 6
where the light-scattering experiments discussed so far are performed.
However, this could be an artefact of the oversimplified model only
consisting of two discrete species per polydisperse particle type. The
results shown in Fig. 5.9 have to be seen with the findings discussed in
connection with Figs. 5.1–5.3 and 5.8 in mind, i.e. the success of the
fitting procedure for the x̂B = 0.2 mixture but the decreasing fit quality
for smaller x̂B = 0.05. Currently, we can only speculate about its origin,
but it might be due to the small polydispersity remaining in the larger
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species that could present itself more drastically if not overwhelmed by
the presence of a significant amount of a smaller species.

2. Binary Mixture: Small Size Disparity

To study polydispersity effects, Henderson et al. [103] collected data
for two hard-sphere suspensions whose particle size distributions were
unimodal in one case (system I) and bimodal, with a size ratio δ =
0.8 and relative strengths xB ≈ 0.2 between the main peaks, in the
other (system II). Thus these data can be taken as a test for the ‘anti-
plasticising’ prediction of Sec. 4 in the small size disparity case.

To see that such an effect is indeed visible in the experimental data, let
us take from Ref. [103] three data sets for each system. We have selected
values of the packing fractions to match as closely as possible. Fig. 5.10
shows this data as the plus symbols (system I) and squares (system
II). The highest packing fraction shown in the figure is ϕexp = 0.535
for system I and 0.536 for system II. While these two values are nearly
identical, the dynamics for system II is slower by about one order of
magnitude than that of the one-component system. It is unlikely that
the slight difference in packing fractions can account for this effect. For
the two lower packing fractions, both systems exhibit decay on roughly
identical time scales. This agrees with the picture suggested by the
MCT results, since one is in these cases too far away from the glass
transition to see the effect of changing ϕc upon mixing.

To corroborate the qualitative picture emerging from the data, in Fig.
5.10 we also show fits using Eq. (4.6) with scattering amplitudes from
Eq. (4.8) to the system II data, and fits of a one-component calculation
to the system I data. For these fits, we use wave vectors close to the first
maximum in S(q), qdA = 7.4 for the two-component fit, and qd = 6.6
for the one-component one. The size ratio for the two-component fit
was chosen to be δ = 0.8, and the volume fraction x̂B = 0.12 roughly
corresponds to xB ≈ 0.2. Similar to above, data are transformed to
dimensionless time using τ̂ = d̄2/(4Ds), where d̄ is the mean diameter of
the colloidal particles and we use for the MCT fits Ds = D0

A. Again, one
expects a correction of τ̂ due to missing short-time effects in the theory;
furthermore the systems of Ref. [103] are considerably polydisperse.
Thus, the adjustment τ̂ /τ̂MCT ≈ 3.7 with D0

α ∝ 1/dα employed in the
fits seems justifiable.
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Figure 5.10. Correlation functions φm(q, t) measured for
hard-sphere like colloidal suspensions of a monomodal (plus
symbols) and a bimodal size distributions (squares), at q cor-
responding to the first maximum in the structure factor (from
Ref. [103]). Packing fractions are (from left to right) ϕexp =
0.535, 0.558, and 0.567 for the former, and ϕexp = 0.536,
0.556, and 0.566 for the latter. The dashed (solid) lines are
MCT fits using a one-component (two-component) model with
packing fractions ϕMCT = 0.485, 0.505, and 0.5145. The two-
component model assumes δ = 0.8 and x̂B = 0.12 and a weight-
ing with scattering amplitudes as given in Eqs. (4.6) and (4.8).
Wave vectors are q = 6.6/d (q = 7.4/dA) for the one-component
(two-component) fit.

One notices from Fig. 5.10 that the calculated correlators show the same
qualitative trend as the data; the agreement is even semi-quantitative.
Note that we did not intend to do a best-possible fit of the data, which
would involve different packing fractions for the two systems. Instead
we have chosen to show results for three selected values of ϕ taken equal
in both systems in order to emphasize the mixing effect.

A system similar to the one just discussed, at least from the viewpoint
of the theory, was studied by Bartsch and Eckert [138, 139]. Their aim
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was to investigate the MCT predictions for a one-component colloidal
system with a short-ranged effective attraction between the colloidal
particles [A5, 72]. The effective attraction is caused by some amount
of free polymer in the solvent, and in the limit of no free polymer, the
colloidal particles, which are in this case cross-linked polymers, interact
approximately with an r−35 potential [140]. We will treat this to be
sufficiently close to a hard-sphere repulsion. To avoid crystallisation,
a binary mixture was prepared, with size of the large particles dA =
2·185 nm, size ratio δ = 0.81, and a particle number ratio NB/NA = 2.7,
thus x̂B ≈ 0.6. In Ref. [140], it was already anticipated that this mixture
can be treated as an effective one-component system.

We have performed fits similar to the ones presented above to the data
of Eckert and Bartsch. Again, the scattering amplitudes bα(q) are taken
from Eq. (4.8) as a simple approximation. The wave vector of the ex-
periment is given in Ref. [140] as “corresponding to the peak of S(q)”;
we have chosen q ≈ 7.8/dA to approximately match the first maximum
of the total structure factor S(q) =

∑
αβ Sαβ in the fit. Fig. 5.11 shows

the comparison of experimental data with the MCT results; the latter
have been calculated using D0

A = 2.738 m2/s. The values of ϕ used in
the fits are shown in the inset. Here, the plot of ϕMCT vs. ϕexp is found
to be close to a straight line, ϕMCT ≈ a(ϕexp + b) with a ≈ 0.42 and
b ≈ 0.63, shown in the inset as a dashed line. This fit reasonably repro-
duces the decay of the correlator at the lowest three packing fractions
shown. Deviations at short times, t < 0.01 s, are much stronger than in
the previously shown fits. Since the MCT dynamics in this time window
is rather similar in all cases studied, this emphasizes a difference in the
short-time relaxation between the crosslinked-polymer system studied
in Ref. [139] and the PMMA colloids used by Henderson, van Megen
and coworkers [8, 103]. The origin of this difference is unclear and can-
not be addressed within a theory treating both systems as ideal hard
spheres. At long times, the data in Fig. 5.11 show a final relaxation also
for ϕexp ≥ 0.595, while the fitted MCT curves represent a glassy state
relaxing to a finite fm,c(q). This fit is in accordance with an asymptotic
analysis carried out in Ref. [140], which gives a glass-transition value of
ϕexp,c ≈ 0.596. The data taken above this packing fraction are probably
referring to nonequilibrium states in which the system is ‘ageing’, i.e.,
the correlation functions depend both on the time difference t and the
‘waiting time’ tw that has passed since the system was prepared; as one
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Figure 5.11. Correlation functions φm(q, t) measured for a
binary mixture of cross-linked polymer colloids characterized
by δ = 0.81 and x̂B ≈ 0.6 (symbols, data from Ref. [140]).
The wave vector corresponds to the first maximum of the mea-
sured structure factor S(q); packing fractions are ϕexp = 0.581,
0.587, 0.592, 0.595, 0.6, 0.61 and 0.674, from left to right.
Solid lines are MCT results according to Eqs. (4.6) and (4.8)
for δ = 0.8 and x̂B = 0.6, at qdA = 7.8 and packing frac-
tions ϕMCT = 0.512, 0.5135, 0.5145, 0.516, 0.518, 0.525, and
0.550, from left to right. The inset shows a plot of ϕexp vs.
ϕMCT (plus symbols) together with a linear transformation law
(dashed line), ϕMCT = a(ϕexp + b), with a ≈ 0.42, b ≈ 0.63.

lets the samples age, the final decay in the measured correlation func-
tions shifts to still longer times, and the data more and more approach
the theoretical curves3.

In data analysis of such and similar systems, one often silently assumes
that “sufficiently monodisperse” systems can be analysed in terms of
true one-component models. Let us demonstrate the validity of such
assumption for the binary mixture with δ = 0.8 used in Ref. [140]. To

3T. Eckert, priv. comm.
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Figure 5.12. Solid lines: φm(q, t) as fitted to the data of
Ref. [140], cf. Fig. 5.11. Dashed lines are from a fit to the same
data using a one-component hard-sphere model, with packing
fractions ϕ = 0.5125, 0.514, 0.515, 0.517, 0.52, 0.53, and 0.6,
from left to right, and wave vector qd = 6.6. The inset shows
the correspondence between packing fraction values ϕHSM and
ϕHSS used for the binary mixture model and the one-component
fit, respectively, as plus symbols. The dashed line in the inset
represents a shift ϕHSS = ϕHSM + (ϕHSS,c − ϕHSM,c).

this end, we have performed a fit analogous to the one shown in Fig. 5.11
using a one-component hard-sphere model. A similar fit quality as with
the binary model can be achieved, albeit with different packing frac-
tions and using a different wave vector. In the present case, a change
from qdA = 7.8 to qd = 6.6 was sufficient in order to compensate for
the change in plateau values on the liquid side. The difference in pack-
ing fractions can be anticipated from the change of the glass-transition
packing fraction upon mixing, cf. Fig. 4.1. Instead of discussing the
one-component fit to the data, let us show in Fig. 5.12 the comparison
of the fitted one-component results (dashed lines) to the previously fit
binary-mixture results (solid lines). One finds good agreement between
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the two. On the liquid side, a slightly different shape in the ‘α’ relax-
ation regime as well as in the relaxation towards the plateau can be
seen. It is due to the slight change in the exponent parameter λ upon
mixing, as discussed in connection with Fig. 4.18, causing the mixture
to show a more stretched decay. One could further improve on elimi-
nating the small remaining differences in the plateau values on the glass
side by fine-tuning the ϕ values, but we have refrained from doing so.
Note that the ϕ = 0.6 curve for the HSS case is at the limit of the PY
approximation for the one-component structure factor; for ϕ & 0.609,
it leads unphysical input since g(r) develops negative values.

The inset of Fig. 5.12 shows the relation between ϕ values for the HSM
and the one-component calculation. Below the glass transition, the
agree up to a shift, ϕHSS − ϕHSM = ∆ϕ ≈ ϕHSS,c − ϕHSM,c, where
ϕHSM,c ≈ 0.5154 is the glass-transition point of the δ = 0.8, x̂B = 0.6
mixture. This correspondence also holds close to but above the tran-
sition, since the relevant asymptotic parameters decribing the plateau
values are nearly identical. In particular one gets h ≈ 0.46 for the one-
component system at the wave vector chosen, and hm ≈ 0.42 for the
HSM correlation functions shown in Figs. 5.11 and 5.12. Deeper in the
glass, the leading and next-to-leading order asymptotic description of
f(q) is no longer valid (cf. Fig. 3 of Ref. [5]), and we find the simple
shift between ϕHSS and ϕHSM to work no longer. While the mere fit
quality of the experimental data allows for no clear distinction between
the two models, the values for ϕHSM shown in the inset of Fig. 5.12
make the binary-mixture fit appear more reasonable.



APPENDIX A

Numerics

Let us summarize the technical procedures behind the numerical solu-
tions shown in this work. They are straightforward generalisations to
matrices of the ones used before [56, 141].

1. Discretisation of the Equations of Motion

Since the MCT approximation for the memory kernel, Eq. (2.18b),
works in the time-domain and is not easily Laplace-transformed, the al-
gorithms on which the results of this work are based implement Eq. (2.21)
(or alternatively Eq. (2.18)) also in the time-domain,

(A.1) (1/D̃0
α)Φ̇q,γβ(t)+q2S−1

q,αγΦq,γβ(t)+
∫ t

0

Mq,αγ(t−t′)Φ̇q,γβ(t) = 0 ,

where a sum over γ is implicit and we have introduced the quanti-
ties Mq,αβ(t) , q2√xαxβMαβ(q, t), Φq,αβ(t) , Φ(q, t)/√xαxβ , Sq,αβ =
Sαβ(q)/√xαxβ and D̃0

α = D0
α/xα, where , stands for ‘discretised ap-

proximation to’. The result is a set of L = m(m + 1)/2 ·M coupled
integro-differential equations for an m-component mixture with wave
vectors discretised to M values. We were able to solve the problem
for up to L = 900 on (at the time of writing) modern standard PC
hardware.

Equation (A.1) is written for discrete times ti = i · hd, i ∈ N, ap-
proximating integrals as Riemann sums. We will use f(ti) = fi as a
shorthand in the following. For the time-domain convolution, an ap-
proximation is used that is particularly adapted to the problem under
consideration: We split the integral at some intermediate time t̄ ∈ hd ·N,
0 < t̄ = ı̄hd < t, and use partial integration in the first term to get
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(dropping matrix indices)

(A.2)
∫ ti

0

Mq(ti − t′)Φ̇q(t′) dt′ =
ı̄∑

k=1

∫ tk

tk−1

[∂tMq(t− t′)] Φq(t′) dt′

+
i−ı̄∑
k=1

∫ tk

tk−1

Mq(t′) [∂tΦq(t− t′)] dt′ +Mq(t− t̄)Φq(t̄)−Mq(t)Φq(0) .

We now use the mean value theorem of calculus to pull the derivatives
out of the integral. Approximation the unknown midpoints by one of
their boundaries, we get with an error of O(h2

d∂
2
tΦ)

(A.3)
∫ ti

0

Mq(ti − t′)Φ̇q(t′) dt′ ,
ı̄∑

k=1

(Mq,i−k+1 −Mq,i−k)dΦk

+
i−ı̄∑
k=1

dMk(Φq,i−k+1 − Φq,i−k) +Mq,i−ı̄Φq,̄ı −Mq,iΦq,0 ,

where we have introduced the so-called moments

(A.4) dFk =
1
hd

∫ tk

tk−1

F (t′) dt′ .

The derivative in Eq. (A.1) is approximated by a differentiation of an
interpolation polynomial [142],

(A.5) Φ̇(ti) ,
1
hd

(
1
2Φi−2 − 2Φi−1 + 3

2Φi
)

+O(h2
d∂

3
tΦ) .

With this, the discrete version of Eq. (A.1) can be written down. For
given t = ti one can, knowing the values of Φj , Mj , dΦj , and dMj at
all j < i, calculate the new value Φi. Since Mi ≡ Mi[Φi], the problem
to be solved is that of a set of L coupled implicit equations for Φi.
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Rearranging terms such, one has

Aq,αβ = q2S−1
αβ (q) + dMq,αβ,1 + 3/(2hdD0

α)δαβ ,

(A.6a)

Bq,αβ = Φq,αβ,0 − dΦq,αβ,1 ,
(A.6b)

Cq,αβ,i =
ı̄∑

k=2

(Mq,αγ,i−k+1 −Mq,αγ,i−k)dΦq,γβ,k

(A.6c)

+
i−ı̄∑
k=2

(Φq,γβ,i−k+1 − Φq,γβ,i−k)dMq,αγ,k +Mq,αγ,i−ı̄Φq,γβ,̄ı

− (Mq,αγ,i−1dΦq,γβ,1 + Φq,γβ,i−1dMq,αγ,1)

+ (1/D̃0
α)( 1

2Φq,αβ,i−2 − 2Φq,αβ,i−1)/hd ,

Φq,αβ,i = A−1
q,αγMq,γδ,iBq,δβ − Cq,αβ,i .

(A.6d)

which is solved by iteration.

Once the Φ(q, t) have been determined within numerical accuracy, they
can be used to calculate e.g. the tagged-particle correlator Φs(q, t), or
the moduli and viscosities. Equation (2.23) has the same structure as
Eq. (2.21), and can thus be solved with the algorithm just sketched.

The same holds for equations of structural relaxation, Eq. (3.50), as
well as for the β scaling equation determining g(t), Eq. (3.44), and the
correction-to-scaling equation determining h(t), Eq. (3.47). The latter
equation has, alongside the wanted solution h(t) ∼ t−2a for t→ 0, also
a homogeneous solution, ĥ(t) ∼ t−a for t → 0. The latter has to be
subtracted from the numerical solution, as was described in Ref. [75].
Common in all these equations is that their solution has an integrable
divergence as t → 0. The careful treatment of this divergence can be
boiled down to a special rule calculating the ‘moments’ for k = 1 and
setting the corresponding initial value to unity in the above algorithm.
This can easily be seen by splitting off from the integrals the ones

∫ h
0
·dt

and
∫ t
t−h ·dt and applying the moment approximation to the remainder.
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2. Calculation of Memory Kernels

The three-dimensional integrals over ~k appearing in Eqs. (2.18c), (2.22a),
and (2.23) are transformed to so-called bipolar coordinates: Due to
isotropy, a rotation around the ~q axis can be integrated out, and we can
transform d3k → 2π%d%dz where % and z are the projections of ~k onto
and orthogonal to ~q, respectively. From these variables, we transform
further to k = |~k| and p = |~q−~k|. Noting %|∂(% z)/∂(k p)| = (kp/q), we
get

(A.7)
∫

d3k

(2π)3
· ≡ 1

q

∫
k dk

2π
p dp

2π
·

with both integrals on the right-hand side over [0,∞[ with the appro-
priate restriction p ∈ [|q − k|, q + k]. These integrals are discretised to
an equidistant grid of M points with grid spacing ∆q and evaluated as
Riemann sums. Furthermore, we use

(~q~k) = (q2 + k2 − p2)/2 and(A.8a)

(~q~p) = (q2 + p2 − k2)/2(A.8b)

to arrive at the discretised expression of the memory kernel,

(A.9a) Mq,αβ(t) =
(∆q)2

32π2q3

∑
kp

α′β′α′′β′′

kp V αα
′α′′

qkp V ββ
′β′′

qkp Φk,α′β′(t)Φp,α′′β′′(t) .

Here, the coupling coefficients are given as
(A.9b)
V αβγqkp =

[
δαγ ĉαβ(k) ·

(
q2 + k2 − p2

)
+ δαβ ĉαγ(p) ·

(
q2 + p2 − k2

)]
.

For the q → 0 limits in Eqs. (2.24), (2.33), (2.34), and (2.35), the
given analytic expressions can be discretised. These involve only single
integrals over k; thus the calculation is straightforward and we do not
write down the result here.

3. Calculation of Time-Independent Quantities

The long-time limits of the correlators, F (q) = limt→∞Φ(q, t), are
determined through Eq. (3.12), solved iteratively with the mapping of
Eq. (3.13) that is guaranteed to converge to the correct solution, as
Sec. 3.1 shows. The set of L coupled equations has been solved for
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values of L up to 2000. Equation (3.23) can be solved iteratively for
H(q), and a similar equation holds for Ĥ(q). The correction amplitudes
K(q) and K̄(q) appearing in Sec. 3.2 are solutions of Eq. (3.23) with
different inhomogeneities, given by Eqs. (3.24) and (3.34). They can
also be solved iteratively, where after each iteration step, K(q) and
K̄(q) have to be orthogonalised according to tr (Ĥ(q)K(q)) = 0 and
tr (Ĥ(q)K̄(q)) = 0.

Values for the glass-transition packing fractions ϕc shown in Fig. 4.1
have been determined to at least six leading digits with a bisection
search for a zero in 1 − E, where E is the eigenvalue of the mapping
of Eq. (3.23) to noncritical points, C[H] = EH. For the exponent
parameter λ, typically a higher accuracy is needed; thus we have shown
in Fig. 4.18 only the points where the numerically determined critical
eigenvalue satisfies 1 − E < 10−3. For the values given in the text of
Sec. 4, 1− E < 10−5 holds.





APPENDIX B

Perron-Frobenius Theorem

In this appendix, some results from a generalised Perron-Frobenius the-
orem for irreducible positive linear maps on C∗ algebras are proven.
We include this for completeness; for a more thorough and complete
discussion, we refer to the mathematical literature [66]. The notation
shall be adapted to the problem discussed in Sec. 3.1.

A C∗ algebra is a Banach algebra with some involution satisfying ‖a∗a‖
= ‖a‖2 for every element a; as usual, a Banach algebra is a normed
vector space where the metric induced by the norm is complete (i.e.
where every Cauchy sequence is convergent) and where ‖ab‖ ≤ ‖a‖‖b‖.
Indeed, the space of finite-dimensional matrices over C is a standard
example for a C∗ algebra.

As in Sec. 3.1, let AM denote the C∗ algebra of M -component vectors
whose elements are m × m matrices over the complex numbers C.1

Consider the positive linear map ψ that maps the cone of symmetric,
real, positive definite elements onto itself, denoted ψ[a] ∈ AM+ for all
a ∈ AM+ .

The mapping ψ shall be called ‘irreducible’ if for some positive finite n,

(B.1) T [y] := (1 + ψ)n [y] � 0 for y � 0.

Indeed, several notions of ‘irreducibility’ exist for the general case of a
C∗ algebra [143, 144], but from a physicist’s point of view we can stick
with the meaning “having no invariant subspaces.” If ψ is irreducible,

1As explained in Sec. 3.1, the matrix operators over A are defined to work

element-wise in q. With ‖ · ‖ the maximum norm ‖a‖ = maxq ‖aq‖, one di-
rectly proves ‖ab‖ ≤ maxq(‖aqbq‖) ≤ maxq ‖aq‖maxk ‖bk‖ = ‖a‖‖b‖ and ‖a∗a‖ =

maxq ‖a∗qaq‖ = maxq ‖aq‖2 = (maxq ‖aq‖)2 = ‖a‖2 since the norm is always

positive.
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we also have that for y � 0, ψ[y] � 0 holds. Now define a mapping
r : (AM+ ,Cm)→ R by

(B.2) r(a, v) = min
1≤q≤M

(v|ψq[a]v)
(v|aqv)

,

where q labels the elements of a ∈ AM , a = (aq)q=1,...M , and (·|·) is
a scalar product over Cm. Furthermore, set r(a) = infv∈Cm r(a, v) =
infv∈Sm r(a, v), where Sm denotes the s-dimensional unit sphere, and
the last equation holds since r(a, λv) is independent of λ ∈ C. However,
r(a, v) is not necessarily continuous on (AM+ ,Cm). Let us therefore
define a set B :=

{
b; b = T [a], a ∈ AM+ , ‖a‖ = 1

}
. Then, b � 0 for any

b ∈ B ⊂ AM+ , and r(b, v) is continuous on the closed and compact set
(B,Sm) and thus attains its infimum with respect to v. It follows that on
B, r(b) fulfills a maximum principle: since there exist some v0 ∈ Sm and
q0 ∈ [1,M ] such that r(b) = r(b, v0) = (v0|ψq0 [b]v0)/(v0|bq0v0), we have
that for any ε > 0, (v0|{ψq0 [b]− (r(b) + ε)bq0}v0) 6≥ 0. In other words,
r(b) is the maximum R-number for which ψ[b] � r(b)b. Furthermore,
for a ∈ AM+ and b = T [a] ∈ B we have T [ψ[a]−r(a)a] = ψ[b]−r(a)b � 0,
and by the maximum principle we get r(b) ≥ r(a).

Let 1 ∈ AM+ denote the collection of M unit matrices, i.e. the unit
element of AM . Since r(1) > 0, the relation

(B.3) r = sup
a∈AM+

r(a)

defines a number r > 0. Due to the maximum principle, the supremum
can be restricted to elements b = T [a] ∈ B. But there, r(b) attains its
supremum r for some extremal vector z � 0.

Indeed, r is an eigenvalue of ψ and equal to its spectral radius: Assume
on the contrary, ψ[z] − rz � 0 but not the null element. Then ψ[ẑ] −
rẑ � 0 for ẑ = T [z] and the maximum principle implies r(ẑ) > r
in contradiction to the definition of r. Thus, r is an eigenvalue of
ψ. Suppose now there are two eigenvectors z, z′ ∈ AM+ corresponding
to r which are not scalar multiples of each other. We then can find
some λ ∈ R such that λz − z′ � 0 but not strictly positive to get
T [λz − z′] = (1 + r)n(λz − z′) � 0 in contradiction to the construction
of λ. Thus, the eigenvalue r is non-degenerate o AM+ . Now for any
a ∈ AM+ , define the mapping σ[a] = (1/r)z−1/2ψ[z1/2az1/2]z−1/2. Since
σ[1] = 1, ‖σ‖ = 1. Suppose ψ[u] = αu with some (possibly complex)
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eigenvalue α ∈ C and write v = z−1/2uz−1/2, which gives that v is an
eigenvector of σ, σ[v] = (α/r)v. But for any eigenvalue λ of σ, we have
|λ| ≤ ‖σ‖, and thus we get |α| ≤ r. We conclude that r is the spectral
radius of ψ.





APPENDIX C

Percus-Yevick Structure Factor for Hard
Spheres

The Ornstein-Zernike equation together with the Percus-Yevick closure
can be solved analytically for an N -component mixture of hard spheres.
This was first shown by Lebowitz [77], and later adopted by Baxter
[78] to his so-called factorisation technique. In this appendix, the result
shall be quoted, reformulated to give an explicit expression for the direct
correlation function in wave-vector space, cαβ(q). For details, the reader
is referred to the original literature.

Let dα denote the diameters of the hard spheres of species α, and
dαβ = (dα + dβ)/2, d̄αβ = (dα − dβ)/2. In brief, the solution can
be written as S(q) = X1/2[1 − nc̃(q)]−1X1/2, with Xα = δαβxα the
diagonal matrix of number concentrations, and c̃(q) = X1/2c(q)X1/2.
The Baxter factorisation technique proceeds by writing

(C.1) 1− nc̃(q) = QT (−q)Q(q)

with the so-called Baxter factor function

(C.2) Qαβ(q) = δαβ −
∫ dαβ

d̄αβ

eiqrQαβ(r) dr .

From the Ornstein-Zernike equations with the Percus-Yevick closure, a
simple polynomial for Q(r) results:

(C.3) Qαβ(r) =
1
2
aα(r2 − d2

αβ) + bα(r − dαβ) ,

whose coefficients can be determined to

aα =
1− ξ3 + 3dαξ2

(1− ξ3)2
, bα = −3

2
d2
αξ2

(1− ξ3)2
,(C.4)

with the abbreviation ξx = π
6

∑
γ nγd

x
γ .
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Back-inserting the result and some lengthy but elementary algebra yields
an explicit expression for the Fourier-transformed direct correlation
function: Setting Sα = sin(qdα/2), Cα = cos(qdα/2), we obtain

(C.5) cαβ(q) = −4π

[
Aαβ

SαSβ − CαCβ
q2

+Bαβ
CαSβ + CβSα

q3

+Dαβ
SαSβ
q4

+
4π
q4
ã2

(
CαCβdαdβ

4
+
SαSβ
q2
− CαSβdα + CβSαdβ

2q

)]
,

with the coefficients

Aαβ =
dαβ(1− ξ3) + 3

2dαdβξ2

(1− ξ3)2
,(C.6)

Bαβ =
1

1− ξ3
− β̂0dαdβ ,(C.7)

Dαβ =
6ξ2 + 12dαβ(ξ1 + 3ξ2

2/(1− ξ3))
(1− ξ3)2

,(C.8)

ã2 =
∑
γ

nγa
2
γ ,(C.9)

β̂0 =
9ξ2

2 + 3ξ1(1− ξ3)
(1− ξ3)3

.(C.10)

As q → 0, all cαβ(q) approach a finite negative value,

(C.11)

cαβ(q) = −π
6

[
π

6
ã2(dαdβ)3 + 2(dα + dβ)2Aαβ +

1
2

(dαdβ)2Dαβ

]
+O(q2) .

For the numerical calculations, a Taylor expansion up to O(q4) has been
used to evaluate cαβ(q) at small q. Eq. (C.11) also serves as the starting
point from which the compressibility can be calculated according to
Eq. (2.30). One gets

(C.12)
1

κT(nkBT )
=
π%

6

[
ξ0

(1− ξ3)2
+ 6

ξ1ξ2
(1− ξ3)3

+ 9
ξ3
2

(1− ξ3)4

]−1

.

It is well known that by solving the OZ equations only approximately,
one introduces a so-called thermodynamic inconsistency, i.e., the equa-
tion of state derived along the compressibility route presented here is
not consistent with the one derived from the virial expansion [44]. An
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ad hoc interpolation has been quite successful in the one-component
hard-sphere system [145], and been generalised to mixtures by Boubĺık
[96] and Mansoori, Carnahan, Starling and Leland [97], thus called the
BMCSL equation of state,

(C.13)
1

κT(nkBT )

=
π%

6

[
ξ0

(1− ξ3)2
+ 6

ξ1ξ2
(1− ξ3)3

+
ξ3
2

(1− ξ3)4
(9− 4ϕ+ ϕ2)

]−1

.

The accuracy of this expression has been tested against computer sim-
ulations [80].

The Baxter factorisation technique also yields a tractable expression for
the pair correlation functions gαβ(r). Setting fαβ(r) = r(gαβ(r) − 1),
the Ornstein-Zernike equation transforms to

(C.14) fαβ(r) = −Q′αβ(r)

+

[
2π
∑
γ

∫ min(r,dαγ)

d̄αγ

Qαγ(t)fγβ(r − t) dt

]
Θ(r − d̄αγ)

−

[
2π
∑
γ

∫ dαγ

max(r,d̄αγ)

Qαγ(t)fγβ(t− r) dt

]
Θ(dαγ − r) .

This integral equation can be solved iteratively: knowledge of fαβ(r) in
the interval [0, R] is sufficient to calculate fαβ(r) for r ∈ [R,R + ∆r],
and thus one proceeds along the r axis. For hard-sphere mixtures, one
knows fαβ(r) = −r exactly for r < dαβ .





Conclusion

In this work, the dynamics of glass-forming binary hard-sphere mix-
tures has been investigated using the mode-coupling theory of the glass
transition (MCT). The aim was to find mixing effects that are gen-
eral for certain classes of glass-forming mixtures, and to demonstrate
that the results are in qualitative and, in some cases, even quantitative
agreement with experiments.

In addition, we have achieved to generalise a number of exact mathe-
matical results that hold for the MCT equations of motion and their
solutions. These had been known for one-component systems, and in
Sec. 3, their generalisation to mixtures and molecular systems in the
so-called site-site description is presented. A major result is that, for
colloidal short-time dynamics, the solutions for the density correlation
functions exist and are uniquely defined, smooth functions of the ex-
ternal parameters for all finite times (Sec. 3.1). Their long-time limits,
the so-called glass form factors, exhibit bifurcations that are identified
as glass transitions. While bifurcations in general resist classification, it
has been possible to prove that within MCT, only certain types of bifur-
cations can occur. This in turn justifies the use of asymptotic expansions
of the correlation functions that are well-established for one-component
systems. We have presented a generalisation of the known leading and
next-to-leading order results to mixtures in Sec. 3.2.

The application of MCT to binary hard-sphere systems could identify
four general mixing effects for states near ideal liquid-glass transitions.
This was done in Sec. 4, where such binary mixtures have been studied
for a number of size ratios and various compositions.

First, mixing suppresses intermediate-range ordering effects which leads
to an increase of the compressibility and to a decrease of the moduli for
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compression and shear of the glass near the transition point, shown in
Fig. 4.9 (pg. 56). Thus, the arrested structure shows a softening of the
elastic restoring forces upon mixing.

Second, an apparently opposite phenomenon is seen through the in-
crease of the Debye-Waller factors, i.e. a stiffening of the glass with
respect to spontaneous density fluctuations, see Figs. 4.5 (pg. 49) and
4.7 (pg. 52). Closely related to this is the third general mixing effect,
viz.: a stiffening of the particles’ cages, described by the decrease of the
critical amplitude upon mixing, as can be seen in Fig. 4.19 (pg. 75).
This leads to a slowing down of the short-time part of the glassy dy-
namics, i.e. the part dealing with the relaxation towards the plateau
values. The asymptotic formulaæ for MCT describe this slowing down
(Fig. 4.21 on pg. 77). Additionally, the localisation of tagged particles
in the mixture becomes better upon mixing: Fig. 4.10 on pg. 59.

The fourth general effect upon mixing concerns the time-scale for the
long-time relaxation, i.e. for the ‘α’ process of the liquid. Here, two
scenarios have been found, one for small size disparity between the
species of the binary mixture, and one for a large size disparity, see
Fig. 4.1 on pg. 42 and Fig. 4.15 on pg. 67. For small size disparity,
mixing stabilises the glass state, and the ‘α’ time scale at fixed packing
fraction becomes slower. Once the size ratio is smaller than about 0.65,
an entropic plasticisation effect is found: due to mixing, the glass state
is destabilised, and the ‘α’ relaxation times decrease.

These general trends explain qualitatively what has been found in re-
cent experiments on binary colloidal hard-sphere mixtures [8], which fall
into our category of large size disparity. The theory suggests to carry
out similar experiments in the region of small size disparity to provide
further tests of MCT.

Quantitative comparisons of the theoretical predictions with available
experimental data on colloidal mixtures have been presented in Sec. 5.
There, the most challenging data comes from the experiment of Ref. [8],
since with this experimental setup it was possible to determine all three
partial time-dependent density correlation functions of three different
binary mixtures. Encouragingly, a quantitative fit to these data over
many orders of magnitude in time and for several packing fractions has
been possible, cf. Fig. 5.1 on pg. 85. Strong disagreement has, however,
been found for the correlations between the minority species of smaller
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spheres (cf. lower panel of Fig. 5.1). A further investigation of this
discrepancies using rather fundamental arguments based on Sec. 3.1
showed it is quite possible that inevitable experimental uncertainties
give rise to the observed disagreement (see Fig. 5.6 on pg. 91).

Other data for the small size disparity case is less detailed, but nev-
ertheless it was possible in Sec. 5.2 to further corroborate the general
findings of Sec. 4, see e.g. Fig. 5.10 on pg. 98. We have also presented
some preliminary results concerning the change of structural quantities
at the glass transition upon polydispersity (Fig. 5.9 on pg. 95). The
results seem to indicate that some general polydispersity effects might
exist and suggest further research in this direction.

It can be expected that the results presented here are not only appli-
cable to colloidal suspensions, but also to glass-forming binary alloys.
The formation of metallic glasses can to some extent be understood by
treating the constituent atoms as hard spheres, which will then all be
of similar size [146]. Our results for the long-time quantities are, up to
a common time scale, not affected by the difference between colloidal
and Newtonian dynamics, as was explained in Sec. 3.3. Indeed, recent
computer simulation studies of Co100−xZrx models shows a variation
of the critical temperature Tc for the glass transition that is in qual-
itative agreement with our results, if one models the binary alloy by
a hard sphere mixture with size ratio δ ≈ 0.78, calculated from the
atomic radii [147]. A similar reasoning holds for computer-simulated
Ni-Zr melts [22].
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