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Summary

In this thesis, the properties of the binding energy shifts of core electrons
arising between surface and bulk atoms, so-called Surface Core Level Shifts
(SCLS’s), of bare and adsorbate covered metal surfaces have been investi-
gated. The SCLS’s are found to be a rich source of chemical and structural
information that can be exploited by comparing the experimental results to
theoretical calculations. For the systems investigated here, the latter repro-
duce with high accuracy our experimental SCLS’s thus demonstrating that
the physical principles governing the SCLS’s are well understood. This is
due both to the reliability of the calculations as well as to the big advance-
ment in the experimental methods that allow now to measure SCLS’s with
very high accuracy.

The most important results of this work are summarized in the following.
(1) The SCLS is an interplay between initial state (before ionization)

and final state (due to the presence of the core hole) effects. The separation
of the two effects can be achieved only on theoretical grounds. The agree-
ment between theory and experiments is really good only if both effects are
represented well in the calculations.

(2) When dealing with SCLS’s that present more than one shifted com-
ponent, care must be taken in their assignment to certain atoms. SCLS’s of
this type are present even in the core level spectra of simple systems like the
Be(101̄0), Ru(101̄0) and Ru(0001) clean metal surfaces. In these cases the
SCLS’s belong to different atomic layers. We have successfully applied for
such systems the high energy resolution photoelectron diffraction approach
to distinguish between the SCLS’s of first and second layer atoms. More-
over we propose to extend this experimental procedure to other systems for
which the surface geometry is already known.

(3) The SCLS’s are sensitive to subtle changes of the geometric structure
around the emitting atom caused by a temperature change, like the case for
surface thermal expansion.
In particular, we have seen that for the Rh(100) surface the 3d5/2 SCLS de-
creases on increasing the temperature. The effect was interpreted in terms
of a higher anharmonicity of the inter-atomic potential of the surface atoms.
For the Be(0001) case, we have developed a new approach for the determi-
nation of the multilayer thermal expansion based on the coupling of Be 1s
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SCLS measurements, taken at different temperatures, to SCLS theoretical
calculations, performed on structures with different relaxations. In this way
we determine the surface-layer dependent coefficients of thermal expansion
with better accuracy than an earlier LEED study. In particular we find
that, while the first interlayer distance strongly expands upon heating, the
distance between the second and third layer slightly contracts. This is in
agreement with the LEED investigation which found an anomalous thermal
expansion of the first-to-second interlayer spacing on Be(0001) but does not
agree with highly sophisticated first principle calculations. As a possible
reason, we suggest that the inclusion of several variable layer spacings in
the theory might improve the result.

(4) The SCLS’s are sensitive also to the changes of the chemical environ-
ment due to the presence of an adsorbate on the surface. We have studied
this for the O/Rh(111) and O/Ru(0001) systems.
We have found that the SCLS’s are modified only on those substrate atoms
directly bound to the adsorbate and that there is a clear dependence of
the SCLS on the number of nearest neighbour O atoms for both systems.
Moreover, for both metals the initial state shifts are connected to a vary-
ing width of the valence 4d band either due to the reduced coordination of
the atoms at the surface or to the interaction with the O 2p level which
causes the formation of bonding and antibonding states widening the band.
As the width of the band is connected to the formation of bonds, which
scale with the number of directly bound O atoms, similar SCLS’s result for
equally O coordinated Rh and Ru atoms. The almost linear increase of ini-
tial state SCLS for increasingly higher O coordinated metal atoms suggests
that the type of bonding remains roughly the same over the considered
coverage sequence up to the full monolayer, which may be interpreted as
an almost constant amount of charge transferred to each electronegative O
atom. These findings confirm that both surfaces show a qualitatively sim-
ilar on-surface chemisorption behaviour and that a combined experimental
and theoretical determination of SCLS’s provides valuable insight into the
O-metal interaction in different chemical environments.

This study has been limited to the SCLS’s of relatively simple systems,
because their understanding is a fundamental prerequisite to that of more
complicated ones.
Obviously, there are many other interesting problems where the SCLS ap-
proach can be applied to advantage. For instance, it is very fruitfully applied
to the study of reconstructed surfaces, or that of alloys. For both cases we
have already obtained some preliminary results which show that the SCLS’s
give valuable information also for these systems.
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Introduction

Motivations

Surface Science is a fascinating scientific field because it deals with a special
type of systems, i.e. with surfaces. The surface is constituted by the few
outermost layers of atoms of a solid. When the solid has three dimensional
periodicity, the surface is obtained from the breaking of this periodicity in
one dimension: for this reason it can be thought of as a particular defect of
the solid.

Due to the lower dimensionality, the properties of the surface are different
than those of the bulk of the solid from structural as well as electronic and
vibrational points of view. The understanding of these aspects is not only
fascinating in itself but is also of practical importance because technological
applications are found in many areas of present interest. One of the most well
known fields is perhaps heterogeneous catalysis : chemicals can be produced
easiest in the presence of a catalytic surface, or poisonous exhaust gases are
converted into less dangerous gases in a car catalyst. These are just two
examples which call for a deep understanding of surfaces due to the need to
improve the performances of the already available catalysts, or to find more
efficient or cheaper materials to be used in these processes.

In order to reach an understanding of the systems that find use in our
daily life, we need to start from a simplified version of these problems. In fact
the real catalysts are generally very complicated because, for example, they
are constituted of catalytic metal powders dispersed on a porous support,
and/or they work at high temperatures or pressures in presence of different
kind of molecules in the atmosphere, or they may include different materials,
each of them promoting a particular reaction. A good starting point is
therefore to study model systems such as well-defined surfaces, like the low
index faces of single crystals, or adsorbate overlayers. This can be achieved
best by working in an Ultra High Vacuum environment (UHV).

The strong development experienced by UHV technology in the last 40
years has prompt a large number of such studies. Moreover, UHV allows
to use a variety of techniques that are very well suitable to study surfaces
and that have also experienced big improvements in the last years, the most
notable being photoelectron spectroscopy.
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This thesis deals with experimental studies of clean and oxygen covered
metal surfaces using this technique. Since the development of third gener-
ation synchrotron radiation facilities the experimental resolution of photo-
electron spectroscopy has improved so much that now new core level shifted
components can be distinguished in the measured spectra, like those related
to the surface atoms, so called Surface Core Level Shifts (SCLS). The central
issue of this thesis is to show, first, that the origin of SCLS’s is well under-
stood for a variety of metal surfaces and in different conditions like different
substrate temperature or in the presence of an adsorbate on the surface
and, second, that the SCLS’s are a rich source of chemical and structural
informations. The interpretation of the measured SCLS’s is mainly made
by using theoretical calculations.

Overview

In Chapter 1 the basic physical principles of photoelectron spectroscopy,
SCLS’s and photoelectron diffraction are described.
In Chapter 2 we describe the experimental apparatus that we used to per-
form the high resolution core level photoemission measurements.
In Chapter 3 we show how the high-resolution angle scan photoelectron
diffraction technique is applied to make the assignment of the SCLS to the
first and second layer atoms of a clean metal surface.
In Chapter 4 we show the temperature behaviour of the SCLS of a clean
metal surface. In particular we explain how the SCLS can become a valuable
tool to measure the multylayer thermal expansion.
Chapter 5 is devoted to the study of the SCLS’s induced by the oxygen
adsorption on Rh(111) and Ru(0001) surfaces.



Chapter 1

Core Level Photoemission
Spectroscopy

The photoemission spectroscopy technique is based on the photoelectric ef-
fect which was discovered by Albert Einstein in 1905. For this Einstein was
awarded the 1921 Nobel Prize in Physics [1]. Later on, in the 60’s, Kai M.
Siegbahn developed the ESCA (Electron Spectroscopy for Chemical Analy-
sis) technique and he also won the Nobel prize in 1981 ”for his contribution
to the development of high-resolution electron spectroscopy” [2]. Since then,
photoelectron spectroscopy has attracted a lot of attention for its unique
properties and has been used in many fields like the study of heterogeneous
catalysis, corrosion prevention, tribology as well as to new materials deve-
lopment and semiconductor technology.
One of the most striking properties of this technique is its chemical sensi-
tivity (this is the reason for the name ESCA). The electrons that are pho-
toemitted in the photoemission process, have a particular binding energy
which is a fingerprint of the elements present in the sample. Moreover, also
different types of bonds affect these binding energies creating the so called
chemical shifts which are useful to distinguish between atoms or molecules
in different chemical or structural environments.
The other important property is the surface sensitivity of this technique.
Infact, one of the main reasons to use electrons in surface science (in this case
the electrons are created in the photoemission process, the photo-electrons)
is the inelastic mean free path of the electrons in matter. This is shown in
fig. 1.1 as a function of the kinetic energy of the electrons, in the energy
range tipical of photoemission experiments. It can be noted that the mea-
sured data from many elemental solids follow more or less the calculation:
for this reason the curve is often called universal curve. Moreover the mean
free path curve shows a broad minimum around 70 eV kinetic energy, where
it is less than 10 Å. This means that the photo-electrons observed without
energy loss originate from the first few layers of the solid. This renders pho-
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Figure 1.1: Universal curve of dependence of the inelastic mean free path
on the electron kinetic energy [3].

toemission spectroscopy suitable to identify the chemical elements present
on a surface and in the first substrate layers and to gain insight on the actual
electronic structure of the surface itself.
All of these informations are not of easy access by using other techniques
instead of photoemission spectroscopy which is itself a straightforward tech-
nique in this respect.

The photoemission event from a solid takes place when electromagnetic
radiation, i.e. the photons of a proper source hit the solid and kick out
electrons that are detected outside . Obviously the energy of the photons,
hν, have to be high enough in order to remove the electron from the proper
core level and let it overcome the work function φ of the solid. The energy
distribution of the electrons detected outside reflects in this way the density
of states inside the solid. This is schematically shown in fig. 1.2. If we
refer the binding energies to the Fermi level EF , EFb , a quantity that can
be easily measured in the photoemission spectrum from a metal, then the
energy with respect to the vacuum level Eb becomes:

Eb = EFb + φ (1.1)

The kinetic energy of the electrons in the vacuum level is given by

Ekin = hν − EFb − φ (1.2)

Once the electron is in the vacuum level, in order to enter in the analyser, its
energy is changed by the difference in the work function between the electron
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Figure 1.2: Schematic representation of the photoemission process. The
circles represent the electrons in the core levels.

energy analyser φanalyser and the sample. This is because the sample is
electrically connected to the spectrometer and therefore they have a common
Fermi level. In this way, the measured photoemission signal does not depend
anymore on the work function of the sample but from that of the analyser
only

Emeaskin = Ekin − φanalyser = hν −EFb − φ − (φanalyser − φ) =

= hν − EFb − φanalyser . (1.3)

The trick in a photoemission experiment is therefore to use monochromatic
light, i.e. with a well defined energy, to ionize the sample and obtain, through
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the relations 1.2 and 1.3, once the work function φ is known, the binding
energies of the electrons in the solid. Since these binding energies are in-
dividual for all the elements in the periodic table, and have been already
tabulated , it is possible to detect and study in this way a well defined chem-
ical element.
Depending on the energy of the photons used to ionize the sample, the pho-
toemission technique can be divided into two main branches, namely UPS
(Ultraviolet Photoemission Spectroscopy) and XPS (X-ray Photoemission
Spectroscopy). The UPS, performed with low photon energies, deals mainly
with the valence levels while in XPS the higher energy of the photons allows
to ionize deeper electronic core levels. For this reason it is also called Core-
Level Photoemission Spectroscopy. In the following the XPS technique will
be considered.

In order to form a molecule or a solid, individual atoms have to be
brought together. The bond between the atoms can be formed only if this
rearrangement lowers the energy of the system. This causes, in the case of
molecules, the formation of molecular orbitals while, in the case of a solid,
the appearance of energy bands. Since the core levels are too deep in order to
participate directly in the bonding, they usually retain their localized atomic
character. However, even if they do not participate, they feel the bonding
itself through the changed potential and this causes a shift in their binding
energy with respect to the free atom case. By measuring these shifts it is
possible to distinguish between several identical but chemically inequivalent
atoms in a molecule or, considering a solid surface, to distinguish between
atoms or molecules sitting in different adsorption sites [4, 5] or, even more,
to distinguish between surface and bulk atoms of a solid. This last shift is
called Surface Core Level Shift and is the subject of the present thesis.

1.1 The photoemission process

The photoemission process is the result of the transition of the electrons
from initial, occupied states, to free final states. In order to describe such a
process, we need to consider the wave function and the energy of the system
before and after the interaction with an electromagnetic radiation field with
energy hν. Therefore, considering a system with N electrons, the removal
of one electron from the orbital k can be sketched as follows [6]:

Ψitot(N )Eitot(N ) hν→ Ψftot(N,K)Eftot(N,K). (1.4)

where Ψitot(N ) is the initial state wavefunction of the N electrons with to-
tal energy Eitot(N ) and Ψftot(N,K) is the final state wavefunction of the N
electrons with total energy Eftot(N,K). Here K denotes not only the orbital
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from which the electron has been removed but also the excitation modes of
the final state.

The energy of the system is conserved, which means that

Eitot(N ) + hν = Eftot(N,K). (1.5)

If we consider the electron in the final state as being decoupled from the
remaining N-1 electrons of the system, the energy of the final state is the
sum of that of the ionic system Ψftot(N −1, K) and that of the electron with
kinetic energy Ekin. The energy can be expressed as

Eitot(N ) + hν = Eftot(N − 1, K) + Ekin. (1.6)

The binding energy of the electron becomes therefore

Eb(K) = hν − Ekin = Eftot(N − 1, K) −Eitot(N ), (1.7)

i.e. it is given by the difference between two total energies. Its width, for a
system with N electrons and p nuclei, will be explained more extensively in
sect. 1.2.3.
The dependence of Eb on the energy of the ionic system causes the broad-
ening of the photoemission peaks because of the Heisemberg uncertainty
principle

∆E∆t ≥ h̄/2 (1.8)

with h̄ = 6.6 × 10−16 (eV·s). This gives a line width broadening of the
order of h̄/τ with τ the lifetime of the core-hole in seconds.

1.1.1 Photoemission cross section

Let’s calculate now the probability per unit time for exciting a system from
an initial state Ψi(N ) to a final state Ψf (N ) with photon flux of 1 cm−2s−1,
which is the photoemission cross section [6]. In order to do this, we need
to consider the Hamiltonian for a system in presence of an external elec-
tromagnetic field. From the classical point of view, considering Maxwell’s
equations, a particle with charge e and velocity v in an electromagnetic field
defined with E and B feels the Lorentz’s force which amounts to

F = e(E +
1
c
v ∧B). (1.9)

The electromagnetic radiation can be defined via the scalar potential V and
the vector potential A that obey the following relations:

E = −gradV − 1
c

∂A
∂t

B = rotA. (1.10)
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The Hamiltonian of the system is therefore:

H =
3∑
n=1

1
2m

(pn −
e

c
An)2 + eV + U (1.11)

where m is the electron mass, pn are the components of the electron mo-
mentum, and U is an external potential. The Hamiltonian operator can be
written as:

Ĥ =
p̂2

2m
− e

2mc
(p̂Â+ Âp̂) +

e2

2mc2
Â2 + eV̂ + Û (1.12)

or using the commutator [p̂, Â] = −ih̄∇Â

Ĥ =
p̂2

2m
− e

2mc
(2Âp̂ − ih̄∇Â) +

e2

2mc2
Â2 + eV̂ + Û . (1.13)

The term e2/2mc2Â2 is always small and can be neglected. Moreover,
within the Coulomb gauge, the scalar potential V = 0. Furthermore, consid-
ering a propagating transverse wave, the term ∇Â = 0 and the Hamiltonian
becomes:

Ĥ =
p̂2

2m
+ Û − e

mc
Âp̂. (1.14)

The first two terms represent the Hamiltonian Ĥ0 of the unperturbated
system while the last term represents the perturbation Hamiltonian

Ĥ ′ = − e
mc

Âp̂. (1.15)

Since the interaction of the photons with charged particles is a time depen-
dent process, we make use of the time dependent perturbation theory for
solving this problem. The transition rate between the initial state Ψi(N )
and the final state Ψf (N ) is given by Fermi’s golden rule [7]:

dω′

dt
∝ | < Ψf (N )|Ĥ ′(N )|Ψi(N ) > |2δ(Ef − Ei − hν) (1.16)

or, considering eq. 1.15

dω′

dt
∝ | < Ψf (N )|

N∑
i=1

Â(ri)p̂i|Ψi(N ) > |2δ(Ef −Ei − hν). (1.17)

The incident radiation can be described as a superposition of plane waves
with angular frequency ω, photon wavevector k′ directed along the propa-
gation direction, |k′|=2π/λ = ω/c, and amplitude εA0, with ε a unit vector
parallel to the polarization :

A(r, t) = εA0e
i(k′r−ωt). (1.18)
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From this, the square of the matrix element Mf←i of eq. 1.17, that
defines the differential cross section dσ/dΩ, becomes:

|Mf←i|2 = h̄2A2
0| < Ψf (N )|

N∑
i=1

eik
′riε∇i|Ψi(N ) > |2. (1.19)

Assuming electron kinetic energies lower than 1 keV, the wavelenght λ
is much longer than the atomic distances; in this way the exponential can
be approximated to

eik
′r = 1 + ik′r− 1

2
(k′r)2 ≈ 1. (1.20)

thus giving eq. 1.19 in the form

|Mf←i|2 = h̄2A2
0|ε < Ψf (N )|

N∑
i=1

∇i|Ψi(N ) > |2. (1.21)

This is the so-called dipole-approximation.
The differential photoionization cross section is given by

dσ

dΩ
= C

(
1
hν

)
|ε < Ψf (N )|

N∑
i=1

∇i|Ψi(N ) > |2. (1.22)

Using commutation relations the matrix element in eq. 1.22 can be written
in the equivalent forms

i

h̄
< Ψf (N )|

N∑
i=1

pi|Ψi(N ) >, (1.23)

mω

h̄
< Ψf (N )|

N∑
i=1

ri|Ψi(N ) >, (1.24)

1
h̄ω

< Ψf (N )|
N∑
i=1

∇iV |Ψi(N ) > . (1.25)

with V the potential of the unperturbated Hamiltonian Ĥ0. The matrix
element in eqs. 1.23, 1.24 and 1.25 represent the dipole momentum, dipole
lenght and dipole acceleration terms respectively. From the last equation it
can be seen that for a constant potential like in free space no photoemission
can take place.
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1.1.2 Sudden approximation

In order to determine the transition rate one should know the many-body
wave functions of the initial and final states. The most often used approxi-
mation for further treatment of this problem is to work in a single-particle
picture. In this way, the wave function of the initial/final state can be split
into two contributions, namely a one-electron and a (N-1) electrons wave
function. The initial, ground state wave function is therefore

Ψi(N ) = ψk(1)ΨR(N − 1), (1.26)

while in the final state

Ψf (N ) = φf(1)Φk,j(N − 1), (1.27)

where ψk(1) is the single-particle wave-function of the electron to be re-
moved from orbital k, ΨR(N − 1) is the anti-symmetrized determinant of
the N−1 electrons in the initial state, φf(1) is the wave-function of the free
electron and Φk,j(N −1) are the possible states of the ionic system that has
one electron missing in orbital k.
A further assumption is the so-called sudden approximation where the tran-
sition from the initial to the final state is fast compared to the relaxation
times of the N − 1 electrons [8]. The N electrons matrix elements present
in eqs. 1.22-1.25 split up into a single and many-particle part and the dif-
ferential cross section becomes:

dσ

dΩ
∝ | < φf (1)|εr|ψk(1) >< Φk,j(N − 1)|ΨR(N − 1) > |2. (1.28)

1.1.3 Relaxation effects

Free atoms

Let’s consider now the core-level photoemission process taking place on a
free atom and discuss, keeping in mind eq. 1.28 the corresponding binding
energy positions.
When < Φk,j(N − 1)|ΨR(N − 1) >= δk,0, the matrix element turns into the
single-particle picture

dσ

dΩ
∝ | < φf(1)|εr|ψk(1) > |2. (1.29)

which is the form widely used to perform cross sections calculations. In this
case the N-1 electrons in the ionic state do not feel the presence of the hole
and just remain in the same positions and with the same energy as in the
non-ionized system i.e. they are frozen in their original distribution, which
is the assumption of Koopmans’ theorem [9]. This means that the electron
binding energy as calculated with eq. 1.7 within the Hartree-Fock theory
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for total energy calculations, explained in more detail in sect. 1.2.3, simply
equals the negative orbital energy εk

Eb(K) = −εk. (1.30)

In the real system, firstly electron correlation effects, not considered in the
Hartree-Fock approximation, have to be taken into account and the corre-
sponding energy difference is denoted with ∆Ec, secondly, the effect of the
presence of the hole must be included. Infact, since the remaining electrons
do feel the ionization, they reorganize themselves to the new potential. This
effect is called intra-atomic relaxation and it depends on the kinetic energy
of the emitted electron. In the case of low kinetic energy, we are in the
Adiabatic limit in which the N-1 electrons system is left fully relaxed, i.e.
in the ionic state with the lowest energy. In this case the ejected electron
picks up the full relaxation energy εrel thus increasing its kinetic energy.
The photoemission spectrum is qualitatively similar to that calculated in
the frozen orbital approximation but now the binding energy of the photo-
electron becomes

Eb(K) = −εk + ∆Ec − εrel (1.31)

A large εrel implies that the initial and final state wave functions are very
different. The Adiabatic approximation is valide in the time regime of
10−15 − 10−16 s.
When we consider higher photon energies, i.e. higher kinetic energies of the
emitted electrons, the time scale of the photoemission process falls in the re-
gion of 10−17 s and the sudden approximation is applicable. This means that
the photoemission process is faster than the relaxation and the N-1 electrons
system is left, with a certain probability, in an excited state. Therefore in
eq. 1.28, if we project ΨR(N − 1) onto the eigenstates of the ionic system
there will be overlap not only with the ground state but also with some of
the excited states with j not equal to zero. This reduces the energy given
to the photoelectron and features with kinetic energy lower than that of the
fully relaxed, adiabatic main line, named satellites, shake-up or shake-off ,
appear in the spectrum.
All the structures present in a spectrum, coming from a well defined excita-
tion, are related to the binding energy of the Koopmans’ theorem through
the ”sum rule”

−εk =
∑
p(Eb)pIp∑
p Ip

(1.32)

where Ip is the intensitiy of the peak at binding energy (Eb)p. This is
shown in fig. 1.3

Let’s consider again eq. 1.29 and decompose the initial and final wave
functions ψk(1) and φf (1) into a radial and an angular part (the spin part
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Figure 1.3: Schematic representation of an XPS spectrum. The main line
is the adiabatic peak while the other, smaller components, are the shake-up
and shake-off transitions. The total area under the curves corresponds to
the intensity calculated in the frozen-orbital approximation.

is neglected)
ψk(1) = Unl(r)Ylm(θ, ϕ), (1.33)

φf(1) = Ul′(r)Yl′m′(θ, ϕ), (1.34)

where l, l′ are the initial and final orbital quantum numbers, m, m′ are the
initial and final magnetic quantum numbers and n is the initial principle
quantum number. The evaluation of the angular integrals in eq. 1.29 leads
to the well known selection rules

l′ = l± 1 m′ = m,m± 1. (1.35)

Therefore for a given l the final state will be a coherent sum of the two
angular momentum states l + 1 and l − 1, generally called channel up and
channel down. In general it is found that for photon energies well above
threshold the channel up is the most probable. The actual cross section is
now contained in the radial integrals that are also influenced by the n and
l values.

Metals

Let’s consider now an atom placed in a solid metal surface. In this case, the
presence of all the nuclei should be considered in eq. 1.4 but, by using the
Born-Oppenheimer approximation explained more extensively in sec. 1.2.3,
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it is possible to decouple the Hamiltonian of the nuclei from that of the N
electrons. Therefore eq. 1.7 can be used again to estimate the core level
binding energies.
In a metal, the valence electrons available in the conduction band are very
mobile and therefore can flow to the site of the core-hole, screening in this
way its positive charge. This means that the core ionized atom is a neutral
atom with a core hole, compared to the free atom case whose final state is
an ionic state.
In the adiabatic limit, the full energy coming from the valence electrons is
transfered to the emitted electron. Thus, its kinetic energy is higher than
from the atom in its free state, by an amount called interatomic relaxation
energy, denoted here with εintrel .
In the sudden approximation we would expect to see well separated shake-
up and shake-off related features in the spectrum as explained before for
the free atom case. This does not happen for the atom in the solid because
its excited states now form a continuum in the valence band. In this case
electron-hole pairs around the Fermi level are excited. These low energy ex-
citations give rise to a low kinetic energy tail to the observed photoemission
peak. This effect was firstly experimentally observed on many metals by
Hüfner et al [10, 11]. The most important conclusion of these studies was
that the transition metals exibit larger asymmetry than noble metals. The
reason of this is that the transition metals have higher density of states at
the Fermi level which results in higher probability of core-hole creation.

1.1.4 Core level line shape

The shape of an XPS spectrum is much more complicated than that de-
scribed in the previous section. There are many contributions that one has
to take into account in order to explain the spectral features and their line
profile [12]. In particular in the case of a solid excitations other than the
shake-up and shake-off are possible in the photoemission process, like surface
or bulk plasmons that are collective oscillations of the electrons in valence
band. The corresponding satellites will have lower kinetic energy (by mul-
tiples of the plasmon energy) than the adiabatic peak.
All the losses explained up to now take place in the photoemission process
itself and for this reason they are called intrinsic losses. There is however
another possibility in a solid, i.e. to have extrinsic losses which can be
incurred by the emitted electrons during their transport from the emitting
atom to the surface. The inelastic scattering suffered by these electrons leads
to the creation of electron hole pairs as well as to plasmons which effect on
the spectral line profile adds to that of the intrinsic losses. Unfortunately,
a clear separation between these two types of losses is difficult to achieve,
because the time that the photoelectron needs to reach the surface is not
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long compared to the photoemission process itself and the two effects can
interfere coherently. Therefore care has to be taken when applying the sum
rule of eq. 1.32 in the case of core level photoemission from solids.
Another factor that can show an effect in the core level spectra is the vibra-
tional motion of the ions around their lattice points. This effect is analogous
to the vibrational excitations caused by electronic transitions in molecules.
In this case the removal of a core electron modifies substantially the elec-
tronic structure of the emitting atom thus influencing also the bond equi-
librium positions and the potential energy curve of the molecule. Since
the photoemission process is much faster than the nuclear motion, the final
state is created in the initial state geometry, i.e. the nuclei can be considered
frozen, according to the Born-Oppenheimer approximation. If the difference
in geometry or in the shape of the potential energy curves of the initial and
final state is large, different vibrational modes will be excited in the final
state with the distribution of the vibrational states being governed by the
Franck-Condon principle.
The same phenomenon occuring in XPS of core levels in solids leads to
phonon excitations and the effect is schematized in fig. 1.4 [13]. As can be
seen from the figure, the phonon excitations produce a core level shift and
a line broadening, as compared to a vibrationally adiabatic transition.
The origin of such an effect can be appreciated in terms of the equivalent
core approximation (ECA, explained in sect. 1.2.2) that assumes the atom
with the core hole equivalent to the next atom in the periodic table (also
called Z+1 approximation). Due to the Born-Oppenheimer approximation,
the photoemission process produces a Z + 1 element in the geometry of the
Z element and this implies that the core ionized atom can be in a state of
compression or tension depending on whether the Z + 1 element is bigger
or smaller than the Z counterpart. Therefore the corresponding core level
shift and line broadening depend on the size change between the Z and Z+1
atom. The phonon excitations are of intrinsic type as well as they can be
extrinsic, i.e. their creation comes from the photoelectron phonon scattering
on the photoelectron path inside the solid.
Another phenomenon that can induce phonon excitations is the recoil of
the core ionized atom because of the emission of the photoelectron. This is
due to the requirement of momentum conservation in the XPS event. It is
quite obvious that the recoil energy is bigger for light atoms than for heavier
elements. In any case it is always quite small, as demonstrated by the fact
that its maximum value for Li is 0.1 eV and 0.01 eV for Rb using at photon
energy of 1486 eV obtained with a conventional X-ray source.

1.1.5 Analyzing photoemission spectra

Let’s focus now on the procedures used to extract quantitative informations
from a photoemission spectrum. In order to do this we need to make a
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Figure 1.4: Schematic representation of phonon excitation during the pho-
toemission process. The shift in the core level binding energy is ∆εr and is
given by the excitation of β phonons of energy h̄ωp [13].

decomposition, i.e. to perform a fit of the measured spectrum with a model
line of appropriate line shape and broadening. From here on, only the shape
of the main line of the photoemission spectrum will be considered. This line
shape can be decomposed into several contributions, the most important
being the natural lifetime and the gaussian broadening.

(i) Life time broadening

A photoemission peak has an intrinsic width which is due to the finite life-
time of the core-hole. Its decay can be either radiative or non radiative [14].
These processes involve some of the orbitals that have a lower binding en-
ergy than the excited core level. The influence of the chemical surrounding
on the decay rate is usually quite small and therefore the intrinsic width is
essentially an atomic property.
Considering the Heisenberg’s uncertainty principle of eq. 1.8, for τ , life-
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time of the core hole, of the order of some 10−15 s the peak will have a
natural width of 100-200 meV. This broadening, always present in any pho-
toemission spectrum, is described with a Lorentzian distribution (eq. 1.36),
whose full width at half maximum (FWHM) is denoted with Γ and E0 is
the position for the maximum intensity I0

ILor(Ekin) = I0

Γ
2π

(Ekin −E0)2 + Γ2

4

. (1.36)

(ii) Gaussian broadening

The Gaussian broadening of a core level photoemission peak is mainly given
by three contributions namely, the experimental energy resolution, the vi-
brational and inhomogeneous broadening .
The experimental energy resolution is due to the fact that the photon source
has a finite line width determined by the monochromator used, and the elec-
tron energy analyser has a certain resolving power. During the past years
this instrumentation has improved considerably. The increased energy reso-
lution allows now to distinguish very fine structures in the spectra . This is
a fundamental point to be fullfilled expecially for the experiments that will
be presented in this thesis, dealiang with Surface Core Level Shifts that can
be as small as 50 meV.
The vibrational broadening, in molecules or solids, is given by the excitation
of low energy vibrational modes in the final state as explained in sect. 1.1.4.
For solids, while multiple phononic losses end up in the low kinetic energy
region of the so-called true secondary electrons, the intrinsic phonons in-
duce a broadening of the photoemission peaks which can, in most cases, be
described by a gaussian distribution [15].
The inhomogeneous broadening is due to the presence in the spectrum of
unresolved chemical or structural shifted components. These three effects
are represented by a gaussian distribution with FWHM, σ,

IGaus(Ekin) = I0exp

(
− ln2(Ekin −E0)2

σ2

4

)
. (1.37)

Doniach-Ŝunjić line-shape

In the case of a metal, the shape of the peak is the convolution of a lorentzian
life time broadening, of a gaussian broadening plus an asymmetry due to
the creation of electron-hole pairs at the Fermi level. The most commonly
used line shape in analyzing photoemission spectra from metals is the D-Ŝ
line shape calculated by Doniach and Ŝunjić [16]. It is obtained by taking
the convolution of a singularity function

f(E) ∝ 1
(E0 − E)1−α

(1.38)
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representing the core-hole excitation in metals for a constant density of
states around the Fermi level at T=0 K, with the Lorentzian broadening of
eq. 1.36. The calculated intensity is:

IDS(Ekin) = I0
ΓE(1 − α)(

(E0 −Ekin)2 + Γ2

4

) (1−α)
2

ξ(Ekin), (1.39)

and

ξ(Ekin) = cos

[
1
2
πα+ (1 − α)tan−1

(
2

(E0 −Ekin
Γ

)]
(1.40)

where ΓE is the so-called Γ function defined as

ΓE(x) =
∫ ∞
0
tx−1e−tdt, (1.41)

α the asymmetry parameter and Γ the FWHM of the lifetime broadening.
The T=0 K approximation implies that there are no electron-hole pair

excitations in the neutral ground state. At finite temperature the core-
level should exibit additional broadening due to thermal excitations of the
conduction electrons. However, this effect is quite small compared to the
phonon or lifetime broadening and is well approximated with an additional
gaussian broadening. The other approximation, i.e. the constant density
of states around the Fermi level, is not always a good approximation, for
example in the case of Pt or Pd that have a strong energy dependent density
of states close to the Fermi level. In this case a different function have to
be used.

In all the studies described in this thesis, dealing with metals like Be,
Rh and Ru, the deconvolution of the spectra have been performed using the
D-Ŝ line shape, convoluted with a gaussian broadening.

1.1.6 Core-level chemical shifts

So far we have considered the effects of the different kinds of excitations tak-
ing place due to the photoemission process, on the XPS line shape. Another
important aspect that has to be taken into account in photoemission is that
the core levels of an atom are affected by which kind of chemical bond the
atom is influenced. This means that the measured core level binding en-
ergy depends also on the chemical surroundings of the emitting atom. The
binding energy difference of a certain core level in two atoms of the same
element but with different chemical surroundings is called chemical shift.
The demonstration that the high resolution core level photoelectron spec-
troscopy technique is a sensitive probe of the chemical environment of the
emitting atom was given by Siegbahn and co-workers studying the oxidation
of copper [17, 18]. They found that the 1s core level of copper was shifted
towards higher binding energy by 4.4 eV on going from metallic copper to
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copper oxide. This is because the exact peak position of the core level lines
is determined by the oxidation level of the emitting atom and the electric
field generated by adjacent atoms [19]. In general, when the emitting atom
is bound with a more electronegative ligand, i.e. it undergoes a withdrawal
of electrons, its core level electrons are more difficult to excite and appear
at higher binding energy in the spectra. This is a quite general behaviour
that can be observed on many metal atoms where changes in the oxidation
state of the metal are usually accompanied by binding energy shifts towards
higher binding energies.
The chemical shifts span an energy range from a few meV to several eV
[20], thus enabling an identification of binding partners and a distinction of
single or double covalent bonds. An example of the chemical shift is shown
in fig. 1.5 for the ethyl-trifluoroacetate C4F3O2H5 molecule for which the
C 1s photoemission signal shows four well separated components.
In order to understand the origin of the chemical shift, let’s consider again

Figure 1.5: Photoemission spectra from C4F3O2H5 molecule. The C1s peak
shows four different components related to the carbon atoms bound to dif-
ferent ligands.

eq. 1.7 for the calculation of the binding energy of a core electron. The
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chemical shift is given by:

∆Eb = Eftot,A(N − 1) − Eitot,A(N ) −Eftot,B(N − 1) −Eitot,B(N ) =

∆fA,B − ∆iA,B, (1.42)

where A and B denote the system A and system B respectively and ∆A,B
the total energy difference between the two systems. It is clear then that
the chemical shift is not just an initial state effect but one has to take into
account also the system with the core-hole, i.e. the final state effects to
achieve a good description of such shifts.

1.2 Surface Core Level Shifts

A special type of binding energy shift is that arising between the bulk atoms
of a solid and the surface atoms. This shift, named surface core level shift,
henceforth denoted with SCLS, is caused by the structural environment
modification of the atoms at the surface with respect to the bulk. The
SCLS’s are small compared to the chemical shifts occuring in compounds,
since the electronic modifications are not as strong, and therefore the de-
tection of these shifts became possible only by using high energy resolution
photoelectron spectroscopy.
The first experimental evidence of such a shift, explained in terms of SCLS,
was obtained by Citrin and co-workers in 1978 measuring the Au 4f core
level of a polycristalline Au clean surface [21]. After that experiment a num-
ber of experiments on other systems have been performed trying to elucidate
the origin of SCLS’s and to predict their width on the basis of theoretical
calculations. Moreover, such experiments have been performed not only on
clean surfaces but also on adsorbate covered ones. Infact, in presence of an
adsorbate, the atoms at the surface change their chemical surrounding and
this changes also the SCLS’s.
The explanation of the SCLS of a clean surface given by Citrin [21], was
that it is related to the lower coordination of the atoms at the surface with
respect to the bulk. This causes a narrowing of the valence band thus pro-
ducing a charge redistribution at the surface and a change in the potential.
This potential change is felt by the core electrons that shift in binding en-
ergy. This view takes into account only the initial state effects and neglects
completely the final state effects that are related to the response of the sys-
tem to the presence of the core-hole.
Such an approach was further applied by the theoreticians in order to calcu-
late the SCLS’s of other metals. In this connection the work of Desjonquéres
and co-workers [22] who studied sistematically the SCLS’s of a transition se-
ries considering only initial state effects, the so-called microscopic approach
is notable. In parallel to this, other calculations have been performed by
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other groups, based on the thermodynamical approach which uses a Born-
Haber cicle to determine the SCLS’s of clean metal surfaces. In the latter
approach, also the final state effects, i.e. the screening of the core hole are
taken into account. Later on, these two methods of SCLS’s calculations
have been extended to the case of adsorbate covered surfaces by Tréglia and
co-workers [23].
Nowadays, the increased computational speed of the new computers together
with the availability of new codes, render it possible to perform ab-initio to-
tal energy calculations of a many body system. Therefore, considering eq.
1.42, the SCLS is defined as

∆SCLS =
[
Esurface(nc − 1) − Esurface(nc)

]
−

−
[
Ebulk(nc − 1) −Ebulk(nc)

]
, (1.43)

where Esurface/bulk(nc) is the total energy of the system considered as a
function of the number of electrons, nc, in a particular core level, c, of a
surface or bulk atom respectively [13, 24]. These calculations permit to
distinguish between initial and final state contributions to the SCLS’s and
are able to reproduce the measured SCLS’s with high accurancy.
This thesis deals with SCLS’s of clean as well as adsorbate covered surfaces.
Therefore a detailed explanation of the methods used to calculate such shifts
is given in the following.

1.2.1 Microscopic model

Let’s consider again eq. 1.43 and expand the total energies as

E(nc − δnc) = E(nc) −
∂E(nc)
∂nc

δnc +
1
2
∂2E(nc)
∂n2c

(δnc)2 + . . . (1.44)

where the derivative equals the orbital eigenenergy,

−∂E(nc)
∂nc

= εc(nc). (1.45)

If we put eq. 1.44 into eq. 1.43 we obtain the SCLS expressed as

∆SCLS = −(εsurfacec (nc)−εbulkc (nc))−
1
2
∂

∂nc
εbulkc +

1
2
∂

∂nc
εsurfacec +. . . , (1.46)

or
∆SCLS = ∆conf−chemSCLS + ∆relaxSCLS, (1.47)

where
∆conf−chemSCLS = −(εsurfacec (nc) − εbulkc (nc)), (1.48)

and
∆relaxSCLS = −1

2
∂

∂nc
εbulkc +

1
2
∂

∂nc
εsurfacec + . . . . (1.49)
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From eq. 1.47, neglecting the derivatives, we find that the SCLS is sim-
ply given by ∆conf−chemSCLS which is the variation of the orbital eigenenergies
caused by the change of the electronic configuration and of the chemical
environment between the surface and the bulk in the initial state. This is
the Koopman’s theorem.
The derivative terms, ∆relaxSCLS, take into account for all the effects that are
not included in Koopmans’ theorem like the correlation and screening ef-
fects. The first ones do not change much when going from the surface to
the bulk atoms [25], and therefore the latter are the most important.
Moreover, the screening can be either intraatomic, i.e. due to the relax-
ation of the electrons of the emitting atom, or interatomic that involves
the electrons of the other atoms. The difference in intraatomic screening
between the surface and the bulk can be neglected since this screening is
almost the same for an atom free or embedded in the bulk [25]. Moreover,
also the contribution of the interatomic screening to the SCLS is quite small
because, considering transition metals, it is due to the d electrons that are
still quite localized and most probably not much affected by the presence
of the surface. In this way we end up with the SCLS given by the simple
expression

∆SCLS = −(εsurfacec (nc) − εbulkc (nc)) (1.50)

This is the initial state description of the SCLS’s, in which the screening
effects are not taken into account.
Let’s give now a qualitative explanation of the SCLS’s as calculated with
eq. 1.50. In order to do this, we need to understand how the shifts of the
core levels are related to those of the valence d levels.
By considering the model of ref. [26], and approximating the d orbitals by
a spherical shell with radius R and with Nd electrons, the Hartree potential
energy inside the sphere is given by

V = e2
Nd
R
. (1.51)

Therefore any change inNd is reflected in the potential through the eq. 1.51:
this potential change is felt by the core levels, which are inside the sphere,
and their energy shifts accordingly.
When, on the contrary, the d orbitals are not totally confined on the spherical
shell, then, most probably, the deeper core levels should display the stronger
energy shift because they are confined in a more localized region around the
nucleus. A more detailed calculation of the effect of a small change of the
number of valence electrons on the energy of different levels, have been
performed within the model of ref. [27]. As an example, for Rh, that is
one of the metals whose SCLS is discussed in this thesis, by changing the
number of 4d electrons by 0.08 and 4s by 0.02, the shift of the 3d core level
is 1.56 eV while that of the 4d valence band is 1.36 eV. From these results
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the SCLS of eq. 1.50 can be written as a function of the centre of gravity,
so-called centroid εd, of the valence d band

∆SCLS � −1.1(εsurfaced − εbulkd ). (1.52)

In the tight binding theory framework, a change in the potential of the
surface atoms is reflected in a shift of the same amount of the valence band
centroid.
With all these information we can now develop a qualitative picture of the
SCLS, for which a schematic representation is shown in fig. 1.6 for a d band
less and more than half full respectively [28]. Here the d band of a transition

Figure 1.6: Schematic representation of the SCLS caused by d -band narrow-
ing and an electrostatic shift for transition metals. On the left the d-band
is less than half full while on the right it is more than half full [3].

metal is approximated with a symmetric distribution around a central value.
The difference between surface and bulk atoms is that the former have a
narrower distribution of the band due to their lower coordination. Therefore
a charge rearrangement is needed in order to maintain a common Fermi level
between the bulk and surface atoms, i.e. electrons will flow from the bulk to
the surface in the case of a band more than half full and the opposite happens
in the case of a band less than half full. This gives rise to an electrostatic
potential difference δεd that shifts rigidly both the valence band centroid
and the deep core levels of the surface atoms. This shift is towards higher
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(lower) binding energies for a d band less (more) than half full.
From all the above considerations it follows that the SCLS of a transition
metal series should parallel the occupation number of the valence d band.
Moreover, the more the band narrows, the stronger should be the SCLS.
Since the narrowing is due to the number of cut bonds at the surface, the
fcc metals for example should display an increasing SCLS moving from the
(111) (3 cut bonds) to the (100) (4 cut bonds) and to the (110) (5 cut bonds)
surfaces.
This effect has been calculated within the tight-binding theory framework
and the derived expression for the SCLS of the 4d transition metal series is:

∆SCLS =

(√
Zsurface
Zbulk

− 1

)(nd − 5
10

)
Wd (1.53)

where Zsurface/bulk are the coordination numbers of the surface/bulk atoms

Figure 1.7: Ab-initio calculations of the initial state SCLS’s of the 1s state
of the 4d transition metal series. All metals have been treated as fcc and
the SCLS’s have been calculated for all the three low index surfaces. The
SCLS’s of the 3d core states are lower by ≈ 0.02 eV at the ends of the series
and by ≈ 0.08 eV near the middle.

and nd and Wd are the d band occupation number and width, respectively
[29].
A more detailed analysis of the initial state SCLS’s of the 4d transition
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metals has been done by performing ab-initio calculations of the SCLS; the
results are shown in fig. 1.7 [30].
These calculations confirm the above conclusions on the SCLS, even though
the behaviour of the variation of the SCLS is not monotonic along the series.
This is due to the fact that the shape of the d band is not as simple as
depicted in fig. 1.6 but it presents also sharp peaks. When the Fermi level
is found in a peak of the bulk band, the SCLS variation decreases.
Another important aspect to be noted is that the eq. 1.53 can be used to
normalize the surface dependent SCLS’s of fig. 1.7. The result of such a
normalization is that the curves are almost superimposed. This means that
tight binding calculations give a good estimation of the narrowing of the d
band when bonds are cut.

1.2.2 Thermodynamic model

As explained in the previous section, the microscopic approach considers the
SCLS’s just within the initial state approximation and does not take into
account the final state effects due to the screening of the core-hole. These
effects can be quite large, as will be shown for example in sections 5.1 and 5.2
and therefore the theoretical calculations need to take into account all the
effects involved in order to describe accurately the properties of the system
that determine the SCLS’s. The first theoretical approach that was used
in this sense is the so-called thermodynamic approach [31, 32] which uses
an expression based on different Born-Haber cycles for the surface and bulk
atoms. These cycles connect the same initial state with two different final
states, one with the core-hole located at the surface and the other with the
core hole located in the bulk.
The basic assumption of this approach is that the core ionized state is an
electronically completely screened final state where the conduction electrons
have attained a fully relaxed configuration in presence of the core-hole.
Moreover, a further approximation is made, the so called equivalent core
approximation (ECA) to describe the system with the core hole. Within
this approximation the core electrons are assumed to be located entirely
inside the valence electrons. In this way it is reasonable to assume that the
removal of a core electron is felt by the valence electrons as a change in the
nuclear charge from Z to Z+1. Therefore the properties of the core ionized
atom are the same as the next element in the periodic table [33].
Each Born-Haber cycle can be sketched as follows (see fig. 1.8 for the bulk
case): consider a Z metal, sublimate it, ionize one of the sublimated atoms
and screen the created core hole then condensate again all the remaining
atoms including the Z+1 impurity. The resulting metal will be, in one case
a Z metal with a Z+1 impurity at the surface and in the other, a Z metal
with a Z+1 impurity in the bulk. Therefore, since the SCLS is the difference
between the energies in the two cases, the energies on atomic level related to
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Figure 1.8: Schematic representation of a Born-Haber cycle for the ionization
of a bulk atom [24].

the screening will cancel each other. The terms that survive are only those
corresponding to the way in which the ionized atom bonds to the lattice
before and after the ionization process at the surface and in the bulk.

∆SCLS =
(
EZ+1
coh + EZ+1

imp (Z) −EZcoh
)surf

−
(
EZ+1
coh +EZ+1

imp (Z) −EZcoh
)bulk

= EsurfZ→Z+1 −EbulkZ→Z+1 (1.54)

where Ecoh is the cohesive energy, i.e. the energy gained when transforming
a free atom into a bulk atom, EZ+1

imp (Z) is the solution energy of a Z+1 atom

in the Z metal, Esurf/bulkZ→Z+1 is the energy required to substitute a Z with a
Z+1 atom at the surface/bulk. This is sketched in fig. 1.9. This energy
difference corresponds to the surface segregation energy of the core ionized
atom in a Z matrix ∆UZ+1(Z) [34]. Therefore the SCLS is given by

∆SCLS = ∆UZ+1(Z). (1.55)

If we consider again eq. 1.54 and we neglect the impurity contribution
EZ+1
imp (Z) we find

∆SCLS =
(
EZ+1,surf
coh − EZ+1,bulk

coh

)
−
(
EZ,surfcoh −EZ,bulkcoh

)

= Esurf (Z + 1) −Esurf (Z) (1.56)
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Figure 1.9: Schematic representation of the SCLS whithin the thermody-
namic model as explained in eq. 1.54. The dark atom is a fully screened
core ionized atom that in the ECA approximation is a Z+1 atom [13].

where Esurf is the surface energy, i.e. the variation of energy per surface
atom due to the creation of the surface.
In order to attein a qualitative understanding of eq. 1.56 let’s write the
surface energy as a function of the cohesive energy, using the empirical
relation Esurf � 0.2Ecoh, which holds roughly for all the elements, provided
that the same surface structure is considered

∆SCLS = 0.2
(
Ecoh(Z + 1) −Ecoh(Z)

)
. (1.57)

With this equation in mind it is quite simple to explain the behaviour of
the SCLS along the 5d transition metal series, for which different determi-
nations of eq. 1.56 [31, 32, 35] agree quite well with the experimental results
[36]. Infact, for the 5d metals the cohesive energy is mainly due to the 5d
electrons whose density of states can be occupied by 10 electrons per atom.
Considering the first element of the series, only the bonding states are oc-
cupied and the occupation of these states increases moving to the middle of
the series, thus increasing the cohesive energy. From the middle to the late
elements, antibonding states become occupied thus reducing the cohesive
energy. This behaviour, introduced in eq. 1.57, explains why the SCLS’s of
5d transition elements are positive (towards higher binding energy) for the
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early elements of the series and negative for the late ones [37].
Thinking in the opposite way, the knowledge of the SCLS’s can give use-
ful informations on the process of surface segregation of alloys formed with
adjacent atoms in the transition metal row. Infact, from eq. 1.55 and con-
sidering for example the SCLS’s experimental results of ref. [36] for the 5d
transition metals, it turns out that on the left (right) side of the row the Z-1
(Z+1) atom will segregate on the surface of an alloy formed with Z atoms,
because of the positive (negative) SCLS’s. This rule can be generalized to
alloys formed with elements that are not adjacent in the periodic table.
The thermodynamic approach, as explained in this section, is quite general,
in the sense that it can be applied to all the elements and, most important,
takes into account for the screening effects. However with this method it is
possible to calculate only the SCLS’s of the top layer atoms because the gen-
eralization of the thermodynamic approach to the calculation of the SCLS’s
of subsurface layers would introduce energies that are not measurable.

1.2.3 Ab− initio calculations

The methods outlined in sect. 1.2.1 and 1.2.2 to calculate the SCLS’s,
are based on approximations that limit their applicability to some selected
systems. They permit however to understand the physical reasons of the
SCLS’s.
In order to make an exact calculation of the SCLS’s, it is necessary to
determine the total energies for the bulk and surface ionized states, to be
put into eq. 1.43. Nowadays these energies can be computed by performing
ab−initio calculations within the density functional theory framework. This
kind of calculations have been performed by different theoretical groups
(more details are found in chapters 3, 4, 5) to explain the SCLS’s that we
have measured on different systems and we are going to present. Therefore
in the following we enphasize the most important aspects of a total energy
calculation just to appreciate the theoretical improvements that have been
done in the last decades, which allow now to understand more deeply the
physics of SCLS’s for a variety of systems, as shown in the following chapters.

Born-Oppenheimer approximation

A crystal is composed by many atoms (1023 or so) arranged in an ordered
structure. In order to calculate the wave function of such a complex system,
all the p nuclei, located at R1, . . . ,Rp as well as all the N electrons, located
in r1, . . . , rN and with spin s1, . . . , sN must be taken into account. This is
a so-called many body problem and its wave function

Ψtot(N ) = Ψtot(r1, s1, . . . , rN , sN ;R1, . . . ,Rp). (1.58)
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obeys the time independent Schrödinger equation

Ĥtot|Ψtot >= Etot|Ψtot > . (1.59)

The Hamiltonian Ĥtot contains the kinetic terms of the electrons and of the
nuclei, the electron-nucleus and the nucleus-nucleus interaction and finally
the electron-electron interaction.
In general the wave function 1.58 cannot be determined exactly due to the
exceedengly high number of bodies and to the nature of the interactions
between them. Very sophisticated approximations have been developed in
the years that allow to find a solution to these problems.
The first approximation introduced is the Born-Oppenheimer approximation
[38] that decouples the motion of the nuclei from that of the electrons.
This means that the total energy of a given nuclear configuration can be
calculated by minimizing the energy of the electrons in the constant external
potential of the nuclei. In this way the kinetic term of the nuclei can be
regarded as zero. This means that the nucleus-nucleus interaction will be
constant and therefore the total energy of the system can be obtained just by
adding the electronic energy E to the nucleus-nucleus repulsion. This term
can be therefore excluded from the hamiltonian of the N electrons system.
We are then left with the Schrödinger equation

Ĥ|Ψ >= E|Ψ > (1.60)

where Ψ = Ψ(r1, s1, . . . , rN , sN) and the Hamiltonian is given by

Ĥ = T̂ + Û + Ŵ . (1.61)

Here T̂ is the kinetic energy operator

T̂ = −1
2

N∑
i=1


2
i , (1.62)

Û represents the interaction of the electrons with the coulombic field from
the nuclei of charge Zα

Û =
N,p∑
i,α

Zα
|ri −Rα|

, (1.63)

and Ŵ is the two particle interaction operator

Ŵ =
N,N∑
i,j>i

1
|ri − rj|

. (1.64)

In order to determine the ground state energy of the system, eq. 1.60 must
be solved, within the constrain < Ψ|Ψ >= 1. The equivalent variational
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form of the Schrödinger equation states that a solution of 1.60 is any state
that satisfies

< Ĥ >Ψ=
< Ψ|Ĥ|Ψ >

< Ψ|Ψ >
⇒ Stationary, (1.65)

and the ground state of the system is that represented by the wave function
that minimizes 1.65.
Let’s see now how the wave function Ψ can be approximated in order to
solve 1.65.

Hartree-Fock approximation

Whitin the Hartree-Fock approximation, the wave function of the N elec-
trons system Ψ is the sum of N! antisymmetrized products of N single elec-
tron orbitals ψi(rj, sj), given by a Slater determinant

ΨHF =
( 1
N !

) 1
2

∣∣∣∣∣∣∣∣∣∣

ψ1(r1, s1) . . . ψN(r1, s1)
ψ1(r2, s2) . . . ψN(r2, s2)

...
. . .

...
ψ1(rN , sN) . . . ψN(rN , sN)

∣∣∣∣∣∣∣∣∣∣
. (1.66)

The wave function ΨHF is antisymmetric and satisfies the Pauli exclusion
principle because when two electrons are in the same state, i.e. they have
the same orbitals, two columns are identical and ΨHF becomes zero.
By using now this wave function into 1.65, with the Hamiltonian of eq.
1.61 it is possible to determine the energy EHF . To find this solution the
eigenvalue equation for each electron quantum state must be solved, with a
potential for each state. Since the potential is not known and depends on
the wave function itself, the problem must be solved recursively by a self-
consistent method. This means that one guesses the single particle wave-
function, calculates the potential and uses this potential to recalculate the
wave function, until the new wave function does not differ from the previous
one. This method is called Self Consistent Field (SCF) method.
The energy obtaind in this way, EHF , is given by

EHF = THF + UHF +WHF (1.67)

were THF =< ΨHF |T̂ |ΨHF > and UHF =< ΨHF |Û |ΨHF >.
The last term WHF is the electron-electron interaction energy. This energy
is the sum of two different contributions: the first one, called Hartree energy,
is the result of the interaction between the electron i with the charge density
created by all the other electrons, that include also the electron i itself and,
the second, called exchange term that corrects this last effect, i.e. the fact
that the electron cannot act with a Coulomb force on itself.
The wave function ΨHF is just an approximation of the true wave function
Ψ of the N electrons system and therefore also the energy calculated EHF
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is not the exact ground state energy E of eq. 1.60. This is because of
the way in which ΨHF is defined, i.e. as a superposition of one electron
wave functions, which means that the electrons are thought as indipendent
particles. The exact energy of the ground state is therefore given by

E = EHF + Ec (1.68)

where Ec is the so-called correlation energy. Therefore, the calculation of the
total energy is again very difficult to perform because, while the EHF is rel-
atively simple to compute, the Ec is not, because it represents all the effects
that are not included when introducing the Slater determinant. In order to
overcome this problem, another approach to the solution of a many body
problem has been adopted, namely the density functional theory (DFT).
Whithin this theory, the energy is not considered as an eigenvalue of a cer-
tain wave function but as a functional of the electron density ρ(r).

Density functional theory

The DFT is based on three theorems [39, 40, 41].
The first theorem states that the ground state expectation value of any
observable is a unique functional of the ground state electron density ρ0(r).
In other words, the density ρ0(r) determines all the properties of the ground
state and therefore also the total energy, that now can be written, following
the notation adopted in eq. 1.61 as

E[ρ0] = T [ρ0] + U [ρ0] +W [ρ0], (1.69)

i.e. the energies T, U and W are all functionals of the electron density.
The second theorem is the variational principle and states that for any charge
density ρ(r), of N electrons, the total energy E[ρ] has a minimum in the
ground state, i.e.

E[ρ0] ≤ E[ρ]. (1.70)

At this point it would be possible to solve eq. 1.69 but the only functional
that is known exactly is U [ρ] and both T [ρ] and W [ρ] are not known. We
can therefore write eq. 1.69 as

E[ρ0] = F [ρ0] +
∫
V (r)ρ0(r)dr (1.71)

where V (r) is the external potential and F [ρ0] includes the kinetic energy
and the electron-electron interaction.
The third theorem states that F [ρ] is universal, i.e. it has the same analytical
form for all the systems and does not depend on the external potential V .
Therefore the analytical form of F [ρ] is needed in order to solve the many
body problem. In order to find this, Kohn and Sham reintroduced the one-
electron orbitals of non-interacting electrons ψi(r), giving the same ground
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state density of the interacting system ρ0(r) (so-called Kohn-Sham orbitals),
instead of the electron density. In this way the expectation value of the
kinetic energy operator is the kinetic energy of a non-interacting electron
gas T0[ρ], and the electron-electron interaction W [ρ] contains the ordinary
Coulomb repulsion term, or Hartree termH [ρ] plus an unknown term, called
exchange and correlation term Exc[ρ]. We have therefore

F [ρ] = T0[ρ] +H [ρ] +Exc[ρ]. (1.72)

By applying the variational principle, stated in the second theorem described
before, to the Kohn-Sham orbitals, the following set of equations results

ĤKSψi(r) = εiψi(r) (1.73)

where i = 1, . . . , N , εi are the Kohn-Sham eigenvalues and

ĤKS = −1
2

2 +Veff (r), (1.74)

where Veff(r), the effective potential that the independent particles move
in, is defined as

Veff(r) = V (r) +
∫

ρ(r′)
|r− r′|dr

′ + Vxc(r; [ρ]). (1.75)

The Vxc(r; [ρ]) is the unknown exchange-correlation potential, which is a
functional of the density ρ. It is a non-local function because its value in a
point r depends on the density in all the space. The equations 1.73 are non-
linear and therefore they must be solved recursively or in a self-consistent
way. The resulting electron density will be

ρ(r) =
N∑
i=1

|ψi(r)|2 (1.76)

and the corresponding ground state energy will be given by eq. 1.71.
The most problematic term remains the exchange-correlation energy func-
tional Exc[ρ] that must be approximated.

Local Density Approximation

One way of treating the Exc[ρ] is by applying the Local Density Approxima-
tion (LDA). Within this approximation, the Vxc(r; [ρ]), which is in general
a non local function, becomes local, in the sense that it depends only on the
electron density at point r

Vxc(r; [ρ] ∼= V LDAxc (r; ρ(r)). (1.77)



36 Core Level Photoemission Spectroscopy

This is achieved by defining an exchange and correlation energy per par-
ticle of a homogeneous electron gas with density ρ(r), εxc(ρ(r)), and the
corresponding Exc[ρ] becomes

ELDAxc [ρ] =
∫
ρ(r)εxc(ρ(r))dr. (1.78)

Various methods are used in order to determine the εxc(ρ(r)). Once this
function is available it is possible to solve eq. 1.73 and then to find the total
energy of the system.
In principle the LDA should be suitable only for systems in which the elec-
tron density varies slowly, even though it works well also for systems with
relatively large density gradients. In any case, in order to treat this kind of
systems, a more advanced approximation must be considered.

Generalized Gradient Approximation

In the Generalized Gradient Approximation (GGA) [42] the electron density
gradient is included in the definition of Vxc(r; [ρ]) that becomes

Vxc(r; [ρ] ∼= V GGAxc (r; ρ(r),
ρ(r)). (1.79)

The corresponding exchange energy can be written as

EGGAxc [ρα, ρβ] =
∫
f(ρα, ρβ,
ρα,
ρβ)d(r). (1.80)

Also in this case, as for the LDA, many exchange and correlation func-
tionals have been proposed.

Wave function expansion

In order to solve the Kohn-Sham equations of eq. 1.73, the one electron
orbitals ψi(r) are often expanded in a set of basis functions {φj(r)}. For a
complete basis set the wave function ψi(r) can be expressed as

ψi(r) =
∑
j

ci,jφj(r), (1.81)

and the summation is over an infinite number of coefficients and basis func-
tions. In order to perform a real calculations it is therefore necessary to
construct basis functions well suited for the problem and consider just a
finite sum of them, because the larger the basis set is, the higher computa-
tional effort is needed.
One of the methods that is widely adopted to solve the Kohn-Sham equations
is the so-called Full Potential Linearized Augmented Plane Wave method
(FP-LAPW) [43, 44, 45]. In this case the unit cell is divided into non
overlapping muffin-tin spheres that are centered at the atomic sites, and



1.2 Surface Core Level Shifts 37

an interstitial region. Two different basis sets are used in each region. In
particular inside the atomic spheres, a linear combination of radial func-
tions times spherical harmonics is used, while in the interstitial region a
plane wave expansion is adopted. At this point the calculation can be done
recursively until self consistency is achieved.

1.2.4 SCLS’s total energy calculations

Let’s consider again the eq. 1.43 where the SCLS ∆SCLS is expressed as the
difference in energy which is needed to remove a core electron either from a
surface or from a bulk atom.

Within the initial state approximation the SCLS, ∆initial
SCLS , is given by eq.

1.50, i.e.

∆initial
SCLS ≈ −

[
εsurfacec (nc) − εbulkc (nc)

]
. (1.82)

Now εsurfacec and εbulkc do not represent anymore the Hartree Fock eigen-
values but the Kohn-Sham eigenvalues of the particular core state, c. In
this approximation the SCLS is simply due to the variation of the orbital
eigenenergies before the excitation of the core electron.
A full calculation of the ionization energy, which includes the screening con-
tributions from the valence electrons in response to the created core hole,
can be achieved by calculating the total energy of an impurity with a core
hole in the selected core state. The SCLS is then the difference of two total
energies, with the impurity once located at the surface and once inside the
bulk, as shown in fig. 1.9 within the ECA approximation [31]. To a good
approximation, this difference can also be obtained via the Slater-Janak
transition-state approach of evaluating total energy differences [46]. Using
the mean value theorem of integration,

E(nc − 1) −E(nc) =
∫ nc−1

nc

∂E(n′)
∂n′

dn′ ≈

≈ −εc(nc − 1/2) , (1.83)

the ∆initial
SCLS can be cast into the form of eq. 1.82, yet this time with a core

level occupation of nc − 1/2 i.e.

∆SCLS ≈ −
[
εsurfacec (nc − 1/2) − εbulkc (nc − 1/2)

]
. (1.84)

Note that this latter approach, from which we derive the total SCLS, takes
both initial and final state effects (in the spectroscopic sense) into account, so
that the results of such a calculation can be compared with the experimental
values.
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1.3 Photoelectron diffraction

The intensity of a core level photoemission peak at a certain photon energy
is proportional to the integral over the solid acceptance angle of the electron
detection system, of the photoelectric cross section defined in paragraph
1.1.1 and to the number of emitters. In case of photoemission from solids
there are however other effects that determine the intensity like the elastic
and inelastic scattering events that take place during the transport of the
photoelectrons from the emitters to the vacuum. The former cause a lower-
ing of the photoemission signal when the emitters are found in deeper layers,
due to the inelastic mean free path of the photoelectrons in solids while the
latter, called photoelectron diffraction effects, can either give a lowering or
an increase of the photoemission signal depending on the geometry around
the emitter, the photoelectron kinetic energy and the detection angle.
A schematic picture of the photoelectron diffraction effect is shown in fig.
1.10.
In a photoelectron diffraction experiment a core electron is excited by an

Figure 1.10: Schematic representation of the photoelectron diffraction effect.
The primary wave φ0 is generated by the photoemission process of the atom
adsorbed on top of the surface of a crystal. The secondary waves φj, φk are
the singly scattered waves by the atoms j , k of the surface and subsurface
layers respectively. A double scattered wave φf,g is also shown.

x-ray photon. The outgoing electron wave φ0 can reach the electron detector
on a direct path or it can be scattered by the atoms surrounding the emit-
ter, generating the waves φj, φk and φf,g that interfere with the direct wave
producing a diffraction pattern characteristic for each emitter. The final
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diffraction intensity can then be measured as a function of the azimuthal
or polar emission angles or, at fixed emission angles but as a function of
the photon energy, as shown in fig. 1.11. As the photoelectron undergoes

Figure 1.11: Three different modes to perform photoelectron diffraction: (a)
azimuthal scan, (b) polar scan and (c) photon energy scan (k varying).

the scattering process, it collects informations on the local surroundings. In
order to extract such informations the measured interference pattern has to
be compared with multiple scattering calculations performed for a model
structure.
The photoelectron diffraction technique combines therefore chemical, struc-
tural and surface sensitivity and the structural characterization it gives is
local because of the inelastic effects. Moreover, since different atoms hit by
the incident light act as time uncorrelated photoemitters and their intensi-
ties add up incoherently, there is no need to have long range order in order
exploit the photoelectron diffraction technique.

An often used way to consider the photoemission process, including the
elastic and inelastic scattering effects, is the three step model in which the
photo absorption, the transport of the photoelectron from the emitter to
the surface and its propagation from the surface to the detector, are treated
separately.

1.3.1 Step I : Photoemission

The photoemission process has been extensively treated in sect. 1.1. Now,
let’s call the initial core electron wave function with quantum numbers
(n, l, m), ψc(r), and the final photoelectron wave function with wave vec-
tor k and quantum numbers (l′, m′), φ(r, k), then eq. 1.29 becomes

dσ

dΩ
∝ | < φ(r, k)|ε · r|ψc(r) > |2. (1.85)

This is the dipole approximation that implies the well know selection rules
of eq. 1.35. It is worth noting that the cross section depends on the angle
θp between the polarization vector ε and the emission direction. In the par-
ticular case of photoemission from an s level (l = 0) for example, the final
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state is a wave of p type (l′ = 1) and the emitted intensity is proportional to
cos2(θp). This gives strong anisotropy of the emitted intensity which goes
to zero for θp = 90◦.
In order to avoid such atomic effects on the photoemission intensity, the pho-
toelectron diffraction technique, that is used to study solid state structural
effects, is performed by keeping the photon incidence and electron analysis
directions constant. Therefore, as already mentioned before, the photoelec-
tron diffraction pattern is obtained by rotating the sample or changing the
photon energy at constant θp. In this way the measured intensity is just
due to the interference between direct and scattered waves. By using this
data collection mode the so-called Constant Initial State, CIS spectra are
obtained.

1.3.2 Step II : Scattering from atoms

Single scattering approach

After the photoemitted electron leaves the emitter, it undergoes scattering
by the surrounding atoms. In the single scattering approximation [47] the
final state wave function φ(r, k) is a linear superposition of the direct wave
φ0(r, k) with all the waves φj(r, rj → k) singly scattered at rj and emerging
in the direction k

φ(r, k) = φ0(r, k) +
∑
j

φj(r, rj → k). (1.86)

Since the electron detector is far away from the emitter, at infinity along k,
these waves can be considered of spherical form

φ0 ∝
eikr

r
, (1.87)

φj ∝
eik|r−rj |

|r− rj|
fj(k, θj) (1.88)

with r and k the electron position and wave vector respectively, θj the angle
between rj and k and fj(k, θj) the scattering factor of the atom at rj.
In order to calculate the electron-atom scattering, the wave φ0 is further
approximated by a plane wave, φ0 ∝ eikr and the complex scattering factor
becomes

fj(k, θj) = |fj(k, θj)|eiχj(θj) (1.89)

with χj(θj) representing the phase shift associated with the scattering. An
example the amplitude of the plane wave scattering factor as a function of
the scattering angle and kinetic energy is given in fig. 1.12.
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Figure 1.12: Amplitude of the plane wave scattering factor for Nickel [47].

By applying the partial wave method to a suitable spherically symmetric
potential [7], the scattering factor f(k, θ) can be most accurately written as

f(k, θ) =
1
k

∞∑
l=0

(2l+ 1)eiδlsinδlPl(cosθ) (1.90)

where Pl are Legendre polynomials and δl the partial-wave phase shifts.
The scattering potentials at each lattice site can be represented by charge
spheres of finite radius rMT , slightly lower than half the nearest neighbour
distance, and by a constant potential in the interstitial region, the so called
muffin tin potential.
Considering again eq. 1.89, the overall phase shift between the wave φ0 and
the scattered wave φj is given by

krj(1 − cosθj) + χj(θj), (1.91)

i.e. by the pathlength difference plus the scattering phase shift of the atom
at rj. This is sketched in fig. 1.13. Interference fringes will be observable
when

krj(1 − cosθj) + χj(θj) = 2πn. (1.92)

The final intensity is the sum of the individual intensities of the emitters
as given by eq. 1.85, i.e.

I(k, θ, ϕ) ∝
∑
emitt

| < φ0 +
∑
j

φj|ε · r|ψc > |2. (1.93)
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Figure 1.13: The primary wave φ0 is scattered by the atom at a distance rj
from the emitter and generates the wave φj

Multiple scattering calculations

The emitted photoelectron usually does not only suffer one scattering event;
therefore multiple scattering must be considered in order to perform a reli-
able photoelectron diffraction simulation.
A typical multiple scattering path is shown in fig. 1.14. Here the scatter-

Figure 1.14: Multiple scattering path from the emitter to the detector placed
at rn. The number of scattering events is n-1.

ing is formulated in terms of diagonal plane-wave scattering t matrices with
elements tl = sin(δl)eiδl and matrix elements of the free Green’s function
propagator GLi+1,Li(k(ri+1 − ri)) (L = (l, m)) giving the strength of the
component Li+1 of the spherical waves centered on ri+1 atomic sites [48].
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The total intensity becomes [49]:

Insc
nl (k, θ, ϕ) =

∑
emitt

∑
m

∣∣∣∣∣∣
∑
l′=l±1

ml′,c · ΣG

∣∣∣∣∣∣
2

, (1.94)

where nsc is the scattering order (for single scattering nsc = 2), ΣG is the
sum of multiple scattering Green’s functions for different scattering paths
and

ml′,c = (−i)l′eiδl′ < φEk,l′ |ε · r|ψc > (1.95)

is the radial matrix element.
The strongest effect caused by multiple scattering is the defocusing of the

intensity in a multiple forward scattering (i.e. at θj = 0 in fig. 1.13) along
a row of atoms. This is shown in fig. 1.15 for chains of 2, 3, 5 atoms of Cu
with the emitter at their base [49].
Two important effects are missing in the calculations considered so far i.e.
the inelastic scattering of the photoelectrons and the thermal vibrations.
The inelastic scattering attenuates the propagation of the electrons in the
crystal. This is taken into account by introducing in the final formula a
simple exponential damping of the elastic amplitude of each component φ0
and φj with the distance L, e−L/2λ, with λ the inelastic mean free path of
the photoelectrons [50].
The thermal vibrations modulate the pathlength differences and this can be
thought as the scattered waves lose some of their coherence thus reducing
the intensity of the diffraction peaks. This effect is taken into account in
the calculations via a Debye-Waller damping factor W [47].
In order to perform multiple scattering calculations several computational
approaches have been developed. Usually the Green function of the total
system is expanded into a series over all scattering pathways from the emit-
ter to the detector but further approximations are needed in order to reduce
the computational time. Two approximate schemes have been used to per-
form the photoelectron diffraction simulations of this thesis, namely those
developed by Fritzsche [51] and by Rehr and Albers [52].
Computer programs based on the first scheme have been successfully ap-
plied to perform many surface structural determinations by Woodruff and
Bradshaw’s group [53, 54] while the second scheme has been adopted in one
of the more recent multiple scattering codes called MSCD, developed by Y.
Chen and M.A. Van Hove [48, 55].
For the calculation of the phase shifts, which are among the most important
parameters for the description of the elastic scattering of the electrons, and
which depend on the material and the electron kinetic energy, the Barbieri-
Van Hove phase shift package was used [56]. The radial matrix element were
computed with the PSRM utility program included in the MSCD package
[55].
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Figure 1.15: Calculated Auger electron diffraction patterns at 917 eV for
linear chains of Cu atoms in single and multiple scattering. The geometry
adopted in the calculation is shown at the top [49].

1.3.3 Step III: Surface refraction

The last step of the model considered is the transmission of the electron
through the surface to reach the vacuum. This implies that the electron must
overcome the potential barrier at the surface, that can be approximated to
a sharp step whose height is the inner potential V0. This lowers its kinetic
energy in the vacuum by V0. As a consequence refraction takes place at the
surface barrier of the solid.
The momentum of the photoelectron parallel to the surface k‖ has to be
conserved when the wave in the solid matches to the free electron wave in
the vacuum. This defines the change in k⊥ and therefore the change of the
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Figure 1.16: Electron refraction at the surface potential barrier.

angle with respect to the surface normal, between the electron trajectory in
the solid and in vacuum. This is shown in fig. 1.16. The angle θ′ is given
by:

sinθ′ = sinθ

√
(E ′+ V0)
E ′

. (1.96)

The value of the inner potential is given roughly by the sum of the work
function and the valence band width. It can assume values from 5 to 20 eV.
In a scattering simulation it is usually treated as adjastable parameter.

1.3.4 Forward scattering photoelectron diffraction

Let’s consider the results of the calculation of the amplitude of the scat-
tering factor shown in fig. 1.12. The most notable feature is the strong
peak at 0◦ which dominates at all kinetic energies except 50 eV. Moreover,
the higher is the kinetic energy the narrower this peak becomes. It is the
so-called forward scattering peak. On the contrary, at the opposite angle,
180◦, in the back scattering geometry, the intensity is very small at 500 eV
and grows when the kinetic energy decreases.
A forward scattering geometry is found when an atom is sitting in line be-
tween the electron detector and the emitter [53]. In this particular direction,
at sufficently high kinetic energy the photoemission intensity increases be-
cause of the forward scattering enhancement, also called forward focusing.
This is due not only to the strong forward scattering but also to the small
scattering phase shift at high kinetic energy, otherwise the interference could
also be destructive. A sketch of this effect is shown in fig. 1.17.
Forward scattering photoelectron diffraction has been extensively used to
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Figure 1.17: CO molecule adsorbed on a surface, in the on-top adsorption
site. C is the emitter while O the scatterer [53].

determine the orientation of molecules adsorbed on surfaces by performing
angular scans, either polar and azimuthal. Moreover, azimuthal scans at a
grazing emission angle can give valuable informations on the symmetry of
the adsorption site [53].
In the studies that are presented in this thesis, we used the photoelectron
diffraction technique for a different purpose, i.e. not to make a structural
characterization but to determine the chemical identity of the surface core
level shifted components of different metals.



Chapter 2

Experiment

The key ingredient to perform surface science experiments is the ultra-high
vacuum (UHV) for two reasons: first because of the need of keeping a surface
clean long enough to be able to study it and, second, because the investi-
gation techniques using electrons, like photoelectron spectroscopy, operate
only if the mean free path of the electrons in the gas phase is long enough
to allow them to reach the detector, i.e. in the metric range.
The contaminants on a surface can come from the ambient atmosphere, or
from inpurities that diffuse from within the bulk to the surface. The effects
of the former are proportional to the impact rate for a gas onto the surface

P√
(2πmkT )

,

where m is the mass of the molecules, P is the pressure and T the tem-
perature [3]. With a sticking probability of 1 the surface would become
completely covered in a few seconds at a pressure of 10−6 mbar thus pre-
venting any kind of measurement to be performed. This is why pressures in
the range of 10−10 mbar or below, are needed.
There are many ways to prepare a clean surface and this depends on which
kind of sample is used. The materials considered in this thesis are Be, Rh
and Ru single crystals. The procedure used to clean the surfaces of these
metals are described in detail in the experimental sections of chapters 3, 4,
5. An in situ prepartion of these surfaces involves sputtering cycles, which
means ion bombardment with Ar+ or Ne+ followed by annealing treatments,
and heating to high temperatures in UHV to evaporate surface impurities.
In the case of Rh and Ru the high temperature annealing is performed in
oxygen atmosphere to remove the residual carbon from the sputtering.

2.1 UHV set-up

The experiments of this thesis were performed in the experimental chamber,
shown in fig. 2.1, of the SuperESCA beamline (see sect. 2.3) [57].
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Figure 2.1: Drawing of the SuperESCA experimental chamber. (1) Vacuum
chamber with two µ-metal shields inside. (2) Pumping system. (3) Electron
energy analyser. (4) Beamline. (5) Sample manipulator. (6) Low Energy
Electron Diffraction (LEED). (7) Gas inlet. (8) Preparation chamber. (9)
Transfer system with fast entry lock.

The chamber (1) is made of stainless steel and is isolated from residual
magnetic fields which would deflect the electron trajectories, by two internal
µ-metal shields. It is pumped by a pumping system (2) which is composed
of two magnetically suspended turbo pumps, a cryogenic pump, a Ti subli-
mation pump and an ion pump. The overall pumping speed is of the order
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of 1500 l/s. The pumping system permits to maintain a stable base pressure
in the chamber of 10−10 mbar.
The chamber is composed of three different levels. The double pass electron
energy analyser (3) is mounted in the bottom level . In this level also the
beamline (4) (see sect. 2.3) is connected. The angle between the beamline
and the electron analyser is 40◦. The intermediate level is for tranfering
samples from the air to the vacuum using the transfer system and fast entry
lock (9). In the top level the sample manipulator (5) is mounted together
with the LEED instrument (6). A gas inlet system (7) with the possibility
of using a channelplate doser, is also connected to the chamber. Finally, a
preparation chamber (8) is available. The chamber is also equipped with a
sputter gun, mass spectrometer, and various evaporators.

Two different manipulators are available, namely a 5 degrees of free-
dom (xyz θ, φ) fully computer-controlled sample manipulator and a manual,
4 degrees of freedom manipulator. The first one, shown in fig. 2.1, is a
modified version of the CTPO from VG Instruments and the sample tem-
perature range is 120-1500 K while the second one is an He cryostat with
xyz translations and just 1 rotational axes θ but with sample temperature
range of 20-1500 K. The transfer system is not usable with the low temper-
ature manipulator. In all the experiments of this thesis we used the CTPO
manipulator.

2.2 Electron energy analyser

The experimental station is equipped with a double pass electron energy
analyser shown in fig. 2.2 [58]. It is composed by a lens system and two
hemispheres of 150 mm mean radius R0, each. This design allows perfor-
mances comparable to a 300 mm electron energy analyser. It is operated at
fixed pass energy E0 (the energy at which electrons follow a circular trajec-
tory inside the spheres) and the energy scans are performed by scanning the
voltages of the electron lenses. The energy resolution depends on the pass
energy, on the angle α which the electrons enter the slit placed at the end
of the lenses and at the entrance of the first hemisphere, as well as on the
dimension h of this entrance slit, through the relation

∆E = E0

( h

4R0
+
α2

4
+

Φ2

8

)
,

where Φ is a parameter that depends on the length and curvature of the
entrance slit.

The analyser is equipped with a novel detector with 96 discrete parallel
anodes, also shown in fig. 2.2 [59]. Since the energy dispersion of the elec-
trons is almost linear with the position on the detector, it allows to measure
a spectrum with 96 points in one shot, so-called snap shot mode. However,
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Figure 2.2: left: drawing of the double pass electron energy analyser com-
posed by a lens system (1) and two hemispheres 150 mm each (2). right: 96
multichannel parallel detection system (3).

this acquisition mode, while allowing to achieve very high acquisition rates
since the voltages of the lenses do not need to be scanned, does not provide
very high energy resolution. Since the latter is a fundamental requirement
to be fulfilled in our SCLS measurements, we always used the analyser in
the scanning mode.

2.3 SuperESCA beamline

The light sources used in photoelectron spectroscopy are of several different
kinds. In core level photoemission, the X-rays are usually produced by
conventional sources which are based on the Mg or Al Kα emission. These
sources provide photons at fixed energy of ≈1256 and ≈1486 eV (the energy
difference between the 1s and 2p levels of the two materials), with an energy
spread of the order of 0.6 eV and 1 eV for Mg and Al respectively.

Other X-ray sources are now widely used, i.e. electron-storage rings
that produce synchrotron radiation. There are many advantages of using
synchrotron radiation, the most important ones being its energy tunability
and high photon flux.
Synchrotron radiation is produced by the electrons that orbit in a large
storage ring with a velocity close to the speed of light (see fig. 2.3). In this
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Figure 2.3: Radiation pattern for a) a slow electron and b) a relativistic
electron moving in a circular path [60].

case the radiation is sharply peaked in the forward direction when observed
from the laboratory frame and has a broad, continuum range of photon
energies, high brilliance and high photon flux. Moreover, in the orbit plane
the synchrotron radiation is plane polarized while it is elliptically polarized
slightly out of this plane.

We performed all the studies of this thesis on the SuperESCA beamline
of the ELETTRA storage ring, placed in Trieste, Italy [61]. This is a third
generation synchrotron facility, where the light not only is produced by
the bending magnets but also by insertion devices, which are placed in the
straight sections of the storage ring. These are periodic magnetic arrays
which give radiation in a narrower energy range and with higher intensity
than the bending magnets.

The insertion device of the SuperESCA beamline is a 56 mm period un-
dulator (minimum gap 19 mm), composed of three sections with 81 periods,
which covers a photon energy range of 85 to 1500 eV at a ring energy of 2
GeV. When the ring is operated at 2.4 GeV the photon energy range is 120
to 2100 eV.

The beamline is sketched in fig. 2.4. The monochromator is a stigmatic
SX700 with a horizontally pre-focusing mirror (cylindrical mirror, magnifi-
cation 8:1) and an entrance slit, and covers the photon energy range from
85 to ≈1000 eV with a single plane grating. The resolving power of the
monochromator, (E/∆E) is of the order of 104 at 400 eV, while it decreases
to ≈ 5×103 at 900 eV. An ellipsoidal re-focusing mirror (magnification 2:1)
focusses the monochromatized radiation in the center of the experimental



52 Experiment

Figure 2.4: Sketch of the SuperESCA beamline. The optical elements are:
cylindrical pre-focusing mirror, fix focus PGM (SX700) with plane mirror,
plane grating and focusing ellipsoidal mirror, ellipsoidal re-focusing mirror.
Fixed entrance and exit slits are also present. The exit slit is at the end of
the monochromator.

chamber. The size of the spot on the sample is 100×(exit slit dimension)
µm2. The photon flux at 400 eV and resolving power 104, is of the order of
1011 photons/s.



Chapter 3

SCLS assignment using
photoelectron diffraction

Figure 3.1: Azimuthal angle scan photoelectron diffraction for SCLS assign-
ment. The gray atoms are from the top layer while the black ones belong to
the second layer.

The different environment between the surface atoms and those in the
bulk of a solid gives rise to the SCLS’s, as explained in sect. 1.2. These
shifts are usually quite small and can be resolved in a core level photoemis-
sion spectrum only thanks to the high energy resolution available today.
Most clean metal surfaces display, at least apparently, just one single core
level shifted component related to the top layer atoms while the SCLS’s for
the deeper layers are unmeasurably small because these atoms have a chem-
ical environment quite similar to that in the bulk. However, some metals
exist which clearly display more than one shifted component. In this case it
is crucial to find the right assignment between core level shift and chemical
environment.
In this chapter we show how we achieved this in a straight-forward way,
using high-resolution angle scan photoelectron diffraction at high energies.
Azimuthal scans are preferred to polar scans because in the first case the
symmetry of the system is reflected in the angular modulation of the pho-
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Figure 3.2: Sketch of the forward scattering geometry for the Be(101̄0)
surface. A first layer atom has to lie on a straight line between a second
layer atom and the electron detector.

toemission intensity and this provides an easy check for the quality of the
diffraction data. Moreover, the path travelled by the electrons in the solid
is always constant for azimuthal scans while it changes quite strongly in
the case of polar scans, rendering the calculations of the diffraction pattern
more complicated.
The basic idea of the experiment is to use the high atomic forward scat-
tering factor and small scattering phase shift of the ion cores for electrons
with kinetic energies more than about 400 eV [53] (see sect. 1.3.4). In
the so-called forward scattering geometry where an atom of the first layer
lies on a straight line between a second layer atom and the detector (see
fig. 3.2), this strong forward scattering ensures an enhancement of the core
level component from the second layer. An inspection of the spectra taken
in an angular scan around this forward scattering geometry then reveals
the identity of the second layer peak which shows the pronounced forward-
scattering enhancement while the intensity from the first layer stays more
or less constant.

3.1 Be(101̄0)

The surfaces of beryllium provide an excellent test case for the quantita-
tive understanding of SCLS for two reasons: the first one is that both the
(0001) and the (101̄0) surface show three unusually large surface related 1s
core level shifts [62, 63] and, the second is that their geometric structure is
already known (see fig. 3.3 for the Be(101̄0) surface).

The number of shifted components and the size of the shifts are caused
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Figure 3.3: Surface structure of Be(101̄0) and Ru(101̄0) [64, 65].

by the unusual electronic structure of Be. While the bulk has a low density
of states at the Fermi-level the surface electronic structure is dominated by
the presence of metallic surface states, as shown in fig. 3.4 [66, 67, 68]. In
this sense Be is closer to a semiconductor than to a simple metal.
Johansson and co-workers have assigned the SCLS such that the component
with the largest shift originates in the first layer, the component with the
second largest shift in the second layer and the component with the smallest
shift in the third and third plus fourth layer for Be(0001) and Be(101̄0),
respectively. This assignment was not only based on intuition but also sup-
ported by the relative intensity of the lines: the SCLS lines from the deeper
layers were lower in intensity, consistent with the expectation that the elec-
trons from these layers are more likely to suffer inelastic scattering processes.
For Be(0001) four different calculations gave more or less satisfactory agree-
ment with the measured shifts [66, 69, 70, 71]. All calculations confirmed
the basic assignment of the experimental data.
On the (101̄0) surface doubt over the initial assignment of the shifted com-
ponents in the core level spectrum was created by a calculation which pre-
dicted the second layer to have a larger shift than the first layer [72]. We
have therefore investigated this issue by high energy-resolution angle-scan
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Figure 3.4: Electronic density of states for the Be(0001) and Be(101̄0) top
layer atoms and for the bulk. The gray area represents the positive difference
between the DOS of the top layer atoms and that of the bulk [67, 68].

photoelectron diffraction. In the following we will describe the results which,
indeed, confirm the unusual assignment predicted by the latest theory. Then
we will use the results of first-principles calculations to discuss the physics
of the Be(101̄0) core level spectrum.

3.1.1 Experimental

The clean Be(101̄0) sample was prepared by repeated cycles of Ne+ sput-
tering at 670 K and annealing to 720 K [73]. Surface order and cleanliness
were checked by LEED and core level photoemission which did not show
any presence of oxygen or other contaminants below the detection limit of
0.005 ML.
Be 1s core-level spectra were taken for two photon energies: hν=180 eV for
the high resolution XPS, and hν=500 eV for the photoelectron diffraction
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measurements. The combined resolution of the beamline and the electron
energy analyzer was 70 meV and 250 meV, respectively. The lower energy
resolution of the photoelectron diffraction experiment is due to the need
for a higher photon flux because of the small cross section for the Be 1s
excitation at higher energies. All the measurements were performed at a
sample temperature of 120 K with a base pressure in the chamber lower
than 2×10−10 mbar. The photoelectron diffraction experiment consisted of
an azimuthal scan at a polar emission angle of 75◦ off the surface normal,
selected for maximum forward scattering.

3.1.2 Results

Fig. 3.5 shows a spectrum taken at hν=180 eV. We have fitted these data
to four Doniach-Sunjic lines convoluted with Gaussians and a linear back-
ground. This resulted in shifts and line shape parameters very similar to
those found by Johansson et al. [63] except for higher asymmetries of 0.09
and 0.14 for the bulk and surface components, respectively. Our SCLS are
–0.71 eV, –0.50 eV and –0.24 eV for S1, S2 and S3, respectively. Note that
we use the same nomenclature as Johansson et al., i.e. S1 is the component
with the largest shift.
Fig. 3.6 shows three spectra taken at azimuthal emission directions [12̄10],

[0001] and in the forward scattering direction. In the latter spectrum a very
clear increase in the intensity on the low binding energy side is observed.
From an inspection of the raw data, however, it is not possible to judge if
this increase is due to the S1 or S2 component. We have fitted all the data
taken at hν=500 eV using the fit parameters obtained at hν=180 eV only
allowing for a different Gaussian width in order to account for the poorer
resolution.
Fig. 3.7 shows the intensities of the S1 and S2 components as a function of
azimuthal emission angle φ, normalized to the maximum intensity of the S1
component. It can be clearly seen that S1, i.e. the peak with the largest shift,
shows the forward scattering enhancement at the expected angle (φ = 57.5◦)
whereas S2 does not change very much as a function of φ. Furthermore the
solid line in fig. 3.7 represents the result of a multiple-scattering calculation
of the diffracted intensity, performed by V. Fritzsche in the Fritz-Haber-
Institut, Berlin, Germany [74], of the photoelectrons emitted in the second
layer which agrees remarkably well with the observed modulations of the S1
component. As input for the calculations the structural parameters of fig.
3.3 were used.

3.1.3 Discussion

While experiment and theory clearly show that the second layer gives a larger
shift than the first layer, this result needs to be explained. First-principles
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Figure 3.5: Be 1s core level spectrum taken at T = 120 K and hν = 180 eV
in normal emission. An inspection of the raw data reveals that four lines
are necessary to obtain a satisfactory fit. The solid lines represent the fitted
components for the bulk (B) and the surface layers (S1,S2,S3). Note that
we use the nomenclature of Johansson et al. (Ref. [63]) where S1 is the
component with the largest shift.

calculations have been performed by R. Stumpf from Sandia National Labo-
ratories, Albuquerque, New Mexico, USA, in which the total core level shifts
for each layer are broken down into two initial state contributions (electro-
static and exchange/correlation) and the final state contribution (screening).
The calculations [66] rely on density functional theory within the local den-
sity approximation (LDA) for exchange and correlation (XC) [75]. To cal-
culate SCLS the total energy of a Be atom with a 1s core hole in the bulk
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Figure 3.6: Three Be 1s core level spectra taken at T = 120 K and hν =
500 eV taken at a polar emission angle of 75◦ off normal and an azimuthal
emission direction of (1) [12̄10], (2) [0001], and (3) 57.5 deg off [12̄10], i.e.
in the forward scattering geometry. The latter spectrum shows a clear en-
hancement of the intensity on the low binding energy side. A fit shows that
this is due to the intensity increase of S1. The inset shows a sketch of the
measurement geometry.

and in different surface layers was compared, without allowing structural re-
laxation in response to the core hole. For this purpose a Be pseudopotential
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Figure 3.7: Angular dependence of S1 and S2, i.e. for the core level compo-
nent with the largest and second largest shift. The S1 signal shows a clear
peak in the forward scattering direction, indicating that S1 is due to emis-
sion from the second layer. The solid lines represent the result of a multiple
scattering cluster calculation for the diffracted intensities.

with a core hole was constructed. To analyze the origin of the SCLS, the
initial state contribution, which is the difference of bulk and surface elec-
trostatic and XC potentials at the atomic cores of relaxed Be(101̄0), must
be considered. The final state or screening contribution is the difference
between initial state and full SCLS.
The Be(101̄0) surface is represented by fully relaxed 18 layer slabs. Ideally a
single core hole should be used to calculate the SCLS. However, using a core
hole concentration of 1/4 ML gives SCLS to better than 0.05 eV accuracy.
Tests performed for k-sampling, slab thickness, impurity concentration and
plane wave cutoff indicate that the calculated SCLS are converged to better
than 0.1 eV within LDA.
Table 3.1 gives the resulting SCLS which agree qualitatively with the exper-
iment. The unusual ordering of the SCLS is mainly caused by the anomalous
electrostatic initial state shift for the first and second layers. The initial state



3.1 Be(101̄0) 61

Table 3.1: Calculated and measured SCLS of Be(101̄0) in eV. Negative
SCLS indicate a lower binding energy of the core electron as compared to the
bulk. The initial state contribution is composed of a shift of the electrostatic
and the exchange-correlation (XC) potential. The final state or screening
contribution is the difference between the full and the initial state SCLS.

1.lay 2.lay 3.lay 4.lay 5.lay
full SCLS calculation –0.57 –0.80 –0.39 –0.19 –0.18

experiment –0.50 –0.71 –0.24

initial state –.10 –0.62 –0.11 –0.11 0.01
electrostatic 0.0 –0.59 –0.11 –0.11 0.01
XC –0.10 –0.03 0 0 0

final state –0.47 –0.18 –0.28 –0.08 –0.19

shift for the first layer is very small. This is surprising keeping in mind the
high contribution of surface states to the density of states in this layer [73].
It should create an electrostatic potential to keep the surface layer charge
neutral causing an electrostatic shift of the core level towards lower binding
energy, as sketched in fig. 3.8 [70, 71]. In this case, however, the calculation
of the density of states projected on the top layer atoms (PDOS) shows a
significant band narrowing due to the reduced coordination of the atoms.
This reduction of the occupied PDOS almost compensates the surface state
without a shift in the electrostatic potential of the first layer. The second
layer atoms, on the other hand, are almost fully coordinated, which reduces
the band narrowing. Furthermore, as shown in fig. 3.9, a pz like peak is
present in the PDOS which is cut by EF ; it is mostly empty in the first layer
and moved below EF in the second layer. The first-to-second layer bonds,
which are partially formed by the second layer pz orbitals, are especially
strong which is reflected in the 25 % first layer contraction, as shown in fig.
3.3. This increases the surface state contribution in the second layer. Thus,
the surface state is not compensated in the second layer and this leads to
the large initial state shift.
The final state contribution reflects the ability of the electrons to screen the
core hole. A good measure for this ability is the PDOS at the EF . In the
first layer this PDOS is very high due to the pz like PDOS peak which is
cut by EF . In the second layer the pz peak in the PDOS shifts below the
Fermi energy and thus contributes little to the screening.
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Figure 3.8: Schematic representation of the SCLS caused by the narrowing
of the band (left) and, the same but in presence of a surface state (right).
The band is less than half full; therefore the lower coordination gives a
positive SCLS while the surface state creates an electrostatic potential to
keep the surface layer charge neutral causing an electrostatic shift of the
core level towards lower binding energy. Note that the effect of the surface
state is the same also for a band more than half full.

3.2 Ru(101̄0)

As pointed out in the previous section, on most metals only the first layer
of atoms gives rise to an observable surface core level shift. This is due
to the nature of the metallic bonding: in the second layer the atoms are
highly coordinated and embedded in a charge density very similar to the
bulk. There are, however, exceptions to this general trend, as witnessed by
the Be(0001) and Be(101̄0) surfaces as well as by the 5d transition metals
where second layer shifts have been found in the very narrow 4f core lines
[24, 76, 77].
In this section we report on the finding of three peaks also in the 3d5/2 core
level spectra taken from Ru(101̄0). They can be assigned to emission from
the bulk and the first two layers. This finding is rather unexpected since
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Figure 3.9: Calculation of the density of states (DOS) projected on the top
(light grey) and second (dark grey) layer atoms, for Be(101̄0). The thin,
black line represents the DOS of the bulk atoms.

no clearly observable second layer core level shifts have been reported for
the other 4d transition metal surfaces. It is also of potential importance
for further research on the catalytic properties of 4d transition metals: the
second layer core level shift permits a detailed XPS investigation of the
role the sub-surface atoms play in gas-surface interactions and Ru(101̄0)
could be used as a model system. However, due to the findings on the
SCLS of Be(101̄0) also in this case an independent confirmation of the right
assignment of the different components is mandatory. In order to do this,
we used the same experimental approach as on Be(101̄0), i.e. photoelectron
diffraction at high energy.
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3.2.1 Experimental

The Ru(101̄0) sample was cleaned by repeated cycles of Ar+ sputtering,
annealing to 1500 K, oxygen treatment at 900-1100 K and oxygen reduc-
tion in hydrogen (p=1x10−6 mbar, T=800 K). This procedure resulted in
a sharp (1x1) LEED pattern and in C, O and S 1s XPS intensities below
our detection limit of 0.005 ML. All the experiments were performed at a
temperature of 120 K. The high resolution data were acquired at several
photon energies with an overall energy resolution of 65 meV. The emission
direction was 40◦ off the surface-normal, the photons were coming in at 80◦

off-normal. The photoelectron diffraction experiment, an azimuthal scan at
a fix polar emission angle of 75◦, was performed at a photon energy of 500
eV and energy resolution of 200 meV.

3.2.2 Results

The upper part of fig. 3.10 shows the Ru 3d5/2 spectra measured at three
photon energies. Three distinct structures, named Sb, S1 and S2, are clearly
resolved in the spectra, with relative intensities strongly dependent on pho-
toelectron kinetic energy. Saturating the surface with oxygen or carbon
monoxide left only the position of the Sb peak unchanged, and the latter
was therefore assigned to emission from the bulk. The data were analyzed
quantitatively by a least-squares fit, where the line shape of each peak was
described by a convolution of a Doniach-Sunjic function (Lorentzian width
Γ, asymmetry α) and a Gaussian. Interestingly, very good fits, as judged by
structureless residuals, could be obtained using the same set of line-shape
parameters for all three peaks. As an example, the 365 eV photon energy
spectrum is shown together with the fit in the lower part of fig. 3.10. The
best fits parameter values are 0.28±0.01 eV, 0.085±0.010 and 75±10 meV
for Γ, α and the Gaussian width, respectively. The obtained shifts of S1
and S2 relative to the bulk component are -480±10 meV and -240±10 meV,
respectively.
In the simple qualitative picture of the SCLS, one would assign the compo-
nent S1 to emission from the first layer and the component S2 to emission
from the second layer. However, in order to obtain a reliable assignment, we
have performed a Photoelectron Diffraction (PED) experiment. The proce-
dure is the same as the one previously adopted for the Be(101̄0) surface.
In order to find the best conditions to perform this experiment we made
preliminary multiple scattering simulations of the photoemission intensity
as a function of the azimuthal angle and at a fixed polar angle of 75◦. We
used the MSCD Package Program [55] which calculate the elemental and
state-specific core-level photoelectron diffraction pattern from a surface, us-
ing multiple scattering theory and the Rehr-Albers separable representation
of spherical-waves propagators. The structural parameters used in the sim-
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Figure 3.10: upper part: Ru 3d5/2 core levels spectra from Ru(101̄0)
recorded at 120 K using photon energies ranging from 335 eV to 405 eV,
and respective fits. lower part: the spectrum taken at 365 eV together with
a fit using three components. The parameters are given in the text.
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ulation have been taken from the LEED I/V work of Döll et al. [65] (see
fig. 3.3).
We plot the modulation function for the S1 and S2 components. This func-
tion is defined as (I(φ) − I0)/I0 where I(φ) is the intensity as a function
of azimuthal emission angle and I0 is the average intensity. φ = 0◦ corre-
sponds to the direction of the close-packed atom rows on this surface and
φ = 57.5◦ to the forward scattering direction. The results of the simulations
at three different energies are shown in fig. 3.11. It can be clearly seen that
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Figure 3.11: Simulations of the modulation function of the Ru 3d5/2 pho-
toemission signal from the first (grey line) and the second (black line) layer
atoms, at three different kinetic energies.

at a kinetic energy of 220 eV the forward scattering is quite strong, showing
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the pronounced peak in the forward scattering direction. Moreover, it is
also clear that a kinetic energy of 100 eV is not sufficient to have different
modulation functions from the first and the second layer. The best kinetic
energy, where the photoelectrons emitted from the second layer atoms show
strong modulations, would be of 400 eV but, at such a high energy the
photoemission cross section and the surface sensitivity would decrease quite
drastically, resulting in a low intensity from the first atomic layers. There-
fore we chose the kinetic energy of the Ru 3d5/2 core level peak to be 220
eV, corresponding to a photon energy of 500 eV.
Fig. 3.12 shows the result of the azimuthal scan recorded at 500 eV photon
energy and at a polar emission angle of 75◦ off the surface normal. It is
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Figure 3.12: Measured (dots an thin line) and calculated (thick line) modu-
lation function (I − I0)/I0 of first (upper) and second layer (lower) surface
component for an azimuthal scan at a polar emission angle 75◦ off the surface
normal.

apparent that the S2 surface core level component shows pronounced max-
ima in the forward scattering direction and can therefore be assigned to
the second layer atoms. Moreover, the simulated modulation functions, also
shown in the figure, agree well with the experimental data. As a result we
clearly prove that the larger Ru 3d5/2 surface core level peak, S1, originates
from the first layer atoms, while the smaller SCLS peak, S2, stems from the
second layer atoms in agreement with a simple initial state-based view. We
stress that the situation is different from the Be(101̄0) surface where the
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ordering of S1 and S2 is reversed.

3.2.3 Discussion

We can interpret our results using a tight-binding initial-state model which
describes the SCLS only in terms of band narrowing, as explained in sect.
1.2.1 [28, 77]. In this framework, considering eq. 1.53, the SCLS is simply
proportional to the narrowing of the d band caused by the bond breaking
at the surface

SCLS ∝ (

√
Zsurface
Zbulk

− 1) (3.1)

where Zsurface and Zbulk are the coordination numbers of surface and bulk
atoms, respectively.
The LEED I/V structural investigation of Ru(101̄0) [65] has reported a
preference for short first interlayer termination as for Be(101̄0) , where on a
bulk-truncated ideal hcp crystal a first-layer atom has eight nearest neigh-
bors and a second-layer atom ten (see fig. 3.3). By using eq. 3.1 for the
Ru(101̄0) second and first surface layers, with coordination numbers for the
ideal hcp structure ZS1=8, ZS2=10 and Zbulk=12 we obtain a ratio of the
second to first layer SCLS equal to 0.475. This value is in very close agree-
ment with our experimental value of 0.5±0.03, suggesting that the simple
model is adequate to describe at least the relative magnitude of the SCLS
for Ru(101̄0).
The value for the first layer shift compares also well to a recent ab initio
calculation based on density-functional theory which, in the initial-state ap-
proximation predicts a value of about -0.48 eV [30] as shown in fig. 1.7.
It needs to be noted, though, that the latter calculations have been per-
formed assuming an fcc(110) geometry where the coordination of the first
layer atoms is different from that of hcp(101̄0). Moreover, the authors state
that care has to be taken in using initial-state calculations for 4d transition
metal surfaces and that in general the screening of the core-hole in the final
state has to be taken into account.
A problem arises when we look at this result in comparison to the other
4d metal surfaces. Ru(101̄0) is in fact the first example of such a metal
where a second layer core level shift has been clearly observed. For Pd(110)
and Rh(110) even larger first layer shifts of -550 meV and -660 meV, re-
spectively, are reported [78] but no shifted component for the second layer
can be found. Applying the simple model from above would, however, pre-
dict shifts of -190 meV and -230 meV for Pd(110) and Rh(110), respectively.
Such shifts could not have been overlooked in the careful experiments. One
reason for this problem might be that the simple model does not take into
account any final state effects. For Ru(101̄0) this does not seem to be much
of a problem: the relative shifts for the two surface components obtained
from our simple model agree well with the experiment and, moreover, the
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line shape parameters required in the fit are the same for bulk and surface,
indicating that the screening is very similar. For the other 4d metal surfaces
final state effects could be much more important. The first layer final state
shift for Pd(110), for instance, is of the order of +200 meV [78]. A similar
effect in the second layer could be sufficient to compensate the initial state
shift. For Rh(110) this seems less likely since the calculated final state shifts
for all surfaces are rather small [78].
Another, more likely, reason for the failure of the tight-binding model to
predict the right second layer shifts for Pd(110) and Rh(110) is simply the
difference between the hcp (101̄0) and the fcc(110) structure (see fig. 3.3
and fig. 3.13). For the short termination of hcp(101̄0) the second layer

Figure 3.13: Surface structure of Rh(110) [79].

is much more surface-like then for fcc(110). The first reason for this is
that the hcp(101̄0) second layer atoms lose two nearest neighbors while the
fcc(110) second layer atoms only loose one. The second is that the first
interlayer spacing normalized to the nearest neighbor distance is smaller for
hcp(101̄0) than for fcc(110). Therefore the fcc(110) second layer atoms are
embedded in a more bulk-like electron gas. In such a situation the simple
tight-binding model might be inadequate. This view is consistent with the
findings of Wertheim and Citrin that the same model gives a fair description
for the relative magnitude of the first and second layer SCLS of W(111) but
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it overestimates the shift for the third layer [77]. These speculations could
easily be verified by a state-of-the-art ab initio calculations of the 4d second
layer core level shifts for different structures.

3.3 Ru(0001)

The two SCLS investigations described above show that it is possible to de-
tect and assign the SCLS of deeper layer atoms for the open (101̄0) surface
of Be and Ru. Moreover, as mentioned in the Be section, the Be(0001) 1s
core level displays up to four shifted components and this unusually large
number of SCLS’s is due to the presence of strong surface states that pene-
trate into the deeper layers of Be. In the case of Ru(101̄0) the two 3d core
level shifted components are related to the narrowing of the 4d band of the
first and second layer atoms that loose four and two nearest neighbors re-
spectively. Now, let’s see what’s happening in the case of the closed packed
Ru(0001) surface. Here, the first layer atoms lose three nearest neighbors
while the second layer atoms are fully coordinated. Therefore, in the initial
state picture, the latter atoms should not display any shift in the core level
energy.
In the following we show that this is not the case because the Ru 3d5/2 core
level of the Ru (0001) surface displays three components related to bulk, first
and second layer. Again, as for the previous surfaces, we made the assign-
ment of the different components following the same experimental procedure
of photoelectron diffraction in the forward scattering regime. Moreover, in
order to find the physical reasons of the measured SCLS we compared our
experimental results to first principles calculations.

3.3.1 Experimental

The Ru(0001) crystal was prepared with the same procedure used for clean-
ing the Ru (101̄0) surface, explained in section 3.2. After the final flash to
1500 K the sample was cooled down to 300 K in 1 × 10−7 mbar hydrogen
pressure in order to remove any residual trace of oxygen from the oxygen
treatment; to remove the hydrogen, the sample was briefly heated to 500 K
in UHV before measurements. A very sharp (1×1) LEED pattern with low
background intensity was obtained and the XPS did not show any trace of
carbon, oxygen, or other contaminants.
The SCLS spectra, both in the high resolution and diffraction experiment,
were acquired at a sample temperature lower than 130 K and at a base pres-
sure of 6 × 10−11 mbar. The high resolution Ru 3d5/2 SCLS spectra were
recorded at a photon beam incidence angle of 80◦ from the surface normal;
in the used machine this leads to an electron emission angle of 40◦. Three
different photon energies, 352, 370 and 400 eV were used in order to change
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the weight of the core level components due to diffraction and inelastic scat-
tering effects. The combined (photon plus electron) energy resolution is
estimated to have been better than 80 meV.
For the photoelectron diffraction measurements on the clean Ru(0001) sur-
face, we used a photon energy of 500 eV, which corresponds to a kinetic
energy of the Ru 3d5/2 core level of 220 eV, high enough to have strong
forward scattering effects. We performed an azimuthal scan at 40◦ emission
angle with the photon beam now parallel to the surface normal. Since at
this high photon energy the cross section for photoemission is quite low, we
lowered the overall energy resolution to 120 meV.

3.3.2 Results

In fig. 3.14 the three SCLS spectra of the Ru(0001) surface, measured at the
three photon energies given, are shown together with the fits. We normal-
ized the spectra at the low binding energy side and fitted them using three
Doniach-Ŝunjić functions convoluted with Gaussian broadening [16]. The
background was assumed to be linear. We measured and fitted the spectra,
between 277.9 eV and 281.8 eV in a wider range than shown in the figure.
In the fit we kept the Lorentzian width the same for the three components,
letting free the asymmetry and the Gaussian width. Fitted this way, the
Lorentzian width is 0.18, the asymmetry turns out to be the same for all
components, 0.086, and the Gaussian width of the S1, S2 and bulk peak is
0.13, 0.09, and 0.08 respectively. The derived SCLS’s are: S1 = −360 ± 10
meV and S2 = +127 ± 10 meV.
Among the three peaks present, the only one which can be unambiguously
assigned is peak b, which belongs to the bulk. This results from the fact
that when saturating the surface with CO or other adsorbates, the only
peak which remained unchanged was peak b. From a simple inspection of
the data it is possible to see that peak b increases at higher photon energy,
consistent with a simple mean free path picture. The peak at lower binding
energy, S1, has maximum intensity at 370 eV and the component at higher
binding energy, S2, is more or less constant.
From these data it would not be possible to disentangle the various com-
ponents accounting only for inelastic scattering effects. In fact, the strong
modulation of the lower binding energy peak, which will be assigned to the
top layer as we show in the following, is mainly due to interference effects,
i.e. to photoelectron diffraction, and not to inelastic damping. Therefore we
used these interference effects to find the right assignment of the peaks of
the Ru 3d5/2 core level. In particular, we performed a photoelectron diffrac-
tion experiment changing the azimuthal angle φ at sufficiently high kinetic
energy and at the appropriate polar angle θ (for the clean Ru(0001) θ=36◦)
to see the photo-emission intensity of the second layer strongly modulating
due to the forward scattering with the first layer atoms.
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Figure 3.14: SCLS spectra of the clean surface measured at different photon
energies. The result of the fit is added in the figure as a line crossing the
experimental points represented by dots. The three components b, S1, and
S2 are also added as solid lines. The energy range used to fit the data is
wider than what is shown in the figure (see text).
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The problem, which arises in this experiment, is that at kinetic energies high
enough to have mainly forward scattering effects, i.e. higher than ≈400 eV,
and low emission angle, the intensity of the photoemission from the first
layers will decrease appreciably with respect to that from the bulk. This
will affect much more the S2 peak, which is very close to the bulk peak,
thus making it almost undetectable.
In order to overcome this problem, we performed preliminary multiple scat-
tering simulations of the first and second layer photoemission intensity using
the MSCD package developed by Chen and Van Hove [55]. As input to the
program we used the structural parameters obtained from a previous LEED
I/V experiment [80]. Moreover, since the Ru(0001) surface is composed by
domains rotated by 120◦ to each other, as shown in fig. 3.15, we summed
the photoemission intensity over these domains. At the end we calculated

[1210]

S1 S2 Bulk

φ = -30°

φ = 30°

top view side view along dashed line

forward scattering
directionn

Figure 3.15: Sketch of the forwards scattering geometry for the Ru(0001)
surface. In the figure are illustrated the two different domains rotated by
120◦ to each other.

the modulation function defined as (I(φ) − I0)/I0, where I(φ) is the pho-
toemission intensity, while I0 is its average value.
From these calculations we found the best conditions to perform the pho-
toelectron diffraction experiment. In particular, we realized that when per-
forming an azimuthal scan at θ=40◦ at a kinetic energy of 220 eV, not only
the first layer intensity shows pronounced modulations due to the backscat-
tering, but furthermore these are in antiphase with those of the second layer
emission in which the characteristic forward scattering peaks are present at
φ=±30◦ with respect to the [12̄10] direction. The photoelectron diffraction
experimental results together with the multiple scattering simulations are
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shown in fig. 3.16. The agreement between experiment and simulation is
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Figure 3.16: Angular dependence of the modulation function of the S1 (open
circles) and S2 (filled squares) components shown in fig. 3.14. The S2 com-
ponent shows a clear enhancement of the intensity in the forward scattering
directions, denoted by the dashed lines in the figure. The solid lines repre-
sent the results of multiple scattering simulations. These two curves have
been shifted with respect to each other for display purposes.

very good, hence giving a clear answer to the question we addressed: S1
belongs to the first layer atoms, while S2 to those of the second layer.

3.3.3 Discussion

Having achieved an unambiguous assignment of the three experimentally
detected peaks, the next step is to understand the physical reasons of these
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Table 3.2: Comparison between the experimental and calculated Ru 3d
SCLS’s for the first and second layer atoms. Shown are the total shifts, as
well as their decomposition into screening and initial state parts: ∆total

SCLS =
∆screen + ∆initial

SCLS . Units are meV.

Experiment Total Initial Screening

S1 -360 -383 -285 -98
S2 +127 +124 +196 -72

shifts. In order to do this we compare the experimental results to den-
sity functional theory calculations of the SCLS. These calculations were
performed by K. Reuter in the Fritz-Haber-Institut, Berlin, Germany, us-
ing the Full-Potential Linear Augmented Plane Wave (FP-LAPW) method
(WIEN97) within the generalized gradient approximation (GGA) of the
exchange-correlation functional, as explained in sect. 1.2.3. The Ru(0001)
surface is modeled using a six-layer slab with a vacuum region of five Ru
interlayer spacings to decouple the surfaces of consecutive slabs. The initial
state and full calculation of the 3d SCLS’s were done for each Ru atom in
the outermost two substrate layers using eqs. 1.82 and 1.84 respectively.
The numerical accurancy of the calculations is estimated to be of ±30 meV.
The calculations permit to decouple the contributions of initial state and
final state or screening effects to the SCLS. The results of such a calculation
are shown in Table 3.2.
It can be noted that the screening contribution to the SCLS is quite small

for the first layer, even smaller for the second layer atoms. However, this
does not imply that it could be neglected, as only the full shifts lead to the
good agreement with the experimental results. Infact, the initial state con-
tribution alone fall far out of the experimental error bars. This is even more
so for the small total shifts connected to second layer Ru atoms S2. Here,
the screening correction is of the same order of magnitude as the initial state
shift itself and negative in sign as for the first layer atoms.
Methfessel and coworkers have shown that final state effects at clean, true
transition metal surfaces are largely due to intra-atomic d-electron screening
[29, 30, 78]. Upon core excitation, the d-DOS shift to lower energies causes
a valence electron from the Fermi reservoir to restore local charge neutrality
by filling up formerly unoccupied d-states. Due to the lowered coordination
at the surface, the local density of d-states (d-DOS) is narrower in energy
compared to the d-DOS of a bulk atom. Because the total number of states
in a band is conserved, already in the simplest rectangular d-band model
with a constant d-DOS [81] one would then expect the d-DOS value at and
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above the Fermi level to be enhanced compared to the bulk situation. This
can be appreciated in fig. 1.6. In turn, this enhancement implies that the
core hole be more efficiently screened at the surface, which in our present
sign convention leads to a negative screening correction, i.e. towards higher
kinetic energies. It has to be noted that in the case of a less than half full
d-band the d-DOS is shifted down in energy due to the narrowing and hence
a negative initial state contribution to the SCLS results. However, the en-
hancement of the d-DOS at and above the Fermi level nevertheless leads to
a negative screening contribution.
In fig. 3.17 the real self-consistent 4d-DOS, calculated inside the muffin tin
spheres for the Ru(0001) surface and the bulk, is shown. Compared to the
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Figure 3.17: Calculated 4d-DOS for bulk Ru atoms (solid line) and for first
layer Ru(0001) atoms. The energy zero is at the Fermi level.

bulk situation, the first layer d-DOS is indeed narrower in energy and in the
energy range at and above the Fermi level it is strongly enhanced. Conse-
quently, negative screening contributions are found for the top layer atoms.
Having subtracted off the final state effect from the total SCLS’s, we are
now in a position to discuss the initial state contribution, i.e. the change
in the local (near nucleus) electrostatic field (see below). For clean transi-
tion metals, these shifts are well understood in terms of the narrowing of
the surface valence d-band due to the lowered coordination, as explained
in sect. 1.2.1 [24]. This narrowing induces a positive SCLS for the early
and a negative SCLS for the late transition metals. This trend involving a
sign change across the series is well confirmed by a number of experimental
and theoretical studies [13, 24, 29, 69, 78], into which the derived negative
∆initial

SCLS for the top layer Ru(0001) fits nicely.
In order to quantify the d band shift and relative width change, let’s con-
sider the first and second moment of the valence 4d-band for the top layer
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atoms and for the bulk. From this calculation it turns out that the 4d-band
at the surface is 12% narrower than that of the bulk and its center of grav-
ity is hence shifted by ≈ 0.2 eV to higher energies which accounts for the
calculated initial state shift of table 3.2.
Let us focus now on the second layer shifts. Here, the S2 type atoms display
relatively large shifts of ≈ 200 meV towards higher binding energy. Evalu-
ating again the first and second moment of the d-DOS for the second layer
atoms, it can be seen that the width has increased by 5% with respect to
the bulk value together with a corresponding shift of the 4d-band center to
lower energies, which gives rise to their positive SCLS’s. This is quite unex-
pected because the second layer Ru atoms always have the same number of
nearest neighbours as in the bulk. In this respect it is interesting to notice
that the S2 atoms have first layer neighbours which are not fully coordinated
and which hence have somewhat unsaturated bonds. We thus argue that
the first layer atoms will most likely reinforce their backbond to the second
layer atom below, which will then experience stronger binding than in the
bulk situation. Note that this is also reflected in the contraction of the first
layer distance with respect to the bulk [82, 83].

3.4 Conclusions

In this chapter we have presented the SCLS studies performed on the clean
Be(101̄0), Ru(101̄0) and Ru(0001) surfaces.
We have started with Be(101̄0) because this surface is particularly suitable
for the quantitative understanding of SCLS’s due to the high number of
shifted components present in the Be 1s core level. In particular, we have
found that our experimentally determined SCLS’s of Be(101̄0) are in good
agreement with first principles calculations only when the assignment is such
that the second layer gives a stronger SCLS than the first layer. We have
confirmed this novel and unusual assignment in a straight forward way us-
ing high resolution angle-scan photoelectron diffraction. The reason of this
unexpected behaviour is that the physics leading to the core level shifts is
an involved interplay between initial and final state effects. In any experi-
ment dealing with surface core level shifts caution should be taken as to the
assignment. The experimental procedure outlined here can be extended to
other systems once the geometric structure of the surface is known.
We have then moved to the Ru(101̄0) surface where we have found that the
3d5/2 surface core level spectrum exhibits three components, as opposed to
the findings for the other 4d transition metals. Photoelectron diffraction
measurements have shown here that the larger SCLS is linked to the first
layer atoms. Simple considerations and the line shape parameters obtained
from fitting the spectra suggest that final state effects are not very important
in this case. We suggest that the reason why second layer core level shifts are
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observed here and not on the other 4d surfaces lies mainly in the structural
difference between hcp(101̄0) and fcc(110). A simple tight-binding view of
the SCLS which works for hcp(101̄0) might fail for fcc(110) because there
the second layer atoms are too bulk like.
Finally we have studied the close-packed Ru(0001) surface where the sec-
ond layer atoms are fully coordinated. Also in this case, and contrary to
what one would expect, the second layer atoms give rise to a shifted com-
ponent in the Ru 3d5/2 core level spectra towards higher binding energy
with respect to the bulk component. We used the high energy resolution
photoelectron diffraction approach in order to make the assignment of the
measured shifts to the corresponding substrate atoms. We obtain very good
agreement between the experimentally determined SCLS’s and first prin-
ciples calculations. The theoretical approach permits to separate the total
SCLS’s into initial and final state contributions. The latter are mainly due to
an enhanced intra-atomic 4d-electron screening while the initial state shifts
are connected to a varying width of the Ru valence 4d band. We observe
a band narrowing for the top layer atoms which have reduced coordination
with respect to the bulk, and a band broadening of the 4d band of the atoms
of the second layer, because of the reinforced bond to the top layer atoms.
This last effect is also reflected in the contraction of the first interatomic
distance, as observed from previous studies.



Chapter 4

Thermal expansion via SCLS

Figure 4.1: Effect of a temperature increase on the Be(0001) surface. The
three topmost layers are shown with different grey scale. Upon heating
the first interlayer distance is strongly expanded while the distance between
second and third layer slightly contracts. These effects are exaggerated in
the drawing for displaying purpose. The corresponding behaviour of the
SCLS is explained in sect. 4.2.

The previous chapter dealt with the issues associated with the presence
of more than one shifted component in the core level spectra of the low in-
dex surfaces of Be and Ru. The most notable result in this sense is that a
good description of the SCLS’s can be achieved only when theoretical cal-
culations are performed that take into account initial and final state effects
in the photoemission process. In this case the measured shifts can be re-
produced with high accurancy by first principles calculations. In order to
avoid vibrational broadening of the core level peaks which would prevent a
detailed and precise measurement of the SCLS’s, the samples were kept at
a constant, low temperature (120 K) during the experiments.
Now, let’s see what happens when the temperature increases. Obviously the
peaks broaden but what about the SCLS’s?
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In order to understand the possible temperature effects on the SCLS we
consider the structural changes of a solid upon heating (see fig. 4.1). Ther-
mal expansion can take place due to the anharmonicity of the interatomic
forces. In fact, for a harmonic interatomic potential a temperature change
should affect just the vibrational amplitudes and not the mean positions of
the atoms. Thus, the observed expansion upon heating can be attributed to
the presence of anharmonicity of normal modes of lattice vibrations. Only
recently has it become possible to correctly describe the bulk thermal ex-
pansion of simple metals within the quasiharmonic approximation [84, 85].
At the surface of a solid the situation is much more involved than in the
bulk because the surface is formed by breaking the symmetry of the solid
along a certain direction, and lowering the coordination of surface atoms.
Therefore the thermal motion of the surface atoms should be larger and
presumably with enhanced anharmonicity in the interlayer potential. For
this reason, as the temperature is increased, this anharmonicity can lead to
large anisotropic vibrations, more pronounced at the outermost layer, which
results in a change of the interlayer separation. This phenomenon currently
receives a lot of attention both from the theoretical [85, 86, 87] and the
experimental [87, 88] side.
Since the SCLS is directly related to the bond between atoms, and there-
fore to the structure, changing the distances between different layers should
change also the SCLS.
In this chapter we show that this is the case both for the 3d5/2 SCLS of
Rh(100) and the 1s SCLS of Be(0001). In particular in this latter case we
show how the comparison of the temperature behaviour of the measured
SCLS’s with theoretical calculations can be used to find the thermal expan-
sion of the Be(0001) surface.

4.1 Rh(100)

The SCLS is strictly related to the differences in the electronic and geomet-
rical structure of the atoms in the first and in deeper layers of a solid. The
availability of synchrotron radiation has prompted a large number of exper-
imental studies on 4d transition metals [89, 90, 91, 92, 93, 94, 95], while
a complementary effort has been devoted by theoreticians to an attempt
of reproducing the experimental results and interpreting the nature of this
phenomenon [29, 30, 69, 78, 96].
The important point outlined in such calculations is that even small vari-
ations of the structural parameters can sensitively affect the SCLS’s. As
an example, the theoretical work of Andersen et al. [78] predicts that the
transition metal 3d SCLS decreases as the first inter-layer distance increases.
Due to the extreme difficulties of measuring SCLS variations for these core
levels which are very small, an experimental confirmation of this effect has
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never been provided so far.
The temperature dependance of the Rh 3d5/2 core level of the Rh(100) sur-
face is the subject of the present section.

4.1.1 Experimental

The Rh(100) sample was cleaned by repeated sputtering, annealing and
oxidation-reduction cycles [97]. Surface cleanness from carbon and oxy-
gen was checked by measuring the C1s and O1s signals (detection limit of
0.005 ML). The high-energy resolution photoemission measurements were
performed using a photon energy of 398 eV with an overall energy resolu-
tion of 65 meV.
A sequence of spectra of the 3d5/2 Rh(100) region was measured as a func-
tion of the sample temperature, according to the following procedure. The
sample was brought to the selected temperature, then a photoemission spec-
trum was acquired in about 90 s and finally the sample was flashed to 620
K. This procedure prevents CO, H2 or H2O surface contamination from the
residual chamber atmosphere, which would reduce the SCLS, as previously
shown [91, 92, 93, 95].

4.1.2 Results

Figure 4.2 shows a Rh3d5/2 core level photoemission spectrum acquired at
20 K. As previously reported [92] the higher binding energy (BE) peak arises
from the atoms in the bulk while the lower BE peak originates from the first
atomic layer. Spectrum decomposition into bulk and surface components
has been performed by fitting the data using two peaks with Doniach-Sunjic
(DS) lineshape [16]. The two DS peaks, which were allowed to have differ-
ent α and Γ, were convoluted with Gaussians in order to account for the
experimental, phonon, and any possible inhomogeneous broadening. A lin-
ear background was also added to the fit.

The result of the fitting procedure is shown in fig. 4.2 as a solid line.
Individual peaks are also shown as dotted curves. The value of the SCLS
we find, 0.655±0.005 eV, as well as the values of the lineshape parameters
reported in the figure caption, are in good agreement with previous experi-
mental results [91, 92, 93, 95]. In our case however, the Gaussian widths are
much lower, as a combined consequence of the higher resolution and lower
temperature of our experiment.
The values of the α and Γ parameters obtained from the low temperature
spectrum have been fixed in order to fit the data at the higher temperature.
Besides the BE’s of the two peaks, only the gaussian widths have been used
as free parameters in a least-square analysis, accounting for the expected
increase in phonon broadening.
The set of spectra measured as a function of the sample temperature from
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Figure 4.2: Photoemission spectrum of the Rh(100) 3d5/2 core-level mea-
sured at 20 K (photon energy of 398 eV). Full circles indicate experimental
data; the fit is shown as a solid line while dotted lines represent the bulk and
surface components. Fit parameters: αbulk=0.18, Γbulk=0.22 eV, αsurf=0.17
and Γsurf=0.27.

20 K to 970 K is plotted in fig. 4.3. As a result of the fitting procedure two
effects can be distinguished. First, both the bulk and surface components
shift to lower binding energies as the temperature increases. The bulk peak
BE changes by ≈55 meV between 20 K and 970 K, while the surface-peak
shifts by ≈25 meV. As a consequence the temperature dependent SCLS,
which is plotted in fig. 4.4, decreases by ≈30 meV between 20 and 970 K.
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Figure 4.3: Photoemission spectra and corresponding fits of Rh(100) 3d5/2
core-level measured at temperatures ranging from 20 K to 970 K (photon
energy of 398 eV).
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Figure 4.4: Temperature evolution of the Rh(100) 3d5/2 Surface Core Level
Shift.

Secondly, both the surface and bulk components increase their width as the
temperature rises.
The width includes two different contributions, namely the experimental
resolution and the phonon broadening. The latter is shown for our data in
fig. 4.5, where the square of the gaussian width for the surface and bulk
peaks is plotted against the sample temperature after subtraction of the ex-
perimental resolution. At 20 K the total gaussian width is about the same
for the two components, but for higher temperatures the surface peak width
grows more rapidly than the bulk one.
We checked that the decrease of the SCLS is a genuine experimental result
and not an artifact of the fitting procedure. Figure 4.6(a) shows the resid-
ual of two fits of the highest temperature data (T=970 K). In one case the
SCLS was kept constant and equal to the values determined at low tem-
perature (top) and in the other the SCLS was left free to vary (bottom).
It is clear that only in the latter case is the experimental data reproduced
satisfactorily. Morevover the chi-square of the fit of the highest temperature
spectrum (fig. 4.6(b)) shows a clear minimum at 0.620 eV, a value which is
significantly lower than that obtained for the 20 K spectrum.
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Figure 4.5: Temperature evolution of the square of the intrinsic gaussian
width of the Rh(100) 3d5/2 core level, after quadratic subtraction of the
intrumental resolution.

R
es

id
ua

l I
-I 0

/I
m

ax
 

308 307 306 305

Rh 3d5/2  Binding Energy [eV]

0.00

-0.05

0.05

0.05

0.00

-0.05

 SCLS=0.655 eV

 SCLS=0.620 eV

 (a) 3.5

3.0

2.5

2.0

1.5

1.0

0.5

 χ  2/χ
2

m
in

0.660.640.620.600.58

Rh 3d5/2 SCLS [eV]

 (b)

Figure 4.6: (a) Residuals of the fits of the Rh(100) 3d5/2 core level spectrum
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strained at the value obtained for the 20 K spectrum. (b) Goodness of the
fits (chi-square) as a function of the Surface Core Level Shift.
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4.1.3 Discussion

The observed temperature dependence of the SCLS can be understood by
taking into consideration the different anharmonicity of the surface and bulk
interatomic potentials. Because of the lower symmetry, the anharmonicity
at the surface is expected to be larger than that in the bulk, and therefore
the first interlayer spacing increases with the temperature more than in the
bulk. Indeed in a recent theoretical study Xie and Scheffler [98] predict for
the Rh(100) surface that the surface relaxation ∆d12/d0 goes from -2.5% at
0 K to -0.5% at 600 K, with a surface thermal expansion coefficient that at
300 K is 5 times larger than in the bulk. At 770 K, where on the basis of the
above mentioned theoretical results the surface relaxation is expected to be
approximately 0%, we measured a SCLS of 0.62 eV.
This value is in extremely good agreement with the result of first-principles
calculations by Andersen et al. [78], who predict a SCLS of 0.62 eV for
∆d12/d0=0%. Moreover, they calculated also that a larger SCLS, as we
measure at lower temperatures, corresponds to contracted first interlayer
distances. Our data therefore clearly support the theoretical predictions
that there is an inward relaxation of the Rh(100) surface at room temper-
ature, in contrast to the most recent LEED IV study which suggests an
outward relaxation (∆d12/d0=+1.0±0.6%) [99].
Further information about the bulk and surface interatomic potentials could
in principle be obtained by analyzing the observed gaussian broadening of
the photoemission peaks. The higher slope of the square of the surface gaus-
sian broadening with respect to the bulk one (see fig. 4.5) is an evidence of
the existence of enhanced vibrations at the surface [100].
The presence of anharmonicity in the interatomic potentials though cannot
be revealed directly in a simple way from the gaussian width data. Devia-
tion from the temperature dependent linear behavior predicted by a theory
based on the Debye model has previously been taken as evidence of the
presence of anharmonicity in the potential energy surface (PES) [101]. This
conclusion however has to be considered with care, as the cited theory as-
sumes also that the shape of the inter-atomic potential for the final state
ionised atoms and the initial state neutral ones is the same, and only the
equilibrium distances change [102].
Using a different approach Theis and Horn [103] have shown that a devia-
tion from the linear behavior does not necessarily require the existence of
anharmonicity in the initial state PES, but can also be due to the presence
of a quadratic coupling term in the Hamiltonian, i.e. a change in the force
constant between the initial and final state PES. Further theoretical inves-
tigations, where the actual shape of the PES for both the initial and final
state is considered, are needed in order to clarify this point.
The results of the present work also show that in general care must be taken
when comparing experimental SCLS with theoretical predictions if low tem-
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perature experimental data is not available.
Finally it is worth considering the role of the magnetic ordering which was
recently experimentally demonstrated on this surface [104] in the change of
SCLS. Calculations show [86] that the magnetic and non magnetic states
of this surface are degenerate, while the electronic structure is strongly in-
fluenced by changes in the interplanar and intraplanar atomic distances.
For this reason we believe that an interpretation of the present data which
neglects magnetic effects is appropriate.

4.2 Be(0001)

The surface relaxation of metals has been the subject of many experimental
studies. Many structural investigations using Low Energy Electron Diffrac-
tion and Photoelectron Diffraction have been published showing different
results. There is nowadays no clear consensus neither on the magnitude
nor on the direction of the relaxation of many systems. One of them is the
Be(0001) surface.
A recent Low Energy Electron Diffraction (LEED) investigation [105] mea-
sured an anomalously large thermal surface expansion, 6 times larger than
the bulk. The top-layer outward relaxation increased from +3.1 % to +6.7
% (with respect to the corresponding bulk distance) upon raising the tem-
perature from 110 K to 700 K, yielding a first-to-second interlayer coefficient
of thermal expansion α12 = (d12)−1(∂d12/∂T ) = 70×10−6 K−1, 6 times the
bulk value of 12 ×10−6 K−1.

However, a subsequent density functional perturbation theory study [85],
in which the free energy of the system was calculated from full vibrational
dispersions, found an increase of the first-to-second layer distance of only
1.1% in the same temperature range, much smaller than the LEED result.
At the same time the calculation correctly reproduced the bulk thermal ex-
pansion and the adequacy of the quasiharmonic approach for the surface was
directly checked comparing with a first principles molecular dynamics sim-
ulation [85]. Thus we are left with the puzzling situation that the arguably
most advanced calculation to date leads to a worse agreement with the ex-
perimental data than a much simpler approach. If the LEED results are
correct, this would mean that some essential physics of the surface thermal
expansion is not yet included in the state-of-the-art calculations.

These far-reaching consequences are based on a complex LEED analysis
which necessarily involves problematic approximations. In this section, we
present a novel, independent, approach to determine the thermal expansion
of Be(0001). Our results confirm the anomalously large thermal expansion
of the surface and establish Be(0001) as a firm experimental standard for
advances in theoretical understanding.
Our strategy is to measure the binding energy of the surface state at the
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Γ̄ point of the surface Brillouin zone and the values of the surface core
level shifts (SCLS) as a function of temperature. These data are then com-
pared to calculated values for different geometries in order to determine the
temperature-dependent interlayer distances.

4.2.1 Experimental

The Be(0001) surface was cleaned by cycles of Ar+ sputtering at 670 K and
annealing to 720 K. The sample was heated by a filament mounted behind
it. During the measurements the heating current was chopped in order
to avoid a possible influence of the magnetic field on the photoemission
spectra. Surface order and cleanliness were checked by LEED and core level
photoemission, respectively.
The Be 1s core level measurements were taken for photon energies between
126 and 134 eV at normal photoelectron emission and with 40◦ photon
incidence. The combined analyzer and monochromator energy resolution
was 60 meV. The surface state data has been taken with 95 eV photons in
the same geometry and with a total energy resolution of 100 meV.

4.2.2 Results

The calculations have been carried out by S. de Gironcoli in SISSA, Trieste,
Italy, with the PWSCF package [106], within the local-density approxima-
tion [40, 75], using separable pseudopotentials [107] and planewave basis sets
up to an energy cut-off of 22 Ry. Technical details and the Be pseudopo-
tential were the same used as in previous works on beryllium [85, 108]. In
the study of the electronic surface state a repeated slab geometry with a
16-layer Be slabs separated by a ∼25 a.u. thick vacuum region (equivalent
to 8 atomic layers) to decouple the surfaces, was adopted .
Be 1s core excitation energies in different surface layers were calculated
from first-principles including final-state effects following the procedure of
Ref. [109]. The error induced by the choice of a pseudopotential approach
in the calculation of the core-level binding energy is of the order of 10 meV.
A much smaller error is expected for the core-level shifts. From the compar-
ison of the SCLS computed on super-cells with 12 or 16 Be layers and 1×1,
2× 2 and 3 × 3 in-plane periodicity, the periodicity error is estimated to be
less than 20 meV in the 12-layer 3 × 3 slab.
As a first attempt to discriminate between the two suggested thermal ex-

pansions [85, 105], we have examined the temperature dependence of the
surface state binding energy at the center of the Brillouin zone, Γ. In fig.
4.7 the experimental results are compared to the theoretical results obtained
assuming the large thermal expansion reported in Ref. [105] and the small
expansion reported in Ref. [85]. Our experimental data are clearly in much
better agreement with the LEED results of Ref. [105]. However, the number
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Figure 4.7: Temperature dependence of the surface state binding energy at
Γ and a comparison with the calculated binding energies using the geom-
etry determined by LEED in ref. [105] (solid line) and by first-principles
calculations in ref. [85] (dotted line).

of layers involved in the surface expansion is large and the determination
of the energy position of a single electronic surface state is not sufficient to
fully constrain the multilayer relaxation pattern and to provide a clear-cut
answer to our question.

A more detailed analysis is based on a measurement of the temperature-
dependent Be 1s core level spectrum. This contains five components, which
stem from the inequivalent surface, sub-surface and bulk atoms [110]. There-
fore it gives us the opportunity to obtain information about the first layers
separately. Fig. 4.8 shows six Be 1s spectra selected from the set measured
at hν=134 eV and at 18 temperatures ranging from 173 K to 648 K. The five
components of the spectra are emphasized in the 173 K spectrum. The high
binding energy peak (B) originates from the bulk atoms, while the other
four components (S1, S2, S3, and S4) arise from the four outermost atomic
layers.
We fitted the data with five Doniach-Sunjic (DS) functions [16], convoluted
with Gaussians to account for the instrumental, inhomogeneous and phonon
broadening. In order to disentangle the various components in the spectra,
we have measured the low temperature Be 1s spectrum using the same pro-
cedure as in Ref. [110], i.e. at 126, 130 and 134 eV photon energies, thus
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Figure 4.8: Be 1s core levels spectra from Be(0001) measured at tempera-
tures ranging from 173 K to 648 K.
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changing the relative weight of the different components. From the fit of
the whole data set we obtained SCLS of 152±15, 317±5, 606±3 and 863±4
meV towards lower binding energy for S4, S3, S2 and S1 respectively, in close
agreement with the previous results [110, 111]. Then we fitted the spectra
measured at different temperatures and photon energies treating the binding
energy position of the various components as free parameters except for the
S4 shift that was fixed at 152 meV from the bulk peak. All other lineshape
parameters were fixed to the values found in the low temperature case, save
the Gaussian widths that were left free to vary in order to mimic the vibra-
tional broadening of the core-level lineshape.
It has to be noted that in a recent high-resolution core level photoemission
investigation, Andersen et. al. [111] have shown that the Be 1s spectrum
measured at 100 K contains internal fine structure caused by intrinsic excita-
tion of a narrow band of optical phonons. Each surface core level component,
apart for S1, is composed by n replicas with an energy splitting of about
58 meV, which corresponds to the average energy of the excited phonon. In
order to exclude any possible error in the analysis of the core level spectra,
the temperature changes in the population of each phonon component have
been calculated [112] according to ref. [113]. The resulting curves display
the experimentally observed fine structure and once convoluted with a gaus-
sian which describes our experimental resolution, and fitted to DS lineshape,
indicate that the error in the peak position induced by the choice of a gaus-
sian vibrational lineshape is less than 5 meV over the temperature range
(173-648 K) of our measurements, thus justifing the procedure we used.
In fig. 4.9 and in Table 4.1 we report the experimental results for the tem-
perature dependence of the different surface core level shifted peaks. While
the SCLS corresponding to the first (S1) and second (S2) layer atoms de-
crease with temperature, the shift related to S3 increases. The table also
shows the calculated SCLS for a truncated bulk geometry at zero Kelvin,
confirming the assignment of the peaks to the correct layers. In the temper-
ature range investigated here the temperature dependence of the measured
SCLS is approximately linear with slopes of −0.138± 0.010, −0.086± 0.006
and +0.065 ± 0.018 meV/K for S1, S2 and S3, respectively.
In order to interpret these findings and extract information about the tem-
perature dependent surface geometry, the effect of the surface relaxation on
the core-level shifts was theoretically studied.
The thermal expansion of Be(0001) can be split into two parts: i) an ho-
mogeneous expansion of the whole crystal according to the bulk thermal
expansion coefficients that define for each temperature the two bulk hcp lat-
tice parameters, a(T ) and c(T ), and ii) a surface expansion described by the
percentual variation of the interlayer separation with temperature , scaled to
the bulk interlayer separation at that temperature, λn,n+1 = dn,n+1/dbulk,
with dbulk = c(T )/2. Since vibrational broadening does not significantly
shift the peaks, the binding energy (BE) of a core hole in the n-th surface
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Figure 4.9: Be 1s SCLS’s as a function of temperature. The S4 component
is not displayed. It was fixed at -152 meV from the bulk peak (see text).
The temperature dependence of the measured SCLS is approximately lin-
ear (straight lines between the data points) with slopes of −0.138 ± 0.010,
−0.086 ± 0.006 and +0.065 ± 0.018 meV/K for S1, S2 and S3, respectively.

layer at a finite temperature can be obtained from a static calculation in the
expanded geometry:

BESn(T ) = BESn(a(T ), c(T ), {λm,m+1(T )}). (4.1)

The next step is to calculate the dependence of each SCLS, on the variation
of any interlayer separation (d12, d23, ..). This dependence is remarkably
linear for the expected interlayer variations and the full result can thus be
obtained from the following expansion:

BESn(T ) = BESn(a(T ), c(T ), {λ0m,m+1})+

∑
l

∂BESn(a(T ), c(T ), {λ0m,m+1})
∂λl,l+1

(λl,l+1(T ) − λ0l,l+1) (4.2)

where the first term corresponds to the BE computed from the bulk thermal
expansion only (the λ0n,n+1’s are the scaled interlayer separations obtained
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Table 4.1: Measured surface core level shifts for several temperatures, and
theoretical shifts for the relaxed surface slab homogeneously scaled with the
bulk thermal expansion, i.e. the first term in the r.h.s. of Eq. (4.2) (energies
in meV).

S1 S2 S3 S4 S5
Expt.

173 K -863 -607 -317 -152 —
273 K -854 -596 -325 -152 —
373 K -849 -593 -336 -152 —
498 K -829 -584 -341 -152 —
573 K -808 -587 -344 -152 —
648 K -794 -574 -345 -152 —

Theory:
a0K -898 -610 -282 -111 -30
a300K -891 -607 -280 -110 -30
a700K -866 -597 -277 -109 -30

from the static equilibrium) and the needed first order derivative of the core
level BE in the n-surface layer is simply obtained from the change of the
total force acting on the top l surface-layers of the slab when an atom in the
n-th layer is excited.
In Table 4.2 we report the value of the derivatives (in meV per percentual
variation of λn,n+1) calculated for the static equilibrium. Very similar values

Table 4.2: Theoretical results for the change in Sn SCLS position induced
by a +1% variation in the l-th interlayer separation (λl,l+1 = dl,l+1/dbulk).
Values in meV.

∂BESn
∂λl,l+1

× 100 S1 S2 S3 S4 S5

λ12 9.0 10.3 -3.0 -1.6 -0.9
λ23 -0.9 9.8 10.5 -2.6 -1.0
λ34 -0.5 -1.8 11.3 12.6 -1.3
λ45 -0.1 -0.1 -0.5 14.3 14.8
λ56 0.0 0.4 0.7 0.5 15.8

are obtained for homogeneously expanded slabs up to 700 K. From Table
4.2 it can be seen that the dilation of any interlayer separations dn,n+1 (or
λn,n+1) affects mainly the SCLS in the n-th and (n+1)-th surface layers while
its contribution is only minor for excitations in other layers. Therefore the
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temperature dependence of individual SCLS provides rather local information
on the surface thermal expansion.

4.2.3 Discussion

We are now in a position to use the experimental temperature dependence of
the SCLS in combination with Eq. (4.2) to determine the surface expansion.
From the measured average slopes of the SCLS temperature dependence,
subtracting the contribution due to the homogeneous expansion of the slab
and solving the linear system in Eq. (4.2), we obtain the variations of λn,n+1,
in the temperature range from 300 to 700 K where both experimental and
theoretical SCLS variations are safely linear. In this temperature range we
got ∆λ12 = 3.2 ± 0.6%, ∆λ23 = −0.9 ± 0.6% and ∆λ34 = −0.7±0.8%.
As no experimental information is available on the fourth and deeper layer
SCLS temperature dependence, we have compared the results in two cases:
i) homogeneous expansion for these inner layers or ii) no temperature varia-
tion of their SCLS. Although the computed thermal expansion for the deeper
layers are different in the two cases, the results for the three outer layers are
not affected. The quoted errorbars reflect the experimental errorbars and
assume a 10% relative uncertainty in the theoretical values of the derivatives
in Eq. (4.2), accounting for about one third of the final errorbars.
From these results surface-layer dependent coefficients of thermal expansion
can be obtained as

αn,n+1 = (dn,n+1)−1(∂dn,n+1/∂T ) = (λn,n+1)−1(∆λn,n+1/∆T ) + αbulk.

The final results are 88±15, -10±15 and -6±20 ×10−6 K−1, for α12, α23 and
α34 respectively.
These results are in very good agreement with the LEED experimental deter-
mination [105] for the first-to-second layer expansion, where a 70±30 ×10−6

K−1 expansion has been reported. According to our present study and at
variance with the positive expansion reported in Ref. [105], the second inter-
layer distance experiences a small but significant thermal contraction. We
wish to stress that although the two structural determinations agree within
their respective errorbars the present study provides much tighter bounds
on the temperature dependence of interlayer separations.
As a final check of our results, the temperature dependent surface state
binding energy was recalculated after including the results of the expansion
from the core-level study in the surface state theoretical calculations. The
total resulting shift of 8.3 meV is again in close agreement with the exper-
imental surface state photoemission determination (7.2 meV), even closer
than the result obtained considering the structural data of the LEED ex-
periment (10.0 meV).
A satisfactory theoretical understanding of the large thermal expansion in
Be(0001) remains to be reached. A couple of comments may be of interest.
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The present study shows that at least two (and maybe more) surface layers
show an anomalous behavior, whose interplay could be non trivial. While
in the theoretical study of Be(0001) surface thermal expansion of ref. [85]
only the relaxation of the topmost layer was considered, more recently the
thermal multilayer relaxation of Mg(1010) has been successfully reproduced
[87]. Further, the very large surface electron-phonon coupling in Be(0001)
is peculiar of this system and may play a role in determining the surface
relaxation at high temperature. This has not been considered in previous
studies and deserves further analysis.

4.3 Conclusions

In this chapter we have shown how the temperature affects the SCLS’s for
two systems, the Rh(100) and the Be(0001) surface.
For the first system, in which the 3d5/2 SCLS displays just one shifted com-
ponent related to the top layer atoms, the SCLS decreases on increasing the
temperature. The effect was interpreted in terms of a higher anharmonicity
of the inter-atomic potential of the surface atoms, in agreement with theo-
retical predictions.
For the Be(0001) case, we have determined the thermal expansion of the
first three interlayer spacings by a novel approach which is based on the
coupling of SCLS measurements with first principles calculations. Our re-
sults are in good agreement with an earlier LEED study and the anomalous
thermal expansion of the first-to-second interlayer spacing on Be(0001) is
therefore a well-established fact. Moreover the availability of many com-
ponents in the Be1s SCLS spectra allowed to determine the surface-layer
dependent coefficients of thermal expansion with better accuracy than the
LEED experiment: while the first interlayer distance strongly expands upon
heating, the distance between the second and third layer slightly contracts.
On the other hand, our results do not agree with a highly sophisticated cal-
culation of the first interlayer spacing and this is particularly worrying since
the same calculation reproduces the thermal expansion of the bulk correctly.
As a possible reason, we suggest that the inclusion of several variable layer
spacings in the theory might improve the result.
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Chapter 5

Adsorbate induced SCLS

Figure 5.1: Oxygen adsorption on Ru(0001). The Ru atoms of the first
layer bound to no, one, two and three oxygen atoms are characterized by
different grey scales. The oxygen atoms sit in the hcp adsorption site, with
one Ru atom underneath. A detailed explanation of the effect of the oxygen
adsorption on the SCLS is given in sect. 5.2.

The subject of SCLS’s of clean metal surfaces at low as well as vari-
able temperature was discussed in chapters 3 and 4. It was found that the
SCLS’s can be resolved for both first and second layer atoms, and that small
changes in the geometric structure are reflected in the SCLS’s. So far we
have not discussed the influence of chemisorbed species on SCLS’s.
In the presence of an adsorbate some metal surface atoms change their chem-
ical environment and their coordination and we expect the SCLS’s of the
neighbouring surface atoms to be modified mostly on those directly bound
to the adsorbate. Indeed, if this is so the SCLS’s contain considerable infor-
mation on the chemical state of the adspecies and involved surface atoms.
In order to explore this aspect of SCLS’s, which have already been used
for elucidation of different bonding configurations in adsorbate systems [13],
we have studied the SCLS’s induced by oxygen adsorption on Rh(111) and
Ru(0001).

Why Oxygen?
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The interaction of oxygen with transition metal surfaces is of considerable
interest. Apart from its model character for adsorbate-substrate interac-
tions, it is important because of its involvement in catalytic reactions such
as CO oxidation, used e.g. for the decontamination of automobile exhaust
gases. Moreover, oxygen adsorption on metal surfaces can result in simple
adlayer creation, subsurface oxygen penetration, or oxide formation, de-
pending markedly on the oxygen partial pressure, substrate temperature
and surface crystallographic orientation of the particular metal. Therefore,
significant effort has been made in the last decades to investigate this model
process, both from experimental and theoretical points of view.
Oxygen chemisorption on transition metal surfaces is largely discussed in
terms of strong covalent bonding between the O 2p states and the metal va-
lence d-band, accompanied by an unspecified, but noticeable charge transfer
from the substrate to the electronegative adsorbate. However, it is not clear
which part of the total electron density could or should be assigned to which
atom, so that a clearcut distinction between charge transfer and polarization
is not possible [114, 115].
In this context, theoretical concepts have been developed that try to par-
tition a calculated total electron density into contributions from individual
atoms [116, 117, 118, 119]. Yet, it would also be useful to have an experi-
mentally accesible quantity, which gives information about the nature of the
chemical bond or which would even help to quantify the amount of charge
transferred.

As core levels are relatively compact and are generally assumed not to
take part in the bonding itself, SCLS’s provide such local probe of the
changes in the electrostatic potential of a substrate atom in different en-
vironments.

5.1 O/Rh(111)

Over recent years, several experimental studies under UHV conditions and
low temperatures on the surface crystal structure of low coverage phases of
chemisorbed oxygen on Rh(111) have been reported, using primarily low-
energy electron diffraction (LEED), scanning tunnel microscopy (STM) and
X-ray photelectron diffraction (XPD) [120, 121, 122, 123, 124, 125, 126, 127,
128].
Theoretical work using density-functional theory (DFT) calculations has
also been recently reported, which have predicted that an O adlayer with
a (1 × 1) periodicity and coverage Θ = 1.0 ML can form on Rh(111)
[129, 130]. Recently, it has been demonstrated that indeed a full mono-
layer of chemisorbed O can be prepared at room temperature on Rh(111)
by using an atomic O beam [131]. Moreover, under particular temperature
and pressure conditions the formation of subsurface oxygen species has been
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observed, when the 1 ML oxygen adlayer is nearly completed [132].
The qualitative difference between a high-coverage oxygen adsorbate phase,
namely a high coverage on the surface plus subsurface oxygen, and an oxi-
dized Rh(111) surface is unclear. In this context it is of particular impor-
tance to identify and characterize the intrinsic differencies of the O-metal
bonding as a function of the chemical environment.
In order to clarify this point, we have studied the oxygen induced Rh3d
SCLS for the O/Rh(111) system. We have then compared our experimental
results with density functional theory calculations that allow to separate
the initial and final state effects and estimate their relative importance.
These calculations, which already reproduce with high accuracy the SCLS’s
of clean surfaces (see sect. 3.1 and 3.3), are found to be equally accurate
when dealing with the SCLS’s of an adsorbate covered surface.

5.1.1 Experimental

The high-resolution core level photoemission experiments have been per-
formed using a VSW 150 mm 16 parallel channels hemispherical electron
energy analyser operated with a pass energy of 5 eV and 20 eV for the
Rh3d5/2 and O1s core level measurements, respectively. The monochro-
mator energy resolution was varied from 30 to 200 meV, corresponding to a
total instrumental resolution in the range of 80-250 meV, depending on pho-
ton energy (390 and 650 eV). LEED optics was used to detect the p(2 × 2)
and p(2 × 1) long-range ordered structures formed upon oxygen adsorption
on the surface at room temperature. The ambient background pressure in
the chamber was in the range of 8×10−11 mbar, dominated by hydrogen.
The Rh(111) sample used in the experiments was oriented within 1◦ and me-
chanically polished. The following procedure was used for sample cleaning.
Initially the surface was cleaned using Ar+ sputtering at room temperature,
annealing at 1300-1350 K, and oxygen treatments at 800-1100 K in order
to remove the carbon. Hydrogen reduction at 400-700 K was then used to
remove the oxygen. The surface temperature (300 K during measurements)
was monitored using two K-type thermocouples spot welded to the sides of
the crystal and controlled using a Eurotherm programmable temperature
device. We want to point out that the saturation coverage for O2 exposure
below 50 Langmuir is found to be 0.5 ML; (1x1) oxygen structures of 1.0
ML can be obtained on Rh(111) only by dosing NO2 or atomic oxygen [131].
Rh3d5/2 and O1s core level spectra binding energies have been calibrated
with respect to the Fermi energy.

5.1.2 Results

In Fig. 5.2 the Rh 3d5/2 core-level spectra for the clean Rh(111) surface,
p(2 × 2)-O/Rh(111) (Θ = 0.25 ML) and p(2 × 1)-O/Rh(111) (Θ = 0.5ML)
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ordered structures measured at 300 K, are displayed. The clean spectrum
exhibits two well resolved peaks: the lower binding energy peak is attributed
to the Rh atoms of the first substrate layer while the higher binding energy
component to atoms in the deeper layers, i.e. in the bulk.

In order to evaluate quantitatively the surface core-level shifts, we per-
formed spectral decomposition into bulk and surface components by fitting
the data using two peaks with Doniach-Šùnjić (DS) lineshape [16]. The two
DS peaks, which were allowed to have different singularity index, α, and
Lorentzian width, Γ, were convoluted with Gaussians in order to account
for the experimental, phonon and inhomogeneous broadening. We also in-
cluded a linear background into the fit.
The result of the least-squares analysis is shown in fig. 5.2 as a solid line
through the measured points, and the bulk and surface components are
also shown. Within the accuracy of the analysis, the SCLS we find for the
clean surface, 485±20 meV, as well as the values of the lineshape param-
eters, reported in the figure caption, are in good agreement with previous
experimental findings by Andersen et al. [78]. We decided the number of
components to be used in the fits of the spectra at 0.25 and 0.5 ML on
the basis of the known structural models [125]. At 0.25 ML, the model pro-
posed for the p(2×2) structure, displayed in fig.5.2, involves two inequivalent
first substrate layer Rh atoms, one not bonded to oxygen adatoms (A) and
one directly bonded to a single oxygen adatom (B). Only type-A atoms are
present in the clean surface.
The p(2 × 1) structure is also formed by two different types of surface Rh
atoms (see fig. 5.2): the first type is bonded to one oxygen adatom and in
a first approximation can be considered as being in a similar chemical envi-
ronment as atoms B of the p(2×2) structure; the second type (C) forms two
bonds with oxygen adatoms. To each of these three Rh species (A, B, and
C) we associated differently shifted core-level components in the fits. This
interpretation is corroborated by the theoretical calculations that we used
to interpret our experimental findings. Such an assignment, based on the
different adsorbate to metal atom coordination numbers has been previously
made for the interpretation of measured SCLS’s for the CO/Pd(110) [133]
and O/Ru(101̄0) systems [134].
Best fits were obtained with a SCLS of −485±20, −140±20 and +295±20
meV for the type-A, B and C Rh atoms, respectively. Note that this classi-
fication contains a slight simplification because only the coordination of the
Rh atoms considered is taken into account and possible differences in the
local geometrical environment due to the presence of oxygen are ignored.
However, the theoretical shifts discussed below indicate that the differences
introduced by these effects are small compared to those between type-A, B
and C atoms. In principle the intensity ratios of the different Rh compo-
nents should correspond to the relative amounts of Rh atoms bonded to no,
one and two O adatoms, respectively, but photoelectron diffraction effects
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Figure 5.2: Decomposition of Rh 3d5/2 core-level photoemission spectra of
the clean Rh(111) surface and its evolution as a function of oxygen coverage.
Dots are experimental data and full lines between dots are the fits. The
individual surface and bulk components are also shown. A is the peak
associated to Rh surface atoms which are not bound to oxygen. B and C
are the peaks associated to Rh atoms coordinated to one and two O adatoms,
respectively. Insets: Structural models for the two O-covered structures at
0.25 and 0.5 ML; small black circles, O adatoms. Fitting parameters are
Γ = 0.22 and 0.27 eV, α = 0.19 and 0.26, and Gaussian broadening = 0.22
and 0.26 for bulk and surface peaks, respectively.
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Table 5.1: Rh 3d SCLS’s (meV) at the (111) surface as obtained from the
transition-state theory and from the initial-state model as a function of the
O-coordination or type, given in parentheses (see fig.5.3). The third column
shows the difference and gives the screening or final-state contribution to
the shifts.

Coverage O-coordination Full calc. Initial-state Final-state
Clean 0 (A) −459 −385 −74
0.25 0 (A) −609 −544 −65

1 (B) −85 −75 −10
0.50 1 (B) −116 −106 −10

2 (C) +391 +378 +13
1.00 3 (D) +939 +801 +138

might in general affect the intensity of the different components.
We have also measured the O 1s core-levels corresponding to the 0.25 ML
and 0.5 ML oxygen structures. Our data show that the p(2× 2) to p(2× 1)
core-level shift is −110 ± 30 meV.

5.1.3 Discussion

Let us now compare the experimental results to the calculated shifts.
The SCLS calculations were performed by M. V. Ganduglia-Pirovano in
the Fritz-Haber-Institut, Berlin, Germany, using the theoretical approach
adopted to calculate the SCLS’s of Ru(0001) (see sect. 3.3). The Rh(111)
surface is modeled using a supercell approach, where a seven layer (111)
Rh slab with a vacuum region corresponding to six interlayer spacings was
used. Oxygen atoms are adsorbed on both sides of the slab. The calculated
atomic geometries (interlayer spacings, bond lengths, and lateral displace-
ments) at 0.25 and 0.5 ML are in excellent agreement with the results of
previous LEED I-V analyses. The tests of the accuracy of the calculated
SCLS’s show that the errors induced by the numerical approximations as-
sumed in the theoretical calculations, (∼ ±20 meV), are of the same order
as the experimental error.
The results for the Rh 3d initial-state SCLS’s and from the full calculation
for atoms at the Rh(111) surface layer as a function of O coverage (up to 1
ML coverage) are shown in fig. 5.3 and Table 5.1. The final-state contribu-
tions to the shifts are displayed in fig. 5.4.
The comparison of our experimental SCLS’s, measured up to 0.5 ML cov-

erage, with the theoretical calculations for the Rh 3d shifts of the surface
layer atoms as a function of O coverage (see fig. 5.3) indicates that there is
no doubt that Rh atoms bonding to none, one, or two O atoms, can easily
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Figure 5.3: Initial-state and full calculation for the Rh 3d shifts at the
Rh(111) surface as a function of their coordination to O adatoms for the
clean and O covered surfaces. Insets: Structural models (small white circles
are the O adatoms). Comparison between calculated and measured values
is shown for the clean, p(2×2)-O (Θ = 0.25 ML), and p(2×1)-O (Θ = 0.50
ML) phases.

be distinguished by their 3d binding energies.
On closer examination, however, there are some quantitative differencies
between calculated and measured values of the SCLS’s. For the oxygen
covered surfaces, the largest difference is ∼ 0.10 eV for the type-C atoms,
while for type-B atoms it is a factor of two smaller. While this is quite good
agreement, we have to say that the small differences between experimental
and theoretical results can also be due to the finite temperature of the mea-
surements (T=300K). As shown in sect. 4.1 the SCLS of the clean Rh(100)
surface decreases when the surface temperature increases, because of the
expansion of the first interlayer distance. Moreover, the fitting procedure
strategy is completely independent of the theoretical results and assumes
three distinguishable components in order to limit the number of free pa-
rameters.
A further confirmation of the assignment of the peaks to the correct Rh
atoms comes from the calculation of the initial and final-state contributions
to the Rh 3d SCLS’s for all Rh atoms underneath the surface layer, i.e. of
the second substrate layer (see Table 5.2). The experimental positions of the
Rh 3d levels (relative to bulk) as a function of O coverage up to 0.5 ML and
the results of the full transition-state theory calculation for the shifts at the
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Figure 5.4: Calculated final-state contribution to the Rh 3d shifts at the
Rh(111) surface as a function of their coordination to O adatoms.

two outermost substrate layers are schematically compared in fig. 5.5. The
shift experienced by the 3d core-levels of the second substrate layer atoms
in the clean Rh(111) surface is one order of magnitude smaller than that of
the surface atoms and remained experimentally unresolved.

Table 5.2: The Rh 3d surface core-level shifts (meV) of second substrate layer
atoms of the clean and O-covered Rh(111) surfaces within the transition-
state theory and from the initial-state model as a function of coverage. The
third column shows the difference and gives the screening contribution to the
shifts. For the 0.25 and 0.50 ML phases, from the two inequivalent second
layer atoms, only the value which is non-negligible is listed (see text).

Coverage Full calc. Initial-state Final-state
Clean +67 +96 −29
0.25 −150 −164 +14
0.50 −155 −173 +18
1.00 −217 −216 ∼ 0
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Figure 5.5: The experimental positions of the Rh 3d surface levels relative
to the bulk ones, for the clean and O-covered surfaces (Exp.), and the full
transition-state theory calculation for the shifts at the surface and the layer
beneath (Theory). For the second substrate layer atoms, only the shifts
which are different from zero are shown (see text). The different patterns
in the lower panels indicate the different experimentally resolved positions
as a function of coverage. In the upper panels, the labels indicate from
which atoms the shifts originate and the lines which remained experimentally
unresolved have the same pattern.

For the O-covered surfaces, there are two inequivalent Rh second layer atoms
at both 0.25 and 0.50 ML coverages, respectively. The calculations indicate
that for each coverage only one kind has a sizeable shift and the other co-
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incides with the bulk peak. The corresponding non-negligible full shifts are
-150 meV (0.25 ML) and -155 meV (0.50 ML). Although the magnitude of
these shifts is sizeable, they remain experimentally unresolved as they are
superimposed to the measured type-B atoms surface peak.
The calculated full shifts at the second substrate layer atoms of the p(2×2)
and p(2 × 1) structures differ by only 65 and 39 meV from those of the
type-B Rh surface atoms at the same coverage, respectively (see Table 5.1).
The most notable result of fig. 5.5 is that our experimental spectra resolve
the main features of the oxygen induced shifts and the agreement between
experimental and theoretical data is not only qualitatively very good but
also quantitatively satisfactory.

Initial-state effects

We can now discuss the initial and final state contributions to the SCLS’s
upon oxygen adsorption. For the clean Rh(111) surface, the calculated
SCLS is −459 meV, thus in good agreement with the experimental value
of −485 ± 20 meV. The screening contribution to this value is −74 meV.
These values are in line with earlier measurements and DFT-LDA results
[30, 78]. The fact that the initial-state SCLS is negative for Rh surfaces is
qualitatively well understood in terms of the narrowing of the 4d-band.
The results presented in fig. 5.3 and Table 5.1 clearly demonstrate that there
is a strong oxygen coverage dependence of the initial-state contribution to
the SCLS’s. The lowest energy structures at all coverages are phases with O
adatoms at the fcc hollow sites [130]. On the basis of the calculations, the
difference in Rh 3d shifts of the clean Rh(111) surface and the type-A atoms
of the p(2× 2)-O/Rh(111) phase is ∼ 150 meV. Differences in the screening
of the core hole are negligible. LEED analyses and DFT-GGA calculations
have shown that oxygen adsorption induces buckling and a substantial over-
all expansion of the first interlayer spacing [125, 130]. The reason for the
calculated 150 meV difference is thus related to changes in the crystal struc-
ture. However, this difference is small compared to that between type-A
and type-B atoms.
The initial-state contribution to the SCLS’s of type-B Rh sites of the p(2×2)
structure is −75 meV, i.e. their 3d levels are bound more strongly by 310
meV relative to those of the clean surface atoms (see Table 5.1).
The higher, 0.50 ML coverage, p(2× 1) structure contains type-B and type-
C Rh atoms (see fig. 5.3). The initial-state SCLS’s are −106 meV and
+378 meV, respectively. The shift for the type-B atoms differs by 31 meV
from that in the 0.25 ML phase. The small difference reflects again that the
atoms are similar but not identical due to the slightly modified local geome-
try. However, larger shifts towards higher binding energies are obtained for
type-C atoms, which are completely absent in the 0.25 ML phase.
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At the highest coverage of 1.0 ML there is only one kind of Rh sites (type-
D), namely Rh atoms coordinated to three O adatoms. The core levels are
shifted to even larger binding energies.
The initial-state results given in fig. 5.3 show a quasilinear correlation of the
shifts and the number of the coordinated O atoms. This initial-state trend
is expected from the chemisorption of electronegative species on metal sur-
faces. Because electron withdrawing, O adatoms reduce electron-electron
repulsion in the core of their Rh nearest neighbors and the potential at the
surface changes relative to the bulk. This surface potential shift (SPS) acts
on the surface d-band as well as on the core electrons and is more attractive
with increasing coverage.
In fig. 5.6 the spherically symmetric part of the surface potential shift
∆V (r) = V surf(r) − V bulk(r) together with r2|R3d(r)|2 and r2|R4d(r)|2, is
shown. We see that ∆V (r) is almost constant in the region sampled by the
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Figure 5.6: Surface potential shift SPS, ∆V (r), for all surface Rh atoms at
the coverages considered. Type-A atoms are not bound to oxygen. B, C and
D are Rh atoms coordinated to one, two or three O adatoms, respectively.
Radial solutions r2 |Rnl(r)|2, nl = 3d and 4d within the muffin-tin sphere of
2.2 bohr in the bulk.

3d core electrons. For this reason, the numerical values of the initial state
SCLS’s are nearly equal to −4π

∫
∆V (r)r2|R3d(r)|2dr. The potential shift

is repulsive for those surface atoms which are not bound to O (type-A).
Adsorption of oxygen induces large changes in the SPS; increasing the O
coverage leads to more attractive potentials at the surface. The behavior
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of the potential shifts and the initial-state trend as coverage increases cor-
relate with the calculated increase of the work function as a function of O
coverage, which reflects an oxygen induced inward dipole moment, i.e. with
the negative charge at the vacuum side of the surface [130]. Thus, the gross
behavior of the initial-state shifts can be taken as a fingerprint of the elec-
tronegativity of oxygen. The Rh 3d binding energy increases by about 0.3
eV per oxygen bond.
Figure 5.7 displays the density of states per atom projected onto the d or-
bitals (d-DOS), nd(ε), for all surface and bulk atoms. For the clean surface
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Figure 5.7: Projected density of states per Rh atom onto the 4d orbitals
for all surface atoms at the coverages considered (initial-state calculations).
Type-A atoms are not bound to oxygen B, C and D are Rh atoms coor-
dinated to one, two or three O adatoms, respectively. The dotted lines
correspond to Rh bulk.

and type-A atoms of the p(2 × 2)-O structure a narrower and displaced
(towards lower binding energy) d-DOS is clearly visible. In comparison
with the type-A surface atoms, the d-DOS for type-B, C, and D atoms is
broader (relative to the bulk). The calculated shift in the center of gravity
∆Cd = −[εsurfd − εbulkd ] of the d DOS and the initial-state shifts are shown
in fig. 5.8. These results show that the initial-state SCLS’s and the shift
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in the center of gravity of the d DOS follow the same trend but they are
not equal. The reason of this is that the 4d orbitals are quite broad and
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Figure 5.8: Calculated shift of the d-band center between the self-consistent
bulk and surface d bands and the initial-state core-level shifts.

sample a potential shift little different from that sampled by the 3d orbitals
(see fig. 5.6). The qualitative correlation between ∆Cd’s and initial-state
shifts reflects that the shift of the d-band and the SCLS’s arise from the
same oxygen induced surface potential shifts as experienced by the d states
and core states, respectively.

Final-state effects

The final-state contributions to the SCLS’s are shown in fig. 5.4. The
magnitude of the screening contribution is small compared to that of the
initial-state shift. This, however, does not mean that this term can be ne-
glected since its magnitude amounts in some cases up to ∼ 15% of the full
shift, and in general tends to improve the agreement to the measured SCLS’s
(see Table 5.1). We note, however, that the sign of the initial-state and that
of the full transition-state theory SCLS’s is always the same; in general,
even this does not hold necessarily [135]. Thus final-state effects, while not
insignificant, do not appear to be the dominant factor responsible for the
Rh 3d SCLS’s considered.
Looking into more detail at this contribution it is seen that it changes sign
as the oxygen coverage increases (see fig. 5.4). The sign change of the final-
state contributions to the shifts can be qualitatively explained by tracing it
back to the oxygen induced changes to the 4d band. Comparing the pro-
jected densities of states per Rh atom onto the 4d orbitals for a bulk and
surface atom at the clean Rh(111) surface, one observes the higher density
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of high-lying localized d-states about the Fermi level (see fig. 5.7). For the
adlayer systems, however, the screening at the surface becomes worse upon
increasing O coverage. In fact, at a coverage of 1.0 ML it is positive and
largest in magnitude (see fig. 5.4). The screening of a Rh 3d core-hole cre-
ated at high oxygen covered surfaces is less efficient because of the oxygen
induced decrease of d-states around the Fermi level localized at the respec-
tive atom (see fig. 5.7).

O 1s core level shift

Together with SCLS’s we have also measured the O 1s core level for the
p(2 × 2)-O and p(2 × 1)-O structures. This peak should significantly shift
if the adsorption site changes at increasing coverage [4, 5]. In contrast
to the Rh 3d shifts, the O 1s spectra show only minor changes, i.e. a
shift of −110± 30 meV. Also in this case theoretical calculations have been
performed which predict a full shift of −34 meV (initial-state −10 meV)
between the p(2 × 2)-O and p(2 × 1)-O structures, with the oxygen always
sitting in the same fcc adsorption site. Moreover, the calculation of the O
1s binding energy shift between the fcc and the hcp sites at a coverage of
0.25 ML gives 0.36 eV, with the binding energy for fcc sites shifted towards
lower values.
From the comparison of our experimental result with that of the calculations
we conclude that the adsorption site remains the same at increasing coverage.
In this case this is the only information that can be extracted from the
measurement of the adsorbate core level.

5.2 O/Ru(0001)

In the previous section we have shown how the SCLS’s of the Rh(111) surface
change upon oxygen adsorption. In particular we have found satisfactory
agreement between the experimantal results and first principle calculations
for the p(2 × 2) and p(2 × 1) oxygen ordered adlayers.
In the present section we investigate the O interaction with the Ru(0001) sur-
face by measuring again the SCLS’s, with the aim to compare the chemisorp-
tion behaviour of the two surfaces. Further, on Ru(0001) four different or-
dered O adlayer structures are formed, which span the coverage range from
zero up to one monolayer (ML) and are all extensively characterized by
LEED experiments [82, 83, 136, 137] and DFT calculations [138]. Hence, a
much larger experimental data base is available compared to the O/Rh(111)
work, which allows to assess much better the agreement between measured
and calculated SCLS’s.
The four ordered oxygen overlayers, which we have prepared and studied
besides the clean surface, already presented in sect. 3.3, are the p(2 × 2)
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[82], the p(2×1) [83], the (2×2)-3O [136] and the (1×1)-O [137] structure.
In all phases, the O atoms sit in hcp hollow sites and the Ru atoms can
have up to three O neighbours as shown in fig. 5.9. As will be shown in
the following, the Ru 3d5/2 core level spectra are composed of several peaks,
which have to be assigned to certain bonding situations of the correspond-
ing Ru atoms. From the aforementioned work on O/Rh(111) of section 5.1,
we expect the SCLS’s of the first layer atoms to depend primarily on the
number of directly coordinated O atoms. The nomenclature that we use to
name each of these atoms (and their corresponding SCLS) is derived from
this fact and is described in fig. 5.9.
If the number of nearest neighbour O atoms is indeed the ruling quantity
for the first layer peaks, the assignment of the O-induced components in the
spectra is straightforward, because each such peak should be present in two
of the considered phases. As shown in fig. 5.10, O-induced components at
approximately equal positions appear indeed each time at two coverages, so
that recurrently working down from the (1×1)-O, the S1(3O), S1(2O), and
S1(1O) peaks can directly be assigned.
As far as it concerns the assignment of the S1 and S2 peaks which are both
present in the spectrum of the clean surface and of the p(2 × 2) phase, it
has been achieved on experimental grounds using photoelectron diffraction,
as shown in section 3.3.
Once the measurement and the assignment of the various SCLS components
has been accomplished, they can be compared with the theoretical results.
As the latter allow to separate the final state contribution from the total
shift, we are then in a position to discuss the connection of the initial state
shift with the nature of the chemical bond.

5.2.1 Experimental

The procedure used for cleaning the Ru(0001) crystal was the same as that
described in section 3.3.1.
The SCLS spectra were acquired at a sample temperature lower than 130
K and at a base pressure of 6 × 10−11 mbar, using the double pass electron
energy analyser (see sect. 2.2). All data shown for the series of SCLS’s as a
function of oxygen coverage were measured in one single run for maximum
comparability, but were in good agreement with a partial data set obtained
earlier using a VSW 150 mm electron energy analyser with 16 channels par-
allel detection [139].
Before doing the SCLS measurements, the different oxygen structures were
defined by observing the intensity of the ( 12 , 12 ) spot in the LEED pattern in-
duced by the oxygen adsorption. The fully developed three structures up to
0.75 ML show maxima in the intensity of the extra spots while dosing oxy-
gen when the layer corresponds to 0.25, 0.50 and 0.75 ML coverage. Since
the LEED apparatus is mounted in the experimental chamber we could in
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Figure 5.9: Periodic oxygen adlayer structures on the Ru(0001) surface with
increasing coverage. S1, S1(1O), S1(2O) and S1(3O) are first layer Ru atoms
bound to no, one, two, and three oxygen atoms, respectively. S2 and S2(1O)
are second layer atoms with no and one oxygen atom directly above on the
surface, respectively. The bulk b includes all deeper layer Ru atoms. The
top right panel shows side views of the clean Ru(0001) surface as well as of
the p(2 × 1) structure.
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Figure 5.10: Ru 3d5/2 core level spectra for the clean surface and the four
oxygen structures. The dots represent the experimental results, while the
line in between is the result of the fit. The spectra were measured at a
temperature lower than 130 K. The components used in the fit are added
in the figure. The curves with the thin line denote the “clean” components
(S1, S2), while the thicker lines are the oxygen related components, S1(1O),
S1(2O), and S1(3O), corresponding to first layer Ru atoms bonded to one,
two and three oxygen atoms respectively (cf. fig. 5.9). The dashed lines
with arrows denote the presence of each of these components in two different
structures.
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this way monitor the correct dose of oxygen in order to obtain the desired
structure. The coverage was also checked by measuring the O1s intensity.
Comparison of the LEED to the XPS data shows that the O1s signal mea-
sured at 650 eV photon energy is not much affected by diffraction effects; it
therefore gives a good estimate of the relative coverage.
The p(2×2) structure was obtained by exposing the clean Ru(0001) surface
to 0.7 Langmuir (nominal) of oxygen at 373 K, and subsequent brief heating
to 670 K. The p(2 × 1) structure was obtained by dosing onto the p(2 × 2)
additional 3.5 Langmuir at 373 K, followed again by brief heating to 670 K.
As reported in the previous works, flashing at 670 K after the doses is needed
to achieve perfect order of the superstructure. The (2×2)-3O structure was
obtained by dosing oxygen for 600 seconds with the channel plate doser at
a distance of ∼ 10 mm from the sample, with a pressure in the chamber
of 1.5 × 10−6 mbar at a sample temperature of 600 K. The resulting O1s

intensity corresponded to 0.85 ML. In order to remove the excess oxygen the
sample was briefly heated to 1060 K; the resulting coverage was 0.77 ML.
The (1 × 1)-O structure was obtained by dosing NO2 3 times, 800 seconds
each, with the doser (pressure in the chamber 5 × 10−8 mbar), at a sample
temperature of 600 K. A very sharp (1 × 1) LEED pattern resulted.
The high resolution Ru 3d5/2 SCLS spectra were recorded at a photon beam
incidence angle of 80◦ from the surface normal which results in an electron
emission angle of 40◦. Three different photon energies, 352, 370 and 400 eV
were used in order to change the weight of the core level components due
to diffraction and inelastic scattering effects. The p(2 × 2) structure was
measured only at 352 eV. The analyser was operated at 5 eV pass energy
with an entrance slit of 2 mm. The overall energy resolution is estimated to
have been better than 80 meV.

5.2.2 Results

A. SCLS analysis

In fig. 5.10 the SCLS spectra measured at 352 eV are shown, together with
the fits and the various components. We fitted the data using Doniach-
Sunjic functions convoluted with Gaussian broadening [16]. The background
was assumed to be linear. In order to get physically meaningful results
from the fits it was necessary to put constraints on some parameters of the
fitting function as many components have significant overlap. The three
spectra at different photon energy of a certain structure (except for the
p(2 × 2)) were hence fitted together with identical parameters, leaving free
only the intensities of the core level components. In this way the line shape
parameters found (Gaussian and Lorentzian width, as well as the asymmetry
parameter) are more reliable. We employed two strategies to assign the
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various peaks to the differently coordinated Ru atoms in the surface.

strategy (i)

This is an independent experimental assignment, which uses only the struc-
tural knowledge of the various O phases as described above.

The fitting procedure adopted assumes the S2(1O) component to be
indistinguishable from the bulk in all the fits. This assumption rests on
the spectrum for the (1 × 1)-O phase, where the bulk and S1(3O) are far
from each other and the clear-cut two peak spectrum with small overlap in
between does not justify a third component hidden under either peak at first
glance, cf. fig. 5.10.
The approach used to fit the data was the following:

1) First the (1×1)-O structure was fitted, for which only two components
were assumed to be present which must be bulk and the S1(3O). In this way
we found the line shape parameters of the bulk (L = 0.175, α = 0.085, G =
0.11) and the S1(3O) (L = 0.31, α = 0.150, G = 0.11) peaks.

2) Then we fitted the clean surface. In this case three components are
present: S1, S2 and bulk. We kept the asymmetry parameter and the
Lorentzian width for all components at the values found previously for the
bulk in the (1 × 1)-O, and we let free the Gaussian width of the S2 and
S1. The Gaussian width of S2 turns out to be 0.11 eV, the same as for the
bulk, while that of S1 is 0.13 eV. The assignment to first and second layer
atoms, shown in fig. 5.10, has been corroborated by independent SCLS-
photoelectron diffraction experiments as described in section 3.3.

3) Next we fitted the spectra at 352 eV of the p(2 × 2) in order to
determine the parameters of the S1(1O) peak (L = 0.30, α = 0.085, G =
0.11). These parameters are not as accurate because of the strong overlap
of this peak with that of the bulk and the other peaks present.

4) Then we fitted the p(2 × 1) spectrum in order to determine the pa-
rameters of the S1(2O) component (L = 0.30, α = 0.085, G = 0.11). The
parameters for this peak are not as accurate as for the S1(3O), but are
definitely more accurate than those of the S1(1O).

5) Finally we fitted the (2×1)3O using the line shape parameters found
previously for the various components.

strategy (ii)

This relies partially on information from the theoretical calculations, the
main difference being the inclusion of (small) non-zero shifts of the S2(1O)
peak, which was neglected in strategy (i) to avoid overfitting. As will be
shown in the following, approach (ii) improves the quantitative agreement
between theory and experiment, yet we argue that approach (i) was also
important in order to assure that both, measurement and calculation, lead
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independently to the same conclusions.
The approach used to fit the data was the following:

1) The clean surface was fitted first. In the fit we kept the Lorentzian
width the same for the three components, letting free the asymmetry and
the Gaussian width. Fitted this way, the Lorentzian width is 0.18, the asym-
metry turns out to be the same for all components, 0.086, and the Gaussian
width of the S1, S2 and bulk peak is 0.13, 0.09, and 0.08 respectively. The
quality of the fit was slightly better than that of the fit of the clean surface
using the first strategy, while the derived SCLS’s were almost the same:
S1 = −360 meV and S2 = +127 meV.

2) Then we tried to fit the (1 × 1)-O structure fixing for the bulk peak
the same line shape parameters found for the clean surface and assuming
that only two components, bulk and S1(3O), are present. In line with the
theoretical prediction, the bad quality of the fit rendered it necessary to fix
a third non-zero component, S2(1O), at slightly lower binding energy than
the bulk peak. We fixed for this new peak the same line shape parameters
as for the bulk. By fitting the (1 × 1)-O structure with these three peaks
instead of two, the parameters of the S1(3O) do not change with respect to
the first fitting strategy. The bulk and the S2(1O) components show similar
intensities. The SCLS for S1(3O) and S2(1O) turn out at 920 meV and
-60 meV respectively, both now in excellent agreement with the theoretical
values.

3) Similarly, we tried to add a non-zero S2(1O) peak close to the bulk
region for all other structures, but the results were meaningless since too
many peaks are present in a small energy range.
The SCLS values, obtained adopting the two strategies (i) and (ii) are col-
lected in Table 5.3. The error bars shown in the table were estimated from
the quality of the fits when changing the SCLS in this energy range. There-
fore, possible errors related to the oxygen coverage are not included in the
table.

B. Comparison with theory

Let’s see now how the experimental SCLS’s values compare with the theoret-
ical calculations. As for the clean Ru(0001) surface, the density functional
theory calculations of the SCLS’s were performed by K. Reuter in the Fritz-
Haber-Institut, Berlin, Germany, employing the same computational code.
The Ru(0001) surface is modeled using a six layer slab, and O is adsorbed
on both sides to preserve mirror symmetry. A vacuum region corresponding
to five Ru interlayer spacings (≈11Å) was employed to decouple the surfaces
of consecutive slabs in the supercell approach. Within a (2×2) surface unit
cell, the positions of all O adatoms and Ru atoms in the outer two sub-
strate layers were fully relaxed for all coverages considered. The resulting
adsorption geometries are in very good agreement with existing LEED data
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Table 5.3: Measured SCLSs of the Ru 3d5/2 level at all coverages in meV.
Positive shifts reflect a more strongly bound core level at the surface com-
pared to the bulk. The nomenclature for the different substrate atoms (S1,
S2 etc.) follows that of fig. 5.9. In strategy (i) the value of the S2(1O)
was set to 0 for all the structures, while only for the (1× 1)-O its value was
obtained by fitting strategy (ii).

strategy (i) strategy (ii)

clean, S1 −366 ± 10 −360 ± 10
clean, S2 +125 ± 10 +127 ± 10
p(2 × 2), S1 −400 ± 20
p(2 × 2), S1(1O) +20 ± 30
p(2 × 2), S2 +120 ± 30
p(2 × 1), S1(1O) −50 ± 30
p(2 × 1), S1(2O) +390 ± 10
p(2 × 1), S2 +88 ± 30
(2 × 2)-3O, S1(2O) +387 ± 20
(2 × 2)-3O, S1(3O) +980 ± 10
(2 × 2)-3O, S2 +127 ± 30
(1 × 1)-O, S1(3O) +960 ± 10 +920 ± 10
(1 × 1)-O, S2(1O) 0 −60 ± 10

[82, 83, 136, 137], as well as with earlier DFT pseudo-potential calculations
[138].
The initial state and full SCLS’s are given by eqs. 1.82 and 1.84, respec-
tively. (2×2) supercells were used to surround each ionized atom (with half
an electron missing) with neighbours possessing the normal core configura-
tion and kept the fully relaxed ground state geometry fixed. Overall charge
neutrality was imposed, i.e. half an electron was added at the Fermi level.
Initial state and full calculations for the 3d SCLS’s were done for each in-
equivalent Ru atom in the outermost two substrate layers at all experimen-
tally described coverages. The bulk core level position, εbulkc , was calculated
using a ten layer bulk slab inside the same supercell as used for the surface
calculations. The numerical accuracy of the calculations is estimated to be
±30 meV, which is of the same order as the experimental error.
The SCLS’s were calculated for both (1×1) phases using also the local den-
sity approximation (LDA) for the exchange-correlation functional [140]. The
S1 and S2 of the clean surface, as well as the S2(1O) of the (1× 1)-O phase
are found to lie within ±10 meV of the values obtained with the GGA.
On the other hand, the SCLS of the threefold O coordinated first layer
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atom S1(3O) changed by 101 meV, significantly worsening the agreement
with the experimental value. This finding is related to an improved descrip-
tion within the GGA, which – as deduced from the remarkable agreement
between experiment and theory reported below – seems to allow a highly
accurate determination of the quantity of interest to our study.
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Figure 5.11: Comparison of the calculated SCLS’s (open symbols) with the
experimental results (filled symbols) obtained by fitting strategy (i). The
top panel represents the SCLS’s of the first substrate layer Ru atoms, while
the middle panel displays the SCLS’s of the second layer ones. The bottom
panel displays the screening contribution to the total first layer shifts.
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Figure 5.11 shows a comparison between the calculated and the mea-
sured SCLS’s. It is immediately obvious that almost all theoretical and
experimental shifts fall within their mutually assigned error bars, reflect-
ing the consistency between both data sets we aim at. While still showing a
good semi-quantitative agreement, only the following shifts do not meet this
requirement: S2 and S2(1O) in the p(2× 2), S2 in the (2× 2)-3O, as well as
S1(3O) and S2(1O) in the (1×1)-O. The disagreement in the S2(1O) shifts is
not surprising, as this component was neglected in the original experimental
data analysis ( strategy (i) ) in order to avoid overfitting. After the theoret-
ical calculations had predicted non-vanishing S2(1O) shifts particularly for
the p(2×2) and the (1×1)-O phases, we reanalyzed the experimental data set
including this component ( strategy (ii) ). This was unambiguously possible
in the case of the (1× 1)-O phase with its clearly separate bulk and surface
peaks. The resulting value of S2(1O) = −60 ± 10meV agrees perfectly with
the theoretical S2(1O) = −53 ± 30meV, bringing now also the calculated
and measured S1(3O) peak into consistency (theory: +899 ± 30meV, exp:
920 ± 10meV). Unfortunately, the crowding of peaks around the bulk peak
in the p(2 × 2) phase did not allow to add yet another component to the
fitting procedure. Hence, we were not able to resolve the small discrepancy
for the S2(1O) peak in this phase.
This leaves only the S2 components in the p(2×2) and in the (2×2)-3O. As
just discussed, the experimentally derived value for the p(2×2) could be af-
fected by neglecting the S2(1O) peak in the fitting procedure. Additionally,
we measured this structure only at 352 eV, and furthermore probably the
error bar of the measured SCLS is bigger due to the presence of many peaks
in a very small energy range. This can then certainly account for the small
difference of 67 meV between calculated and measured shift. Yet, these
reasons do not apply in the case of the (2 × 2)-3O, where theory predicts
a vanishing S2(1O) shift and which was measured at three photon energies.
Here, however the weight of the S2 component is quite small compared to
the others, thus increasing the error in the experimental determination of
its position. Under these circumstances we do not consider the small dif-
ference of 88 meV between theoretical and experimental shift to reflect a
significant inconsistency. In conclusion, we hence find both data sets to be
fully compatible with each other.

5.2.3 Discussion

Screening effects

While a main idea behind the study of SCLS’s is to gain an understanding
of the electronic and structural environment of atoms at the unperturbed
surface, i.e. before the core excitation, the measured shifts comprise an ad-
ditional component, which is due to the different screening capabilities of the
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Table 5.4: Calculated Ru 3d SCLS’s for the first layer atoms at various
coverages. Shown are the total shifts, as well as their decomposition into
screening and initial state parts: ∆total

SCLS = ∆screen + ∆initial
SCLS . The rightmost

column contains the initial state shifts as obtained for Ru bulk truncated
geometries. Units are meV.

Total Screening Initial Initial
(relaxed) (bulk-trunc.)

clean, S1 -383 -98 -285 -338
p(2 × 2), S1 -448 -80 -368 -407
p(2 × 2), S1(1O) +36 -65 +101 +42
p(2 × 1), S1(1O) -67 -111 +44 -12
p(2 × 1), S1(2O) +395 -62 +457 +454
(2 × 2)-3O, S1(2O) +362 -80 +442 +476
(2 × 2)-3O, S1(3O) +1010 -27 +1037 +1088
(1 × 1)-O, S1(3O) +899 -85 +984 +1072

core-ionized system at the surface and in the bulk [24]. In fact, this screen-
ing capability is closely related to the electronic hardness and the surface
chemical activity (see e.g. Stampfl et al. [141] and references therein); thus,
also this information is of significant interest. Fortunately, the theoretical
calculations provide the possibility to subdivide the total (measured) shifts
into the initial state and the additional final state (i.e. screening) contribu-
tions.
Table 5.4 lists these components for all first layer atoms at the coverages
considered. We see that the magnitude of the screening correction is rather
small compared to the overall trend in the initial state shifts. Although it
leads to an enhanced difference in the total shifts of equally coordinated Ru
atoms particularly in the case of the S1(1O) and S1(3O) atoms, it still does
not overshadow the clear dependence on the number of direct O neighbours
(cf. fig. 5.11). Note that especially in the case of the small total shifts
corresponding to singly O-coordinated Ru surface atoms, the screening con-
tribution is even larger in magnitude than the initial state shift.
The final-state effect on the SCLS’s of the clean surface have been already

discussed in sect. 3.3.3. In presence of oxygen we observe that the screening
correction for the S2(1O) is even bigger (≈ 100 meV) than that for the S2
component of the clean surface and, similar to the trend found for the first
layer atoms always negative in sign (cf. Table 5.5). As all initial state S2
and S2(1O) are found to be positive, frequent sign changes are hence intro-
duced by the screening contribution. Consequently, in the measurement the
second layer shifts can lead to small peaks in close vicinity on either side of
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Table 5.5: Calculated Ru 3d SCLS’s for the second layer atoms at various
coverages. Shown are the total shifts, as well as their decomposition into
screening and initial state parts: ∆total

SCLS = ∆screen + ∆initial
SCLS . Units are meV.

Total Screening Initial
clean, S2 +124 -72 +196
p(2 × 2), S2 +187 -19 +206
p(2 × 2), S2(1O) -57 -82 +25
p(2 × 1), S2 +72 -34 +106
p(2 × 1), S2(1O) -21 -96 +75
(2 × 2)-3O, S2 +39 -44 +83
(2 × 2)-3O, S2(1O) +3 -35 +38
(1 × 1)-O, S2(1O) -53 -83 +30

the bulk peak, which will be hard to resolve experimentally. As is apparent
from the two fitting procedures employed in the present experimental anal-
ysis, this can then indirectly also influence the assessment of the larger first
layer shifts. Given that the latter are typically the ones of primary interest,
special care with respect to this point should therefore be exerted in the
experimental data analysis.

In order to explain the behaviour of the screening contribution to the
SCLS’s we compare in fig. 5.12 the real self-consistent 4d-DOS, calculated
inside the muffin tin spheres for the two limiting phases of the considered
coverage range, i.e. the clean and the (1×1)-O surface. We see that, despite
the widening of the d-band caused by the O adsorption, in close vicinity of
the Fermi level the (1 × 1)-O phase shows an enhancement of the 4d-DOS
with respect to the clean surface. This enhancement prevails also for all
O covered surfaces. Consequently, since the final state effects at transition
metal surfaces are due to intra-atomic d-electron screening, as described in
the theory by Methfessel outlined in sect. 3.3.3, negative screening contri-
butions are found throughout the whole coverage sequence.
It is interesting to compare this situation to the work for O adlayers on
Rh(111) described in sect. 5.1. There, a sign change in the screening con-
tribution was found (see Table 5.1 and fig.5.4), with the lower coverage
surfaces screening again better than the bulk, but the higher O-covered sur-
faces screening worse (cf. fig. 5.13). This is connected to the fact that in
Rh, which is situated just right of Ru in the periodic system, the Fermi
level is located at a different position in the 4d-band. Above that position,
the d-DOS is lowered so strongly upon O adsorption that it eventually falls
below the value of the bulk d-DOS and thus induces the sign change in the
screening correction (cf. fig. 5.7). In Ru on the other hand, this lowering
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Figure 5.12: Calculated 4d-DOS for bulk Ru atoms (solid line) and for first
layer Ru(0001) atoms of the clean (dashed line) and (1×1)-O covered surface
(dotted line). The energy zero is at the Fermi level.

never reaches the bulk d-DOS (cf. fig. 5.12), so that the screening remains
negative in sign throughout.

Initial state shifts

Once the final state effect contribution to the SCLS’s is known, it is possible
to discuss the oxygen induced initial state contribution. Upon O adsorption,
the O 2p level interacts with the localized Ru 4d states, causing the formation
of bonding and antibonding states close to the lower and upper edge of the
valence 4d-band respectively (cf. fig. 5.12) [115]. The ensuing increased
width of the valence band requires then again an adjustment of the center
of gravity of the band in order to maintain local charge neutrality. This
adjustment moves the band downwards in energy and the corresponding
attractive contribution to the Kohn-Sham potential is reflected in more and
more positive SCLS’s with increasing O coverage. Further, as the width is
connected to the formation of bonds, which obviously scale with the number
of directly bound O atoms, similar SCLS’s result for equally O coordinated
Ru atoms.
In order to determine the 4d-band shift ∆C4d = εbulk4d − εsurf4d and relative

width changes, ∆W = W surf/W bulk − 1 between bulk and surface atoms,
the first and second moment of the valence 4d-band for each first layer atom



5.2 O/Ru(0001) 123

-0.2

-0.1

0.0

0.1

0.2

0 1 2 3
Number of direct O neighbors

Rh(111)

Ru(0001)

∆ 
sc

re
e

n (
eV

)

Figure 5.13: Comparison of the screening contribution, ∆screen, for
O/Ru(0001) (crosses) and O/Rh(111) (boxes) as a function of the num-
ber of directly coordinated O atoms. The shaded area is drawn to guide the
eye.

at the coverages considered, have been evaluated. As shown in Table 5.6,
the width of the d band increases when going from the not O coordinated
S1 atoms, which possess a band which is 12% narrower than the bulk one,
and correspondingly is shifted by ≈ 0.2 eV to higher energies (cf. fig. 5.12),
to the threefold O coordinated S1(3O) atoms that have a 29% wider band
than bulk Ru atoms, with its center of gravity hence shifted by ≈ 0.5 eV to
lower energies (cf. fig. 5.12).

To gain a qualitative understanding in how far the observed shift of the
center of gravity is due to the different band width, the simplistic rectangular
d-band model, i.e. a box of constant d-DOS [81] was used. The resulting
shifts, ∆C̃4d, are given in the middle column of Table 5.6 and match very well
the ones obtained directly from the first moment of the real d-DOS. This
confirms that the main driving force behind the observed 4d-band shift,
first up in energy for the clean surface and then increasingly down in energy
with increasing O coordination, is indeed the notion to preserve local charge
neutrality while the d-band width changes.

The shift of the d-band center is accompanied by a corresponding shift of
the Kohn-Sham potential, which in turn is felt by the core electrons and gives
rise to the initial state contribution to the SCLS’s. In fig. 5.14 the spherically
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Table 5.6: Shift of the center of gravity, ∆C4d in meV, and relative change
in the width, ∆W , of the Ru valence 4d-band for all first layer atoms at the
coverages considered with respect to the bulk situation. Additionally shown
in the middle column is the shift of the center of gravity resulting from a
simple rectangular d-band model as described in the text.

∆C4d ∆C̃4d ∆W
(model)

clean, S1 -200 -200 -12%
p(2 × 2), S1 -180 -180 -11%
p(2 × 2), S1(1O) 0 +30 +2%
p(2 × 1), S1(1O) -20 +50 +3%
p(2 × 1), S1(2O) +140 +220 +13%
(2 × 2)-3O, S1(2O) +160 +250 +15%
(2 × 2)-3O, S1(3O) +480 +480 +29%
(1 × 1)-O, S1(3O) +410 +480 +29%
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symmetric part of this potential shift, ∆V eff(r) = V eff
surf(r) − V eff

bulk(r), is
shown as a function of the radial distance, r = |r−R|, from the nucleus atR.
The shift is primarily related to the number of directly coordinated O atoms,
starts with positive shifts (more repulsive potential) for the S1 type atoms
and turns into more and more negative shifts for the S1(1O), S1(2O) and
S1(3O) atoms (more attractive potential). Interestingly, ∆V eff(r) is always
almost constant up to about ≈ 1.2 bohr away from the core. Yet, this is the
region seen by the 3d core electrons, as exemplified by the extension of the
3d radial wavefunction for bulk Ru also plotted in fig. 5.14. To first order
[96],

∆initial
SCLS (3d) ≈ −4π

∫
dr ∆V eff(r)r2|R3d(r)|2 (5.1)

holds. Given that ∆V eff ≈ const in the region of the 3d orbital and the
radial wavefunction is normalized, ∆initial

SCLS (3d) ≈ −∆V eff results. Of course,
an analogous relation to eq. (5.1) holds also for all other deeper lying core
levels which then display roughly similar shifts [29]. Obviously, this is not
the case for the 4d valence band, which as shown in fig. 5.14 has a much
larger radial extension. The magnitude of the shift of the center of gravity
of the 4d-band, C4d, and of ∆initial

SCLS will not be similar, while their overall
trend is, as is indeed found when comparing the values given in Table 5.6
and Table 5.4 respectively.

Having established the relation between the measured SCLS and the
local bonding, at least to the degree as it is reflected in the valence d-DOS,
let us focus now on the second layer shifts. Here, only the S2 type atoms
of the clean and p(2× 2) phase display relatively large shifts of ≈ 200 meV,
whereas the shifts of all other second layer atoms remain very small (cf.
Table 5.5). Evaluating again the first and second moment of the d-DOS for
these atoms, we indeed find only the widths for these two S2 atoms increased
by 5% with respect to the bulk value together with a corresponding shift
of the 4d-band center to lower energies, which gives rise to their positive
SCLS’s. Yet, while the increased width in the case of the first layer atoms
can be explained in terms of binding to more and more O atoms, the second
layer Ru atoms do not feel the presence of oxygen and always have the
same number of nearest neighbours as in the bulk. In this respect it is
interesting to notice that only the two mentioned S2 atoms have first layer
neighbours which are not yet bound to any O atom at all and which hence
have somewhat unsaturated bonds. We thus argue that these still clean first
layer atoms act like on the clean surface reinforcing their backbond to the
second layer atom below, which resembles an increase of the coordination of
the S2 atoms giving a dilated d-DOS. Note that this is also reflected in the
contraction of the first layer distance with respect to the bulk, which is found
only for the lower O coverage phases [82, 83]. Judged from the width of the
d-DOS, cf. Table 5.6, any Ru atom that has established bonds to at least
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one O atom will not show an enhanced backbond tendency anymore, which
explains why all other second layer atoms display a more or less bulk-like
d-DOS width and consequently very small SCLS’s.

SCLS’s and charge transfer

Let’s discuss now the relation between SCLS’s and charge transfer.
In the simplest view, charge transfer off (onto) an atomic site leads to a
more attractive (repulsive) potential, thereby causing a shift in the core level
towards higher (lower) binding energy. In the case of chemisorption of an
electronegative species like oxygen, one would hence expect each time more
positive SCLS’s for the higher O coordinated Ru first layer atoms, S1(1O),
S1(2O), and S1(3O) respectively, as we indeed observe. Yet, despite this
qualitatively correct trend, the question remains whether the SCLS’s could
further be used to better quantify the amount of charge actually transferred.
Related to this is then also the question whether the total adsorbate-induced
shifts could really be attributed solely to charge transfer.

Recent theories of SCLS’s [19, 142, 143] have tried to separate the total
shift into additional factors apart from charge transfer, namely an environ-
mental and a configurational contribution. The former is viewed as arising
from embedding the atom into the delocalized valence charge density of all
neighbouring atoms. The ensuing overlap of these valence orbitals onto the
atomic site influences the Kohn-Sham potential at the nucleus of the core
ionized atom and thus contributes to the shift. Note that such a contribu-
tion obviously scales with the number of neighbours, i.e. in our case with the
number of directly coordinated O atoms. The configurational contribution,
on the other hand, arises in transition metals from the hybridization of the
valence d-band with sp states below and above the Fermi level. The latter
orbitals are much more diffuse, i.e. the corresponding charge is on average
further away from the nucleus. Hence, a slight redistribution of electrons
among these levels at the surface can then also influence the potential. For
the particular case of ionic adsorbates on metals, also the polarization of the
surface, which tries to screen the adsorbate electric field, has been discussed
[114, 143].

Correspondingly, the total observable shift would then be the net result
of all these (partially canceling) contributions. This argument was e.g. em-
ployed to explain the very small negative shifts observed for alkali metal
adsorbates on W(110) in contrast to the large positive shifts caused by
O/W(110) [19, 142, 144]. Neglecting any other contribution apart from
charge transfer, one would in this case infer a much lower ionicity of the
electropositive alkali metals compared to the electronegative oxygen [144].
Yet, this picture was contradicted by the more refined analyses taking also
environmental and configurational contributions into account [19, 142]. In
any case, although all these concepts like charge transfer, covalent bonding
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or polarization are without doubt useful for our understanding, one has also
to admit that they are somehow arbitrary (at least to a certain degree):
Whether the build-up of charge between a surface atom and an adsorbate is
called covalent bonding or polarization of the metallic charge in response to
the adsorbate; or whether the overlap of valence orbitals onto other atomic
sites is already called charge transfer or not is simply a matter of taste. In
view of the analysis presented in the following, the very large shift of +1269
meV between the S1 atoms of the clean surface and the threefold O coordi-
nated S1(3O) of the (1×1)-O phase is simply the consequence of the strong
interaction of the O 2p orbitals with the metal 4d valence band, which gives
rise to bonding and anti-bonding states widening the band. That this goes
hand in hand with the sequential build-up of charge between the adsorbate
and the Ru surface atom can be seen in fig. 5.14, where the surface poten-
tial shift shows a more and more pronounced inflection in the region further
than ≈ 1.7 bohr away from the nucleus. Interpreting this to a certain de-
gree as charge transfer to the O atoms would make the core-level analysis
compatible with the continuous increase of the work function upon O ad-
sorption [138] and with calculated charge difference density distributions.
Yet, a clear assignment of how much charge is really transferred cannot be
made on these grounds.

As a conclusion, we point out that SCLS’s certainly are a sensitive probe
of the local electronic structure around an atom, yet they intricately depend
on the details of the interaction present in the system, which has to be
properly analyzed for each specific case to understand the observed shifts.
Therefore it does not make much sense to compare magnitudes of SCLS’s
arising in chemically different systems. On the other hand, within one type
of chemistry, as e.g. in our case with the same adsorbate on the same sub-
strate only at different coverages, the SCLS’s may indeed be used to further
describe the bonding situation – even in the more conceptual language of
charge transfer.

In this view, the equal spacing of ∼ 400 meV between SCLS’s of increas-
ingly higher O-coordinated Ru atoms (S1, S1(1O), S1(2O), and S1(3O))
suggests that the type of bonding remains the same throughout the whole
coverage range studied, or in other words, that the (unspecified) amount of
charge transferred to each O atom remains approximately constant. This in-
terpretation is corroborated by an almost unchanged O1s core level position
to within ±20 meV. In particular there is no indication of a qualitatively
different chemisorption behaviour between the low coverage ( p(2 × 2) and
p(2 × 1) ) and the high coverage ( (2 × 2)-3O and (1 × 1)-O ) phases, that
could explain the long-time believed, but only apparent saturation coverage
of Θ = 0.5 ML in UHV [83, 145]. As was already concluded in previous
studies, this saturation arises therefore solely by kinetic hindrance of the O2

dissociation process [137, 138]. Note, that a similar picture was derived in
a recent experimental study on the O/W(110) system, which also exhibited



128 Adsorbate induced SCLS

O-coordination dependent SCLS’s up to ≈ 1 eV for the threefold coordi-
nated W atoms [146].
Apart from this large scale trend, the SCLS’s reflect also more subtle details
of the bonding situation. This can be seen in the differences in the shifts
for equally coordinated atoms present at two coverages; e.g. the shifts for
the S1(1O) type atoms in either the p(2 × 2) or the p(2 × 1) phase differ
by 57 meV (cf. Table 5.4). These small variations can be due to a small
redistribution of the charge at the two coverages, which one may interpret as
a slightly different ionicity of the bond caused by the increased repulsion in
a denser adsorbate mesh. Alternatively, they could be caused by the small
differences in the atomic geometries of the two phases.
In order to develop a feeling for the separate magnitudes of these two, in-
terrelated effects, let’s focus on the SCLS’s calculated for an artificial bulk
truncated Ru surface with the increasing number of O atoms always sitting
in hcp sites at a fixed height corresponding to the one deduced for the p(2×2)
relaxed geometry. The related shifts are stated in Table 5.4, indicating that
the geometrical changes induced by the adsorbate do amount to small shifts
up to about 90 meV. Still, the differences between equally coordinated Ru
atoms (now in completely identical nearest-neighbour surroundings for both
phases) remain of the same order as before, reflecting now solely the slight
charge rearrangement caused by the different adsorbate mesh at the two
coverages.
In this respect we further note, that this sensitivity of the SCLS’s to geo-
metrical differences can also be used to ascertain e.g. the adsorption site.
The calculated ∆total

SCLS for O in fcc sites on the surface differ by ≈ 100− 200
meV from the ones shown in Table 5.4 and are always far outside the exper-
imental error bar. The S1(3O) shift of a (1 × 1)-O fcc phase would e.g. be
at +718 meV. If there was a significant amount of O sitting in fcc sites at
this coverage, it would certainly show up as a shoulder in the experimental
spectrum. That this is not the case, cf. fig. 5.10, proves that the experimen-
tal (1 × 1)-O phase is nearly perfect hcp, despite the small binding energy
difference between both hollow sites [137, 138].

O on Ru(0001) and Rh(111)

Finally, it is interesting to compare the O/Ru(0001) SCLS’s to the ones
found for O/Rh(111) described in sect. 5.1 (same adsorbate, similar transi-
tion metal substrates).

Fig. 5.15 displays the calculated initial state shifts sorted according
to the number of directly coordinated O atoms. Apart from the different
SCLS’s of the clean surfaces caused by the different 4d-band filling [24], it
is immediately obvious that both materials display almost the same relative
O-induced shifts in the whole coverage range considered. The conclusion
from these data is hence in line with the one of preceding DFT studies con-
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cerning the adsorption energetics [130, 138], which apart from the different
adsorption site (hcp and fcc on Ru(0001) and Rh(111) respectively) found
no qualitative difference in the on-surface O chemisorption behaviour. In
particular, in this coverage range there is no hint towards a different cat-
alytic behaviour of both materials at higher O partial pressures [147, 148],
which hence presumably arises from different oxidation characteristics only
after O has started to penetrate into the sample.

5.3 Conclusions

In this chapter we have presented the SCLS studies of oxygen chemisorption
on Rh(111) and Ru(0001). For the first system we have performed SCLS
experiments on the p(2×2) and p(2×1) structures while for the second, four
oxygen ordered adlayer structures which form in UHV have been studied,
namely the p(2 × 2), p(2 × 1), (2 × 2)-3O and (1 × 1)-O.
We find a clear dependence of the SCLS on the number of nearest neigh-
bour O atoms for both systems. Moreover we obtain very good agreement
between the experimentally determined SCLS’s and first principles calcula-
tions, which confirms that within the GGA the latter are able to describe
this quantity with high accuracy.
Using the theoretical approach, it was possible to separate the total SCLS’s
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into initial and final state contributions. We found that the screening prop-
erties of both surfaces are different in that the Ru(0001) surface is always
able to screen the created core hole better than the bulk while the Rh(111)
surface screens better only for the low coverage O phases. For both metals
the initial state shifts are connected to a varying width of the valence 4d
band either due to the reduced coordination of the atoms at the surface or
to the interaction with the O 2p level which causes the formation of bonding
and antibonding states widening the band. As the width of the band is con-
nected to the formation of bonds, which scale with the number of directly
bound O atoms, similar SCLS’s result for equally O coordinated Rh and
Ru atoms. The almost linear increase of ∆initial

SCLS for increasingly higher O
coordinated metal atoms suggests that the type of bonding remains roughly
the same over the considered coverage sequence up to the full monolayer,
which may be interpreted as an almost constant amount of charge trans-
ferred to each electronegative O atom. These findings confirm that both
surfaces show a qualitatively similar on-surface chemisorption behaviour.

These results show that a combined experimental and theoretical deter-
mination of SCLS’s provides valuable insight into the O-metal interaction
in different chemical environments.
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In this thesis, the properties of the core level shifts arising between surface
and bulk atoms, so-called Surface Core Level Shifts (SCLS’s), of bare and
adsorbate covered metal surfaces have been investigated. The SCLS’s are
found to be a rich source of chemical and structural information that can
be gained by comparing the experimental results to theoretical calculations.
For the systems investigated here, the latter reproduce with high accuracy
our experimental SCLS’s thus demonstrating that the physical principles
governing the SCLS’s are well understood. This is due both to the reliability
of the calculations as well as to the big advancement in the experimental
equipment that allows now to measure SCLS’s with very high accuracy.

The most important results of this work are summarized in the following.
A more detailed summary of the various SCLS’s aspects investigated here
can be found in the conclusions of chapters 3, 4, 5.

(1) The SCLS is an interplay between initial state (before ionization)
and final state (due to the presence of the core hole) effects. The separation
of the two effects can be achieved only on theoretical grounds. The agree-
ment between theory and experiments is really good only if both effects are
represented well in the calculations.

(2) When dealing with SCLS’s that present more than one shifted com-
ponent, care must be taken in their assignment to certain atoms. SCLS’s
of this type are present even in the core level spectra of simple systems like
clean metal surfaces. In these cases the SCLS’s belong to different atomic
layers. We have successfully applied for such systems the high energy reso-
lution photoelectron diffraction approach to distinguish between the SCLS’s
of first and second layer atoms. Moreover we propose to extend this experi-
mental procedure to other systems for which the surface geometry is already
known.

(3) The SCLS’s are sensitive to subtle changes of the geometric structure
around the emitting atom like the case, for example, for surface thermal
expansion. We have developed a new approach for the determination of the
multilayer thermal expansion based on the coupling of SCLS measurements,
taken at different temperatures, to SCLS theoretical calculations, performed
on structures with different relaxations.

(4) The SCLS’s are sensitive also to the changes of the chemical environ-
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ment due to the presence of an adsorbate on the surface. We have found that
the SCLS’s are modified only on those substrate atoms directly bound to the
adsorbate. This is a big advantage because, once a SCLS has been ascribed
to a certain substrate atom, it allows to follow the kinetics of adsorption
of a defined chemical species on the surface measuring the related SCLS’s,
which provide a complementary and useful information to the measurement
of the core levels of the adsorbate. This is even more important when the
adsorbate core levels are not measurable like for H and He, or overlap with
some levels of the substrate, like for example the C1s with the 3d3/2 core
level of Ru.

This study has been limited to the SCLS’s of relatively simple systems,
because their understanding is a fundamental prerequisite to that of more
complicated ones.
Obviously, there are many other interesting problems where the SCLS ap-
proach can be applied to advantage. For instance, it is very fruitfully applied
to the study of reconstructed surfaces, or that of alloys. For both cases we
have already obtained some preliminary results which will be briefly de-
scribed in the following.

Reconstructed surfaces

A system which is particularly suitable to study the effect of reconstruction
on SCLS’s is the Rh(110) surface, because it can be prepared in the form
of (1 × n) (n=2,3,4 and 5) missing rows metastable reconstructed phases,
where every nth close-packed [110] row is missing.
We have performed preliminary measurements of the Rh 3d5/2 core level
spectra of various (1 × n) reconstructed surfaces, namely those with n=0, 2
and 4. Fig. 5.16 presents the spectra of the three phases. It can be noted
that the clean surface spectrum is composed by two peaks: the higher bind-
ing energy one at 307.15 eV originates from bulk atoms, while the lower
binding energy component, shifted by ≈ 670 meV, stems from the first layer
atoms. In the 1 × 2 and 1 × 4 phases two peaks appear instead of only one
surface component, both at lower binding energies with respect to the bulk
peak .
For the 1 × 2 system the two surface components are shifted by ≈ 450 and
≈ 710 meV towards lower binding energy; they can be ascribed to different
first layer atoms. In fact, the atoms in the top rows along the [110] direction
are less coordinated than the atoms of the clean surface; they then should
display a larger SCLS. Therefore the -710 meV SCLS should belong to these
atoms. Moreover in the (1x2) structure, microscopic facets oriented along
the (111) crystallographic plane are formed and part of the second layer
atoms have the same local surroundings as the atoms in the first layer of the
(111) surface. In fact, the SCLS of 450 meV is very similar to that found
for Rh(111) of -485 meV (see sect. 5.1).
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Figure 5.16: Rh 3d5/2 spectra from the clean 1 × 1 and 1 × 2 and 1 × 4
Rh(110) reconstructed surfaces. The different components found from the
fit are also shown in the figure. The corresponding SCLS’s are described in
the text.

We are planning to follow the same strategy as adopted for the unrecon-
structed surfaces, i.e. characterize the clean reconstructed surfaces and then
move on to adsorbates. In this case it will be interesting to see what is the
role of the reconstruction on the adsorption process. The SCLS’s look to be
promising to obtain information on this question.
One can consider to push this technique even more and try to measure the
SCLS’s of kinks, steps or vacancies, features which belong to more realistic
systems and play a role in chemisorption and catalytic processes.

Alloys

Another important branch to be explored is the study of transition metal
alloys. Their fundamental importance stems from their extensive use in het-
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Figure 5.17: Pt 4f7/2 and Rh 3d5/2 spectra from the clean Pt50Rh50(100)
surface.

erogeneous catalysis. Therefore the knowledge of the surface composition
during a chemical reaction is a fundamental prerequisite to find ways to im-
prove their chemical activity.
In preliminary measurements we have already found that the SCLS approach
is indeed very powerful to study alloys. In the particular case of the clean
PtRh(100) surface it is possible to distinguish between the surface and bulk
components of Rh and Pt separately (see fig. 5.17). This allows to use the
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SCLS’s to study the process of surface segregation, or to determine the exact
surface composition during a chemical reaction taking place on the surface,
like that between H2 and O2.
In the latter case, we have already seen that the Rh-O, Rh-2O, Rh-H, Pt-
O, Pt-H etc. bonds give distinguishable components in the SCLS spectra.
Following the behaviour of the different SCLS’s at the various steps of the
reaction we plan to quantify the oxygen and hydrogen coverages together
with the relative populations of Rh and Pt on the surface. As an example
we just mention that, from a first analysis of the already available data set,
it is quite clear that the surface becomes Pt-enriched and the bulk is Rh-
enriched at small oxygen on-surface coverages. We want to point out that
this information is not as easily accessed by other techniques as it is with
SCLS’s.

Finally we want to stress again the wealth of quantitative information
that the SCLS’s contain. Hopefully, this thesis has shown that these infor-
mations can be extracted with a joint experimental-theoretical effort. The
potentials offered by this technique will certainly be exploited more exten-
sively in the future.
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[22] M.C. Desonquéres, D. Spanjaard, Y. Lassailly, and C. Guillot, Solid
State Commun. 34, 807 (1980).
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