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Part A

Setting the Stage
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The crossing of energy levels has been a matter of considerable discussion.
(Clarence Zener, 1932)

The footnote explaining the introductory line of Zener’s famous article on non-adiabatic
crossings of energy levels refers to the work of Hund on molecular spectra and von Neumann’s
and Wigner’s discussion of crossing eigenvalues in the context of adiabatic processes; see [Ze,
Hun, NeWi]. Today, more than seventy years after the early days of quantum mechanics,
mathematics has provided a considerable amount of methods and technique, which allows
us to add a whisper to the discussion.

The core of this dissertation is a perhaps excessive case study of the following time-dependent
Schrödinger system

i ε ∂tψε(t, q) =
(

− ε2

2 ∆q + V(q)
)
ψε(t, q) ,

(1)
ψε(0, q) = ψε0(q) ∈ L2(R2,C2)

with matrix-valued potential

V(q) =

(
q1 q2
q2 −q1

)
, q = (q1, q2) ∈ R2

and small semi-classical parameter ε > 0. The eigenvalues of the matrix V(q) are E±(q) =

±|q| and meet at q = 0. Their joint graph shows two intersecting cones explaining the
notion of a conical crossing.
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The potential matrix V(q) is a variant of Rellich’s celebrated example(
1+ 2q1 q1 + q2
q1 + q2 1+ 2q2

)
, (q1, q2) ∈ R2 ,

of a matrix, which depends smoothly on two parameters, but is not smoothly diagonizable;
see §2 in [Re] and also Example 5.12 in Chapter II-§5.7 of [Ka]. A crossing of eigenvalues
controlled by two parameters generates non-adiabatic transitions to leading order in the
semi-classical parameter ε. The plots in Figure 1 nicely illustrate such a leading order
non-adiabatic transition. The initial datum ψε0(q) is a scalar Gaussian wave packet

gε(q) = (2επ)−1/2 exp(− 1
2ε |q− q0|

2 + i
ε p0 · (q− q0) ) (2)

times an eigenvector χ+(q) of V(q) with respect to the upper eigenvalue E+(q) = |q|, that is
ψε0(q) = gε(q)χ+(q). Having not yet approached the crossing {q = 0}, the solution ψε(t, q)

of the Schrödinger equation (1) is still a multiple of the upper eigenvector χ+(q) to leading
order in ε. However, near the crossing non-adiabatic transitions occur, and the solution
ψε(t, q) also moves into the span of the lower eigenvector χ−(q) to leading order in the
parameter ε.

What’s the new news of this dissertation ?

There’s no news at the court, sir, but the old news ... The main new results are The-
orem 8 and Theorem 10. The latter is easily formulated stating that the matrix-valued
Schrödinger operator Hε = −ε

2

2 ∆q + V(q) is of purely absolutely continuous spectrum,
which covers the whole real line. Its proof relies on an orbital decomposition, an exact
WKB construction, and subsequent application of the non-subordinacy method. It seems
to be the first proof of such a result for an operator with an eigenvalue crossing. Theorem 8
does not have such a straightforward formulation. It provides an asymptotic description of
the non-adiabatic dynamics of the Schrödinger system (1) by means of a semigroup acting
on the initial datum’s Wigner function. This semigroup stems from an underlying Markov
process, which combines classical transport on the energy levels and jumps between the
levels according to a Landau-Zener type formula. Its explicit construction entails an al-
gorithm, which can be viewed as a rigorously derived counterpart of quantum chemistry’s
surface hopping algorithms.

The shoulders we have been standing on while working on this dissertation are the lecture
notes [Bo] of F. Bornemann on homogenization, the book [DiSj] of M. Dimassi and J.
Sjöstrand on semi-classical spectral asymptotics, the article [FeGe1] of C. Fermanian and P.
Gérard on two-scale measures, the memoirs [Ha94] of G. Hagedorn on energy level crossings,
L. Nédélec’s article [Ne] on resonances, and the lecture notes [Te] of S. Teufel on adiabatic
perturbation theory. The idea of the proof of Proposition 4, Figure 6, the definition of
a two-scale Wigner functional, the examples for two-scale measures in Section 12.2, and
Section’s 12.5 replacement of IFG by ĨFG are taken from the joint publication [FeLa] with
C. Fermanian. Most of the results in Part C have been obtained jointly with S. Teufel
and can also be found in the preprint [LaTe]. The exact WKB construction of Section 16
will be used together with S. Fujiie and L. Nédélec for the derivation of Bohr-Sommerfeld
conditions in [FLN].
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upper electronic level lower electronic level

Figure 1: The plots show the energy populations for the propagation of a Gaussian wave
function through the linear conical crossing. For initial data ψε0(q) = gε(q)χ+(q) with gε
and χ+ as defined in (2) and (12), we have computed the solution ψε(t, q) of (1) by a Strang
splitting algorithm. The plot shows |Π+(q)ψε(t, q)|2 in the left column and |Π−(q)ψε(t, q)|2

in the right column for times t ∈
{
−2
√
ε, 0, 2

√
ε
}
, where Π±(q) are the eigen projectors of

the potential matrix V(q). The center (q0, p0) of the initial Gaussian has been chosen as
q0 = (8

√
ε, 0) and p0 = (−1, 0) with semi-classical parameter ε = 0.01. We note, that the

plots have been rotated by an angle of 90 degrees.
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1 Essential Self-Adjointness

To establish existence and uniqueness of the solution to the Schrödinger equation (1), we
study its Hamilton operator

Hε = −ε
2

2 ∆q +

(
q1 q2
q2 −q1

)
= −ε

2

2 ∆q + V(q) . (3)

Proposition 1 (Ess. Self-Adjointness) For all ε > 0, the Hamiltonian Hε is an
essentially self-adjoint operator on C∞

c (R2,C2).

The following proof is analogous to the proof of the Faris-Lavine Theorem, Theorem X.38
in [ReSi2]. It is an application of Nelson’s Commutator Theorem.

Proof. We set Nε = Hε + 2|q|2 + 2 and choose D(Nε) = C∞
c (R2,C2). Since

〈 (V(q) + 2|q|2 + 2)u, u 〉 ≥ (−|q| + 2|q|2 + 2) |u|2 ≥ |u|2

for all q ∈ R2 and u ∈ C2, the operator Nε is a Schrödinger operator with positive potential.
Thus, Nε is essentially self-adjoint on D(Nε). We also have

Nε ≥ 1 , ‖Hεφ‖L2 ≤ ‖Nεφ‖L2

for all φ ∈ C∞
c (R2,C2). Moreover,

[Hε, Nε] = [−ε
2

2 ∆, 2|q|2 ] = −2ε2(q · ∇+∇ · q),

and since
−ε

2

2 ∆q + |q|2 ± iε (q · ∇+∇ · q) = (iε∇± q)2 ≥ 0

we also have

〈Nεφ,φ〉L2 ≥
〈 (

− ε2

2 ∆q + |q|2
)
φ,φ

〉
L2 ≥ ε | 〈(q · ∇+∇ · q)φ,φ〉L2 |

= 1
2ε | 〈 [Hε,Nε]φ,φ 〉 |

for φ ∈ C∞
c (R2,C2). Hence, we are done by applying Nelson’s Commutator Theorem. 2

Remark 1 The previous proof also applies to more general Schrödinger systems, as long
as the potential V(q) is a symmetric matrix such that there exists a constant C > 0 with

〈V(q)u, u〉 ≥ −C |q| |u|

for all q ∈ R2 and all u ∈ C2. ♦

Given essential self-adjointness of the Hamiltonian, the spectral theorem immediately yields
the desired existence and uniqueness result. Here and in the following, we will use the
operator Hε also in places where the operator’s closure Hε would have been more correct.

12



Corollary 1 For arbitrary initial data ψε0 ∈ L2(R2,C2), the Schrödinger system (1)
has a unique global solution

e− iHε t/εψε0 =: ψε(t) ∈ C(R, L2(R2,C2)) .

Having established well-posedness of our favourite model system, we turn to the question
how it relates to molecular dynamics.

2 Born-Oppenheimer Approximation

In molecules, the mass discrepancy between the heavy nuclei and the light electrons causes
dynamics associated with two different time-scales: the nuclei move slowly, more or less
like classical particles, while the electrons perform a rapid oscillatory motion. How is this
intuitive picture formulated in mathematical terms ? Neglecting spin degrees of freedom
and relativistic effects, one describes the full quantum-mechanical motion of a molecule by
the time-dependent Schrödinger equation

i∂τψ = Hmolψ , ψ(0) = ψ0 (4)

with a square-integrable initial datum ψ0 = ψ0(x, X) ∈ L2(R3(n+N),C). The vector x =

(x1, . . . , xn) ∈ R3n contains the positions of the n electrons, and X = (X1, . . . , XN) ∈ R3N
the positions of the N nuclei. In atomic units, the full molecular Hamiltonian

Hmol = −

n∑
j=1

1
2 ∆xj

−

N∑
j=1

1
2Mj

∆Xj

+
∑
j<k

|xj − xk|
−1 +

∑
j<k

Zj Zk |Xj − Xk|
−1 −

∑
j,k

Zk |xj − Xk|
−1

consists of electronic and nucelonic kinetics, Coulomb interaction inbetween electrons, inbe-
tween nuclei, and between electrons and nuclei. Zj > 0 and Mj > 0 denote the charge and
the mass of the jth nucleus, respectively. By Kato’s Theorem, see Theorem 1 in [Ka51], the
molecular Hamiltonian Hmol is self-adjoint with domain H2(R3(n+N),C), and the spectral
theorem gives existence and uniqueness of the solution of the Cauchy problem (4),

ψ(τ) = e−i τHmol ψ0 ∈ C(R, L2(R3(n+N),C) .

2.1 Adiabatic Decoupling

Departing from the elegance of existence and uniqueness questions, one has to realize, how-
ever, that even for common molecules like carbondioxide CO2, which is built of three nuclei
and 22 electrons, the full quantum mechanical description is cursed by the high dimension-
ality of the molecular configuration space R3(n+N). For carbondioxide, one would a priori
have to deal with wave functions acting on R75. Hence, one is striving for a considerable re-
duction of degrees of freedom, which is provided by the time-dependent Born-Oppenheimer
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approximation first undertaken by G. Hagedorn in [Ha80]. For a precise formulation of this
important approximation we switch from L2(R3(n+N),C) to the isomorphic space

H :=

∫⊕
R3N

L2(R3n,C) dX = L2(R3N,C)⊗ L2(R3n,C)

and rewrite the full molecular Hamiltonian Hmol as

Hεmol = −ε
2

2 ∆X ⊗ 1IL2(R3n,C) + Hel .

The small parameter ε > 0 already indicates, that from now on we only consider molecules
with nuclei of identical mass Mj = ε−2. For real life’s molecules we may expect

10−3 . ε . 10−2 .

The part of the full molecular operator, which depends on the electronic degrees of freedom,
the so-called electronic Hamiltonian, is the fibered operator

Hel =

∫⊕
R3N

Hel(X)dX .

Inside the fiber operators

Hel(X) = −

n∑
j=1

1
2 ∆xj

+
∑
j<k

|xj − xk|
−1

+
∑
j<k

∫
R6

ρ(y− Xj) ρ(y
′ − Xk) |y− y ′|−1 dydy ′ −

∑
j,k

∫
R3

ρ(y− Xj) |y− xk|
−1 dy

the Coulomb interaction inbetween nuclei as well as between nuclei and electrons is smeared
out by means of a charge density ρ ∈ C∞

c (R3, [0,∞[). This suppression of Coulomb inter-
action is a technical necessity providing us with smooth dependance of the fiber operators
Hel(X) on the nucleonic configuration X ∈ R3N, that is

(Hel(·) − i)−1 ∈ C∞
b (R3N,L(L2(R3n,C))) . (5)

Imposing this form of regularity draws from Chapter 1 and Chapter 2.3 of the mono-
graphs [Ha94] and [Te], respectively, which assume the mapping X 7→ (Hel(X) − i)−1 to
be k-times differentiable for suitable 2 ≤ k ≤ ∞. With or without Coulomb interaction, the
fiber operators Hel(X) are for all X ∈ R3N infinitesimally operator bounded with respect
to the Laplacian in L2(R3n,C), see Lemma 4 in [Ka51]. Hence, we have as the domain of
self-adjointess for the full electronic Hamiltonian Hel

D(Hel) =
{
ψ ∈ H

∣∣ ψ(X) ∈ H2(R3n,C) a.e. ,
∫

R3N

‖ψ(X)‖2H2(R3n) < ∞}
,

see Theorem XIII.85 in [ReSi4]. The full molecular Hamiltonian Hεmol is then essentially
self-adjoint on

D(Hεmol) = H2(R3N,C)⊗ L2(R3n,C) ∩D(Hel) .
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Let X ∈ R3N. One expects for the spectrum σ(Hel(X)) of the electronic fiber Hamiltonian
the following situation. The essential spectrum

σess(Hel(X)) = [Σ(X),∞[

is an unbounded interval, where Σ(X) is something like the minimal energy, which the
electronic system can have after being broken into two pieces. This cloudy formulation tries
to verbalize the HVZ Theorem, see Theorem XIII.17 in [ReSi4]. Since Hel(X) is bounded
from below, see the remark before Theorem 1 in [Ka51], the discrete spectrum

σdisc(Hel(X)) = {E1(X) ≤ E2(X) ≤ E3(X) . . .}

is a finite or countably infinite set with Σ(X) as a possible accumulation point. As an
example, see the spectra of nitrogen N2 in Figure 2. Let Λ ⊆ R3N be an open subset of
R3N and f± ∈ C(Λ,R) two continuous functions with

∀X ∈ Λ : f−(X) < f+(X) , f±(X) 6∈ σ(Hel(X)) . (6)

Let for X ∈ Λ be σ∗(X) ⊂ σ(Hel(X)) a subset of the electronic spectrum, which is contained
in the interval [f−(X), f+(X)], such that

∃g > 0 ∀X ∈ Λ : dist([f−(X), f+(X)], σ(Hel(X)) \ σ∗(X)) ≥ g . (7)

Having the spectra of nitrogen in mind, the case Λ = R3N would mean that σ∗(X) contains
the electronic ground state energy only, since only at the bottom of the spectrum we expect
a global spectral gap. For Λ ( R3N, however, there are plenty of possible choices for the
set σ∗(X). We denote by P∗(X) ∈ L(L2(R3n,C)) the spectral projection of Hel(X) onto
the spectral subspace associated with σ∗(X). Having assumed the existence of a spectral
gap g > 0, the projectors inherit the smooth dependance on the nucleonic configuration
from the electronic fiber Hamiltonians.

Lemma 1 We have P∗(·) ∈ C∞
b (Λ,L(L2(R3n,C))), and hence dim Ran(P∗(·)) = const. If

in the special case dim Ran(P∗(·)) = 1 we denote σ∗(X) =: {E(X)}, then E(·) ∈ C∞
b (Λ,R).

Proof. Let Y ∈ Λ. By Riesz’ formula, see II-§1.4 and VI-§5.4 in [Ka],

P∗(Y) =
i
2π

∫
Γ(Y)

(Hel(Y) − ζ)−1 dζ ,

where Γ(Y) ⊂ C is a closed positively oriented curve with Γ(Y) ∩ σ(Hel(Y)) = ∅, which
encloses only σ∗(Y) but no other elements of σ(Hel(Y)). Such a curve exists because of the
gap g > 0. We have continuity of the resolvent, see (5), and of the functions f±. Hence, there
exists a neighbourhood U(Y) ⊂ Λ of Y, such that Γ(Y) ∩ σ(Hel(X)) = ∅ and the curve Γ(Y)

encloses only σ∗(X) but no other points of σ(Hel(X)) for all X ∈ U(Y). Therefore, for all
X ∈ U(Y)

P∗(X) =
i
2π

∫
Γ(Y)

(Hel(X) − ζ)−1 dζ ,

15



Figure 2: Spectrum of the electronic fiber Hamiltonians of nitrogen N2 as a function of
the distance between the two nuclei. The plot is taken from [GTLB]. The annotation of the
ordinate refers to the elements of the electronic spectrum as potential energies.
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is indeed the projection of Hel(X) onto the spectral subspace associated with σ∗(X). From
this representation of P∗(·) on U(Y), we immediately deduce the claimed smoothness and
boundedness of P∗(·) on Λ. If dimRan(P∗(·)) = 1, then E(·) = tr(Hel(·)P∗(·)), which implies
the claimed properties of E(·), since

Hel(X)P∗(X) =
i
2π

∫
Γ(Y)

ζ (Hel(X) − ζ)−1 dζ ∈ L(L2(R3n,C))

for all X ∈ U(Y), see III-§6.4 in [Ka]. 2

The operator

P∗ :=

∫⊕
R3N

P∗(X)dX ∈ L(H)

is an orthogonal projection, but in general no spectral projection for the electronic Hamil-
tonian Hel. The fiber projectors commute with the fiber electronic Hamiltonians, that is
P∗(X)Hel(X) ⊂ Hel(X)P∗(X) for all X ∈ R3N, see for example Theorem 6.17 in [Ka]. Hence,
also P∗ commutes with Hel, which in turn implies the invariance of Ran(P∗) under Hel,
meaning Hel Ran(P∗) ⊂ Ran(P∗). We also have invariance of the band subspace Ran(P∗)

under the strongly continuous one-parameter group (e−i τHel)τ∈R, as the following Lemma
easily proves.

Lemma 2 (Invariance) We have e−i τHel Ran(P∗) ⊂ Ran(P∗) for all τ ∈ R.

Proof. We just work on the domain D(Hel) and conclude then by density. Clearly,
e−i τHel P∗ = [e−i τHel , P∗]+P∗ e−i τHel . Hence, we are done, if we show that the commutator
vanishes. Indeed,[
e−i τHel , P∗

]
=

∫τ
0

d
ds

(
e−i sHel P∗ ei(s−τ)Hel

)
ds = i

∫τ
0

e−i sHel [P∗, Hel] ei (s−τ)Hel ds = 0 .

2

Since we can view the full molecular Hamiltonian Hεmol as a perturbation of the electronic
Hamiltonian Hel, we may ask the natural question, whether the band subspace Ran(P∗) also
has some invariance properties under the time evolution associated with the full Hamilto-
nian Hεmol. Because −ε

2

2 ∆X is a singular perturbation of Hel, the answer of this question
requires substantial mathematical insight, and we find it in the framework of time-dependent
Born-Oppenheimer approximation. Let λ ∈ R and 1I]−∞,λ](H

ε
mol) ∈ L(H) be the projection

onto states with energies smaller than λ. If one assumes a global gap condition, that is
Λ = R3N, then∥∥(e−iHε

mol t/ε − e−iP∗Hε
mol P∗ t/ε

)
P∗ 1I]−∞,λ](H

ε
mol)

∥∥
L(H)

≤ const. ε (1+ |t|) (8)

for all t ∈ R and ε > 0. This is the formulation of time-dependent Born-Oppenheimer
approximation due to H. Spohn and S. Teufel, see Theorem 1 in [SpTe]. It is important to
notice, that the above approximation applies to the time-dependent Schrödinger equation

i ε ∂tψ = Hεmolψ , ψ(0) = ψ0 , (9)
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which is formulated with respect to the slow nucleonic time-scale. That is, the time-scale
of the original Schrödinger equation (4) has been changed by replacing τ 7→ t = τ/ε. In
particular, inequality (8) also answers the raised invariance question: it implies∥∥[e−iHε

mol t/ε, P∗
]
1I]−∞,λ](H

ε
mol)

∥∥
L(H)

≤ const. ε (1+ |t|) ,

that is almost invariance in the case of finite total energies. Alternatively, one refers to
Ran(P∗) as an adiabatically decoupled or adiabatically protected subspace, where the notion
adiabatic stems from the Greek word adiabatos meaning “not passing through”.

2.2 Born-Oppenheimer Hamiltonians

Having obtained an almost decoupling of the band subspace Ran(P∗), one might ask for
more concrete information about the dynamics inside this subspace. Addressing this issue
in the following, we will work for the special case when the fiber projectors P∗(X) are of
finite rank, that is dim Ran(P∗(X)) = m ∈ N for all X ∈ R3N, and the associated spectral
subset σ∗(X) is separated from the remainder of the spectrum by a global gap g > 0 in the
sense of the previous section. Such a spectral subset can be written as

σ∗(X) = {E1(X), . . . , Em(X)} for all X ∈ R3N ,

where E1(X) ≤ . . . ≤ Em(X) are m repeated eigenvalues of Hel(X). There is a numbering
of these repeated eigenvalues, such that the mappings R3N 7→ R, X 7→ Ej(X) are Lipschitz
continuous, see II-§5.7 and IV-§3.5 in [Ka]. More regularity, however, can only be guaranteed
in the case of a constantly degenerate m-fold eigenvalue, that is, if E1(X) = . . . = Em(X) for
all X ∈ R. Looking in the electronic spectra of real life’s molecules for subsets, which are
globally isolated from the remainder of the spectrum, one will find

σ∗(X) = {E(X)} for all X ∈ R3N ,

where E(X) is the simple eigenvalue at the bottom of the spectrum of Hel(X), the ground
state energy. The spectral plot of nitrogen in Figure 2 illustrates this fact very clearly.
Nevertheless, we admit general finite m ∈ N. Since P∗(·) ∈ C∞

b (R3N,L(L2(R3n,C))), there
exist χj ∈ C∞

b (R3N, L2(R3n,C)) such that {χj(X) | j = 1, . . . ,m} is an orthonormal ba-
sis of Ran(P∗(X)) for all X ∈ R3N. Since the χj(X) are normalized functions, we have
Re 〈χj(X),∇X χj(X)〉L2(R3n) = 0 for all X ∈ R3N. Moreover, since R3N is contractible, we
can also ensure that

Im 〈χj(X),∇X χj(X)〉L2(R3n) = 0 for all X ∈ R3N

by applying a smooth gauge transformation χj(X) 7→ eiθ(X)χj(X) if necessary. By means of
the function χ(·) = (χ1(·), . . . , χm(·))t we write

Ran(P∗) =

{ ∫⊕
R3N

φ(X) · χ(X)dX
∣∣∣ φ ∈ L2(R3N,Cm)

}
.

The mapping
U : Ran(P∗) → L2(R3N,Cm) , U(φ · χ) = φ
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then defines an isometry, which translates the possibly very complicated band subspace
Ran(P∗) ⊂ H into the more manageable Hilbert space L2(R3N,Cm). In the reference
space L2(R3N,Cm) one defines the Born-Oppenheimer Hamiltonian

HεBO := −ε
2

2 ∆X + V(X) ,

where V(·) ∈ C∞
b (R3N,Lsa(Cm)) is a smooth function with values in the space of hermitian

m×m -matrices with components

V(X)j,k = 〈Hel(X)χj(X), χk(X) 〉L2(R3n) , X ∈ R3N , j, k ∈ {1, . . . ,m} .

Again by Kato’s Theorem, the operator HεBO is self-adjoint on the domain H2(R3N,Cm).

Theorem 1 (Spohn & Teufel, [SpTe]) Let σ∗(X) ⊂ σ(Hel(X)) be a spectral subset
separated from the remainder of the spectrum for all X ∈ R3N as it has been described
in (6) and (7). Let dim Ran(P∗(·)) = m ∈ N and λ ∈ R. Then,∥∥ (e−iHε

mol t/ε −U∗ e−iHε
BO t/εU

)
P∗ 1I]−∞,λ](H

ε
mol)

∥∥
L(H)

≤ const. ε (1+ |t|)

for all t ∈ R and ε > 0.

Theorem 4 in [SpTe] discusses the effective dynamics on the nucleonic reference space if
σ∗(X) = {E(X)} for all X ∈ Λ ⊂ R3N, where E(X) is a simple eigenvalue. The following
arguments are taken from the proof there.

Sketch of Proof. We have U∗U = IdRan(P∗) and Ran(P∗) ⊂ D(Hel) ⊂ D(Hεmol). We
obtain on the dense set

D :=
{∫⊕

R3N

φ(X) · χ(X) dX
∣∣ φ ∈ H2(R3N,Cm)

}
⊂ H

that

e−iHε
mol t/ε −U∗ e−iHε

BO t/εU = − e−iHε
mol t/ε

∫t
0

d
ds

(
eiHε

mol s/εU∗ e−iHε
BO s/εU

)
ds

and

d
ds

(
eiHε

mol s/εU∗ e−iHε
BO s/εU

)
= i

ε eiHε
mols/ε (HεmolU

∗ −U∗HεBO) e−iHε
BO s/εU

= i
ε eiHε

mols/ε (Hεmol − P∗H
ε
mol P∗) U

∗ e−iHε
BO s/εU

+ i
ε eiHε

mols/ε (P∗H
ε
mol P∗U

∗ −U∗HεBO) e−iHε
BO s/εU .

The integral from zero to t over the first summand times P∗ 1I]−∞,λ](H
ε
mol) can be bounded by

const. ε (1+ |t|) using the same arguments, which yield the bound in (8). Since 〈χj,∇X χj〉 =

0, we have for φ ∈ H2(R3N,Cm)

(P∗H
ε
mol P∗U

∗φ)(X) = P∗(X) (−ε
2

2 ∆X +Hel(X))P∗(X)φ(X) · χ(X)

= (−ε
2

2 ∆Xφ)(X) · χ(X) + V(X)φ(X) · χ(X) − ε2

2 φ(X) · (∆X χ(X))

= (U∗HεBO)(X) +O(ε2) ,
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where the O(ε2) is meant in L2(R3n,C). Hence, the second summand is of order ε and
contributes another const. ε (1+ |t|) after being integrated from zero to t. 2

Let φ ∈ C(R, L2(R3N,Cm)) be the solution of the time-dependent m-level system

i ε ∂tφ = HεBOφ , φ(0) = φ0 ∈ L2(R3N,Cm) .

By Theorem 1,
ψ = ψ(t, x, X) = φ(t, X) · χ(X)(x)

is an approximation of order ε to the solution of the full molecular problem

i ε ∂tψ = Hεmolψ , ψ(0, x, X) = φ0(X) · χ(X)(x) .

Hence, we have just rephrased once more, that the time-dependent Born-Oppenheimer
approximation gives effective dynamics on the nucleonic configuration space R3N, which
approximate the full dynamics on the molecular configuration space R3(n+N) with an error
of order ε.

2.3 Berry Phase

Since the spectral subspaces σ∗(X) are typically only locally isolated from the remainder of
the electronic spectrum, one would like to prove a local version of Theorem 1. Such a local
proof exists for the case

σ∗(X) = {E(X)} for all X ∈ Λ ( R3N ,

where E(X) is a simple eigenvalue of Hel(X), which is isolated from the remainder of the
spectrum for all X ∈ Λ , see Theorem 4 in [SpTe]. In general, the subset Λ ( R3N is not
contractible, and the Berry connection

A(X) := i 〈χ(X),∇X χ(X)〉L2(R3n) 6= 0

cannot be gauged away. Hence, the effective one-band Born-Oppenheimer Hamiltonian takes
the form

HεBO = ε2

2 ∆
A
X + E(X) , (10)

where

ε2

2 ∆
A
X := ε2

2 (− i∇X −A(X))2

= −ε
2

2 ∆X + ε
2 (iε∇X ·A(X) +A(X) · iε∇X) + ε2

2 A(X) ·A(X)

is the Laplacian of the covariant derivative with respect to the Berry connection A(X). Since
the connection A(X) is a term of order ε in the covariant Laplacian or, in other words, a
subprincipal term of the Born-Oppenheimer Hamiltonian, A(X) does not contribute to the
leading order dynamics in the semi-classical limit ε → 0. Let Γ be a bounded subset of the
nucleonic phase space T∗R3N = R6N with πX(Γ) ⊂ Λ , where πX : R6N → R3N denotes the
projection onto position space. One fixes a maximal time interval Imax(Γ), within which the
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unitary group e−iHε
BO t/ε propagates wave functions with phase space support inside Γ to

wave functions with phase space support inside Γ , up to an error of order ε. Then, for all
times t ∈ Imax(Γ) ∥∥ (e−iHε

mol t/ε −U∗ e−iHε
BO t/εU

)
PΓ
∥∥
L(H)

≤ const. ε , (11)

where PΓ is an approximate projection, which roughly speaking projects onto functions with
phase space support inside Γ . We will become more precise concerning the notion of the
phase space support of a wave function later on in Section 5 of Part B. Moreover, in its
rigorous formulation, Theorem 4 of [SpTe] requires some additional δ > 0 here and there,
which we have suppressed in favour of an explanation of the basic idea. The determina-
tion of the time interval Imax(Γ) requires some rough a priori knowledge about the effective
Born-Oppenheimer dynamics e−iHε

BO t/ε. Hence, it is the bottle-neck for an extension of
the local approximation to the case of spectral subspaces associated with several different
eigenvalues. For scalar operators like the single band Hamiltonian (10), this a priori infor-
mation can be drawn from Egorov’s Theorem, see Theorem 7 in Part B later on. In the case
of matrix-valued operators, however, Egorov type Theorems are only available for systems
with eigenvalues of constant multiplicity, see Theorem 3 in [BrNo] or Theorem 3.2 in [BoGl].
We conclude this short intermezzo about the Berry phase by a concrete example. We put
the model Hamiltonian

Hε = −ε
2

2 ∆q + V(q) = −ε
2

2 ∆q +

(
q1 q2
q2 −q1

)
in place of the full molecular Hamiltonian Hεmol and study the dynamics associated with one
of the spectral subspaces

σ±(q) = {±|q| } , q ∈ R2 \ {(0, 0)} .

Let χ±(q) ∈ C∞(R2,C2) be smooth eigenvectors of V(q) corresponding to the eigenvalues
E±(q) = ±|q|. For example, χ±(q) = χ±(r,ϕ),

χ+(r,ϕ) = eiϕ/2
(

cos(ϕ/2)
sin(ϕ/2)

)
, χ−(r,ϕ) = eiϕ/2

(
− sin(ϕ/2)

cos(ϕ/2)

)
(12)

with (r,ϕ) ∈ [0,∞[×[0, 2π[. We decompose the solution of the full Schrödinger system (1)
as

ψ(t, q) = ψ+(t, q)χ+(q) +ψ−(t, q)χ−(q) , (t, q) ∈ R× R2 .
Then, we infer from (11) that the scalar components ψ±(t) ∈ L2(R2,C) approximately
satisfy the effective Born-Oppenheimer equations of motion

i ε ∂tψ+(t, q) =
(
ε2

2 ∆
A+

q + E+(q)
)
ψ+(t, q) ,

(13)
i ε ∂tψ−(t, q) =

(
ε2

2 ∆
A−

q + E−(q)
)
ψ−(t, q) ,

as long as ψ(t, q) has phase space support away from the crossing q = 0. Here,

∆A
±

q = (− i∇q −A±(q))2 , A±(q) = i 〈χ±(q), ∇q χ±(q)〉C2 .

We see, that even away from the crossing the solution ψ(t, q) feels the presence of the
crossing as a first order correction to its dynamics.
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3 Origin of the Model in Molecular Dynamics

Formulating the effective version of Born-Oppenheimer approximation for Theorem 1, we
have seen that if the electronic part of the full molecular Hamiltonian has a pair of eigenvalue
surfaces, which are globally isolated from the remainder of the electronic spectrum, then
the full molecular problem (9) reduces to a two-band model of the form

i ε ∂tψ(t, X) = −ε
2

2 ∆Xψ(t, X) + Ṽ(X)ψ(t, X) ,

ψ(0, X) = ψ0(X) ∈ L2(R3N,Cm) ,

where the semi-classical parameter ε = M
−1/2
nuc is given by the inverse square root of the

nucleonic mass. The potential Ṽ(X) is a hermitian m × m-matrix, where m ∈ N is the
dimension of the electronic subspace, which depends on the degeneracy of the eigenvalue
surfaces.

3.1 Derivation of the Model

In Chapter 2 of the monograph [Ha94], G. Hagedorn has analysed the (co-) representations
of the symmetry group associated with the electronic Hamiltonian of the full molecular
problem. From this analysis he derives a classification of eleven types of eigenvalue crossings
of minimal multiplicity. We denote by E±(X) the eigenvalues of Ṽ(X) and by

Γ = {X ∈ R3N | E+(X) = E−(X) }

the crossing manifold.

Theorem 2 (Hagedorn, [Ha94]) For electron energy level crossings of the minimal
multiplicity allowed by the symmetry group of the electronic Hamiltonian, the crossing
manifold Γ can be of codimension one, two, three, or five in the nucleonic configuration
space,

codimR3N(Γ) ∈ {1, 2, 3, 5} .

Codimension two crossings are met for time-reversal invariant systems with an even number
of electrons. Time-reversal invariance exludes for example an external magnetic field in
the full molecular Hamiltonian, which for the sake of simplicity we did not include in our
presentation anyway. For time-reversal invariant systems, the matrix Ṽ(X) is real symmetric,

Ṽ(X) = tr(Ṽ(X)) +

(
α(X) β(X)

β(X) −α(X)

)
(14)

for some α,β ∈ C∞
b (R3N,R). The eigenvalues E±(X) are given as

E±(X) = tr(Ṽ(X)) ±
√
α(X)2 + β(X)2

and cross for X ∈ R3N with α(X) = β(X) = 0. For real symmetric matrices, such a crossing
of eigenvalues generically occurs on a codimension two submanifold, and after a change of
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coordinates we can assume

Γ = {X ∈ R3N | X1 = X2 = 0 } .

Neglecting the trace, Taylor expansion around the point X = 0 provides Ṽ of the form

Ṽ(X) =

(
α0 · X β0 · X
β0 · X −α0 · X

)
+O(|X2|) ,

where the vectors α0, β0 ∈ R3N are linearly independent. An appropriate rotation eliminates
all but the first two components of α0 and β0 and thus leaves us with linearly independent
vectors a, b ∈ R2 and

V(X̃) =

(
a · X̃ b · X̃
b · X̃ −a · X̃

)
, X̃ = (X1, X2) ∈ R2 ,

which is the potential of our model problem if a = (1, 0)t and b = (0, 1)t. The reduction
process from the matrix Ṽ(X) in (14) to the linear potential V(X̃) involves nonlinear changes
of coordinates, which affect the Laplacian −ε

2

2 ∆X. Hence, the Schrödinger equation (1)
must be considered just as a model system designed to capture the generic features of a
codimension two crossing in molecular dynamics. More or less the same derivation of the
model system (1) can be found in Chapter 2 of G. Hagedorn’s monograph [Ha94] or in
Appendix A of the lecture notes of F. Bornemann [Bo].

3.2 Examples of Conical Crossings

The plot of the electron energ levels of nitrogen in Figure 2 brings us to expect an abundance
of level crossings in molecular dynamics. With respect to codimension two crossings, the
chemist L. Cederbaum and coworkers assert that “conical intersections of potential surfaces
are in fact ubiquitous”, cit. [CFRM]. We mention some prominent examples:

Molecular collisions. The simplest and most studied example for this class of phenomena
is the reactive collision H + H2 → H2 + H of the hydrogen atom with the hydrogen
molecule, see [Go]. The conical intersection corresponds to the configuration, in which
the three nuclei arrange on the edges of an equilateral triangle, and the system forms
the transient molecule H3. Away from the crossing, one nucleus is farther away from
the other two, and the system falls into one hydrogen atom and one hydrogen molecule.
In experiments, the hydrogen atom is usually replaced by its isotop deuterium D, and
one studies the reaction D +H2 → DH +H, which has distinguishable reactants, see
also [TuPr].

Ultrafast electronic relaxation. W. Domcke and coworkers [SDK] have identified a conical
intersection of the lowest two excited singlet states of the organic molecule pyrazine
C4H4N2, which triggers the internal conversion from the S2 to the S1 state on a
femtosecond time scale. One assumes an initial preparation of the S2 state by a
short laser pulse, that is an excitation of the molecule by ultraviolet light. Within
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Figure 3: Model for the intersecting S1 and S2 electronic state of the molecule pyrazine.
The plot is taken from the web page of the John von Neumann Institut for Computing
(NIC) at Jülich, Germany.

a few hundred femtoseconds the population probability of the S2 state exhibits an
initial decay followed by quasi-periodic damped recurrences of the population, see
Section II.C in [StTh].

Photoreactions in proteins. The first step in vision, the photoisomerization of retinal in
rhodopsin is modelled by a two-state system having a conical intersection of its energy
surfaces [HaSt]. Rhodopsin is the light-absorbing pigment of the rods, which are the
light receptors inside the eye’s retina generating colorless vision. Rhodopsin consists
of a protein called opsin coupled to a derivative of vitamin A called retinal. When light
is absorbed, retinal switches from the stable cis-configuration to the unstable trans-
configuration. Figure 4 shows these two configurations. In the 11-cis configuration the
hydrogen atoms attached to the number eleven and twelve carbon atoms point towards
the same direction producing a kink in the molecule. In the all-trans configuration the
number twelve hydrogen atom has flipped down, and the molecule is straightened out.
This switch triggers a change in the pattern of impulses sent along the optic nerve.
The isomerization occurs within a couple of hundred femtoseconds. As a reaction of
high speed and efficiency, this isomerization is only observed for retinal in rhodopsin,
but not for retinal in solution.

4 The Results of Hagedorn

The mathematical results on the propagation through conical crossings can be organized into
two groups: the semi-classical propagation of coherent states and the approaches within the
framework of microlocal analysis. Since we provide the basic concepts of pseudodifferential
calculus in detail later on, we postpone a discussion of the microlocal results to Section 12.5
in Part C, when the precise vocabulary is available. Chapter 6 of G. Hagedorn’s mono-
graph [Ha94] contains the result on propagation of semi-classical wave packets through
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Figure 4: The 11-cis configuration of retinal and its all-trans isomer. The cis-trans isomer-
ization of retinal in rhodopsin triggers a change in the pattern of impulses sent along the
optic nerve, the first step of vision. The picture is taken from the webpage of J. Kimball’s
online biology textbook.

Figure 5: Energy surfaces of a two-state model of two degrees of freedom for the cis-
trans isomerization of retinal in rhodopsin. The wave-packet initially associated with the
cis configuration is vertically excited and bifurcates when running down the upper surface.
The plot is taken from [HaSt].
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codimension two crossings. He considers the time-dependent Schrödinger equation

iε∂tψ = −ε
2

2 ∆Xψ+Hel(X)ψ , ψ(−T) = ψ−T ∈ L2(R3(N+n),C)

on a bounded time interval [−T, T ] for an electronic Hamiltonian Hel(X) with

(Hel(·) − i)−1 ∈ Ck(R3N,L(L2(R3n,C))) , k ≥ 3 .

Hel(X) has two simple eigenvalues E+(X) and E−(X), which depend continuously on the
nucleonic configuration X ∈ R3N and cross on a codimension two manifold Γ of the nucleonic
configuration space R3N. Γ is assumed to contain the origin. The time interval [−T, T ] is
chosen, such that all the ordinary differential equations to be introduced later on have well-
defined unique solutions. By Proposition 3.1 in [Ha94], there are eigenfunctions χ±(X) ∈
L2(R3n,C) of Hel(X) for the eigenvalue E±(X) such that away from the crossing manifold Γ〈

χ±(X), η · ∇X χ±(X)
〉
L2(R3n)

= 0

for all η ∈ R3N. The initial data are of the form

ψ−T (x, X) = φl(X)χ−(X)(x) , (15)

where φl(X) is a semi-classical wave packet. Roughly speaking, a semi-classical wave packet
is the product of a generalized Hermite type polynomial and a Gaussian wave packet. More
precisely,

φl(X) = φl(A,B, ε, a, η;X) (16)

= Cεl,A Hl,A
(
(ε|A|)−1(X− a)

)
exp
(

− 1
2ε 〈(X− a), BA−1(X− a)〉+ i

ε 〈η, X− a〉
)
,

where l ∈ N3N0 is a multi-index, A,B ∈ GL(3N,C) invertible complex 3N × 3N-matrices,
a, η ∈ R3N vectors, and 〈·, ·〉 the Euclidian inner product in C3N. The matrices A and B
are such that

BA−1 is symmetric , Re(BA−1) = AA∗ > 0 . (17)

The normalizing constant Cεl,A ∈ C is given as

Cεl,A = 2−|l|/2 (l !)−1/2 (επ)−3N/4 (detA)−1 ,

while the polynomial Hl,A is constructed as follows. For m ≥ 2 and arbitrary vectors
v1, . . . , vm ∈ C3N \ {0} one recursively defines the mth generalized Hermite polynomial
H̃m(v1, . . . , vm;X) by

H̃0(X) = 1 , H̃1(v1;X) = 2 〈v1, X〉

and

H̃m(v1, . . . , vm;X) = 2 〈vm, X〉 H̃m−1(v1, . . . , vm−1;X)

− 2

m−1∑
j=1

〈vm, vj〉 H̃m−2(v1, . . . , vj−1, vj+1, . . . , vm−1;X) .
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The unitary matrix of the polar decomposition of A is denoted by UA, that is A = |A|UA =

(AA∗)1/2UA, and one sets

Hl,A(X) = H̃|l| (UAe1, . . . , UAe1, UAe2, . . . , UAe2, . . . . . . , UAe3N, . . . , UAe3N;X) ,

where the entry UAej is repeated for lj times. For fixed A, B, ε, a, and η the wave packets
φl, l ∈ N3N0 , form an orthonormal basis of L2(R3N,C), see Lemma 2.1 of [Ha85]. Moreover,
they behave favourably with respect to the normalized ε-scaled Fourier transform

(Fεψ)(Ξ) := (2πε)−3N/2

∫
R3N

e− iX·Ξ/εψ(X)dX .

One has

(Fεφl(A,B, ε, a, η, ·))(Ξ) = (−i)|l| e−i 〈η,a〉/ε φl(B,A, ε, η,−a, Ξ) ,

see Lemma 2.2 in [Ha85]. We will need the Hamiltonian systems associated with the eigen-
values E±

d
dt a

±(t) = η±(t) , d
dt η

±(t) = −∇X E±(a±(t)) . (18)

Lemma 6.1 in [Ha94] guarantees existence and uniqueness of solutions (a±(·), η±(·)) satis-
fying

(a±(0), η±(0)) = (0, η0)

with η0 6= 0 not tangent to Γ at the origin. The wave packet φl(X) building the initial
datum (15) is chosen as

φl(X) = φl(A,B, ε, a
−(−T), η−(−T);X) , (19)

where the matrices A, B satisfy condition (17). Hence, the initial wave packet is prepared
such that its center hits the origin at time t = 0. For an approximate solution with the
correct phase one further needs the classical action integrals of the Hamiltonian system (18)

S−(t) =

∫t
−T

(
1
2 η

−(s)2 − E−(a−(s))
)
ds ,

S+(t) =

∫t
0

(
1
2 η

+(s)2 − E+(a+(s))
)
ds + S−(0) .

Theorem 3 (Hagedorn, [Ha94]) Let ψε(t) ∈ C(R, L2(R3(N+n),C)) be the solution of
the Schrödinger equation

iε∂tψε = −ε
2

2 ∆Xψ
ε +Hel(X)ψε , ψε(−T) = ψε−T

with initial datum ψε−T of the form described in (15) and (19).

Then, for times “before the crossing event”, that is for all times t ∈ [−T,−T1] with
0 < T1 < T , there are matrices A−(t) and B−(t) satisfying condition (17) such that the
solution ψε(t) can be described as

ψε(t, x, X) = χ−(X)(x) eiS−(t)/ε φl(A
−(t), B−(t), ε, a−(t), η−(t);X) + O(

√
ε) .
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For times “after the crossing event”, that is for times t ∈ [T1, T ] there are matrices
A±(t) and B±(t) satisfying condition (17), functions d±m : R×R3N → C, and a positive
number α > 0 such that ψε(t) is approximated as

ψε(t, x, X) = χ−(X)(x) eiS−(t)/ε
∑
m

d−
m(t, X) φm(A−(t), B−(t), ε, a−(t), η−(t);X)

+ χ+(X)(x) eiS+(t)/ε
∑

|m|≤|l|

d+
m(t, X) φm(A+(t), B+(t), ε, a+(t), η+(t);X)

+ O(εα) .

The previous Theorem 3 is a light version of Theorem 6.3 in [Ha94]. There, even the
explicit construction of the matrices A±(t) and B±(t) is given, which control position and
momentum uncertainty of the wave packets. For the proof, an incoming outer solution is
matched to an inner solution, which is valid for times t ∼ 0 near the “crossing event”.

Remark 2 For times after the crossing event, the approximate solution associated with the
initially occupied level is an infinite superposition of semi-classical wave packets. In the
plots of Figure 1, initially there is one Gaussian on the upper level. The crossing sucks the
Gaussian’s center part onto the lower level and leaves two demolished bumps on the upper
level. Y. Colin de Verdiére [CdV] has desribed this situation as “the dromedary becomes a
bactrian”. The Landau-Zener formula in (41) will explain this phenomen less zoologically.
♦
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Part B

Semi-Classical Calculus
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5 Wigner Functions

Discussing the local version of time-dependent Born-Oppenheimer approximation, we have
used the notion of the phase space support of a wave function. It is our aim now to recall,
in which way the Wigner function gives a precise meaning to this concept.

Definition 1 (Wigner, [Wi]) Let ψ ∈ S(Rn,Cm) be a Schwartz function with values
in Cm, and let ε > 0. Then we define the Wigner function Wε(ψ) ∈ S(R2n,Lsa(Cm)) by

Wε(ψ)(q, p) = (2π)−n

∫
Rn

eiy·pψ(q− ε
2 y)⊗ψ(q+ ε

2 y) dy

with (q, p) ∈ T∗Rn = R2n.

That the Wigner function takes values in the space of hermitianm×m-matrices is immediate
from its definition. Verifying that the Wigner function of a Schwartz function is indeed a
Schwartz function on phase space, one denotes φε(q, y) := ψ(q − ε

2y) ⊗ ψ(q + ε
2y) and

observes
Wε(ψ)(q, p) = (F−1

2 φε)(q, p) ,

where F−1
2 is the inverse Fourier transform with respect to the second argument. Moreover,

by this observation Wigner transformation extends from a continuous linear mapping on
Schwartz functions to a mapping on temperate distributions

Wε : S ′(Rn,Cm) → S ′(R2n,Lsa(Cm))

and square-integrable functions

Wε : L2(Rn,Cm) → L2(R2n,Lsa(Cm)) ∩ C0(R2n,Lsa(Cm)) ,

see Chapter 1.8 in [Fo]. As an example, one may compute the Wigner function of a scalar-
valued Gaussian wave packet, which is centered around position q0 ∈ Rn and momen-
tum p0 ∈ Rn,

gε(q) = 2−1/2 (επ)−n/4 exp(− 1
2ε |q− q0|

2 + i
ε p0 · (q− q0) ) .

One obtains

Wε(gε)(q, p) = 2−(2n+1) (επ)−n exp(−1ε (|q− q0|
2 + |p− p0|

2) ) . (20)

Remark 3 Let ψ,φ ∈ L2(Rn,Cm). If Wε(ψ) = Wε(φ), then Fourier inversion gives
ψ(u) ⊗ ψ(v) = φ(u) ⊗ φ(v) for almost all u, v ∈ Rn and |ψj(u)|2 = |φj(u)|2, j = 1, . . . ,m,
for almost all u ∈ Rn. Hence, the Wigner function uniquely represents a wave function up
to a global phase factor c ∈ C with |c| = 1. In formulae,

Wε(ψ) = Wε(φ) ⇐⇒ ψ = cφ .

Of course, the statement remains true for temperate distributions ψ,φ ∈ S ′(Rn,Cm). ♦
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From the preceding discussion we see, that the Wigner function is a suitable candidate for
the definition of a wave function’s phase space support. The notion that ψ ∈ L2(Rn,Cm)

has phase space support inside some set Γ ⊂ R2n up to order ε could be expressed as∫
R2n

Wε(ψ)(q, p)a(q, p) dq dp = O(ε)

for all a ∈ S(R2n,Lsa(Cm)) with supp(a) ⊂ (R2n \ Γ). Here, we have treated the Wigner
function as a temperate distribution. That Wε(ψ) is indeed a continuous linear functional
on S(R2n,L(Cm)) will be become clear later on, when we recall the Theorem of Calderón-
Vaillancourt. Before taking this distributional point of view, we return to the Wigner
function as an honest continuous function on phase space. We have the following information
concerning its support.

Lemma 3 (Support) Let πq : R2n → Rn, (q, p) 7→ q and πp : R2n → Rn, (q, p) 7→ p be
the projections onto position and momentum space. Let ψ ∈ L2(Rn,Cm) and ε > 0.
Then,

πq(supp(Wε(ψ))) ⊂ hull(supp(ψ)) , πp(supp(Wε(ψ))) ⊂ hull(supp(Fεψ)) ,

where hull(M) denotes the convex hull of a set M ⊂ Rn and Fεψ the ε-scaled Fourier
transform

(Fεψ)(p) := (F ψ)(pε ) =

∫
R3N

e− iq·p/εψ(q)dq .

We note, that this version of the Fourier transform is not normalized. However, we have
adopted this unnormalized form here and in the following, since it seems to be the established
one in a partial differential equations’ context, see [Ho1].

Proof. Let (q, p) ∈ R2n. If Wε(ψ)(q, p) 6= 0, then there exist y ∈ Rn such that
{q ± ε

2 y} ⊂ supp(ψ). Hence, q lies in the middle of a line connecting two points in the
support of ψ, that is, q ∈ hull(supp(ψ)). Proving the second claim, we calculate for Schwartz
functions ψ ∈ S(Rn,Cm)

Wε(ψ)(q, p) = (2π)−n

∫
Rn

eiy·pψ(q− ε
2 y)⊗ψ(q+ ε

2 y)dy

= (2π)−n (2επ)−2n

∫
R3n

eiy·p ei v·(q− ε
2y)/ε e−iw·(q+ ε

2y)/ε . . .

. . . (Fεψ)(v)⊗ (Fεψ)(w) dvdwdy

= (2π)−n (2επ)−2n

∫
R3n

eiy·(p−y1) e2 iy2·q/ε . . .

. . . (Fεψ)(y1 + y2)⊗ (Fεψ)(y1 − y2) dy1 dy2 dy

= (2επ)−2n

∫
Rn

e2 iy2·q/ε (Fεψ)(p+ y2)⊗ (Fεψ)(p− y2) dy2

= (2π)−n (επ)−n

∫
Rn

e− iy·q (Fεψ)(p− ε
2 y)⊗ (Fεψ)(p+ ε

2 y)dy

= (επ)−n Wε(Fεψ)(p,−q) .
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By the boundedness of Wigner transformation we also have

Wε(ψ)(q, p) = (επ)−n Wε(Fεψ)(p,−q)

for square-integrable ψ ∈ L2(Rn,Cm). Therefore, the second claim is proved by the same
arguments as the first one. 2

We have seen that the Wigner function of a Gaussian wave packet remains Gaussian. How-
ever, there is more to be said concerning the relation of Wigner functions and Gaussians.

Theorem 4 (Hudson, [Hud]) Let 0 6= ψ ∈ L2(Rn,C) and ε = 1. Then,

Wε(ψ) ≥ 0 ⇐⇒ ψ(q) = exp(−q ·Aq+ b · q+ c), q ∈ Rn,

where A ∈ GL(n,C), b ∈ Cn, c ∈ C, and ReA positive definite.

Convincing ourselves of the general non-positivity of Wigner functions in a more elementary
way, we might just evaluate the Wigner function of an odd function in the origin. Indeed,
for ψ ∈ L2(Rn,Cm) with ψ(·) = −ψ(− ·) we immediately calculate

tr (Wε(ψ)(0, 0)) = − (επ)−n ‖ψ‖2L2 .

Due to its non-positivity, the trace of a Wigner function is not a probability density on
phase space. However, this is the only missing property for being a phase space density. For
ψ ∈ S(Rn,Cm) the marginal distributions of Wε(ψ) are∫

Rn

tr (Wε(ψ)(q, p)) dq = (2πε)−n
∣∣ψ̂ (pε )∣∣2 ,

(21)∫
Rn

tr (Wε(ψ)(q, p)) dp = |ψ(q)|2 ,

and the total mass is then∫
R2n

tr (Wε(ψ)(q, p)) dqdp = ‖ψ‖2L2 . (22)

The analytic power of Wigner functions stems from its direct relation to expectation values
of Weyl quantized operators. Hence, we recapitulate some important basic properties of the
Weyl correspondence.

6 Weyl Correspondence

Quantization provides a correspondence between classical and quantum-mechanical observ-
ables. Semi-classical quantization maps functions on phase space, the so-called symbols, to
semi-classically scaled linear operators in L2(Rn,Cm). Such a correspondence

Q :
{
functions : R2n → L(Cm)

} → {
linear operators in L2(Rn,Cm)

}
shall at least satisfy the following two properties:
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1. (a) The projection on the jth q-coordinate, a : (q, p) 7→ qj Id , corresponds to multi-
plication with qj , that is (Qa)(ψ)(q) = qjψ(q).

(b) The projection on the jth p-coordiante, a : (q, p) 7→ pj Id , corresponds to partial
differentiation, that is (Qa)(ψ)(q) = − iε∂jψ(q).

(c) Constant symbols, a : (q, p) 7→ c Id , correspond to multiplication with the con-
stant, that is (Qa)(ψ)(q) = cψ(q).

2. The correspondence is linear, that is Q(a1 + a2) = Qa1 +Qa2 and Q(ca) = cQa for
c ∈ C.

There exist uncountably many ways of quantizing different classes of symbols. The approach
taken by Weyl, however, is the most natural in the context of quantum mechanics.

Definition 2 (Weyl, 1930) Let a ∈ L2(R2n,L(Cm)) and ε > 0. Then we denote by
a(q,− iε∇q) ∈ L(L2(Rn,Cm)),

a(q,− iε∇q)ψ(q) = (2π)−n

∫
R2n

a
(
1
2 (q+ y), εp

)
ei(q−y)·pψ(y)dydp,

the corresponding Weyl quantized operator.

By means of the ε-scaled inverse Fourier transform with respect to the second argument

(F−1
ε,2 a)(y, q) = (2επ)−n

∫
Rn

a(y, p) eiq·p/ε dp ,

we rewrite the preceding definition as

a(q,− iε∇q)ψ(q) =

∫
Rn

(F−1
ε,2 a)

(
1
2 (q+ y), q− y

)
ψ(y)dy,

and observe, that the defined Weyl operator is a Hilbert-Schmidt operator with kernel

Kεa(q, y) = (F−1
ε,2 a)

(
1
2 (q+ y), q− y

)
, q, y ∈ Rn .

Consequently, we have

‖a(q,− iε∇q)‖L(L2(Rn)) ≤ ‖a(q,− iε∇q)‖HS = εn ‖a‖L2(R2n) .

Using the Fourier inversion Theorem, we calculate for symbols a ∈ L2(R2n,L(Cm)) and
wave functions ψ ∈ L2(Rn,Cm)

a(q, p) = a(q) ⇒ a(q,− iε∇q)ψ(q) = a(q)ψ(q) ,

a(q, p) = a(p) ⇒ a(q,− iε∇q)ψ(q) = F−1
ε (a (Fεψ))(q) ,

where Fε and F−1
ε are the ε-scaled Fourier and inverse Fourier transform,

(Fεψ)(p) =

∫
Rn

e− iq·p/εψ(q)dq , (F−1
ε ψ)(q) = (2επ)−n

∫
Rn

eiq·p/εψ(p)dp .

An explixcit calculation also reveals the fundamental relationship between expectation val-
ues with respect to Weyl quantized observables and Wigner functions.
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Lemma 4 Let a ∈ S(R2n,L(Cm)) and ψ ∈ L2(Rn,Cm). Then,

〈ψ,a(q,− iε∇q)ψ〉L2(Rn) =

∫
R2n

tr (a(q, p)Wε(ψ)(q, p)) dqdp .

Proof.∫
R2n

tr (a(q, p)Wε(ψ)(q, p)) dqdp =

(2π)−n

∫
R3n

ψ(q+ ε
2 y) · a(q, p)ψ(q− ε

2 y) eiy·p dydqdp =

(2π)−n

∫
R3n

ψ(q) · a
(
q− ε

2 y, p
)
ψ(q− εy) eiy·p dydqdp =

(2επ)−n

∫
R3n

ψ(q) · a
(
1
2 (q+ y), p

)
ψ(y) ei (q−y)·p/ε dydqdp =

(2π)−n

∫
R3n

ψ(q) · a
(
1
2 (q+ y), εp

)
ψ(y) ei (q−y)·p dydqdp = 〈ψ,a(q,− iε∇q)ψ〉L2

2

However, our restrictive choice of square-integrable symbols catches neither the projections
nor the constant functions. Thus, we extend the admissible symbol class to the space of
temperate distributions S ′(R2n,L(Cm)) and restrict the quantized operator’s domain to
the space of Schwartz functions S(Rn,Cm). Therefore, Definition 2 is still well-posed, if we
make the following modification:

a(q,− iε∇q) : S(Rn,Cm) → S ′(Rn,Cm) for a ∈ S ′(R2n,L(Cm)) .

By the Schwartz kernel theorem, Theorem 5.2.1 in [Ho1] or Theorem 51.7 in [Tr], the
such defined a(q,− iε∇q) is a continuous linear mapping from S(Rn,Cm) to S ′(Rn,Cm).
Moreover, ∫

Rn

ψ(q) · a(q,− iε∇q)φ(q)dq =

∫
Rn

a∗(q,− iε∇q)ψ(q) · φ(q)dq

for a ∈ S(R2n,L(Cm)) and ψ,φ ∈ S(Rn,Cm), see Proposition 2.6 in [Fo]. This means that
the adjoint of a Weyl quantized operator is the Weyl quantization of the adjoint symbol,

a(q,− iε∇q)∗ = a∗(q,− iε∇q) .

The previous move to distributions, which elegantly allows the quantization of very general
symbols, can also be reversed. Quantizing symbols, which are Schwartz functions on phase
space, one can extend the operator’s domain to temperate distributions,

a(q,− iε∇q) : S ′(Rn,Cm) → S ′(Rn,Cm) for a ∈ S(R2n,L(Cm)) .

Remark 4 Let a ∈ S(R2n,L(Cm)). Then, the corresponding Weyl quantized operator
a(q,− iε∇q) is regularizing. That is,

a(q,− iε∇q) ∈ L(S ′(Rn,Cm),S(Rn,Cm)) ,

see Remark 2.5.6 in [Ma] or the proof of Proposition II-56 in [Ro]. ♦
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For the quantization of symbols in the class

S00(1) = C∞
b (R2n,L(Cm))

of smooth functions, which are bounded together with their derivatives, we reenter the
framework of L2-theory. Constant symbols are still on bord, and we have the following
important result at our disposal.

Theorem 5 (Calderón & Vaillancourt, 1971) Let a ∈ S00(1) and ε ∈ ]0, 1].
Then, a(q,− iε∇q) ∈ L(L2(Rn,Cm)), and there is a positive constant CCV > 0 inde-
pendent of a and ε with

‖a(q,−iε∇q)‖L(L2(Rn)) ≤ CCV

∑
|α|≤2n+1

‖∂αa‖∞ .

The original version of the Calderón-Vaillancourt Theorem applied to scalar-valued symbols
a ∈ C2n+1

b (R2n,C) and the case ε = 1. However, the standard proof involving the Cotlar-
Stein Lemma almost literally extends to the general case with matrix-valued symbols and
semi-classical scaling, see Theorem 7.11 in [DiSj] or Theorem 2.8.1 in [Ma]. If we set

c2n(a) := CCV

∑
|α|≤2n+1

‖∂αa‖∞
for a ∈ S00(1), then we have for ψ ∈ L2(Rn,Cm)

| 〈ψ,a(q,−iε∇q)ψ〉L2(Rn) | ≤ c2n(a) ‖ψ‖2L2(Rn) .

If one equips S00(1) with the topology induced by the family of semi-norms (‖∂α · ‖∞)α∈Nn
0
,

then S00(1) is a Fréchet space. Hence, by the previous bound, the mapping

S00(1) → C , a 7→ 〈ψ,a(q,−iε∇q)ψ〉

is a continuous linear functional on S00(1). By the identity obtained in Lemma 4, we can
thus extend the definition of the Wigner function and view Wε(ψ) as a distribution acting
on arbitrary subspaces of observables O ⊂ S00(1) via

a 7→ 〈ψ,a(q,−iε∇q)ψ〉L2(Rn) =: 〈Wε(ψ), a〉O ′,O .

Besides boundedness, another important issue to be addressed is the sufficient condition for
the positivity of a Weyl operator provided by the sharp Gårding inequality. It turns out,
that non-negativity of the symbol 0 ≤ a ∈ S00(1), that is

∀u ∈ Cm ∀ (q, p) ∈ R2n : 〈u, a(q, p)u〉Cm ≥ 0 ,

is almost enough to guarantee non-negativity of the operator.

Theorem 6 (Semi-Classical Sharp Gårding Inequality) Let 0 ≤ a ≤ S00(1) be a
non-negative symbol. Then, there is a positive constant C = C(a) > 0 such that for all
ε > 0 and all ψ ∈ L2(Rn,Cm)

〈ψ,a(q,−iε∇q)ψ〉L2(Rn) ≥ −Cε ‖ψ‖2L2(Rn) .
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In the non-semi-classical context, Gårding proved a weaker result for strictly positive scalar
symbols a ≥ δ > 0, while Hörmander [Ho] gave a proof for non-negative a ≥ 0. In the
matrix-valued case, the sharp Gårding inequality has first been proven by Lax and Nirenberg
in [LaNi]. As indicated in Appendix A of [Je], the proof relying upon anti-Wick quantization
also applies to matrix-valued operators. We refer to Part C, Proposition 5 later on for an
application of this argument to symbols carrying an additional second scale.

7 Wigner Measures

Before, we have seen that for all ψ ∈ L2(Rn,Cm) the Wigner function Wε(ψ) is a distribu-
tion satisfying for all a ∈ O ⊂ S00(1) a bound of the form

| 〈Wε(ψ), a〉O ′,O | ≤ c2n(a) ‖ψ‖2L2(Rn) .

Hence, for a bounded sequence (ψε)ε>0 in L2(Rn,Cm) we have

| 〈Wε(ψε), a〉O ′,O | ≤ c2n(a) sup
ε>0

‖ψε‖2L2(Rn) .

Since S00(1) is a separable topological vector space, an application of the Banach-Alaoglu
Theorem, see Theorem 3.17 in [Ru], gives existence of a subsequence (Wεk(ψεk))εk>0, which
converges with respect to the weak*-topology in S00(1)

′. We denote such weak*-limit points
by µ. By the sharp Gårding inequality we have for all non-negative 0 ≤ a ∈ S00(1)

〈µ, a〉O ′,O = lim
εk→0 〈Wεk(ψεk), a〉O ′,O = lim

εk→0 〈ψεk , a(− iεk∇q)ψεk〉L2(Rn)

≥ − const. lim
εk→0 εk ‖ψεk‖2L2(Rn) = 0 ,

implying that all the weak*-limit points µ are positive distributions. From this positivity
one infers for all a ∈ S00(1)

| 〈µ, a〉O ′,O | ≤ 〈µ, 1〉O ′,O ‖a‖∞ ,

for the detailed argument see the construction of two-scale Wigner measures later on. Hence,
the distributions µ extend to bounded positive linear forms on the space of continuous,
compactly supported functions Cc(R2n,L(Cm)). By the Riesz representation theorem, the
µ are positive bounded matrix-valued Radon measures on phase space R2n. That is, µ can
uniquely be identified with a mapping

µ : B(R2n) → Lpos(Cm)

from the Borel σ-algebra on R2n to the positive hermitian m × m-matrices, such that
µ(∅) = 0 and µ(

⋃
j∈N Bj ) =

∑
j∈N µ(Bj) for pairwise disjoint Borel sets Bj ⊂ R2n. For

being a Radon measure µ has to satisfy (trµ)(B) = sup {(trµ)(K) | K ⊂ B compact} for all
Borel sets B ⊂ R2n.

Definition 3 (Wigner Measure) Let (ψε)ε>0 be a bounded sequence in L2(Rn,Cm).
Then, the weak*-limit points µ in S00(1)

′ of the sequence of Wigner functions (Wε(ψε))ε>0
are called Wigner measures or semi-classical measures.
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The measures µ have been introduced under the name semi-classical measures by P. Gérard
in [Ge2] and independently by P. L. Lions and T. Paul in [LiPa], who called them Wigner
measures. [Ge2] refers for a proof of positivity to the construction of microlocal defect mea-
sures in [Ge1], which are the analogue of the measures µ in the context of pseudodifferential
operators independent from a small parameter ε. There, positivity comes from smooth
square roots of strictly positive symbols and subsequent application of the composition rule
for pseudors. In [LiPa] positivity is obtained by Husimi functions, which are Wigner func-
tions convoluted with Gaussians. This approach is similar in spirit to the use of anti-Wick
symbols for the proof of the sharp Gårding inequality.

Remark 5 We restate the key property of Wigner measures in this emphasizing remark.
Wigner measures encode the limit of expectation values with respect to Weyl quantized
operators. That is, for all smooth compactly supported functions a ∈ C∞

c (R2n,L(Cm)) we
have ∫

R2n

tr(a(q, p)µ(dq,dp)) = lim
εk→0 〈ψεk , a(− iεk∇q)ψεk〉L2(Rn) .

♦

As for examples, we return to the scalar semi-classical Gaussians (gε)ε>0 defined in (2) and
have a look at WKB type functions

ωε(q) = a(q) e i f(q)/ε (23)

with amplitude a ∈ Cc(Rn,C) and phase f ∈ C1(Rn,R). Both sequences have a unique
Wigner measure. For the Gaussians gε, we infer from their Wigner functions (20) that their
Wigner measure is the Dirac measure with mass in the point (q0, p0) ∈ R2n,

µ(gε)(q, p) = δ(p0,q0)(q, p) .

For the WKB type functions ωε we calculate∫
R2n

Wε(ωε)(q, p)b(q, p)dqdp =

(2π)−n

∫
R3n

e iy·p a(q− ε
2 y)a(q+ ε

2 y) e i (f(q− ε
2y)−f(q+ ε

2y))/ε b(q, p) dydqdp =

(2π)−n

∫
R3n

e iy·(p−fε(y,q)) a(q− ε
2 y) a(q+ ε

2 y) b(q, p) dydqdp ,

where fε(y, p) =
∫1
0
(1−t)

(
∇f(q− εt

2 y) +∇f(q+ εt
2 y)

)
dt comes from a Taylor expansion.

Since fε(y, p) → ∇f(q) as ε → 0, we have by dominated convergence

lim
ε→0

∫
R2n

Wε(ωε)(q, p)b(q, p)dqdp =

(2π)−n

∫
R3n

e iy·(p−∇f(q)) |a(q)|2 b(q, p) dydqdp =

∫
R2n

|a(q)|2 b(q,∇f(q)) dqdp ,

which means
µ(ωε)(q, p) = |a(q)|2 dq δ∇f(q)(p) .

38



For the Wigner function Wε(ψ) of arbitrary ψ ∈ L2(Rn,Cm) we have observed in (21),
that its marginals are position density and semi-classically scaled momentum density. Iden-
tity (22) shows the consequent statement for the total mass. In general, the same does not
hold for the Wigner measures µ, since in the limit ε → 0 mass might move to infinity either
in position or in momentum space. A simple pathological example is provided by a gliding
bump, a sequence (bε)ε>0 of the form

bε = b( · − ε−1) with 0 6= b ∈ Cc(R,C) .

Let a ∈ C∞
c (R,C) and (χj)j∈N a sequence in C∞

c (R,C) approximating the constant function
R → C, p 7→ 1. Then, by dominated convergence, Remark 5, and Lemma 4,∫

R2n

tr(a(q)µ(dq,dp)) = lim
j→∞

∫
R2n

tr(a(q)χj(p)µ(dq,dp))

= lim
j→∞ lim

ε→0 〈bε, (aχj)(q,− iε∇q)bε〉L2(Rn)

= lim
j→∞ lim

ε→0
∫

R2n

tr(Wε(bε)(q, p)a(q)χj(p))dqdp .

By Lemma 3, we have πq(supp(Wε(bε))) ⊂ hull(supp(bε)). Since supp(bε) ∩ supp(a) = ∅
for ε > 0 sufficiently small, we have shown that the projection of the measure µ onto position
space equals zero and thus µ = 0. Hence, we have for the gliding bump

0 = µ(R2) 6= lim
ε→0 ‖bε‖2L2(R) = ‖b‖2L2(R) .

Retaining the Wigner functions’ marginals and mass for the measures, one has to work with
sequences of wave functions, which are localized in phase space.

Definition 4 (Localized in Phase Space) A sequence (ψε)ε>0 in L2(Rn,Cm) is called
localized in phase space, if it is compact at infinity, that is

lim
R→∞ lim sup

ε→0
∫
{|q|≥R}

|ψε(q)|2 dq = 0 ,

and ε-oscillatory, that is

lim
R→∞ lim sup

ε→0 ε−n

∫
{|p|≥R}

∣∣ψ̂ε(pε )∣∣2 dp = 0 .

We note, that compactness at infinity is synonymous to (|ψε|2)ε>0 being tight in the space
of positive measures, while an ε-oscillatory sequence oscillates at most with frequency 1/ε,
which is guaranteed, for example, if ‖∇ψε‖L2(Rn) ≤ const. ε−1. All concrete examples
(ψε)ε>0 we meet in this dissertation, except the preceding gliding bump, are localized in
phase space.

Proposition 2 Let (ψε)ε>0 be a bounded sequence in L2(Rn,Cm), which is localized in
phase space, and let µ be an associated Wigner measure. Then,

tr(µ(R2n)) = lim
εk→0 ‖ψεk‖2L2(Rn) ,
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and we have for all a ∈ Cb(Rn,L(Cm))∫
R2n

a(q)µ(dq,dp) = lim
εk→0

∫
Rn

a(q) ψεk(q)⊗ψεk(q) dq ,∫
R2n

a(p)µ(dq,dp) = lim
εk→0 (2πεk)

−n

∫
Rn

a(p) ψ̂εk

(
p
εk

)
⊗ ψ̂εk

(
p
εk

)
dp .

For a proof, we refer to Proposition 1.7 in [GMMP] or Proposition 4 in [TePa]. There, the
above identities are shown by means of semi-classical Weyl calculus, a horse to be ridden to
death later on.

Remark 6 Taking traces in the last two equations of Proposition 2, one obtains for bounded
sequences (ψε)ε>0, which are localized in phase space,∫

Rn

(trµ)(·,dp) = w– lim
εk→0

∫
Rn

|ψεk(q)|2 dq ,∫
Rn

(trµ)(dq, ·) = w– lim
εk→0 (2πεk)

−n

∫
Rn

∣∣ψ̂εk

(
p
εk

)∣∣2 dp ,

where the weak limits are meant in the space of bounded positive measures. ♦

In general, a bounded sequence of wave functions might have several Wigner measures. The
characterization of a unique Wigner measure is provided by the following observation.

Proposition 3 (Uniqueness) Let (ψε)ε>0 be a bounded sequence in L2(Rn,Cm) and
ψ ∈ L2(Rn,Cm).

1. If ψε → ψ strongly in L2(R2,Cm) as ε → 0, then (ψε)ε>0 admits a unique Wigner
measure µ with

µ(q, p) =
(
ψ(q)⊗ψ(q)

)
dq δ0(p) , (q, p) ∈ R2n . (24)

2. If (ψε)ε>0 is localized in phase space and admits a Wigner measure µ of the
form (24), then there is a subsequence (ψεk)εk>0 such that ψεk → ψ strongly in
L2(Rn,Cm) as εk → 0.

The proof combines various arguments given in Section III of [LiPa].

Proof. Let ψε → ψ strongly as ε → 0. Then,

ψε(q− ε
2 y)⊗ψε(q+ ε

2 y) ⇀ ψ(q)⊗ψ(q) in S ′(R2n,L(Cm)) .

Indeed,

ψε(q− ε
2 y)⊗ψε(q+ ε

2 y) = ψε(q− ε
2 y)⊗

(
ψε(q+ ε

2 y) −ψ(q+ ε
2 y)

)
+

(
ψε(q− ε

2 y) −ψ(q− ε
2 y)

)
⊗ψ(q+ ε

2 y)

+ ψ(q− ε
2 y)⊗ψ(q+ ε

2 y)

=: Iε1(q, y) + Iε2(q, y) + Iε3(q, y) ,
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where for all a ∈ S(R2n,L(Cm))∣∣∣∣ ∫
R2n

Iε1(q, y)a(q, y)dqdy
∣∣∣∣ ≤

∫
Rn

sup
q∈Rn

|a(q, y)| dy sup
y∈Rn

∣∣∣∣∫
Rn

Iε1(q, y)dq
∣∣∣∣

≤
∫

Rn

sup
q∈Rn

|a(q, y)| dy ‖ψε‖L2(Rn) ‖ψε −ψ‖L2(Rn) → 0 ,

and analogously ∣∣∣∣ ∫
R2n

Iε2(q, y)a(q, y)dqdy
∣∣∣∣ → 0 ,

while by dominated convergence∫
R2n

Iε3(q, y)a(q, y)dqdy → ∫
R2n

ψ(q)⊗ψ(q)a(q, y)dqdy

as ε → 0. Hence, by the Fourier inversion formula∫
R2n

Wε(ψε)(q, p)a(q, p)dqdp

= (2π)−n

∫
R3n

eiy·pψε(q− ε
2 y)⊗ψε(q+ ε

2 y)a(q, p)dydqdp

→ (2π)−n

∫
R3n

eiy·pψ(q)⊗ψ(q)a(q, p)dydqdp =

∫
Rn

ψ(q)⊗ψ(q)a(q, 0)dq ,

which gives (24).
For proving the converse statement, let (ψε)ε>0 be localized in phase space admitting a
Wigner measure µ of the form (24). By Proposition 2, we then have

lim
εk→0 ‖ψεk‖2L2(Rn) = tr(µ(R2n)) =

∫
Rn

|ψ(q)|2 dq = ‖ψ‖2L2(Rn) .

Since (ψε)ε>0 is bounded in L2(Rn,Cm), we can assume without loss of generality that the
previous subsequence (ψεk)εk>0 is weakly convergent in L2(Rn,Cm). However, convergence
of norms together with weak convergence implies the claimed strong convergence. 2

8 Weyl Calculus

Let aj ∈ S(R2n,L(Cm)) for j ∈ {1, 2}. One immediately verifies that

aj(q,− iε∇q) : S(Rn,Cm) → S(Rn,Cm) , j ∈ {1, 2} .

Hence, the composition a1(q,− iε∇q) ◦ a2(q,− iε∇q) =: B is a well-defined operator map-
ping Schwartz functions into Schwartz functions. A tedious calculation reveals that B is a
Weyl quantized operator with symbol b ∈ S(R2n,L(Cm)), which can be written as

b(q, p) = (a1]εa2)(q, p) :=
(
exp
( iε
2 (DpDq ′ −DqDp ′)

)
a1(q, p)a2(q

′, p ′)
)

|q=q ′,p=p ′ ,
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where the exponentiation of the differential operator iε
2 (DpDq ′ −DqDp ′) is meant in the

sense of the functional calculus provided by the spectral theorem, and Dx is short-hand for
− i∇x , x ∈ Rn. On suitable symbol classes, there is an asymptotic expansion of the ε-scaled
Moyal product ]ε, which turns the Weyl correspondence into a powerful calculus.

Definition 5 (Order Function) A positive function m : R2n →]0,∞[ is called an order
function, if there exist positive constants C > 0 and N > 0 with

∀ x, y ∈ R2n : m(x) ≤ C 〈x− y〉Nm(y) ,

where 〈x〉 :=
√
1+ |x|2 denotes the Japanese bracket.

The order functions to be used in the following are constant functions and powers of the
Japanese bracket. Also the pointwise product of two order functions is an order function
itself. Following Chapter 7 in [DiSj], we define the function space

S(m) :=
{
a ∈ C∞(R2n,L(Cm)) | ∀α ∈ N2n0 ∃Cα > 0 ∀ x ∈ R2n : |∂αa(x)| ≤ Cαm(x)

}
.

Equipped with the topology, which is induced by the family of semi-norms

‖(∂αa)(·)m−1(·)‖∞ , α ∈ N2n0 ,

the space S(m) is a Fréchet space. For k ∈ R and δ ∈ [0, 1/2] one defines the symbol class

Skδ(m) :=
{
a : R2n×]0, 1] → L(Cm)

∣∣ ∀ε ∈ ]0, 1] : a(· ; ε) ∈ S(m) ,

∀α ∈ N2n0 ∃Cα > 0 ∀(x, ε) ∈ R2n×]0, 1] : |∂αa(x; ε)| ≤ Cαm(x) ε−δ|α|−k
}
.

Formulating the Calderón-Vaillancourt Theorem, we have already met the symbol class
S00(1) of smooth functions, which are bounded together with all their derivatives. The
parameter δ encodes the loss in ε after differentiation. Besides the friendly δ = 0, we will
also encounter the more unpleasant δ = 1/2.

Remark 7 Let k ∈ R, δ ∈ [0, 1/2], and m an order function. For a ∈ Skδ(m), the Weyl
quantized operator a(q,− iε∇q) is a continuous linear map S(Rn,Cm) → S(Rn,Cm) from
Schwartz functions to Schwartz functions, and a continuous linear map S ′(Rn,Cm) →
S ′(Rn,Cm) from temperate distributions to temperate distributions. The Calderón-Vaillan-
court Theorem also extends to symbols in S0δ(1) with δ ∈ [0, 1/2]. That is, for a ∈ S0δ(1) we
have a(q,− iε∇q) ∈ L(L2(Rn,Cm)) and

‖a(q,− iε∇q)‖L(L2(Rn)) ≤ c2n(a) .

For a proof of these remarks see Lemma 7.8 and Theorem 7.11 in [DiSj]. ♦

Definition 6 (Asymptotic Expansion) Let δ ∈ [0, 1/2] and m an order function. For
a ∈ Sk0

δ (m) and a sequence (aj)j∈N with aj ∈ S
kj

δ (m) and kj ↘ −∞ as j ↗ ∞ we define

a ∼

∞∑
j=0

aj in Sk0

δ (m) ,
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if
(
a−

∑N
j=0 aj

)
∈ SkN+1

δ (m) for all N ∈ N0.
The symbols a0 and a1 are called the principal and the subprincipal symbol of a.

With these notions of symbol classes and asymptotic expansions within them, one obtains
well-definedness and in most cases an asymptotic expansion of the Moyal product.

Lemma 5 Let m1 and m2 be order functions.

1. For δ ∈ [0, 1/2], the bilinear map

]ε : S(R2n,L(Cm))× S(R2n,L(Cm)) → S(R2n,L(Cm)) (25)

extends continuously to a map S0δ(m1)× S0δ(m2) → S0δ(m1m2). If δ < 1/2, then

(a1 ]ε a2)(q, p) ∼

∞∑
j=0

1
j!

(( iε
2 (DpDq ′ −DqDp ′)

)j
a1(q, p)a2(q

′, p ′)
) ∣∣∣
q=q ′,p=p ′

(26)
in S0δ(m1m2) for all aj ∈ S00(mj) with j ∈ {1, 2}.

2. For (δ1, δ2) ∈ {(0, 1/2), (1/2, 0)}, the Moyal product (25) extends continuously to
a map

S0δ1
(m1)× S0δ2

(m2) → S01/2(m1m2) ,

and the asymptotic expansion (26) holds in S01/2(m1m2) for all aj ∈ S0δj
(mj) with

j ∈ {1, 2}.

Proof. The first claim is proven in Proposition 7.7 in [DiSj]. Hence, we just have to
deal with the second assertion. It is enough to prove the case (δ1, δ2) = (0, 1/2). By
Proposition 7.6 in [DiSj], the map

exp( iε
2 (DpDq ′ −DqDp ′)) : S(R4n,L(Cm)) → S(R4n,L(Cm))

extends continuously to an operator S01/2(m1⊗m2) → S01/2(m1⊗m2). Thus, we only have
to show the asymptotic expansion. Observing, that every differentiation of a2 produces a
factor ε−1/2, it is clear that

bj := 1
j!

(( iε
2 (DpDq ′ −DqDp ′)

)j
a1(q, p)a2(q

′, p ′)
) ∣∣∣
q=q ′,p=p ′

∈ S
−j/2
1/2 (m1m2) .

Proving that
(
a1]εa2 −

∑N
j=0 bj

)
∈ S−(N+1)/2

1/2 (m1m2), one defines the smooth mapping

E : R → L(S01/2(m1 ⊗m2)) , t 7→ E(t) := exp
( it
2 (DpDq ′ −DqDp ′)

)
.

Taylor expansion of order N around t = 0 gives

E(ε) =

N∑
j=0

εj 1j! (∂jtE)(0) + εN+1 1
N!

∫1
0

(1− t)N (∂N+1
t E)(εt)dt .
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The first summand is nothing else than

N∑
j=0

1
j!

( iε
2 (DpDq ′ −DqDp ′)

)j
,

while the remainder term can be rewritten as

1
N!

∫1
0

(1− t)N
( iε
2 (DpDq ′ −DqDp ′)

)N+1
E(εt)dt .

Since E(εt) preserves the symbol class S01/2(m1 ⊗ m2), and since every differentiation of
a1(q, p)a2(q

′, p ′) produces an extra factor ε−1/2,∫1
0

(1− t)N
( iε
2 (DpDq ′ −DqDp ′)

)N+1
E(εt)a1(q, p)a2(q

′, p ′)dt |q ′=q,p ′=p

is a symbol in S−(N+1)/2
1/2 (m1m2), and we are done. 2

Remark 8 Let δ ∈ [0, 1/2], m1, m2 be order functions, and aj ∈ S0δ(mj) with j ∈ {1, 2}.
Then,

a1(q,− iε∇q) ◦ a2(q,− iε∇q) = (a1]εa2)(q,− iε∇q)

either as mappings on Schwartz functions or as mappings on temperate distributions. A
proof of this claim relies on Lemma 5 and a density argument, see Theorem 7.9 in [DiSj]. ♦

We will not use the asymptotic expansion of Lemma 5 in its full glory, but just with its very
first terms. In the sequel, we will meet with annoying repetition identities like

a1(q,− iε∇q) ◦ a2(q,− iε∇q) = (a1a2)(q,− iε∇q) +O(ε)

for aj ∈ S00(1) with j ∈ {1, 2}, where the big-oh is meant in the space of bounded operators
on L2(Rn,Cm). If we have one of the symbols in S00(1) and the other one in S01/2(1), then
we obtain

a1(q,− iε∇q) ◦ a2(q,− iε∇q) = (a1a2)(q,− iε∇q) +O(
√
ε) .

For scalar-valued symbols aj ∈ S00(1), one approximates the commutator by

[a1(q,− iε∇q), a2(q,− iε∇q)] = − iε {a1, a2} (q,− iε∇q) +O(ε3) , (27)

where

{a1, a2}(q, p) = ∂pa1(q, p)∂qa2(q, p) − ∂qa1(q, p)∂pa2(q, p) , (q, p) ∈ R2n

denotes the Poisson bracket of the two smooth functions a1 and a2. We note, that equa-
tion (27) relies on the vanishing of the commutator [a1, a2] as well as the skew-symmetry
of the Poisson bracket {a1, a2} = −{a2, a1} for scalar-valued symbols aj. The vanishing
of the term involving ε2 and second order derivatives of a1 and a2 is due to the special
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symmetry of Weyl quantization and again the scalar-valuedness of the aj. If one of the
symbols involved is polynomial, then the asymptotic expansion of the Moyal product ter-
minates. Especially for scalar-valued polynomials aj of degree less or equal than two and
semi-classical parameter ε = 1 we have

[a1(q,− i∇q), a2(q,− i∇q)] = − i {a1, a2} (q,− i∇q) ,

which shows a correspondence of the Lie algebra structure on the side of the Weyl quantized
operators and of the symbols. By the Theorem of Groenewold, see for example Theorem 4.59
in [Fo], scalar-valued polynomials of degree two are indeed the largest class of symbols, for
which any quantization procedure can acchieve a correspondence between commutator and
Poisson bracket. Not only with this respect Weyl quantization is optimal. For general
matrix-valued symbols aj ∈ S00(1), we have to accept the less pleasant

[a1(q,− iε∇q), a2(q,− iε∇q)] = [a1, a2] (q,− iε∇q) +O(ε) ,

or if the symbols commute, [a1, a2] = 0 ,

[a1(q,− iε∇q), a2(q,− iε∇q)] = − iε
2 ({a1, a2} − {a2, a1}) (q,− iε∇q) +O(ε2) .

We emphasize at this point, that for matrix-valued functions, the Poisson bracket is no
more skew-symmetric, a fact forbidding the extension of some convenient arguments well-
established in the analyis of scalar Weyl operators to the case of systems. A simple example
for non-skew-symmetry is given by

{a, a} =

(
0 −2

2 0

)
6= 0 for a(q, p) =

(
q p

p −q

)
, (q, p) ∈ R2 .

As an application for the just developed calculus we prove that the solution of our favourite
model problem (1) inherits the property of being localized in phase space from the initial
data.

Proposition 4 (Localized in Phase Space) Let ψε(t) ∈ C(R, L2(R2,C2)) be the so-
lution of the Schrödinger system (1) for a bounded sequence of initial data (ψε0)ε>0
in L2(R2,C2), which is localized in phase space. Then, also (ψε(t))ε>0 is localized in
phase space for all t ∈ R.

Proof. We choose some smooth functions χ ∈ C∞(R2,R) and χ̃ ∈ C∞
c (R4,R) with

χ(p) = 0 for |p| < 1/2 , χ(p) = 1 for |p| > 1 ,

and
χ̃(q, p) = 1 for |(q, p)| < 1/2 , χ̃(q, p) = 0 for |(q, p)| > 1 .

We set χR(p) = χ(p/R) and χ̃N(q, p) = χ̃(q/N, p/N) for N,R > 0. By the Calderón-
Vaillancourt Theorem, the Weyl quantized operators χR(− iε∇q) and χ̃N(q,− iε∇q) are
both bounded operators on L2(R2,C2), and we have χ̃N(q,− iε∇q) → 1 in L(L2(R2,C2))
as N → ∞. The composed operator

CεN,R := χ̃N(q,− iε∇q) ◦ χR(− iε∇q) = (χ̃N ]ε χR)(q,− iε∇q)
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has a symbol χ̃N ]ε χR ∈ S(R4,C), which is a Schwartz function on phase space. Hence,
CεN,R is regularizing, see Remark 4. We want to show that (ψε(t))ε>0 is ε-oscillatory, which
will be acchieved by proving

lim
R→∞ lim sup

ε→0
∫

R2

| χR(− iε∇q)ψε(t, q) |2 dq = 0 .

Since
lim
N→∞

∫
R2

| CεN,Rψ
ε(t, q) |2 dq =

∫
R2

| χR(− iε∇q)ψε(t, q) |2 dq ,

we study wεN,R(t) := CN,Rψ
ε(t). If ψε(t) is the solution of (1) for an initial datum ψε0 ∈

D(Hε), then wεN,R(t) ∈ D(Hε) for all t ∈ R, the mapping t 7→ wεN,R(t) is continuously
differentiable, and we have

iε ∂twεN,R(t) = CεN,RH
εψε(t) .

Moreover, CεN,RH
ε = Hε CεN,R − [Hε, CεN,R] on D(Hε). Denoting the symbols of Hε and

CεN,R by h(q, p) = 1
2 |p|

2 + V(q) and cεN,R(q, p), respectively, we have

h ]ε c
ε
N,R − cεN,R ]ε h = ε

2i ({V, cεN,R} − {cεN,R, V}) .

Hence, by the linearity of V, the commutator Mε
N,R := [Hε, CεN,R] is a bounded operator on

L2(R2,C2), whose norm ‖Mε
N,R‖L ≤ const. ε/R can be bounded independently from N ∈ N.

We rewrite the evolution of wεN,R(t, q) as

iε ∂twεN,R(t) = HεwεN,R(t) +Mε
N,Rψ

ε(t)

and obtain by the symmetry of Hε

d
dt ‖w

ε
N,R(t)‖2L2(R2) ≤ const. ε−1 ‖Mε

N,R‖L(L2(R2)) ‖ψε(t)‖L2(R2) ‖wεN,R(t)‖L2(R2) .

Since (ψε(t))ε>0 is bounded in L2(R2,C2) uniformly for all times t ∈ R, we obtain

‖wεR(t)‖L2(R2) ≤ ‖wεR(0)‖L2(R2) + const. t/R .

Passing to the limits N → ∞, ε → 0, and R → ∞, we get that (ψε(t))ε>0 is ε-oscillatory
for all times t ∈ R. For general initial data ψε0 ∈ L2(R2,C2), one chooses an approximating
sequence (φεn)n∈N in D(Hε) with supε>0 ‖φεn −ψε0‖L2 → 0 n → ∞. Then,

lim
R→∞ lim sup

ε→0 ‖χR(− iε∇q) e− iHε t/εψε0‖L2(R2) ≤ sup
R>0

c4(χR) sup
ε>0

‖φεn −ψε0‖L2(Rn) → 0

as n → ∞. Proving that (ψε(t))ε>0 is compact at infinity, one replaces χR(− iε∇q) by
χR(q) and proceeds analogously. 2

9 Classical Transport

Discussing the local version of Born-Oppenheimer approximation in Section 2.3 of Part A,
we have mentioned that Egorov’s Theorem provides approximate control on the unitary
time evolution. With all the basics of Weyl calculus at hand, we can now formulate this
important theorem and also sketch its proof.
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9.1 Egorov’s Theorem

Theorem 7 (Egorov) Let m be an order function and λ ∼
∑∞
j=0 λj ∈ S00(m) a scalar-

valued symbol with

∂αq ∂
β
p λj ∈ L∞(R2n,C) , α, β ∈ Nn0 , j ∈ N0 , |α| + |β| + j ≥ 2 ,

whose Weyl operator Λε = λ(q,− iε∇q) is an essentially self-adjoint operator acting in
L2(Rn,C). Then, for all scalar-valued a ∈ S00(1) and t ∈ R there exists a scalar-valued
a(t) ∈ S00(m) such that

eiΛε t/ε a(q,− iε∇q) e− iΛε t/ε = a(t)(q,−iε∇q) (28)

and a(t) ∼
∑∞
j=0 aj(t) in S00(m) uniformly on compact time intervals with

a0(t) = a ◦Φt ,

where Φt : R2n → R2n is the flow of the Hamiltonian system

q̇ = ∇p λ0(q, p) , ṗ = −∇q λ0(q, p) .

associated with the principal symbol λ0 of λ.

We refer for a complete proof to Theorem IV.10 in [Ro] and just sketch the basic idea.

Sketch of Proof. On some dense set the left hand side of (28) is continuously differen-
tiable with respect to t. Denoting it by A(t), we obtain the Heisenberg equation

− iε d
dt A(t) = [Λε, A(t)] , A(0) = a(q,− iε∇q) .

Assuming that A(t) = a(t)(q,− iε∇q) for some symbol a(t), the Heisenberg equation means
on the symbol level

− iε d
dt a(t) = λ ]ε a(t) − a(t) ]ε λ , a(0) = a .

Inserting an asymptotic expansion
∑∞
j=0 aj(t) of a(t) and expanding the Moyal product

asymptotically according to Lemma 5, we get for the zeroth order term in ε
d
dt a0(t) = {λ0, a0(t)} , a0(0) = a ,

or equivalently a0(t) = a◦Φt, where global existence of the flow Φt comes from the essential
self-adjointness of λ(q,− iε∇q). In this way one determines order by order equations for
the aj(t) and finally proves, that the such constructed symbol a(t) does the job. 2

9.2 Transport of Wigner Functions and Measures

Egorov’s Theorem has as an immediate corollary an approximate description for the dy-
namics of the Wigner function Wε(ψε(t)) of the solution ψε(t) ∈ C(R, L2(Rn,C)) of

iε∂tψε = Λεψε , ψε(0) = ψε0 , (29)

where (ψε0)ε>0 is a bounded sequence of initial data in L2(Rn,C). For the Hamilton oper-
ator Λε we assume the same properties as in Theorem 7.
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Corollary 2 Let ψε(t) be the solution of (29) and Wε(ψε(t)) its Wigner function.
Then, we have for all t ∈ R and a ∈ S(R2n,C)∫

R2n

(
Wε(ψε(t)) −Wε(ψε0) ◦Φ−t

)
(q, p)a(q, p)dqdp = O(ε)

as ε → 0. On compact time intervals the above approximation holds uniformly in t.

Proof. We have for all scalar-valued a ∈ S00(1) and t ∈ R

〈Wε(ψε(t)), a〉O ′,O =
〈
e− iΛε t/εψε0 , a(q,− iε∇q) e− iΛε t/εψε0

〉
L2(Rn)

=
〈
ψε0 , (a ◦Φt)(q,− iε∇q)ψε0

〉
L2(Rn)

+ ε 〈ψε0 , Rεψε0〉L2(Rn)

with Rε ∈ L(L2(Rn,C)) such that supε>0 ‖Rε‖L(L2) < ∞. Hence,

〈Wε(ψε(t)), a〉O ′,O =
〈
Wε(ψε0), a ◦Φt

〉
O ′,O + O(ε) .

By Lemma 4 we obtain the claimed∫
R2n

Wε(ψε(t))(q, p)a(q, p)dqdp =

∫
R2n

(Wε(ψε0) ◦Φ−t)(q, p)a(q, p)dqdp + O(ε) .

2

The unitary time evolution preserves the L2-norm, that is ‖ψε(t)‖L2(Rn) = ‖ψε0‖L2(Rn)

for all t ∈ R. Hence, the sequence (ψε(t))ε>0 admits Wigner measures µ(t) for every
t ∈ R. However, for different points of time t there might be different subsequences
(Wεk(ψεk(t)))εk>0 weakly converging to the limit points µ(t), even the number of dif-
ferent limit points might differ for different points of time. Thus, a priori the continuity of
the Wigner function

Wε(ψε(t)) ∈ C(R, L2(R2n,C))

does not seem to translate into a continuous time dependance of the Wigner measures µ(t).
However:

Corollary 3 Let (ψε(t))ε>0 be the sequence of solutions of (29). If the sequence of
initial Wigner functions (Wεk(ψεk

0 ))εk>0 converges weakly to a Wigner measure µ0,
then (Wεk(ψεk(t)))εk>0 converges weakly to a Wigner measure µ(t) for all t ∈ R. On
compact time intervals the convergence is uniform. Moreover, for all t ∈ R

µ(t) = µ0 ◦Φ−t ,

and µ(t) ∈ C(R,M+
b (R2n)), where M+

b (R2n) = Cc(R2n,C) ′ denotes the space of positive
bounded Radon measures on R2n equipped with the weak dual topology.

Proof. By Egorov’s Theorem, we have for all t ∈ R and a ∈ S00(1)

〈Wεk(ψεk(t)), a〉O ′,O = 〈Wεk(ψεk

0 ), a(t)〉O ′,O .
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Hence, the left and the right hand side of the preceding equation converge as εk → 0, and
we have

〈µ(t), a〉O ′,O = 〈µ0, a(t)〉O ′,O .

The proof of the uniform convergence on compact time intervals requires an application
of the Arzela-Ascoli Theorem, for which we refer to the proof of Proposition 7 later on.
Corollary 2 immediately implies µ(t) = µ0 ◦Φ−t. Hence, it remains to show the asserted
continuity of t 7→ µ(t). We have for a ∈ Cc(R2n,C) and t, s ∈ R

∣∣ ∫
R2n

a(q, p) (µ(t) − µ(s))(dq,dp)
∣∣ =

∣∣ ∫
R2n

(a ◦Φt − a ◦Φs)(q, p)µ0(dq,dp)
∣∣

≤ µ0(R2n) ‖a ◦Φt − a ◦Φs‖∞ −→ 0

as s → t, since a is uniformly continuous. 2

The single-band operatorsΛε± = ε2

2 ∆
A±

q +E±(q) of our central model problem are essentially
self-adjoint operators with domain C∞

c (R2,C). They have as their principal symbol the
continuous functions λ±0 (q, p) = 1

2 |p|
2 + E±(q) = 1

2 |p|
2 ± |q|, which are smooth away from

the crossing manifold {q = 0}. This lack of smoothness hinders a direct application of
Egorov’s Theorem as formulated above. One has to employ a smooth cut-off around the
crossing manifold to circumvent this problem, see the proof of Proposition 7 in Part C later
on. Nevertheless, we may ask how the scalar-valued Wigner functions of the solutions ψε±(t)

of the two one-band equations (13) with initial data

ψε±(0, q) = ψε0,±(q) := 〈ψε0(q), χ±(q)〉C2

relate to the matrix-valued Wigner function of the solution ψε(t) ∈ C(R, L2(R2,C2)) of
the full model system (1) with initial datum ψε0 ∈ L2(R2,C2). The following Lemma helps
clarifying this question. It proves, that Wigner transformation and projection onto the
eigenspaces commute up to an error of order ε.

Lemma 6 Let (ψε)ε>0 be a bounded sequence in L2(R2,C2). We decompose

ψε(q) = ψε+(q)χ+(q) + ψε−(q)χ−(q) ,

where χ± ∈ C∞(R2,C2) are the smooth eigenvectors defined in (12). Then, there exists
a subsequence (εk)k∈N with εk → 0 as k → ∞, such that for all scalar observables a ∈
C∞

c (R4,C) with supp(a) ∩ {q = 0} = ∅

lim
εk→0

∫
R4

Wεk(ψεk
± )(q, p) a(q, p) dqdp =

lim
εk→0

∫
R4

tr
(
Wεk(ψεk)(q, p) Π±(q) a(q, p) Π±(q)

)
dqdp ,

where Π±(q) = χ±(q)χ±(q)
t
∈ C∞(R2 \ {0},Lsa(C2)) are the eigen projectors of the

linear conical crossing potential V(q).
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Proof. The existence of the sequence (εk)k∈N, such that both limits exist, is obtained by
an application of the Banach-Alaoglu Theorem, Theorem 3.17 in [Ru]. Hence, we just have
to show coincidence of the two limits. We have for ε > 0∫

R4

Wε(ψε±)(q, p) a(q, p) dqdp =
〈
ψε±, a(q,− iε∇q)ψε±

〉
L2(R2)

=
〈
χ± ·ψε, a(q,− iε∇q)χ± ·ψε

〉
L2(R2)

=
〈
ψε, χ± a(q,− iε∇q)χ±

t
ψε
〉
L2(R2)

.

Now, by Weyl calculus

χ±(q)a(q,− iε∇q)χ±(q)
t

=
(
χ± aχ±

t )
(q,− iε∇q) +O(ε) ,

where the O(ε) is meant in the space of bounded operators on L2(R2,C2). Moreover, since
a(q, p) ∈ C is scalar and has support away from the crossing, we have

χ± a χ±
t

= aΠ± = Π± aΠ± ∈ C∞
c (R4,C) .

Hence,

lim
εk→0

∫
R4

Wεk(ψεk
± )(q, p) a(q, p) dqdp

= lim
εk→0

〈
ψεk , χ± a(q,− iεk∇q)χ±

t
ψεk

〉
L2(R2)

= lim
εk→0

〈
ψεk , (Π± aΠ±)(q,− iεk∇q)ψεk

〉
L2(R2)

= lim
εk→0

∫
R4

tr
(
Wεk(ψεk)(q, p) Π±(q) a(q, p) Π±(q)

)
dqdp .

2

Let (ψε0)ε>0 be a bounded sequence in L2(R2,C2) and [0, T ] a compact time interval, in
which the solution ψε(t) = e− iHε t/εψε0 of the model system (1) has phase space support
outside the crossing up to order ε. For such an time interval [0, T ], there exists an open set
U ⊂ R4 with {q = 0} ⊂ U such that∫

R4

Wε(ψε(t))(q, p)a(q, p)dqdp = O(ε) (30)

for all a ∈ C∞
c (R4,L(C2)) with supp(a) ⊂ U.

Adiabatic Decoupling. The local Born-Oppenheimer theory discussed in Section 2.3 to-
gether with Lemma 6 yields for all t ∈ [0, T ]

lim
εk→0

∫
R4

Wεk(ψεk
± (t))(q, p) a(q, p) dqdp =

lim
εk→0

∫
R4

tr
(
Wεk(ψεk(t))(q, p) Π±(q) a(q, p) Π±(q)

)
dqdp

for all a ∈ C∞
c (R4,C) with supp(a) ∩ {q = 0} = ∅. Proposition 7 later on shows, that for

all times t ∈ [0, T ] the same sequence (εk)k∈N can be chosen, and that the above limits are

50



even uniform on [0, T ]. In the language of Wigner measures we have proven the following.
If µ±(t) denotes a Wigner measure of ψε±(t) ∈ L2(R2,C) and µ(t) a Wigner measure of
ψε(t) ∈ L2(R2,C2), then for all t ∈ [0, T ]

µ±(t)(B) = tr(µ(t)Π±)(B)

for all Borel sets B ⊂ R4 with B ∩ {q = 0} = ∅.

Born-Oppenheimer approximation. Since the projectors Π±(q) are rank one projectors,
we can write the diagonal components of the Wigner function Wε(ψε(t)) as

Π±Wε(ψε(t))Π± = tr(Wε(ψε(t))Π±)Π± =: wε±(t)Π± .

We obtain by the preceding discussion, that for time intervals [0, T ], in which ψε(t) has
phase space support outside the crossing {q = 0} up to order ε,∫

R4

(
wε±(t) −wε±(0) ◦Φ−t

±
)
(q, p)a(q, p)dqdp = O(ε) (31)

for all a ∈ C∞
c (R4,C) with supp(a) ∩ {q = 0} = ∅. The flows Φt± : R4 → R4 belong to the

Hamiltonian systems
q̇(t) = p(t) , ṗ(t) = ∓ q(t)

|q(t)| , (32)

which stem from the Hamilton functions λ±0 = 1
2 |p|

2 ± |q|. We have to be aware of the
discontinuity of ∇q λ±0 = ±q/|q| at q = 0 and postpone a more sorrow discussion of the
flows Φt± to the following Section 9.3. We also mention, that Proposition 7 later on provides
an alternative, more contiguous proof of (31). Regardless of its various proofs, the given
approximation motivates the definition of a Born-Oppenheimer function

Wε
BO(t) :=

(
wε+(0) ◦Φ−t

+

)
Π+ +

(
wε−(0) ◦Φ−t

−

)
Π− ∈ L2(R4,L(C2))

for t ∈ R. In this notation, identity (31) is rephrased as follows. For all times t ∈ [0, T ], for
which the phase space support condition (30) is satisfied within the time interval [0, T ], one
has ∫

R4

tr
((
Wε(ψε(t)) −Wε

BO(t)
)
(q, p) a(q, p)

)
dqdp = O(ε) (33)

for all diagonal observables a ∈ C∞
c (R4,L(C2)) with[

a(q, p), V(q)
]

=
[
a(q, p),

(
q1 q2
q2 −q1

)]
= 0

and supp(a) ∩ {q = 0} = ∅. A final, more sloppy variant of formulating the leading order
time-dependent Born-Oppenheimer approximation defines the groups

Lt± : L2(R4,C) → L2(R4,C) , w 7→ w ◦Φ−t
±

and rewrites the approximate dynamics of the diagonal components wε±(t) as(
wε+(t)

wε−(t)

)
≈
(
Lt+ 0

0 Lt−

)
︸ ︷︷ ︸

=: Lt0

(
wε+(0)

wε−(0)

)
. (34)
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Away from the crossing manifold, the group Lt0 gives an approximation to the real dynamics
associated with the Schrödinger system (1) up to an error of order ε. There, we observe
adiabatic decoupling and semi-classical behaviour of the wave function. To overcome the
crossing, we will replace the group Lt0 by an asymptotic semigroup Ltε, which takes the adi-
abatic transfer at the crossing manifold into account. The construction of such a semigroup
Ltε will be the aim of Section 10 in Part C.

9.3 The Model System

The Hamiltonian systems (32) are equivalent to the Newtonian equations

q̈ = −∇q E±(q) , (35)

with central field E±(q) = ±|q|. Trajectories, which never hit the crossing {q = 0}, are
well-defined, even smoothly depending on time. Hence, our first question is to ask for the
set of initial data, which issue the critical trajectories touching the crossing manifold. The
easy answer is given by the conservation of angular momentum for Newtonian motion in a
central field,

∃ t ∈ R : Φt±(q0, p0) ∩ {q = 0} 6= ∅ ⇐⇒ M0 := q0 ∧ p0 = 0

with q∧ p := q⊥ · p = q1p2 − q2p1. The second conserved quantity is the total energy

E±0 := λ±0 (q0, p0) = 1
2 |p0|

2 ± |q0| .

We start by discussing the dynamics for initial data with zero angular momentum.

Lemma 7 (Zero Angular Momentum) Choosing initial data (q0, p0) ∈ R4 \ {0} with
q0 ∧ p0 = 0, we study the solutions of the two Hamiltonian systems (32). Then, the
trajectory associated with the Hamilton function λ+

0 (q, p) = 1
2 |p|

2+ |q| is the first to hit
{q = 0} for a positive time t0 > 0,

t0 = p0 ·ω+

√
|p0|2 + 2|q0| ,

where ω = q0

|q0| for q0 6= 0 and ω = p0

|p0| for q0 = 0. Moreover, we have for t ∈ [0, t0[

q±(t) = ∓ 1
2 t
2ω+ t p0 + q0, p±(t) = ∓ tω+ p0 .

Proof. First, we insert a Taylor expansion of q±(t) into (32) and obtain q±(t)
|q±(t)| →

ω as t → 0+. Since the zero angular momentum is conserved for all times, we rewrite
q±(t) = k±(t)ω and p±(t) = l±(t)ω with k±(t), l±(t) ∈ R, and are left with the differential
equations

k̇ = l , l̇ = ∓ 1 , k(0) = k0 , l(0) = l0 .

Since q±(t) = t p0 + o(t), we have k0 = |q0|. Moreover, l0 = sgn(q0 · p0)|p0| if q0 6= 0 and
l0 = |p0| if q0 = 0. Thus, we have l±(t) = ∓t + l0 and k±(t) = ∓12 t

2 + l0t + k0. The
determinant for the zeros of k±(t) is l20 ± 2k0. We distinct different cases.
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If l20 < 2k0, then only q+(·) hits {q = 0} for some positive time t0 > 0, i. e. for t0 =

l0 + (l20 + 2k0)
1/2.

If l20 = 2k0, then q+(·) hits {q = 0} for some t0 > 0, before q−(·) does so. The hitting time
is given by t0 = l0 + |l0|

√
2.

If l20 > 2k0, then we have to distinguish two cases. If sgn(l0) > 0, then only q+(·) has a
positive hitting time t0, and we get again t0 = l0+ (l20+ 2k0)

1/2. If sgn(l0) < 0, then
the q−(·) also has a positive hitting time s0 = |l0| − (l20 − 2k0)

1/2. However, an easy
calculation gives t0 < s0, and we are done.

2

The preceding proof contains the following observation concerning trajectories of (32) with
Hamiltonian function λ−

0 (q, p) = 1
2 |p|

2 − |q|.

Remark 9 The trajectory of (32) with Hamilton function λ−
0 (q, p) = 1

2 |p|
2− |q| and initial

datum q−(0) = 0, p−(0) = p0 6= 0 is given for positive times t > 0 by

q−(t) =

(
t2

2|p0|
+ t

)
p0 , p−(t) =

(
t

|p0|
+ 1

)
p0 .

This trajectory does not hit {q = 0} for times t > 0 and goes off to infinity, |q−(t)| → ∞ as
t → ∞. ♦

By the proof of Lemma 7, we can also explicitly derive the recurrent hitting times of the
trajectories associated with λ+

0 (q, p) = 1
2 |p|

2 + |q|.

Remark 10 The trajectory of (32) with Hamilton function λ+
0 (q, p) = 1

2 |p|
2+ |q| and initial

datum q+(0) = q0 6= 0, p+(0) = p0 with q0 ∧ p0 = 0 hits the crossing manifold {q = 0}

recurrently for positive times tj > 0,

tj = p0 ·ω+ (2 j+ 1)L , j ∈ N0 ,

with ω = q0

|q0| and L =
√

|p0|2 + 2|q0|. For times t ∈ ]tj, tj+1[, j ∈ N0, we have

q+(t) = (−1)j
(
1
2 (t− tj)

2 − L(t− tj)
)
ω, p+(t) = (−1)j (t− tj − L)ω.

This explicit formulae show p+(tj) = (−1)j+1 Lω 6= 0 for all j ∈ N0, a change of direction
for q+(·) at the crossing {q = 0}, and boundedness of the motion, that is |q+(t)| ≤ L2/2 for
all t > 0. ♦

Summarizing, we have seen that trajectories (q±(·), p±(·)) passing through the crossing
at some positive time t∗ > 0 are well-defined and have a unique continuous continuation
through the crossing, as long as p±(t∗) 6= 0. Hence, the only point in phase space prohibiting
a straightforward definition of the Hamiltonian flows Φt± is the origin (0, 0) ∈ R4. Denoting
the zero-energy shells by (λ±0 )−1(0) := {(q, p) ∈ R4 | λ±0 (q, p) = 0}, we have (λ+

0 )−1(0) =

{(0, 0)} and define for t ∈ R
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Φt+(q0, p0) = (q+(t), p+(t)) for (q0, p0) 6∈ (λ+
0 )−1(0) ,

Φt+(q0, p0) = (q0, p0) for (q0, p0) ∈ (λ+
0 )−1(0) .

The mapping R4 → R4, (q, p) 7→ Φt+(q, p) is continuous for all t ∈ R. For the minus-
flowΦt− , the definition is less elegant. Denoting the hypersurface of zero angular momentum
by

I =
{
(q, p) ∈ R4 | q∧ p = 0

}
,

we set for t ∈ R

Φt−(q0, p0) = (q−(t), p−(t)) for (q0, p0) 6∈ (λ−
0 )−1(0) ∩ I ,

Φt−(q0, p0) = (q0, p0) for (q0, p0) ∈ (λ−
0 )−1(0) ∩ I .

The thus defined mapping (q, p) 7→ Φt−(q, p) is continuous only outside the codimension
two set (λ−

0 )−1(0) ∩ I =
{
(q, p) ∈ R4 | q = ± |p|

2 p
}
. However, both flows {Φt±(q, p)}t∈R

form a group for all (q, p) ∈ R4. Before turning to a more thorough study of the dynamics
with non-zero angular momentum, we whish to draw the reader’s attention to Figure 6,
which anticipatingly discusses the implications of the zero angular momentum case for the
approximate dynamics of the Schrödinger system (1). Propagating initial data (q0, p0)

with non-zero M0 = q0 ∧ p0 6= 0, we switch to polar coordinates q = r(cosϕ, sinϕ) with
(r,ϕ) ∈ [0,∞[×[0, 2π[ and rewrite the Newtonian equation (35) as

ṙ2 = 2
(
E±0 − V±(r)

)
, ϕ̇ = M0 r

−2 , (36)

where
V±(r) := ± r+ 1

2M
2
0 r

−2

is the effective potential energy, see Chapter 2.8 in [Ar]. We have for the solutions r±(t) of
the radial part of (36)

∀ t ∈ R : V±(r±(t)) ≤ E±0 .

Therefore, we look for the r ≥ 0 with

P±(r) := ∓2 r3 + 2 E±0 r
2 −M2

0 ≥ 0 .

The discriminants D± of the cubic polynomials P± are given by

D± = − 1
729 (E±0 )6 + 1

4

(
∓ 2
27 (E

±
0 )3 ± 1

2M
2
0

)2
= 1

2M
2
0

(
1
8M

2
0 − 1

27 (E±0 )3
)
.

First, we concentrate on the dynamics associated with the upper electronic level and discuss
the polynomial P+(r) = −2 r3 + 2 E+

0 r
2 − M2

0, which is monotonously increasing for r ∈
]0, 2 E+

0 /3[ and monotonously decreasing outside this interval. If we write p0 = kq0/|q0| +

l q⊥0 /|q0| with k, l ∈ R, then l = M0/|q0| and E+
0 = 1

2 k
2 + 1

2 (M0/|q0|)
2 + |q0|. The

function s 7→ e(s) = 1
2 k

2 + 1
2 (M0/s)

2 + s attains its minimum for s = M
2/3
0 . Thus,

E+
0 ≥ e(M

2/3
0 ) ≥ 3

2M
2/3
0 , and we always have D+ ≤ 0.
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Figure 6: We anticipate what the preceding discussion of the classical dynamics means for
a zeroth order approximation in ε of the Wigner functions wε±(t) introduced in Section 9.2.
We assume wε−(0) = 0 and consider a point (q0, p0) ∈ supp(wε+(0)) with q0 ∧ p0 = 0 and
q0 6= 0. The q-component of the trajectory (q+(·), p+(·)) for this initial datum runs along
the straight line given by ω = q0/|q0|. It hits {q = 0} at time t = t0 for the first time,
propagating a part of wε+ into the crossing and initiating a non-adiabatic transition onto
the lower electronic level. A trajectory (q−(·), p−(·)) starts off into the opposite direction,
with which the trajectory (q+(·), p+(·)) has entered the crossing, and carries some part of
wε− off to infinity. The trajectory (q+(·), p+(·)) hits {q = 0} again at time t = t1, and
initiates another non-adiabatic transfer onto the lower level, and so on. Thus, we have
bounded oscillations for wε+ and recurrent creation of parts of wε−, which eventually go off
to infinity. We become more precise in Part C, where we also provide the Landau-Zener
formula encoding the correct rate of non-adiabatic transfer and encorporate the trajectories,
which just come close by the crossing.
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Lemma 8 (Upper Electronic Level) The Newtonian equation of motion

q̈(t) = −
q(t)
|q(t)| , q(0) = q0 , q̇(0) = p0

with initial datum (q0, p0) ∈ R4 of non-zero angular momentum M0 = q0∧p0 6= 0 has
two different types of solution.

1. Circular motion: If 27M2
0 = 8 (E+

0 )3 with E+
0 = 1

2 |p0|
2+|q0|, then the orbit is a circle

with radius R0 = 2 E+
0 /3, which is revolved with constant angular velocity

√
1/R0.

2. Oscillations in an annulus: If 27M2
0 < 8 (E+

0 )3, then there exist R1, R3 > 0 with
R3 < 2E+

0 /3 < R1 < E+
0 such that the solution stays inside the non-degenerate

annulus {q ∈ R2 | R3 ≤ |q| ≤ R1}. The radial motion is periodic, while the angular
motion varies monotonously.

Proof. We start with the case D+ = 0, that is 27M2
0 = 8 (E+

0 )3. Then, the polynomial
P+(r) has a repeated real root b ∈ R. Factorizing P+(r) = −2 (r − a)(r − b)2, we get
2ab2 = −M2

0 and a + 2b = E+
0 > 0. Therefore, a < 0 < b, and by the monotonicity

properties of P+(r), b = 2 E+
0 /3. Thus, R0 = 2 E+

0 /3 is the only positive r > 0 with
P+(r) ≥ 0, and the orbit of the Newtonian equation’s solution is a circle with radius R0,
which is revolved with constant angular velocity

√
1/R0. In the second case D+ < 0, the

polynomial P+(r) has the three simple real roots

Rk = 2
3 E

+
0 cos(γ+ (k− 1)2π3 ) + 1

3 E
+
0 , k = 1, 2, 3

with γ = 1
3 arccos(1 − 27

4 M
2
0 (E+

0 )−3). Since E+
0 > 0 is positive and γ ∈]0, π/3[, we have

R2 < 0 < R3 < 2E
+
0 /3 < R1 < E

+
0 , and the solution’s radius |q(t)| = r(t) stays in [R3, R1]

for all times t ∈ R. For times tj with r(tj) = Rj, j ∈ {1, 3}, the radial velocity equals zero
and changes sign, since r̈(tj) = −( d

drV
+)(Rj) = 1

2 ( d
drP

+)(Rj)R
−2
j 6= 0. The radial period is

given by

2

∫R1

R3

x dx√
P+(x)

< ∞ ,

while the monotonicity of the angular variable ϕ follows from ϕ̇ = M0 r
−2. 2

Remark 11 From Lemma 8 we immediately deduce, that the closed circular orbits of the
Hamiltonian flow Φt+ are in exact correspondence with the submanifold

Scl =
{
(q, p) ∈ R4 | q · p = 0 , |q| = |p|2

}
.

♦

Looking for other periodic orbits than the circles, which are revolvd with constant angular
velocity, we study the angle between successive pericenters (minimal distance to the origin)
and apocenters (maximal distance to the origin),

Φ = M0

∫R1

R3

dx
x
√
P+(x)

.
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To analyse this elliptic integral we write P+(x) as a product of sums of squares, see Chap-
ter 22.7 in [WhWa]. The ansatz is P+(x) = S1(x)S2(x) with S1(x) = −2(x − R1) and
S2(x) = (x − R2)(x − R3), where the roots Rj have been given explicitly in the proof of
Lemma 8. Now, we are looking for λ ∈ R, such that the polynomial S1(x) − λS2(x) has a
repeated root. This is the case, if

(λ (R2 + R3) − 2)2 + 4λ (2R1 − λR2 R3) = 0 ,

that is, if

λ1,2 = −
3 (cosγ±w(γ))

E+
0 sin2 γ

,

where
w(γ) =

√
1− 4

3 sin2 γ ∈ ]0, 1[ .

By construction of λ1,2, there exist α,β ∈ R such that

S1(x) − λ1 S2(x) = − λ1 (x− α)2 , S1(x) − λ2 S2(x) = − λ2 (x− β)2 .

Using Matlab’s symbolic toolbox once more, we obtain

α ,β = 1
3 E

+
0 (2 cosγ+ 1∓ 3w(γ)) .

We get the desired factorization

P+(x) =
∏
j=1,2

(
Aj (x− α)2 + Bj (x− β)2

)
with A1, B1 = ∓(2 E+

0 w(γ))−1 and A2, B2 = ± (4 cosγ − 1)/(6w(γ)) + 1
2 . Now, we put

hands on Φ itself. If we define f(x) = x−α
x−β and substitute t = f(x), then

Φ =
M0

β(β− α)

∫1
z

(t+ 1)dt

(t+ α
β )
√∏

j=1,2(Aj t
2 + Bj)

with z = −f(R3) ∈ R. Multiplying with t− α
β , we get

Φ =
M0

β(β− α)

∫1
z

(t2 − α
β )dt

(t2 − α2

β2 )
√∏

j=1,2(Aj t
2 + Bj)

+
M0

β2

∫1
z

tdt

(t2 − α2

β2 )
√∏

j=1,2(Aj t
2 + Bj)

=
M0

β(β− α)

∫1
z

dt√∏
j=1,2(Aj t

2 + Bj)

+
M0

αβ

∫1
z

dt

(1−Nt2)
√∏

j=1,2(Aj t
2 + Bj)

+
M0

2β2

∫1
z2

dt

(t− 1
N )
√∏

j=1,2(Aj t+ Bj)
,
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where N = β2

α2 . Using 1/N = 1− 1/A2 for the third summand, we finally have

Φ =
M0

β
√
B1 B2

(
F(1, k) − F(z, k)

β− α
+
1

α
(Π(1,N, k) − Π(z,N, k))

)
+
M0

2β2

√
A2

A1

(
1−

1

A2 z2 + B2

)
,

with k =
√

−A2/B2. F(·, k) and Π(·,N, k) denote the elliptic integral of the first and third
kind, respectively,

F(x, k) =

∫x
0

dt√
(1− t2)(1− k2 t2)

,

Π(x,N, k) =

∫x
0

dt
(1−Nt2)

√
(1− t2)(1− k2 t2)

.

The preceding calculation shold have erased any hope to obtain additional meaningful in-
formation on the classical dynamics associated with the upper electronic level.

Lemma 9 (Lower Electronic Level) The solution of the Newtonian equation of mo-
tion

q̈(t) =
q(t)
|q(t)| , q(0) = q0 , q̇(0) = p0

with initial datum (q0, p0) ∈ R4 of non-zero angular momentum M0 = q0 ∧ p0 6= 0

satisfies for all times t ∈ R
| q(t) | ≥ r∗ ,

where r∗ > 0 is the unique positive root of the polynomial P−(r) = 2 r3 + 2 E−
0 r
2 −M2

0

with E−
0 = 1

2 |p0|
2 − |q0|. Moreover, |q(t)| → ∞ as t → ±∞.

Proof. The polynomial P−(r) decreases monotonously inbetween zero and −2 E−
0 /3 and

increases monotonously outside this interval. If E−
0 ≤ 0, then the discriminant D− =

1
2M

2
0

(
1
8M

2
0 − 1

27 (E−
0 )3
)
> 0 is positive. We have roots a ∈ R and c ∈ C \ R with P−(r) =

2 (r−a)(r−c)(r−c). Since −2a |c|2 = −M2
0, we have a > 0. Moreover, 2 (aRe(c)+|c|2) = 0,

which gives Re(c) < 0. Since −2(a + Re(c)) = 2 E−
0 , we also have a = −E−

0 − Re(c) >
−2 E−

0 /3. Thus, P−(r) is monotonically increasing around a, and P−(r) ≥ 0 if and only if
r ≥ a. Next, we assume E−

0 > 0. We factorize P−(r) = 2(r− a)(r− b1)(r− b2) with a ∈ R
and b1, b2 ∈ C. If b1 = b2 ∈ C \ R, then a > 0, and P−(r) ≥ 0 if and only if r ≥ a. If
b1, b2 ∈ R, b1 6= b2, then P−(r) has three real simple roots, exactly one of them being
positive. Thus, without loss of generality a > 0, and the only positive r with P−(r) ≥ 0 are
the r with r ≥ a. If b1 = b2 ∈ R, then b1 = −2 E−

0 /3, and the only positive r with p(r) ≥ 0
are again the r with r ≥ a. Therefore, independently from the energy’s or determinant’s
sign, the Newtonian motion stays outside the disc, whose radius r∗ is the the only positive
root of P−(r). If D− = 0, that is if 27M2

0 = 8 (E−
0 )3, then r∗ = E−

0 /3. If D− < 0, then

r∗ = 2
3 E

−
0 cos

(
1
3 arccos(274 M

2
0 (E−

0 )3 − 1)
)

− 1
3 E

−
0 ,
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which lies in the interval ]0, E−
0 /3[. If D− > 0, then r∗ = u + (E−

0 )2/(9u) with u =

(14M
2
0 − 1

27 (E
−
0 )3 +

√
D−)1/3. Since the function u 7→ u+ (E−

0 )2/(9u) attains its minimum
for u = E−

0 /3, we have r∗ > E−
0 /3. If r0 = r(0), then for all R > r∗ the integral∫R

r0

x dx√
P−(x)

< ∞
exists and is finite. Hence, every R > r∗ can be reached within finite time, and we have
r(t) → ∞ as t → ∞. 2

Summarizing all the preceding details, we have seen different types of classical motion for the
two Newtonian equations (35). Related to the upper electronic level E+, there is constraint
motion. Especially, there exist periodic orbits, which are circles revolved with constant
angular velocity. For the lower electronic level E−, the motion is unbounded.
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Part C

An Asymptotic Semigroup
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10 Propagation Near the Crossing

It is expected, that near the crossing the solution ψε(t) = e− iHε t/εψε0 of our model sys-
tem (1) exhibits leadig order non-adiabatic transitions between the subspaces RanΠ+ and
RanΠ− for a large class of initial data ψε0 ∈ L2(R2,C2). It is our goal now to modify
the transport equation (34) associated with the group Lt0 by taking transfer between the
diagonal components (wε+(t), wε−(t)) of the Wigner function into account.

Following an observation by L. Nédélec [Ne], we will show in Section 15 of Part D, that our
model Hamiltonian Hε = −ε

2

2 ∆q + V(q) is unitarily equivalent to the semi-classical Weyl
quantization of

1
2 |p|

2 + |p|−1
(
q · p q∧ p

q∧ p −q · p

)
. (37)

The symbol in (37) carries two key signatures of the classical dynamics studied in the
previous section: the angular momentum q ∧ p, which is preserved by the Hamiltonian
flows Φt±, and the function q · p, which characterizes the hypersurface

S =
{
(q, p) ∈ R4 | q · p = 0

}
containing the points in phase space, at which the classical trajectories attain their minimal
distance to the crossing manifold {q = 0}, cf. Figure 7.

Figure 7: We see the projections of three neighboring trajectories (q(t), p(t)) onto config-
uration space R2q. The crossing manifold {q = 0} is therefore projected onto the origin. The
trajectories attain their minimal distance to the crossing at the time t∗ when q(t∗)·p(t∗) = 0.
The points in phase space where q · p = 0 build up the jump manifold S.

The underlying heuristic picture for the dynamics near the crossing is to replace (q, p)

in (37) by classical trajectories (q(t), p(t)) related to the classical flows Φt± and to solve the
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purely time-adiabatic problem

iε∂tφ(t) = |p(t)|−1
(
q(t) · p(t) q(t) ∧ p(t)

q(t) ∧ p(t) −q(t) · p(t)

)
φ(t) , φ(t) ∈ C2 . (38)

Since the leading order transitions happen only in the region where a trajectory has minimal
distance to the crossing, we linearize the flows around S. The linearizations of the classical
flows Φt± at a point (q∗, p∗) ∈ S are

q±(t) = q∗ + t p∗ +O(t2) and p±(t) = p∗ ∓ t q∗/|q∗| +O(t2) . (39)

The system (38) becomes

i ε
|p∗|︸︷︷︸
=: ε̃

∂tφ(t) =

(
t q∗∧p∗

|p∗|2
q∗∧p∗
|p∗|2

−t

)
φ(t) =:

(
t δ

δ −t

)
φ(t) , (40)

where we used that |q∗|/|p∗|
2 � 1 near the crossing. We note, that the purely time-

dependent system (40) does not depend on whether we employ Φt+ or Φt− for its formal
derivation. However, (40) is nothing but the famous Landau-Zener problem. The time-
dependent matrix

Hδ(t) :=

(
t δ

δ −t

)
has the eigenvalues ±

√
t2 + δ2, which attain their minimal distance 2δ for t = 0. Already

in 1932, C. Zener [Ze] considers the ordinary differential system (40) for initial conditions
of the form

φ(−∞) = φ+(−∞) e+(−∞) , |φ+(−∞)| = 1 ,

where e±(·) ∈ C∞(R,C2) denote smooth eigenfunctions of the matrix Hδ(·). He derives a
Weber equation and obtains by its asymptotic analysis, that the large time behaviour of the
solution φ(t) is given as

φ(∞) = φ+(∞) e+(∞) + φ−(∞) e−(∞)

with
|φ−(∞)|2 + |φ+(∞)|2 = 1 , |φ−(∞)|2 = exp

(
− π δ2/ ε̃

)
=: Pε̃δ .

Due to the problem’s symmetry, the same transition rate Pε̃δ also applies, when only the
lower level is occupied for t → −∞ . Summarizing, for initial data of the form(

|φ+(−∞)|2

|φ−(−∞)|2

)
=

(
1

0

)
or

(
|φ+(−∞)|2

|φ−(−∞)|2

)
=

(
0

1

)
the non-adiabatic transitions for the solution φ(t) of (40) can be expressed as(

|φ+(∞)|2

|φ−(∞)|2

)
=

(
1− Pε̃δ Pε̃δ
Pε̃δ 1− Pε̃δ

)(
|φ+(−∞)|2

|φ−(−∞)|2

)
,
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and we see, that for the ordinary differential problem the probability of a non-adiabatic
transition Pε̃δ = exp(−π δ / ε̃) is the larger the smaller the minimal gap δ and the smaller the
smaller the adiabatic parameter ε̃. While C. Zener has studied the special linear prob-
lem (40), it is L. Landau’s work on non-adiabatic transitions induced by atomic colli-
sions [La], which has given the transition probability Pε̃δ the name Landau-Zener formula.
For more information on purely time-dependent Landau-Zener type problems we refer to
the review [JoPf]. Re-identifying the parameters δ = |p∗|

−2 q∗ ∧ p∗ and ε̃ = |p∗|
−1ε, the

rate Pε̃δ reads in the conical crossing setting as

Tε(q∗, p∗) := exp

(
−
π

ε

(q∗ ∧ p∗)
2

|p∗|3

)
= exp

(
−
π

ε

|q∗|
2

|p∗|

)
. (41)

Here, the transition probability Tε(q∗, p∗) depends on three factors: the angular momen-
tum q∗ ∧ p∗, the momentum strength |p∗|, and the semi-classical parameter ε. Clearly, the
transition rate Tε(q∗, p∗) is the larger the smaller the angular momentum q∗∧p∗, the larger
the momentum strength |p∗|, and the larger the semi-classical parameter ε.

Trajectories with |p∗| of order one and q∗ ∧ p∗ of order
√
ε

induce leading order non-adiabatic transitions.

It is the goal of the subsequent analysis to show, that the heuristic picture of classical
transport in combination with the transition probability (41) yields a correct description of
the leading order dynamics.

Remark 12 The heuristic argument yielding the Landau-Zener formula (41) also applies
to the generic potential discussed in Section 3.1 of Part A

V(q) =

(
a · q b · q
b · q −a · q

)
.

If we denote by M = (at, bt) the 2× 2-matrix with row vectors at, bt ∈ R2, then the jump
manifold is given by {(q, p) ∈ R4 | Mq ·Mp = 0}, and the transition probability reads as

Tε(q∗, p∗) = exp
(

−
π

ε

(Mq∗ ∧Mp∗)
2

|Mp∗|3

)
.

♦

11 A Markov Process

To incorporate the ε-dependent transition probability (41) into the transport of the Wigner
function, we first append to phase space a label j ∈ {−1, 1} indicating, whether the descrip-
tion refers to RanΠ− or RanΠ+. We define a family of random trajectories

J (q,p,j)
ε : [0,∞) → R4 × {−1, 1} ,
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where J (q,p,j)
ε (t) = (Φtj (q, p), j) as long as qj(t) · pj(t) 6= 0. Whenever the deterministic

flow Φtj (q, p) hits the manifold S = {(q, p) ∈ R4 | q · p = 0} a jump occurs with probability
Tε(q, p), i.e. j changes to −j with probability Tε(q, p). After the jump the trajectory
follows again the deterministic flow depending on j until the trajectory hits again S. At
the jump hypersurface S, the trajectories are chosen right continuous. On the submanifold
Scl = {(q, p) ∈ S | |p|2 = |q|} of closed circular orbits of Φt+ the trajectories do not jump.

Remark 13 In each finite time interval [0, T ] ⊂ [0,∞[ each path (q, p, j) → J (q,p,j)
ε (t) has

only a finite number of jumps and remains in a bounded region of phase space. Moreover,
the paths (q, p, j) → J (q,p,j)

ε (t) are smooth away from S, i.e. on (R4 \ S)× {−1, 1}. ♦

The random trajectories J (q,p,j)
ε define a Markov process{
X(q,p,j)
ε | (q, p, j) ∈ R4 × {−1, 1}

}
on R4× {−1, 1}, see for example III-§1 in [Dy]. This Markov process combines deterministic
transport on the energy levels with jumps inbetween them according to the Landau-Zener
rate, whenever a trajectory attains its minimal distance. Since the trajectories J (q,p,j)

ε (t)

are defined for all t ∈ [0,∞[ the process is non-terminating.

Remark 14 We emphasize, that the underlying physics is of course not one of instanta-
neously jumping particles. Indeed, for the purely time-dependent problem (40) it is known
that the non-adiabatic transition occurs smoothly within an

√
ε-neighborhood of t = 0, see

[HaJo, BeTe]. ♦

The transition function Pε((q, p, j) ; t, Γ) of the Markov process gives the probability of being
at time t ≥ 0 in the measurable set Γ ⊂ R4×{−1, 1} having started in the state (q, p, j). With
the transition function one associates a backwards and a forwards semigroup, which act on
function spaces respectively spaces of set functions, see II-§1 in [Dy] or Chapter I in [Li].
The backwards semigroup Ltε acting on bounded measurable functions f : R4 × {−1, 1} → C
is defined via

(Ltε f)(q, p, j) := E(q,p,j)
ε f(J (q,p,j)

ε (t) ) =

∫
R4×{−1,1}

f(x, ξ, k) Pε((q, p, j); t,d(x, ξ, k)) .

For our purposes, it will be enough to work with functions, which are continuous away from
the jump manifold S and satisfy a suitable inflow and outflow condition at S.

Definition 7 A compactly supported function f ∈ Cc((R4 \ S)× {−1, 1},C) belongs to the
space C, if it satisfies the following boundary conditions at (S \ Scl)× {−1, 1} :

lim
δ→+0

f(q− δp, p+ δjq/|q|, j) = Tε(q, p) lim
δ→+0

f(q+ δp, p+ δjq/|q|,−j)

= Tε(q, p) f(q, p,−j)

and

lim
δ→+0

f(q− δp, p+ δjq/|q|, j) = (1− Tε(q, p)) lim
δ→+0

f(q+ δp, p− δjq/|q|, j)

= (1− Tε(q, p)) f(q, p, j) .
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Remark 15 The limits in the preceding definition are taken along the linearization of the
unique trajectory of the Hamiltonian system (32) passing through a point in S \ Scl before
respectively after hitting the jump manifold S, see also (39). ♦

By construction of the function space C, the semigroup Ltε leaves C invariant, that is

Ltε : C → C , t ∈ [0,∞[ .

We write continuous matrix-valued functions a ∈ Cc(R4 \ S,L(C2)) as

a = a+Π+ + a−Π− + Π+aΠ− + Π−aΠ+

with a± := tr(aΠ±). We denote by Cdiag the space of functions a ∈ Cc(R4 \ S,L(C2)) such
that a = a+Π+ + a−Π− with a+, a− ∈ C, and set for a ∈ Cdiag

Ltε,±a :=
(
Ltε(a+, a−)

)±
, Ltεa :=

(
Ltε,+a

)
Π+ +

(
Ltε,−a

)
Π− .

With this definition the semigroup Ltε acts invariantly on Cdiag, and we can now define its
action on Wigner functions by duality.

Definition 8 Let Wε(ψ) be the Wigner function of some wave function ψ ∈ L2(R2,C2).
We define LtεWε(ψ) as the linear functional

LtεWε(ψ) : Cdiag → C , a 7→ ∫
R4

tr
(
Wε(ψ)(q, p)

(
Ltεa

)
(q, p)

)
dqdp .

Since the Wigner functionWε(ψ) ∈ C0(R4,L(C2)) is continuous and Ltεa ∈ Cdiag, we clearly
have LtεWε(ψ) ∈ C(R4 \ S,L(C2)). Moreover, S ⊂ R4 has zero Lebesgue measure. Hence,

LtεWε(ψ) ∈ L1loc(R4,L(C2)) .

Analogously to the Born-Oppenheimer function Wε
BO(t) defined in Section 9.2 of Part B,

we name
Wε

LZ(t) := LtεWε(ψ0) ∈ L1loc(R4,L(C2)) , t ∈ [0,∞[

the Landau-Zener function of an initial datum ψ0 ∈ L2(R2,C2). The function Wε
LZ(t) in-

corporates classical transport and ε-dependent non-adiabatic transitions at the jump man-
ifold S. Clearly, the semigroup Ltε and consequently Wε

LZ(t) do not correctly resolve the
dynamics directly at the jump manifold S, but give an approximate description of the total
non-adiabatic transfer, when the solution has passed by. Hence, the Landau-Zener function
Wε

LZ(t) can only be a sensible approximation to the true Wigner function Wε(ψε(t)) away
from S. Therefore we restrict ourselves to test functions supported away from S and we also
have to assume that the initial data have negligible mass near the jump manifold S.

Definition 9 (Negligible Mass) A sequence of wave functions (ψε)ε>0 in L2(R2,C2) is
said to have negligible mass near the jump manifold S, if there exists δ > 0 such that

lim
ε→0

∫
Sδ

|Wε(ψε0)(q, p)| dqdp = 0

with Sδ = {(q, p) ∈ R4 | |q · p| ≤ δ} the closed δ-tube around S.
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Initial data with negligible mass near S are, for example, associated with semi-classical
Gaussians (gε)ε>0 or WKB type functions (ωε)ε>0 as defined in (2) respectively (23). The
center (q0, p0) ∈ R4 of the Gaussians must not lie not on S, that is q0 · p0 6= 0. For points
q ∈ supp(a) in the support of the WKB function’s amplitude one needs q · ∇f(q) 6= 0.

Though incorporating non-adiabatic transitions, the semigroup Ltε still gives a semi-classical
description of the dynamics. Hence, we do not obtain information about the off-diagonal
terms of the Wigner function, which are highly oscillatory and vanish when averaged over
time, see Lemma 11 later on. By choosing observables, which are diagonal with respect to the
potential V(q), we conveniently suppress the uncontrolled off-diagonal parts of Wε(ψε(t)).
This restriction to the diagonal components, however, prohibits the resolution of possible
interferences between parts of the wave function originating from different levels. Such
interferences might occur if classical trajectories arrive with the same momentum at the
same time at the jump manifold on the upper and the lower band. A simple condition
ruling out such a scenario is the choice of initial data just associated with RanΠ+, that is
ψε0(q) = ψε0,+(q)χ+(q) with ψε0,+ ∈ L2(R2,C). In this case, all trajectories associated with
the flow Φt− originate from trajectories of the flow Φt+ having passed the jump manifold S.
Since such trajectories (q−(t), p−(t)) do not come back to S, there are no interferences.

The last issue to be addressed before formulating the theorem for the Landau-Zener func-
tion Wε

LZ(t) is rather technical and will impose cumbersome analysis on us in the following.
Since we must allow for ε-dependent initial data, we have to make sure that the family of
initial wave functions (ψε0)ε>0 behaves properly as ε → 0. It turns out that the appropriate
condition is that the sequence of two-scale Wigner functionals (Wε

2(ψ
ε
0))ε>0 converges to

a two-scale Wigner measure ρ0. We postpone the definition and discussion of two-scale
Wigner functionals and measures to the following Section 12. However, we note that this
assumption is satisfied by all standard families of initial wave functions (ψε0)ε>0 like semi-
classical Gaussians or WKB states and also by initial conditions not depending on ε at
all. Moreover, the assumption can be dropped completely, if one is willing to work with
subsequences of the initial sequence (ψε0)ε>0.

Theorem 8 (L. & Teufel) Let (ψε0)ε>0 be a bounded sequence in L2(R2,C2) associ-
ated with RanΠ+, that is with wε−(ψε0) = 0, with negligible mass near the jump mani-
fold S. Assume that the sequence of two-scale Wigner functionals (Wε

2(ψ
ε
0))ε>0 has a

weak*-limit ρ0 as to be defined in Definition 11 later on.

Then, for all T > 0 the solution ψε(t) of the Schrödinger equation (1) with initial data
ψε(0) = ψε0 satisfies

lim
ε→0 sup

t∈[0,T ]

∫
R4

tr
((
Wε(ψε(t)) −Wε

LZ(t)
)
(q, p)a(q, p)

)
dqdp = 0 (42)

for all a ∈ C∞
c (R4,L(C2)) with supp(a) ⊂ R4 \ S and [a(q, p), V(q)] = 0 for (q, p) ∈ R4.

The proof of Theorem 8 will be given in Section 13. Before starting the preparations for this
undertaking, we emphasize that Theorem 8 extends the Born-Oppenheimer approximation
in a non-trivial way. The transition probabilities Tε(q, p) incorporated into the semigroup
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Ltε result in leading order non-adiabatic transitions for a large class of initial data. All initial
wave functions with phase space support in an

√
ε-neighborhood of the hypersurface of zero

angular momentum {(q, p) ∈ R4 | q∧ p = 0} exhibit order one transitions.

12 Two-Scale Wigner Functionals and Measures

In this section we provide a self-contained discussion of the necessary two-scale analysis re-
quired for the proof of Theorem 8. Two-scale Wigner measures are measures on an extended
phase space R2d × Rη, using the extra variable η ∈ R to resolve concentration effects on
certain submanifolds of phase space on the coarser scale

√
ε. They have been introduced

by C. Fermanian-Kammerer [Fe] and L. Miller [Mil] for the analysis of propagation through
shock hypersurfaces and sharp interfaces. In this section, we review and extend a number of
notions and results from [FeGe1], which we then will use in the proof of Theorem 8. In par-
ticular, we pursuit three issues. Firstly, we present a self-contained construction of two-scale
measures, which just relies on the Calderón-Vaillancourt Theorem and a two-scale version
of the sharp Gårding inequality. Secondly, the two-scale Wigner measures used in [FeGe1]
are measures on an extended phase space of space-time T∗(Rt × R2q)× Rη = R7. Here, we
provide a detailed discussion of the necessary tools to incorporate their Landau-Zener type
formula into a description, which is pointwise in time. Thirdly, the space of observables
used in [FeGe1] consists of functions, which are constant for large values of the additional
coordinate η. That space is not invariant under multiplication by the two-scale transition
rate exp(−πη2/|p|3), and we have to enlarge the space of admissible observables to obtain
a well-defined description of the dynamics by means of a semigroup.

12.1 Two-Scale Wigner Functionals

We want to analyze concentration effects with respect to a submanifold in phase space

Ig :=
{
(q, p) ∈ R4 | g(q, p) = 0

}
.

For the Schrödinger equation (1), we will choose g(q, p) = q ∧ p, which is angular mo-
mentum, a conserved quantity under the associated Hamiltonian dynamics. We recall, that
q∧p also appeared explicitly in the Landau-Zener transition rate (41). This rate indicates,
that only trajectories within a

√
ε-neighborhood of Ig in phase space, i.e. in a set{

(q, p) ∈ R4 | |q∧ p| ≤ const.
√
ε

}
,

experience order one transition probabilities when coming close to the crossing. The Wigner
measure, however, does not resolve this

√
ε-neighborhood, and a more detailed two-scale

analysis becomes necessary. For the general statements about two-scale Wigner functionals
and measures, we only assume that g ∈ C∞(R4,R) is a smooth polynomially bounded
function, that is for all β ∈ N40 there is a positive constant C = C(β) > 0 and a natural
number M = M(β) ∈ N0 such that

∀(q, p) ∈ R4 : |∂βg(q, p)| ≤ C 〈(q, p)〉M .
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The function g provides us with a notion of (signed) distance to the manifold Ig through
d((q, p), Ig) = g(q, p). In the following, the variable η ∈ R measures this distance scaled
with

√
ε, that is η(q, p) = g(q, p)/

√
ε. Since we are interested in the limit ε → 0, the

variable η is viewed as an element of the one-point compactification R of R. We will use
observables depending on (q, p) ∈ R4 and η ∈ R to test the Wigner function near Ig with
respect to the

√
ε scale. For a ∈ C∞

b (R5,L(C2)) let

(P) ‖〈(q, p)〉β∂γa(q, p, η) ‖∞ < ∞ for all β ∈ N0 and γ ∈ N50,

∃a∞ ∈ C∞
b (R4,L(C2)) : lim|η|→∞ ‖a(·, η) − a∞‖∞ = 0 .

We define the relevant test function space as

A :=
{
a ∈ C∞

b (R5,L(C2)) | a satisfies property (P)
}

and equip it with the topology, which is induced by the family of semi-norms

‖ 〈(q, p)〉β ∂γa(q, p, η) ‖∞ , β ∈ N0 , γ ∈ N50 . (43)

We note, thatA is a Fréchet space with the Heine-Borel property, that is, closed and bounded
sets are compact. Therefore, A is a Montel space. In the dual A ′ of such spaces, every weak*
convergent sequence is strongly convergent, meaning that for a sequence (ln)n∈N in A ′

∀a ∈ A : lim
n→∞ ln(a) = l(a) =⇒ ∀ bounded B ⊂ A : lim

n→∞ sup
a∈B

| ln(a) − l(a) | = 0 ,

see for example Proposition 34.6 in [Tr]. We will use this strong convergence property later
on. For a ∈ A, we denote by

s5(a) :=
∑

|β|,|γ|≤ 5

‖ 〈(q, p)〉β ∂γa(q, p, η) ‖∞ ,

the finite sum over Schwartz norms, which are of the form (43). For observables a ∈ A, the
scaled function

(q, p) 7→ aε(q, p) := a(q, p,
g(q,p)√

ε
)

lies in the symbol class S01/2(1), and we observe that c4(aε) cannot be bounded by s5(a)

uniformly in ε > 0. Therefore, as in the proof of the Calderón-Vaillancourt Theorem for
symbol classes S0δ(1) with δ ∈ [0, 1/2], see e.g. Theorem 7.11 in [DiSj], we use the unitary
scaling

Sε : L2(R2,C2) → L2(R2,C2) , ψ(q) 7→ (Sεψ)(q) :=
√
εψ(

√
εq)

and define for a ∈ A the alternatively scaled symbol

(q, p) 7→ aε,2(q, p) := a(
√
εq,

√
εp,

g(
√
εq,

√
εp)√

ε
) ,

which belongs to the symbol class S00(1).

Lemma 10 (Rescaling) Let a ∈ A and ψ ∈ L2(R2,C2). Then,

〈ψ,aε(q,−iε∇q)ψ〉L2(R2) = 〈Sεψ,aε,2(q,−i∇q)Sεψ〉L2(R2) . (44)
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Proof. Since aε and aε,2 are Schwartz functions, we just have to carry out an calculation.
We have for ψ ∈ S(R2,C2)

〈ψ,aε(q,−iε∇q)ψ〉L2(R2) = (2πε)−2

∫
R6

ψ(q) ei(q−q ′)·p/ε aε(
q+q ′

2 , p) ψ(q ′)dq ′ dpdq .

Substituting q =
√
εx, q ′ =

√
εx ′, and p =

√
ε ξ, we obtain

〈ψ,aε(q,−iε∇q)ψ〉L2(R2)

= ε(2π)−2

∫
R6

ψ(
√
εx) ei(x−x ′)·ξ a

(√
ε x+x ′

2 ,
√
ε ξ, g(

√
ε x+x ′

2 ,
√
ε ξ)/

√
ε
)
. . .

. . . ψ(
√
εx ′)dx ′ dξdx

= 〈Sεψ,aε,2(q,−i∇q)Sεψ〉L2(R2) .

Since aε,2(q,−i∇q) is bounded, we can conclude (44) also for ψ ∈ L2(R2,C2) by density.
2

For a ∈ A we have c4(aε,2) ≤ const. s5(a) uniformly in ε > 0. Hence,

A → C , a 7→ 〈Sεψ,aε,2(q,−i∇q)Sεψ〉L2(R2)

defines a continuous linear functional on A.

Definition 10 (Two-Scale Wigner Functional) Let ψ ∈ L2(R2,C2). The continu-
ous linear functional

Wε
2(ψ) : A → C , a 7→ 〈Wε

2(ψ), a〉A ′,A := 〈Sεψ,aε,2(q,−i∇q)Sεψ〉L2(R2)

is called two-scale Wigner functional Wε
2(ψ) ∈ A ′ of the wave function ψ.

We note, that by identity (44) the duality pairing between Wε
2(ψ) and a can also be ex-

pressed as

〈Wε
2(ψ), a〉A ′,A =

∫
R4

tr
(
Wε(ψ)(q, p)a(q, p,

g(q,p)√
ε

)
)

dqdp .

Therefore, since Wε(ψ) ∈ C0(R4,L(C2)), the two-scale Wigner functional Wε
2(ψ) can be

viewed as the distribution
Wε(ψ)(q, p) δ(η−

g(q,p)√
ε

) .

The above representation of the two-scale functional Wε
2(ψ) also illustrates its dependance

on the function g chosen to parameterize the distance to the submanifold Ig. In general, the
two-scale functional Wε

2(ψ) inherits from the Wigner function Wε(ψ) the non-positivity.
However, when passing to the semi-classical limit ε → 0, we expect positivity of the limit
points. Indeed, if we additionally assume that there is m ∈ N such that

∀(q, p) ∈ R2n : | ∇g(
√
εq,

√
εp) | ≤ const.

√
ε 〈(q, p)〉m , (45)

then the following two-scale version of the sharp Gårding inequality guarantees positivity
when passing to the limit.
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Proposition 5 If the polynomially bounded function g ∈ C∞(R4,R) satisfies the addi-
tional condition (45), then for each non-negative 0 ≤ a ∈ A there is a positive constant
C = C(a) > 0 such that for all ε > 0 and all ψ ∈ L2(R2,C2)

〈ψ,aε(q,−iε∇q)ψ〉L2(R2) ≥ −C
√
ε ‖ψ‖2L2(R2) .

The proof follows the steps outlined in Exercise 2.22 of [Ma], which deals with the sharp
Gårding inequality for one-scale scalar-valued symbols.

Proof. For a ∈ A one defines the anti-Wick symbol

aε,AW(q, p) := π−2

∫
R4

aε,2(q
′, p ′) e−|q−q ′|2−|p−p ′|2 dq ′ dp ′ ∈ S00(1) .

Taylor expansion of aε,2(q ′, p ′) around the point (q, p) yields

aε,2(q
′, p ′) = aε,2(q, p) + (q ′ − q, p ′ − p) ·

∫1
0

(∇aε,2)((1− t)q+ tq ′, (1− t)p+ tp ′)dt ,

and since
∫

R4 e−|q−q ′|2−|p−p ′|2 dq ′ dp ′ = π2,

aε,AW(q, p) = aε,2(q, p) +

∫
R4

∫1
0

(q ′ − q, p ′ − p) · . . .

. . . · (∇aε,2)((1− t)q+ tq ′, (1− t)p+ tp ′) e−|q−q ′|2−|p−p ′|2 dtdq ′ dp ′ .

Clearly,

∇qaε,2(q, p) =
√
ε (∇qa)(

√
εq,

√
εp, g(

√
εq,

√
εp)/

√
ε)

+ (∂ηa)(
√
εq,

√
εp, g(

√
εq,

√
εp)/

√
ε) ∇qg(

√
εq,

√
εp) .

Since |∇qg(
√
εq,

√
εp)| ≤ const.

√
ε 〈(q, p)〉m for some m ∈ N, and since ∂ηa is capable of

compensating polynomial growth, we have

∇qaε,2 = O(
√
ε) in S00(1) .

Analogously, ∇paε,2 = O(
√
ε) in S00(1). Therefore, we obtain c4(aε,2 − aε,AW) = O(

√
ε)

and
‖aε,2(q,−i∇q) − aε,AW(q,−i∇q)‖L(L2) = O(

√
ε) . (46)

For φ ∈ S(R2,C2) we have

aε,AW(q,−i∇q)φ(q) = (2π)−2

∫
R4

ei(q−q ′)·p aε,AW(q+q ′

2 , p)φ(q ′)dq ′ dp

= (2π)−2 π−2

∫
R8

ei(q−q ′)·p e−|(q+q ′)/2−x|2−|p−ξ|2 aε,2(x, ξ)φ(q ′)dxdξdq ′ dp .

Moreover,∫
R2

ei(q−q ′)·p e−|(q+q ′)/2−x|2−|p−ξ|2 dp

= ei(q−q ′)·ξ e−|(q+q ′)/2−x|2
∫

R2

ei(q−q ′)·p e−|p|2 dp

= π ei(q−q ′)·ξ e−|(q+q ′)/2−x|2 e−|q−q ′|2/4 = π ei(q−q ′)·ξ e−|q−x|2/2−|q ′−x|2/2 ,
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and therefore

〈φ,aε,AW(q,−i∇q)φ〉L2(R2) =

(2π)−2 π−1

∫
R8

ei(q−q ′)·ξ e−|q−x|2/2−|q ′−x|2/2φ(q) · aε,2(x, ξ)φ(q ′)dxdξdq ′ dq =

(2π)−2 π−1

∫
R4

Φ(x, ξ) · aε,2(x, ξ)Φ(x, ξ)dxdξ ≥ 0

with
Φ(x, ξ) :=

∫
R2

eiq·ξ e−|q−x|2/2φ(q)dq .

By Lemma 10 and equation (46), we have for ψ ∈ S(R2,C2)

〈ψ,aε(q,−iε∇q)ψ〉L2(Rn) = 〈Sεψ,aε,2(q,−i∇q)Sεψ〉L2(R2)

= 〈Sεψ,aε,AW(q,−i∇q)Sεψ〉L2(R2) + O(
√
ε) ‖ψ‖2L2(R2)

≥ − const.
√
ε ‖ψ‖2L2(R2) .

By density, we conclude the proof also for general wave functions ψ ∈ L2(R2,C2). 2

12.2 Two-Scale Wigner Measures

The Calderón-Vaillancourt Theorem and the previous version of Gårding’s inequality are
all we need to study the semi-classical limit of two-scale Wigner functionals Wε

2(ψ
ε) for

bounded sequences (ψε)ε>0 in L2(R2,C2).

Proposition 6 (Two-Scale Wigner Measures) Let (ψε)ε>0 be a bounded sequence
in L2(R2,C2).

1. (Wε
2(ψ

ε))ε>0 has weak*-limit points ρ in A ′. All such limit points ρ are bounded
positive matrix-valued Radon measures on R4 × R.

2. Let (Wε
2(ψ

ε))ε>0 converge to ρ with respect to the weak*-topology on A ′. Then,
(Wε(ψε))ε>0 converges to a Wigner measure µ in S ′(R4,L(C2)), and there exists
a bounded positive matrix-valued Radon measure ν on Ig × R, such that∫

R4×R
a(q, p, η)ρ(dp,dq,dη) =∫

R4\Ig

a(q, p,∞)µ(dq,dp) +

∫
Ig×R

a(q, p, η)ν(dq,dp,dη)

for all a ∈ Cc(R4 × R,L(C2)), and we have
∫

R ν(·,dη) = µ|Ig .

Definition 11 (Two-Scale Wigner Measure) The measures ρ introduced in Proposi-
tion 6 are called two-scale Wigner measures of the bounded sequence (ψε)ε>0 in L2(R2,C2)
with respect to the submanifold Ig = {(q, p) ∈ R4 | g(q, p) = 0}.
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The previous Proposition 6 is the analogue of Theorem 1 in [FeGe1]. There, admissible
observables are required to be constant with respect to η for large η. That property, however,
prevents the definition of a semigroup comparable to Ltε acting on two-scale observables.
Thus, we now give a self-contained proof for the construction with observables in A, which
is analogous to the construction of Wigner measures presented in Part B, Section 7. In
contrast to the proof of C. Fermanian and P. Gérard in [FeGe1], it avoids Fourier integral
operators and is just based on the Calderón-Vaillancourt Theorem (Theorem 5) and the
two-scale version of the semi-classical sharp Gårding inequality (Proposition 5).

Proof. We proceed via different steps, firstly showing a uniform bound, secondly positivity
of the limit points, then extending the linear form to continuous functions, and finally
proving the claimed relation to the Wigner measure µ.

A uniform bound. Since c4(aε,2) ≤ s5(a) uniformly in ε > 0, the Calderón-Vaillancourt
Theorem gives a positive constant C > 0 such that

| 〈Wε
2(ψ

ε), a〉A ′,A | ≤ C s5(a) ‖ψε‖2L2(R2) .

Since A is a separable topological vector space, an application of the Banach-Alaoglu The-
orem, Theorem 3.17 in [Ru], gives a subsequence (Wεk

2 (ψεk))εk>0, which converges with
respect to the weak*-topology to some ρ ∈ A ′.

Positivity. By Proposition 5, we have for non-negative 0 ≤ a ∈ A

〈ρ, a〉A ′,A = lim
k→∞ 〈Wεk

2 (ψεk), a〉A ′,A = lim
k→∞ 〈ψεk , aε(q,−iεk∇q)ψεk〉L2(R2)

≥ − const. lim
k→∞

√
εk ‖ψεk‖2L2(R2) = 0 .

Thus, ρ is a as bounded positive linear form on A.

Extension to Cc(R4 × R,L(C2)). The following considerations coincide literally with the
standard arguments showing that positive distributions are Radon measures. However,
since we have to work with matrix-valued measures on R4 × R, we follow up the usual
argumentation ensuring that the matrix-valuedness and the set {η = ∞} do not enforce any
alterations. For a ∈ A with values in Lsa(C2) we have ‖a‖∞ ± a ≥ 0, where ‖a‖∞ =

sup(q,p,η)∈R5 ‖a(q, p, η)‖L(C2). Therefore, ‖a‖∞ ρ(Id)± ρ(a) ≥ 0, that is

|ρ(a)| ≤ ρ(Id) ‖a‖∞ .

For arbitrary a ∈ A, we choose θ ∈ R such that eiθρ(a) ∈ R. Since ρ(a∗) = ρ(a), we have
by the preceding observation

|ρ(a)| = 1
2 |ρ(eiθa+ e−iθa∗)| ≤ ρ(Id) 12 ‖e

iθa+ e−iθa∗‖∞ ≤ ρ(Id) ‖a‖∞ . (47)

Clearly, we can identify Cc(R4 × R,L(C2)) with the space

{a ∈ C(R5,L(C2)) : supp(a) ⊂ K× R for some compact set K ⊂ R4 ,
∃a∞ ∈ C(R4,L(C2)) : lim

|η|→∞ ‖a(·, η) − a∞‖∞ = 0 } ,
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and thus we can view A as a subspace of Cc(R4 × R,L(C2)). For δ > 0 and φδ ∈ A
with

∫
R5 φδ(x)dx = 1 and supp(φδ) ⊂ {x ∈ R5 : |x| ≤ δ} one immediately checks that the

convolution a∗φδ is a function in A, and that A is dense in Cc(R4×R,L(C2)) with respect
to the supremum norm. By the bound obtained in (47), ρ extends uniquely to a bounded
positive linear form on Cc(R4 × R,L(C2)). By the Riesz representation Theorem, ρ is a
bounded positive Radon measure on R4 × R.

Relation to the Wigner measure. Let (Wε
2(ψ

ε))ε>0 converge to ρ ∈ A ′. Since any test
function a ∈ S(R4,L(C2)) can be viewed as an η-independent observable in A, we have for
such functions a

lim
ε→0 〈Wε(ψε), a〉S ′,S = lim

ε→0 〈Wε
2(ψ

ε), a〉A ′,A .

Thus, (〈Wε(ψε), a〉S ′,S)ε>0 converges for all a ∈ S(R4,L(C2)). For a ∈ AIg with

AIg := {a ∈ A | supp(a) ∩ (Ig × R) = ∅ , lim
|η|→∞ c4(a(·, η) − a∞) = 0 }

there exists c = c(a) > 0 such that |g(q, p)| ≥ c for all (q, p) in the support of a, and hence
|g(
√
εq,

√
εp)/

√
ε| ≥ c/

√
ε for all (

√
εq,

√
εp) in the support of a. We obtain for all α ∈ N40

with |α| ≤ 5

lim
ε→0 sup

(q,p)∈R4

| ∂αa(
√
εq,

√
εp, g(

√
εq,

√
εp)/

√
ε) − ∂αa∞(

√
εq,

√
εp) |

≤ lim
|η|→∞ c4(a(·, η) − a∞) = 0 .

Denoting (q, p) 7→ a∞,ε(q, p) := a∞(
√
εq,

√
εp), we have limε→0 c4(aε,2 − a∞,ε) = 0 and

therefore by the Calderón-Vaillancourt Theorem

〈ρ, a〉A ′,A = lim
ε→0 〈Sεψε, aε,2(q,−i∇q)Sεψε〉L2 = lim

ε→0 〈Sεψε, a∞,ε(q,−i∇q)Sεψε〉L2

= lim
ε→0 〈ψε, a∞(q,−iε∇q)ψε〉L2 =

∫
R4

tr (a∞(q, p)µ(dq,dp)) .

By the same arguments employed before, we can approximate a ∈ Cc(R4 × R,L(C2)) with
support away from Ig by observables in (a∗φδ)δ>0 in AIg with support away from Ig, since
|g(q, p)| ≥ c for (q, p) in the support of a implies |g(q ′, p ′)| ≥ c ′ for some c ′ = c ′(δ) > 0

for all (q ′, p ′) in the support of a ∗ φδ, and since for all α ∈ N40 with |α| ≤ 5

lim
|η|→∞ ‖∂α ((a ∗ φδ)(·, η) − a∞ ∗ φδ,∞) ‖∞ ≤ lim

|η|→∞ ‖∂α (a(·, η) − a∞) ‖∞ ‖φδ‖L1(R5) = 0 .

Thus, ∫
R4×R

tr (a(q, p, η) ρ(dq,dp,dη)) =

∫
R4

tr (a(q, p,∞)µ(dq,dp)) .

Inserting a ∈ S(R4,L(C2)) of the form(
ã 0

0 0

)
,

(
0 ã

0 0

)
,

(
0 0

ã 0

)
, or

(
0 0

0 ã

)
,
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with ã ∈ S(R4,C), we can remove the traces and obtain for all a ∈ Cc(R4×R,L(C2)) with
supp(a) ∩ (Ig × R) = ∅∫

R4×R
a(q, p, η) ρ(dq,dp,dη) =

∫
R4

a(q, p,∞)µ(dq,dp) ,

which means

ρ|(R4\Ig)×R(q, p, η) = µ|R4\Ig(q, p)⊗ δ(η− ∞) , (q, p, η) ∈ R4 × R .

Defining ν := ρ|Ig×R as the restriction of the measure ρ to Ig × R, we obtain

ρ(q, p, η) = µ|R4\Ig(q, p)⊗ δ(η− ∞) + ν(q, p, η) .

For a(q, p) = a ∈ A just depending on (q, p) we have∫
R4×R

tr (a(q, p) ρ(dq,dp,dη)) = lim
ε→0 〈ψε, a(q,−iε∇q)ψε〉L2 =

∫
R4

tr (a(q, p)µ(dq,dp)) ,

and thus
∫

R ν(·,dη) = µ|Ig . 2

As the two-scale Wigner functional Wε
2(ψ), the measures ρ and ν depend on the function

g(q, p) chosen to describe the submanifold Ig. If g̃ ∈ C∞(R4,R) is another function with
Ig = {(q, p) ∈ R4 | g̃(q, p) = 0} sharing the same growth properties as g, then for a ∈ A the
scaled function

ãε(q, p) := a(q, p,
g̃(q,p)√

ε
)

is in C∞
b (R4,L(C2)). Moreover, there exists f ∈ C∞(R4,R) with f(q, p) 6= 0 for all (q, p)

such that g̃(q, p) = f(q, p)g(q, p), and setting af(q, p, η) := a(q, p, f(q, p)η) we clearly have
ãε = (af)ε. Thus, repeating the corresponding two-scale construction and denoting the
resulting measures by ρ̃ and ν̃, we obtain

ρ(q, p, f−1(q, p)η) = ρ̃(q, p, η) , ν(q, p, f−1(q, p)η) = ν̃(q, p, η) . (48)

In the following, we discuss three examples for two-scale Wigner measures associated with
the submanifold I = {(q, p) ∈ R4 | q ∧ p = 0}, which is relevant for the dynamics of
the model problem (1). For simplicity, the considered functions are all scalar-valued. The
employed Fourier transform û(p) =

∫
e−iq·p u(q)dq is is neither normalized nor scaled in

the semi-classical parameter ε.

Coherent States. We start with some coherent states of the form

ψε(q) = ε−β Φ
(
ε−β(q− q0 − εγη0)

)
e ip0·q/ε

with Φ ∈ L2(R2,C), β ∈ ]0, 1], 0 < γ < β, and q0, p0, η0 ∈ R2 with q0 ∧ p0 = 0. If
we choose β = 1

2 , η0 = 0, and Φ(q) = π−1/2(detA)−1 exp
(
(q · BA−1q)/2

)
with matrices

A,B ∈ GL(2,C) satisfying condition (17), then ψε is the zeroth semi-classical wave packet φ0
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as defined before in (16). We have for scalar-valued test functions a ∈ A∫
R4

Wε(ψε)(q, p)a
(
q, p, q∧p√

ε

)
dqdp =

(2π)−2

∫
R6

e iy·pΦ(q− y/2)Φ(q+ y/2) . . .

. . . a
(
q0 + εβq+ εγη0 , p0 + ε1−βp , ε−1/2 d(q, p)

)
dydqdp ,

where d(q, p) = ε q∧ p+ εβ q∧ p0 + ε1−β q0 ∧ p+ ε1+γ−β η0 ∧ p+ εγ η0 ∧ p0, so that

ε−1/2 d(q, p) = εβ− 1
2 q∧ p0 + ε

1
2 −β q0 ∧ p+ εγ− 1

2 η0 ∧ p0 + o(ε
1
2 −β) + o(1) . (49)

Ignoring the η-component of a(q, p, η), we obtain the Wigner measure of (ψε)ε>0

µ(q, p) = ‖Φ‖2L2 δ(q0,p0)(q, p) ,

which shows, that (ψε)ε>0 concentrates on I = {q∧p = 0}. However, the two-scale measure
for I with scale

√
ε depends on η0 and γ. If β = 1

2 and η0 ∧ p0 = 0, then the concentration
of (ψε)ε>0 on I is issued from finite distance. Otherwise, the concentration occurs from
infinite distance (versus

√
ε). Below, we discuss some significant cases. For simplicity, we

assume |q0| = |p0| = 1.

β = 1
2 and η0 ∧ p0 = 0 : The dominating term in (49) is q∧ p0 + q0 ∧ p. Setting Ψ(q) :=

exp
(
− i
2 |q|2 sgn(q0 · p0)

)
Φ(q), we obtain

ρ(q, p, η) = δ(q0,p0)(q, p)⊗ (2π)−2

(∫
R

| Ψ̂(tq0 + ηq⊥0 ) |2 dt
)

dη .

γ < β = 1
2 and η0 ∧ p0 6= 0 : The dominating term in (49) is εγ−1/2 η0 ∧ p0, and we get

ρ(q, p, η) = µ(q, p)⊗ δ∞(η) .

γ < β < 1
2 : The dominating term in (49) is εγ−1/2 η0∧p0 if η0∧p0 6= 0 and εβ−1/2 q∧p0

if η0 ∧ p0 = 0. In both cases, we obtain as before

ρ(q, p, η) = µ(q, p)⊗ δ∞(η) .

The case β > 1
2 leads to a similar discussion with results depending on the sign of γ−(1−β).

Arbitrary Phase. Replacing the linear phase by an arbitrary one, we now consider families
of the form

ψε(q) = ε−β Φ
(
ε−β(q− q0)

)
exp
( i
2ε f(|q|2)

)
with Φ ∈ L2(R2,C), f ∈ C1(R,R), 0 < β < 1, and q0 ∈ R2 \ {0}. Writing

f( | q0 + εβ z |2 ) − f( | q0 + εβ z ′ |2 )

= 2εβ (z− z ′) ·
(
q0 + εβ z+z

′

2

) ∫1
0

f ′
(
t |q0 + εβz|2 + (1− t) |q0 + εβz ′|2

)
dt

=: 2 εβ (z− z ′) ·
(
q0 + εβ z+z

′

2

)
lε(q0, z, z

′)
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for z, z ′ ∈ R2, we calculate for scalar-valued a ∈ A∫
R4

Wε(ψε)(q, p)a
(
q, p, q∧p√

ε

)
dqdp =

(2π)−2

∫
R6

e iy·pΦ(q− y/2)Φ(q+ y/2) . . .

. . . a
(
q0 + εβq, lε(q0, q+ y/2, q− y/2)(q0 + εβq) + ε1−β p, ε−1/2 d(q, p)

)
dydqdp ,

with
ε−1/2 d(q, p) = ε

1
2 −β (q0 + εβq) ∧ p = ε

1
2 −β q0 ∧ p+ o(1) .

Since limε→0 lε(q0, z, z ′) = f ′(|q0|
2), we obtain the Wigner measure

µ(q, p) = ‖Φ‖2L2 δ(0,0)

(
q− q0, p− f ′(|q0|)

2 q0
)
,

and have again concentration on I = {q∧ p = 0}. However,
√
ε-concentration is issued from

finite distance if and only if β ≤ 1
2 . We distinguish three different cases, assuming that

|q0| = 1.

β < 1
2 : ρ(q, p, η) = µ(q, p)⊗ δ0(η) ,

β = 1
2 : ρ(q, p, η) = δ(q0,f ′(1)q0)(q, p)⊗ (2π)−2

( ∫
R

| Φ̂(tq0 + ηq⊥0 ) |2 dt
)

dη ,

β > 1
2 : ρ(q, p, η) = µ(q, p)⊗ δ∞(η) .

Concentration on a Circle. Finally, we consider families of the form

ψε(q) = ε− 1
4 Φ

(
|q|2−R2

√
ε

)
exp
( i
2ε |q− εγq0|

2
)
,

where Φ ∈ C∞
c (R,C), q0 ∈ R2, R ∈ ]0,∞[, and γ ∈ ]0, 1[. Since we will apply the stationary

phase method in the following, we work with scalar-valued a ∈ A, which are compactly
supported in (q, p). We have

Iε :=

∫
R4

Wε(ψε)(q, p)a
(
q, p, q∧p√

ε

)
dqdp =

(2π)−2 ε−1/2

∫
R6

e iy·p Φ
(

|q−y/2|2−R2

√
ε

)
Φ
(

|q+y/2|2−R2

√
ε

)
. . .

. . . a
(
q, q− εγ q0 + ε p,

√
ε q∧ p+ εγ− 1

2 q0 ∧ q
)
dydqdp ,

and thus by the Fourier inversion formula

Iε = (2π)−4 ε−1/2

∫
R8

a(q, q− εγ q0 + εp,
√
ε q∧ p+ εγ−1/2 q0 ∧ p) Φ̂(µ− v/2) . . .

. . . Φ̂(µ+ v/2) e iy·p e− 2 iµq·y/
√
ε exp

(
− iv

(
|q|2 + |y|2/4− R2

)
/
√
ε
)
dµdvdydqdp .

Substituting p = 2 ε−1/2 µq+ ε−1/4 ζ and y = ε1/4 z, we obtain

Iε = (2π)−4 ε− 1
2

∫
R8

a
(
q, q− εγ q0 + 2

√
ε µq+ ε

3
4 ζ, ε

1
4 q∧ ζ+ εγ− 1

2 q0 ∧ q
)
. . .

. . . Φ̂(µ− v/2) Φ̂(µ+ v/2) exp(iz · ζ− i
4 v |z|2) . . .

. . . exp
(

− iv
(
|q|2 − R2

)
/
√
ε
)
dµdvdzdqdζ .
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We apply the method of stationary phase, see for example Proposition 5.2 in in [DiSj], in
the variables v ∈ R and r = |q| ∈ [0,∞[ with large parameter 1/

√
ε. The phase function

(v, r) 7→ −v(r2 − R2) has the non-degenerate critical point (0, R), and we obtain for all
u ∈ C∞

c ([0,∞[×R,C)

(2π)−1 ε−1/2

∫
[0,∞[×R

e− i v (r2−R2) u(v, ρ) rd rdv ∼ u(0, R) as ε → 0 .

Hence, by Parseval’s relation and Fourier inversion formula

Iε ∼ ‖Φ‖2L2

∫
{|q|=R}

a(q, q, εγ− 1
2 q0 ∧ q)dq as ε → 0 .

Therefore, the Wigner measure is

µ(q, p) = ‖Φ‖2L2 1I{|q|=R}(q)dq⊗ δq(p) ,

and we observe once again concentration on I = {q ∧ p = 0}. The two-scale measure
provides additional information concerning the exponent γ and the direction q0. There are
three different cases.

γ < 1
2 : ρ(q, p, η) = µ(q, p)⊗ δ∞(η) ,

γ = 1
2 : ρ(q, p, η) = µ(q, p)⊗ δq0∧q(η) ,

γ > 1
2 : ρ(q, p, η) = µ(q, p)⊗ δ0(η) .

12.3 Propagation of Two-Scale Wigner Functionals

Let ψε(t) ∈ C(R, L2(R2,C2)) be the solution of the Schrödinger equation (1) with initial
data ψε0 ∈ L2(R2,C2) and g(q, p) = q ∧ p. The two-scale Wigner functional inherits the
solution’s continuous time dependence, that is

Wε
2(ψ

ε(t)) ∈ C(R,A ′) ,

where continuity is understood with respect to the strong dual topology on A ′. Indeed, for
bounded subsets B ⊂ A, that is supa∈B ‖〈(q, p)〉β∂γa‖∞ < ∞ for all β ∈ N0 and γ ∈ N50,
we have for t, t ′ ∈ R

sup
a∈B

| 〈Wε
2(ψ

ε(t)) −Wε
2(ψ

ε(t ′)), a〉A ′,A | ≤

sup
a∈B

s5(a) ‖ψε(t) −ψε(t ′)‖L2(R2)

(
‖ψε(t)‖L2(R2) + ‖ψε(t ′)‖L2(R2)

)
,

and thus the asserted continuity with respect to time. However, passing to the limit ε → 0,
we are confronted with the possibility that different points of time t could require different
subsequences (εk(t))k∈N for convergence to a two-scale measure. In that case, neither con-
tinuity with respect to time nor other properties of the two-scale Wigner functional would
carry over to the two-scale measures. In the scalar-valued case, that scenario is ruled out
by the Egorov Theorem, see Corollary 3 in Part B. Here, in the matrix-valued case we have
to restrict the analysis to diagonal observables.
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Proposition 7 Let ψε(t) ∈ C(R, L2(R2,C2)) be the solution of the Schrödinger equa-
tion (1) with initial data (ψε0)ε>0 bounded L2(R2,C2) such that (Wε

2(ψ
ε
0))ε>0 converges

to a two-scale measure ρ0 in A ′.

1. Then, for every T > 0 there is a subsequence (εk)k∈N such that

lim
k→∞ 〈Wεk

2 (ψεk(t)), a〉A ′,A and lim
k→∞ 〈Wεk(ψεk(t)), a〉S ′,S

exist uniformly in t ∈ [0, T ] for all a ∈ A and a ∈ S(R4,L(C2)), respectively, with
vanishing commutator [a, V ] = 0 and supp(a) ∩ {q = 0} = ∅.

2. For scalar-valued a with the same properties, the limits

lim
k→∞

〈
Wεk

2 (ψεk(t)), aΠ±
〉
A ′,A =:

〈
ρ±t , aΠ

±〉
A ′,A

and
lim
k→∞

〈
Wεk(ψεk(t)), aΠ±

〉
S ′,S =:

〈
µ±t , aΠ

±〉
S ′,S

define positive bounded scalar-valued Radon measures ρ±t and µ±t on (R4 \ {q =

0})× R and R4 \ {q = 0}, respectively, for all t ∈ [0, T ].

3. For scalar-valued observables a with the same properties, we have convergence
of the full sequence

lim
ε→0

〈
Wε
2(ψ

ε(t)) −Wε
2(ψ

ε
0) ◦Φ−t

± , aΠ
±〉

A ′,A =

lim
ε→0

〈
Wε(ψε(t)) −Wε(ψε0) ◦Φ−t

± , aΠ
±〉

S ′,S = 0

uniformly on time intervals [0, T ] such that for all t ∈ [0, T ]⋃
j∈{±}

{Φtj (q, p) | ∃η ∈ R : (q, p, η) ∈ supp(ρ0)} ∩ {q = 0} = ∅ .

Remark 16 Without incorporating non-adiabatic transitions, convergence of the full se-
quence is only obtained on time-intervals, where the leading order dynamics can be de-
scribed purely by classical transport. However, the uniform convergence of subsequences on
arbitrary time intervals [0, T ] will later on be extended to convergence of the full sequence
in the proof of Theorem 8. ♦

Proof. We write a = Π+aΠ+ + Π−aΠ− and study〈
Wε
2(ψ

ε(t)), Π± aΠ±
〉
A ′,A =

〈
ψε(t), (Π± aεΠ

±)(q,−iε∇q)ψε(t)
〉
L2(R2)

.

The assertions for the one-scale Wigner transform will follow immediately from the corre-
sponding statements for the two-scale transform.

As the first step, we establish the claimed uniform convergence with respect to time t.
Let φ ∈ C∞

b (R2,R) such that φ = 1 on {q ∈ R2 | ∃(q, η) ∈ R3 : (q, p, η) ∈ supp(a)} and
φ(0) = 0. We have by Lemma 5

Π±aεΠ
± − (φ2Π±) ]ε aε ]ε (φ2Π±) ∈ S−1/2

1/2 (1)
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and therefore〈
Wε
2(ψ

ε(t)), Π± aΠ±
〉
A ′,A =〈

(φ2Π±)(q,−iε∇q)ψε(t), aε(q,−iε∇q)(φ2Π±)(q,−iε∇q)ψε(t)
〉
L2(R2)

+ O(
√
ε) .

We denote λ±0 (q, p) = 1
2 |p|

2 ± |q| and choose initial data ψε0 in D(Hε). We observe, that
the first summand on the right hand side of the previous equation defines a continuously
differentiable function fεψε

0
: R → C,

t 7→ fεψε
0
(t) :=

〈
(φ2Π±)(q,−iε∇q)ψε(t), aε(q,−iε∇q)(φ2Π±)(q,−iε∇q)ψε(t)

〉
L2(R2)

.

We have for the derivative

d
dtf

ε
ψε

0
(t) = (iε)−1

〈
(φ2Π±)(q,−iε∇q)Hεψε(t), (aε)(q,−iε∇q)(φ2Π±)(q,−iε∇q)ψε(t)

〉
− (iε)−1

〈
(φ2Π±)(q,−iε∇q)ψε(t), aε(q,−iε∇q)(φ2Π±)(q,−iε∇q)Hεψε(t)

〉
.

We want to show that supε>0 ‖ d
dtf

ε
ψε

0
(·)‖∞ < ∞ to apply the Arzela-Ascoli Theorem. Since

∇(φλ±0 ) ∈ S00(1), semi-classical calculus gives

(φ2Π±)]εh− (φλ±0 )]ε(φΠ
±) ∈ S−1

0 (1) .

Thus, it remains to prove a uniform bound in ε and t for

(iε)−1
〈
(φΠ±)(q,−iε∇q)ψε(t), [φλ±0 , aε]]ε(q,−iε∇q)(φΠ±)(q,−iε∇q)ψε(t)

〉
L2 (50)

However, [φλ±0 , aε]]ε ∈ S−1
1/2(1), since [φλ±0 , aε] = 0 and

{φλ±0 , aε} = {λ±0 , aε} = ∇pλ±0 (Dqa)ε −∇qλ±0 (Dpa)ε ,

where the last identity uses that {λ±0 , q ∧ p} = 0 on R4 \ {q = 0}. Choosing general initial
data ψε0 ∈ L2(R2,C2) and ψ ∈ D(Hε), we clearly have for s, t ∈ R

| fεψε
0
(s) − fεψε

0
(t) | ≤ | fεψε

0
(s) − fεψ(s) | + | fεψ(s) − fεψ(t) | + | fεψ(t) − fεψε

0
(t) | .

Denoting the strongly continuous one-parameter group of Hε by (Uε(t))t∈R, we obtain for
the first term on the right hand side of the above inequality (and analogously for the third
one)

| fεψε
0
(s) − fεψ(s) | ≤ |

〈
ψε0 −ψ,Uε(−s)(Π±aεΠ

±)(q,−iε∇q)Uε(s)ψε0
〉
L2(R2)

|

+ |
〈
ψ,Uε(−s)(Π±aεΠ

±)(q,−iε∇q)Uε(s)(ψ−ψε0)
〉
L2(R2)

|

≤ const. ‖ψε0 −ψ‖L2(R2)

(
‖ψε0‖L2(R2) + ‖ψ‖L2(R2)

)
,

while for the second term we have by the bound on the first derivative

| fεψ(s) − fεψ(t) | ≤ const. |s− t| .
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Thus, regardless of the choice of initial data, the sequence (fεψε
0
)ε>0 is pointwise bounded

and equicontinuous. By the Arzela-Ascoli Theorem, we then have uniform convergence of
a subsequence on compact subsets of R, which shows the claimed uniform convergence on
intervals [0, T ] for all T > 0.

As the second step, we prove that the two-scale limits define positive bounded scalar-valued
Radon measures ρ±t for all t ∈ [0, T ]. Clearly, the limits define linear forms on the space of
functions in A with support away from {q = 0}. By the standard arguments, which have
already been invoked in the proof of Proposition 6, they extend to linear forms on compactly
supported continuous functions on R4×R with support away from {q = 0}. Such functions,
however, are dense with respect to the sup-norm in Cc((R4 \ {q = 0})×R,C), and we obtain
the measures ρ±t on (R4 \ {q = 0})× R.

As the third step, we show the asserted transport properties. Omitting the subscript ψε0 of
the function fεψε

0
for notational simplicity, we have for scalar-valued observables a ∈ A with

support away from {q = 0}

lim
k→∞

〈
Wεk

2 (ψεk(t)), aΠ±
〉
A ′,A = lim

k→∞ fεk(t)

uniformly in t ∈ [0, T ]. As already noted, the above uniform limit defines a measure ρ±t on
(R4 \ {q = 0}) × R for all t ∈ [0, T ]. For initial data ψε0 ∈ D(Hε), the function t 7→ fε(t)

is continuously differentiable with a first order derivative, whose leading order term in ε is
given by the commutator expression in equation (50). Thus,

lim
k→∞ d

dt f
εk(t)

= lim
k→∞

〈
(φΠ±)(q,−iεk∇q)ψεk(t), ({λ±0 , a})εk

(q,−iεk∇q)(φΠ±)(q,−iεk∇q)ψεk(t)
〉
L2

= lim
k→∞

〈
Wεk

2 (ψεk(t)), {λ±0 , a}Π±
〉
A ′,A =

∫
{λ±0 , a}(q, p, η) ρ±t (dq,dp,dη) .

On the other hand, by the uniform convergence of (fεk(t))k∈N,

lim
k→∞ d

dt f
εk(t) = d

dt lim
k→∞ fεk(t) =

d
dt lim
k→∞

〈
Wεk

2 (ψεk(t)), aΠ±
〉
A ′,A = d

dt

∫
a(q, p, η) ρ±t (dq,dp,dη) ,

which implies
d
dt ρ

±
t = −{λ±0 , ρt}

for t ∈ [0, T ] such that
⋃
j∈{±}{Φ

t
j (q, p) | ∃η ∈ R : (q, p, η) ∈ supp(ρ0)} ∩ {q = 0} = ∅, or

equivalently ρ±t (q, p, η) = ρ±0 (Φt±(q, p), η), or

lim
k→∞

〈
Wεk(ψεk(t)) −Wεk(ψεk

0 ) ◦Φ−t
± , aΠ

±〉
A ′,A = 0 .

The assumption on the measure ρ0 guarantees that the sequences (〈Wε
2(ψ

ε
0), aΠ

±〉)ε>0
converge to measures ρ±0 without extraction of subsequences. Thus, every convergent sub-
sequence of (〈Wε

2(ψ
ε(t)), aΠ±〉)ε>0 converges to the same limit point, and therefore the

whole sequence itself has to converge. Observing that

L2(R2,C2)× L2(R2,C2) → C , (f, g) 7→ 〈Uε(t)f, aε(q,−iε∇q)Uε(t)g〉L2(R2)
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is a bounded bilinear form, we conclude the proof of the transport equation also for the case
of general initial data ψε0 ∈ L2(R2,C2) by a density argument. 2

The previous Proposition 7 also shows for the Wigner measures µ±t , that µ±t = µ±0 ◦ Φ
−t
±

on time intervals [0, T ] such that for all t ∈ [0, T ]⋃
j∈{±}

{Φtj (q, p) | (q, p) ∈ supp(ρ0)} ∩ {q = 0} = ∅ .

Since Φt± leaves I = {q∧ p = 0} invariant,

µ±t |R4\I = (µ±0 ◦Φ
−t
± ) |R4\I (51)

for all times t ∈ R. While the diagonal components of a two-scale Wigner functional
approximately satisfy classical transport equations, its off-diagonal elements vanish when
taking time averages.

Lemma 11 (Vanishing Commutator) Let ψε(t) ∈ C(R, L2(R2,C2)) be the solution of
the Schrödinger equation (1) with arbitrary initial datum ψε0 ∈ L2(R2,C2). Then, for
all a ∈ A and all t1, t2 ∈ R there exists a positive constant C = C(a, V, t1, t2) > 0

depending on a, V, t1, and t2 such that for all ψε0 ∈ L2(R2,C2)

|

∫t2

t1

〈Wε
2(ψ

ε(τ)), [V, a] 〉A ′,A dτ | ≤
√
ε C ‖ψε0‖2L2(R2) .

Proof. Let ψε0 ∈ D(Hε) and a ∈ A. We have for all τ ∈ R

iε ddτ 〈W
ε
2(ψ

ε(τ)), a 〉A ′,A = 〈ψε(τ), [Hε, aε(q,−iε∇q)]ψε(τ)〉L2(R2) .

Thus, we analyze the commutator [Hε, aε(q,−iε∇q)] = [h, aε]]ε(q,−iε∇q). Since a is
Schwartz function, we have aε ∈ S01/2(〈q〉

−1〈p〉−2), and applying Lemma 5 we obtain

[h, aε]]ε − [h, aε] =:
√
ε rε ∈ S−1/2

1/2 (1). Thus, with [h, aε] = [V, aε],

iε ddτ 〈W
ε
2(ψ

ε(τ)), a 〉A ′,A =

〈Wε
2(ψ

ε(τ)), [h, a] 〉A ′,A +
√
ε 〈ψε(τ), rε(q,−iε∇q)ψε(τ)〉L2(R2) . (52)

Integration from t1 to t2 gives

ε |

∫t2

t1

d
dτ 〈W

ε
2(ψ

ε(τ)), a 〉A ′,A dτ | = ε | 〈Wε
2(ψ

ε(t2)) −Wε
2(ψ

ε(t1)), a 〉A ′,A |

≤ ε s5(a) ‖ψε0‖2L2(R2)

and

√
ε |

∫t2

t1

〈ψε(τ), rε(q,−iε∇q)ψε(τ)〉L2(R2) dτ | ≤
√
ε c4(r

ε) |t1 − t2| ‖ψε0‖2L2(R2) ,

which together with equation (52) yields the claimed bound for ψε0 ∈ D(Hε). A density
argument concludes the proof also for general initial data ψε0 ∈ L2(R2,C2). 2
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Remark 17 The previous proof also applies to general matrix-valued Schrödinger equa-
tions with essentially self-adjoint Hamiltonian, whose symbol is polynomially bounded, and
to two-scaled Wigner functionals associated with more general submanifolds than the hy-
persurface of zero angular momentum I = {q∧ p = 0}. ♦

Purely off-diagonal symbols a ∈ A with supp(a) ∩ {q = 0} = ∅ can be written as a =

Π+aΠ− +Π−aΠ+, which implies [V, a] = (λ+
0 − λ−

0 )a and a = [V, (λ+
0 − λ−

0 )−1a]. Thus, we
have for such off-diagonal observables

|

∫t2

t1

〈Wε
2(ψ

ε(τ)), a 〉A ′,A dτ | ≤
√
ε C ‖ψε0‖2L2(R2) .

12.4 Measures on R2
t,τ × R4

q,p × Rη

We fix some time-interval of interest [0, T ] with T > 0 and define a set of admissible observ-
ables on an extended phase space [0, T ]t × Rτ × R4q,p as

AT :=
{
a ∈ C∞

b (R7,L(C2)) | a satisifes property (PT)
}
,

where

(PT) supp(a) ⊂ [0, T ]× R6 and a(t, τ, ·) ∈ A for all t, τ ∈ R.

For a ∈ AT we set
aε(t, q, τ, p) =: a(t, q, τ, p, q∧p√

ε
) .

and choose a cut-off function χT ∈ C∞
c (R,R) such that χT(t) = 1 for t ∈ [0, T ]. Then, we

define for ψ ∈ C(R, L2(R2,C2))

Wε
2,T(ψ) : AT → C , a 7→ 〈χTψ,aε(t, q,−iε∇t,q)χTψ〉L2(R3) ,

which is a bounded linear functional by the rescaling identity (44) already used before. The
alternative approach followed up in [FeGe1] applies to observables a ∈ S(R7,L(C2)) and
treats ψ ∈ C(R, L2(R2,C2)) as a temperate distribution on R3. Then, aε ∈ S(R6,L(C2)),
and the Weyl quantized operator is regularizing, that is

aε(t, q,−iε∇t,q) ∈ L(S ′(R3,C2),S(R3,C2)) ,

see Remark 4 in Part B. For symbols a ∈ AT ∩ S(R7,L(C2)) we have by Lemma 5

χT ]ε aε ]ε χT ∼ aε in S01/2(1) ,

and therefore

aε(t, q,−iε∇t,q) = χT aε(t, q,−iε∇t,q)χT ∈ L(S ′(R3,C2),S(R3,C2)) .

Consequently,

〈χTψ,aε(t, q,−iε∇t,q)χTψ〉L2(R3) =
〈
ψ,aε(t, q,−iε∇t,q)ψ

〉
S ′,S .
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For different cut-off functions χT, χ̃T ∈ C∞
c (R,R) with χT(t) = χ̃T(t) = 1 for t ∈ [0, T ], we

have
χT ]ε aε ]ε χT ∼ χ̃T ]ε aε ]ε χ̃T in S01/2(1) ,

and thus the independence of Wε
2,T(ψ) from the choice of the cut-off function. Balancing

the benefits of the two equivalent approaches of using a cut-off function in L2(R3) versus
working with temperate distributions, we have preferred the natural setting of L2-theory.

For (ψε)ε>0 in C(R, L2(R2,C2)) with supε>0,t∈R ‖ψε(t)‖L2(R2) < ∞, the sequence of two-
scale functionals (Wε

2,T(ψε))ε>0 has weak*-limit points ρT in A ′
T, which are bounded pos-

itive matrix-valued Radon measures on [0, T ] × R5 × R. As before, we denote by νT the
restriction of a measure ρT to the set {(t, q, τ, p, η) ∈ [0, T ] × R5 × R | (q, p) ∈ I}. The
following lemma addresses the localization of the measures ρT on the energy shell. The
analogous statement for semi-classical measures has been given in Section 3 of [Ge2].

Lemma 12 (Localization) Let ψε(t) ∈ C(R, L2(R2,C2)) be the solution of the model
problem (1), whose initial data (ψε0)ε>0 form a bounded sequence in L2(R2,C2). Then,
we have for the weak*-limit points ρT ∈ A ′

T of (Wε
2,T(ψε))ε>0

supp(ρT) ⊂
{
(t, τ, q, p, η) ∈ [0, T ]× R5 × R | τ+ 1

2 |p|
2 = ±|q|

}
.

Proof. We define a linear operator

H̃ε := −iε∂t −Hε = (τ+ h)((t, q),−iε∇t,q)

with domain

D(H̃ε) := {ψ ∈ L2(R3,C2) | ψ(·, q) ∈ C1(R,C2) for q ∈ R2 , ψ(t, ·) ∈ D(Hε) for t ∈ R} .

For initial data ψε0 ∈ D(Hε) the solution ψε is in C1(R, D(Hε)). Thus, χTψ
ε ∈ D(H̃ε) and

‖H̃ε(χTψ
ε)‖L2(R3) = ‖(−iε∂tχT)ψε‖L2(R3)

ε→0−→ 0 .

The symbol aε need not have any decay properties for large τ. However, since τ+h is linear
in τ, the reasoning of Lemma 5’s proof gives for a ∈ AT

aε]ε(τ+ h) − aε(τ+ h) ∈ S−1/2
1/2 (1) .

For a well-defined pairing with ρT, we restrict ourselves to symbols a ∈ AT with support
supp(a) ⊂ [0, T ]× R2q × [τ1, τ2]× R3p,η for some τ1, τ2 ∈ R and have

〈 ρT, a(τ+ h) 〉A ′
T,AT = lim

k→∞ 〈χTψ
εk , (aε(τ+ h))((t, q),−iεk∇t,q) (χTψ

εk)〉L2(R3)

= lim
k→∞

〈
χTψ

εk , aε((t, q),−iεk∇t,q) H̃εk(χTψ
εk)
〉
L2(R3)

= 0 .

Since ρT is a distribution of order zero, and since the set of symbols used in the preceding
lines is dense in Cc(R6 × R,L(C2)), we have ρT(τ + h) = 0 as measures, provided initial
data ψε0 ∈ D(Hε). A ‖ · ‖L2(R2)-density argument proves

〈ρT, a(τ+ h)〉A ′
T,AT = 0
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for general initial data ψε0 ∈ L2(R2,C2) and observables a ∈ AT with compact τ-support,
while another ‖·‖∞-density argument gives ρT(τ+h) = 0 in the sense of measures. Observing
that V(q)2 = |q|2 Id, we finally obtain the claimed assertion on the support of ρT. 2

It remains to clarify the relation between two-scale measures on R4q,p×Rη and their pendant
on R2t,τ × R4q,p × Rη.

Lemma 13 Let ψε(t) ∈ C(R, L2(R2,C2)) be the solution of the Schrödinger equation (1)
with initial data (ψε0)ε>0 bounded in L2(R2,C2). Let ρT be a weak*-limit point of
(Wε

2,T(ψε))ε>0, and let ρ±t be the scalar measures introduced in Proposition 7. Then,〈
ρT, Π

± aΠ±
〉
A ′

T,AT
=

∫
R6×R

a±(t, q, τ, p, η) ρ±t (dq,dp,dη) δ(τ− 1
2 |p|

2 ∓ |q|)dt

for all a ∈ AT with supp(a) ⊂ [−T, T ]× R6 \ {q = 0} and a± = tr(aΠ±).

Proof. Let (εk)k∈N be a subsequence, such that

Wεk

2,T(ψεk)
∗⇀ ρT , tr

(
Wεk

2 (ψεk(t))Π±
) ∗⇀ ρ±t uniformly in t ∈ [0, T ] .

Since ρT (τ+ 1
2 |p|

2 + V) = 0 and therefore supp(tr(ρTΠ
±)) ⊂ {τ+ 1

2 |p|
2 ± |q| = 0}, we have

tr
(
ρT(t, q, τ, p, η)Π±(q)

)
=

∫
R

tr
(
ρT(t, q,dτ, p, η)Π±(q)

)
δ(τ+ 1

2 |p|
2 ± |q|)

as measures on [0, T ]× (R2q \ {0})× R3τ,p × Rη . Thus, it remains to show that

ρ±t (q, p, η) =

∫
R

tr
(
ρT(t, q,dτ, p, η)Π±(q)

)
as measures on [0, T ] × (R2q \ {0}) × R2p × Rη. We have for symbols a = a(t, q, p, η) ∈ AT,
which do not depend on τ and have support away from {q = 0},∫

R6×R
tr
(
a(t, q, p, η)Π±(q)

)
ρ±T(dt,dq,dτ,dp,dη)

= lim
k→∞

〈
χTψ

εk , (Π±aεΠ
±)(t, q,−iεk∇q)χTψ

εk
〉
L2(R3,C2)

= lim
k→∞

∫
R

|χT(t)|2
〈
ψεk(t), (Π±aεΠ

±)(t, q,−iεk∇q)ψεk(t)
〉
L2(R2,C2)

dt

=

∫
R5×R

tr
(
a(t, q, p, η)Π±

)
ρ±t (dq,dp,dη)dt ,

which concludes our proof. 2

12.5 The Results of Fermanian and Gérard

In the following, we summarize the part of the results of [FeGe1], which we will use for the
proof of Theorem 8. In [FeGe1], C. Fermanian and P. Gérard have considered the system

i ε ∂tψε = HεFGψ
ε , ψε(0) = ψε0 ∈ L2(R2,C2) (53)
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with Hamiltonian

HεFG = k(x) +

(
− iε∂x1

− iε∂x2

− iε∂x2
iε∂x1

)
= k(x) + V(− iε∇x) ,

where k ∈ C∞(R2,R) is a smooth real-valued function. If k(x) = 1
2 |x|

2, then conjugation by
the ε-scaled Fourier transform Fε gives unitary equivalence to the model Hamiltonian Hε,

Hε = Fε HεFG F∗ε .

The crossing asscociated with HεFG is in momentum space at ξ = 0. Proposition 4 in [FeGe1]
shows existence of a function ω : R3 → R2 with |ω(τ, x)| = 1 for all (τ, x) ∈ R3 such that

IFG =
{
(t, τ, x, ξ) ∈ R6 | ω(τ, x) ∧ ξ = 0

}
, (54)

is an involutive submanifold, which for some point (t0, τ0, x0, 0) ∈ R6 contains the classical
trajectories associated with the eigenvalues of the symbol k(x) + V(ξ), which are issued in
a neighborhood U ∈ R6 of the point (t0, τ0, x0, 0). The space of admissible observables is
chosen as

AFG :=
{
a ∈ C∞(R7,L(C2)) | supp(a) ⊂ K× R , K ⊂ R6 compact ,

∃a∞ ∈ C∞(R6 × {±1},L(C2)) ∃R > 0 ∀m ∈ R6 ∀ |η| > R :

a(m,η) = a∞(m, sgn(η))
}
.

Theorem 1 of [FeGe1] shows, that for a bounded sequence (uε)ε>0 in L2(R3,C2) there exists
a subsequence (εk)k>0 of positive numbers and a positive Radon measure νFG on IFG × R
with values in Lsa(C2) such that for all a ∈ AFG

lim
εk→0

∫
R4

tr
(
Wεk(uεk)(t, τ, q, p)a

(
t, τ, x, ξ,

ω(x,τ)∧ξ√
εk

))
dtdτdxdξ =∫

IFG×R
tr (a(t, τ, x, ξ, η)νFG(dt,dτ,dx,dξ,dη))

+

∫
R6\IFG

tr
(
a∞(t, τ, x, ξ, sgn(ω(x, τ) ∧ ξ)

)
µ(dt,dτ,dx,dξ)

)
,

where (Wε(uε))ε>0 and µ are Wigner transforms and a Wigner measure of (uε)ε>0, respec-
tively. Theorem 2’ of [FeGe1] associates with the solution ψε(t, x) of (53) a measure νFG

on R6 × R, which decomposes as

νFG = ν+
FGΠ

+ + ν−
FGΠ

−

with scalar measures ν±FG supported in J±,p ∪ J±,f. For the definition of the sets J±,p and
J±,f, C. Fermanian and P. Gèrard restrict the crossing manifold {ξ = 0} to the set

SFG :=
{
(t, τ, x, 0, η) ∈ R6 × R | t ∈ R, τ = −k(x), x 6= 0, η ∈ R

}
,
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choose a point (t0, τ0, x0, 0, η0) ∈ SFG and a neighborhood (t0, τ0, x0, 0) ∈ U ⊂ R6, and
define

J±,p :=
{
(t+ s, τ,ΦsFG,±(x, 0), η) ∈ R6 × R | (t, τ, x, 0) ∈ U , s < 0 sufficiently small

}
,

J±,f :=
{
(t+ s, τ,ΦsFG,±(x, 0), η) ∈ R6 × R | (t, τ, x, 0) ∈ U , s > 0 sufficiently small

}
,

where ΦtFG,± are the classical flows associated with the Hamiltonian systems

ẋ = ∓ ξ
|ξ| , ξ̇ = ∇k(x) .

By Theorem 2’ in [FeGe1], the measures ν±FG satisfy the transport equations

∂tν
±
FG ± ξ

|ξ| · ∇xν
±
FG − ∇k(x) · ∇ξν±FG ± (∇ ·ω)∂η(ην

±
FG) = 0 ,

on J±,p \ SFG and

∂tν
±
FG ± ξ

|ξ| · ∇xν
±
FG − ∇k(x) · ∇ξν±FG ∓ (∇ ·ω)∂η(ην

±
FG) = 0 ,

on J±,f \ SFG. Denoting restrictions of the measures ν±FG to J±,p ∩ SFG and J±,f ∩ SFG by
ν
±,p
SFG

and ν±,fSFG
, respectively, Theorem 3 of [FeGe1] shows the Landau-Zener type formula(

ν+,f
SFG

ν−,f
SFG

)
=

(
1− TFG TFG

TFG 1− TFG

)(
ν

+,p
SFG

ν
−,p
SFG

)
with

TFG = TFG(x, η) = exp
(

− π η2

|∇k(x)|

)
,

if ν+,p
SFG

and ν−,p
SFG

are mutually singular on SFG. A sufficient condition to meet this singu-
larity requirement for positive times t ≥ 0 is the choice of initial data ψε0 ∈ L2(R2,C2) with
Π−ψε0 = 0, since then

ν
−,p
SFG

∣∣
{t≥0} ≡ 0 .

The proof of the above Landau-Zener formula reduces the system (53) to a scattering prob-
lem, which is close to the purely time-dependent Landau-Zener system (40). The reduction
is achieved by a change of symplectic time-space coordinates (t, τ, x, ξ) 7→ (s, σ, z, ζ), such
that microlocally in the new coordinates

J±,p
loc.
=

{
σ± s = 0, ζ2 = 0, s < 0

}
, J±,f

loc.
=

{
(σ∓ s = 0, ζ2 = 0, s > 0

}
and

IFG
loc.
=

{
ζ2 = 0

}
, SFG

loc.
=

{
σ = s = ζ2 = 0

}
.

Up to an error of order ε2, the system (53) reduces to a normal form

iε ∂svε = Q(s,− iε∂s, z,− iε∇z) vε

with symbol Q : R6 → L(C2),

Q(s, σ, z, ζ)
loc.
=

(
s α(σ, z)ζ2

α(σ, z)ζ2 −s

)
,
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α : R × R2 → R \ {0} and vε = Uεψε, where Uε is a suitably chosen unitary, matrix-
valued Fourier integral operator. Proposition 8 in [FeGe1] removes the σ-dependance of
the function α with an error of order

√
ε, while in the appendix of [FeGe1] the resulting

ordinary differential equation is approximately solved by the method of stationary phase.
A similar approach yields Landau-Zener type formulae also for codimension three crossings,
see [FeGe2]. By an iterative procedure, Y. Colin de Verdiére [CdV] has found microlocal
normal forms for symmetric crossings, which come with a superpolynomial error O(ε∞).
Applying C. Fermanian’s and P. Gérard’s result to the case k(x) = 1

2 |x|
2, we exchange

“position and momentum” and switch from (x, ξ) to (q, p). Since the flows Φt± of the
Hamiltonian systems (32) conserve angular momentum, the function ω can be chosen as
ω(τ, p) = ω(p) = p and IFG can be replaced by

ĨFG =
{
(t, τ, q, p) ∈ R6 | q∧ p = 0

}
.

For the manifold ĨFG, the same arguments as the ones employed in the proof of Proposition 7
show that the η-derivatives in the transport equations of the two-scale measures drop, and
one obtains on (J±,p ∪ J±,f) \ SFG

ν̃±FG(t, τ, q, p, η) = ν̃±FG(0, τ,Φ±t (q, p), η) .

The Landau-Zener transition rate becomes

T̃FG = T̃FG(p, η) = exp
(

− π η2

|p|3

)
.

The term |p|3 in T̃FG has to be read as |∇k(p)| |p|2, where the |p|2 stems from the unnormal-
ized choice of the function ω(p) = p, which enforces a transformation in the η-coordinate
of the two-scale measures as given in (48).

12.6 A Semigroup for Two-Scale Measures

In complete analogy to the definition of the semigroup Ltε for the diagonal components
(wε+(t), wε−(t)) of the Wigner function, we define a semigroup for the two-scale Wigner
measures (ρ+

t , ρ
−
t ) and (ν+

t , ν
−
t ) associated with the hypersurface of zero angular momentum

I =
{
(q, p) ∈ R4 | q∧ p = 0

}
in the following. We introduce the right continuous random

trajectories
J (q,p,η,j) : [0,∞) → R4 × Rη × {−1, 1} ,

where J (q,p,η,j)(t) = (Φtj (q, p), η, j) as long as Φtj (q, p) 6∈ S. Whenever the flow Φtj (q, p)

hits the jump manifold S, a jump from j to −j occurs with probability

T(p, η) = exp
(

− π η
2

|p|3

)
.

The random trajectories J (q,p,η,j) define a Markov process{
X(q,p,η,j) | (q, p, η, j) ∈ R4 × Rη × {−1, 1}

}
.

The pendant C2 to the space of observables C is defined as follows.
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Definition 12 A continuous compactly supported function f ∈ Cc((R4 \ S)×R× {±1},C)

belongs to to the space C2, if the following boundary conditions at (S \ Scl) × R × {−1, 1}

are satisfied:

lim
δ→+0

f(q− δp, p− δjq/|q|, η, j) = T(p, η) lim
δ→+0

f(q+ δp, p− δjq/|q|, η,−j) ,

lim
δ→+0

f(q− δp, p− δjq/|q|, η, j) = (1− T(p, η)) lim
δ→+0

f(q+ δp, p+ δjq/|q|, η, j) .

By construction of the function space C2, the semigroup

(T t f)(q, p, η, j) := E(q,p,η,j) f(J (q,p,η,j)(t) ) , t ≥ 0 ,

leaves C2 invariant, that is T t : C2 → C2 for all t ≥ 0. We denote the space of functions
a ∈ Cc((R4 \ S)×R,L(C2)) such that a = a+Π+ + a−Π− with (a+, a−) ∈ C2 by C2diag and
set for a ∈ C2diag

T t± a := (T t(a+, a−))± , T t a := (T t+ a)Π+ + (T t− a)Π− , t ≥ 0 .

We note, that T t leaves the space C2diag invariant. To work exclusively on the subspaces
Ran(Π±), we will also need

T t± a := T t±(aΠ±)

for scalar-valued a ∈ Cc((R4 \ S) × R,C). By duality, we define for matrix-valued Radon
measures ρ on R4 × R with supp(ρ) ∩ (S × R) = ∅ the matrix-valued measure T tρ on
(R4 \ S)× R, that is, we set∫

(R4\S)×R
tr
(
a(q, p, η) (T tρ)(dq,dp,dη)

)
:=

∫
R4×R

tr
(
(T ta)(q, p, η) ρ(dq,dp,dη)

)
for a ∈ C2diag. Having fixed these notations and definitions, we can formulate the key
observation for the proof of Theorem 8.

Lemma 14 Let ψε(t) ∈ C(R, L2(R2,C2)) be the solution of the Schrödinger equation (1)
with initial data (ψε0)ε>0 bounded in L2(R2,C2). Let T > 0 and ρ±t , t ∈ [0, T ], be the
scalar measures on (R4 \ {q = 0})× R introduced in Proposition 7. If

ρ−
0 = 0 and supp(ρ+

0 ) ∩ (S× R) = ∅ ,

then the restrictions ν±t of the measures ρ±t to I× R satisfy∫
I×R

a(q, p, η)ν±t (dq,dp,dη) =

∫
I×R

(T t±a)(q, p, η)ν±0 (dq,dp,dη)

for all scalar-valued a ∈ A with supp(a) ∩ (S× R) = ∅ and for all t ∈ [0, T ].

Proof. We have to work with measures on R4×R and on [0, T ]×R5×R in the following.
For all such measures m, which have support away from the jump manifold S, we define the
measure T t±m by ∫

a(x) (T t±m)(dx) :=

∫
(T t± a)(x)m(dx) ,
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where the scalar-valued a is either in A with support away from S or an observable in
AT ∩ AFG with the same support property. The measure T t±(ν±0 δ(τ − λ±0 )dt) satisfies the
same transport properties and jump conditions at I ∩ S = {q = 0} as the measure ν±FG.
Hence,

T t±(ν±0 δ(τ− λ±0 )dt) = ν±FG on AT ∩ AFG .

Since the Hamiltonian flow Φt± conserves energy λ±0 (q, p) = 1
2 |p|

2± |q|, and since λ+
0 (q, p) =

λ−
0 (q, p) for (q, p) ∈ I ∩ S = {q = 0}, we have

T t±
(
ν±0 δ(τ− λ±0 )dt

)
=
(
T t±ν±0

)
δ(τ− λ±0 )dt on AT .

On the other hand, by Lemma 13

ν±FG = ν±t δ(τ− λ±0 )dt on AT ∩ AFG ,

and therefore

ν±t δ(τ− λ±0 )dt = (T t±ν±0 ) δ(τ− λ±0 )dt on AT ∩ AFG .

By continuity with respect to time t, we then have

ν±t = T t± ν±0 on C∞
c (R5,L(C2))

for all times t ∈ [0, T ], and since ν±t is a positive distribution, by density the claimed identity
on A. 2

As an immediate consequence of Lemma 14 we have the following observation of bounded
motion on the upper level. Let ψε(t) be solution of the Schrödinger equation (1) for a
sequence of initial data (ψε0)ε>0 with Π−ψε0 = 0, which is bounded in L2(R2,C2), localized
in phase space, and which has unique Wigner measures µ0 and ρ0 with supp(µ0) ⊂ I. Let

C := sup
{
1
2 |p|2 + |q|

∣∣ (q, p) ∈ supp(µ0)
}
.

Then we have for all t ∈ [0, T ]

lim
ε→0

∫
{|q|>C}

|Π+(q)ψε(t, q)|2 dq = 0 . (55)

Indeed, by Proposition 4 the sequence (ψε(t))ε>0 is localized in phase space for all t ∈ R,
and we obtain by Proposition 2 that for all a ∈ Cb(R2,C) with supp(a) ∩ {q = 0} = ∅

lim
ε→0

∫
R2

a(q) |Π+(q)ψε(t, q)|2 dq =

∫
R4

a(q)µ+
t (dq,dp) ,

where we have used that that tr
(
Π+ψε(t)⊗ψε(t)

)
= |Π+ψε(t)|2 and tr(Π+µt) = µ+

t .
Moreover, by the definition of ν+

t

µ+
t (q, p) =

∫
R
ν+
t (q, p,dη) .

By Remark 10, we have |q+(t)| ≤ C for all t ≥ 0, and thus the asserted identity (55).

91



13 Proof of Theorem 8

With the previous preparations the proof of Theorem 8 is now straightforward.

Proof. We will establish the claimed identity (42) for the Landau-Zener function Wε
LZ(t)

in two steps. First, we show that uniformly in t ∈ [0, T ]

lim
ε→0

∫
R4

tr (Wε(ψε(t)) (q, p)a(q, p)) dqdp =

∫
R4×R

tr
(
a(q, p)

(
T tρ0

)
(dq,dp,dη)

)
(56)

where the key ingredient is Lemma 14 . Second, we prove

lim
ε→0

∫
R4

tr (Wε
LZ(t) (q, p)a(q, p)) dqdp =

∫
R4×R

tr
(
a(q, p)

(
T tρ0

)
(dq,dp,dη)

)
(57)

uniformly in t ∈ [0, T ], which basically holds by construction of the semigroups.

First Step. We write the diagonal observables a under consideration again in the form
a = tr(aΠ+)Π+ + tr(aΠ−)Π− =: a+Π+ +a−Π−. Note that such observables can be viewed
as η-independent elements of A. By Proposition 7, there exists a subsequence (εk)k∈N
depending on T > 0 such that

lim
k→∞ 〈Wεk

2 (ψεk(t)), a〉A ′,A

exists uniformly in t ∈ [0, T ]. In the following, we will show that all such convergent
subsequences of

(〈Wε
2(ψ

ε(t)), a〉A ′,A)
ε>0 (58)

converge to the same limit point∫
R4×R

tr
(
a(q, p)

(
T tρ0

)
(dq,dp,dη)

)
uniformly in t, and thus the whole sequence itself has to converge towards this limit point
uniformly in t. By the definition of the measures µ±t and ν±t , we have uniformly in t

lim
k→∞

∫
R4

tr (Wεk(ψεk(t))a(q, p)) dqdp = lim
k→∞ 〈Wεk

2 (ψεk(t)), a〉A ′,A

=
∑
j∈{±}

(∫
R4\I

aj(q, p)µjt(dq,dp) +

∫
I×R

aj(q, p)νjt(dq,dp,dη)

)
.

By the identity (51) following Proposition 7∫
R4\I

a±(q, p)µ±t (dq,dp) =

∫
R4\I

(
a± ◦Φ−t

±
)
(q, p)µ±0 (dq,dp) .

Since the initial data (ψε0)ε>0 have negligible mass near the jump manifold S, that is∫
Sδ

|Wε(ψε0)(q, p)| dqdp → 0 as ε → 0, we also have
∫

R4 W
ε(ψε0)(q, p)a(q, p)dqdp → 0 as

ε → 0 for all a ∈ S(R4,L(C2)) with supp(a) ⊂ Sδ. This means supp(µ0) ∩ Sδ = ∅, which

92



in turn implies supp(ρ0) ∩ (Sδ × R) = ∅. By Lemma 14, we then have for the two-scale
measures ν±t∫

I×R
a±(q, p)ν+

t (dq,dp,dη) =

∫
I×R

(
T t±a

)
(q, p, η)ν+

0 (dq,dp,dη) .

Thus, uniformly in t

lim
k→∞

∫
R4

tr (Wεk(ψεk(t))a(q, p)) dqdp =

∑
j∈{±}

(∫
R4\I

(
aj ◦Φ−t

j

)
(q, p)µj0(dq,dp) +

∫
I×R

(
T tj a

)
(q, p, η)νj0(dq,dp,dη)

)
,

and by definition of the measure ρ0 and the semigroup T t∑
j∈{±}

∫
I×R

(
T tj a

)
(q, p, η)νj0(dq,dp,dη) =

∫
R4×R

tr
((
T ta

)
(q, p) ρ0(dq,dp,dη)

)
−

∑
j∈{±}

∫
R4\I

(
T tj a

)
(q, p,∞)µj0(dq,dp) .

Since T(q, p,∞) = 0, we have∫
R4\I

(
T t±a

)
(q, p,∞)µ±0 (dq,dp) =

∫
R4\I

(
a± ◦Φ−t

±
)
(q, p)µ±0 (dq,dp) ,

and therefore, uniformly in t,

lim
k→∞

∫
R4

tr (Wεk(ψεk(t))a(q, p)) dqdp =

∫
R4×R

tr
(
a(q, p)

(
T tρ0

)
(dq,dp,dη)

)
.

The preceding arguments show that all convergent subsequences of the bounded sequence
in (58) converge to the same limit, and thus the sequence has to converge itself. This
proves (56).

Second Step. In order to establish (57), i.e. to lift the semigroup acting on the measures
to a semigroup acting on functionals, we first have to remove a neighborhood of S. Let
χ ∈ C∞(R,R) be a smooth function such that χ = 0 on [−δ/2, δ/2] and χ = 1 on R \ [−δ, δ].
Since supp(ρ0) ∩ (Sδ × R) = ∅, we have∫

R4×R
tr
(
a(q, p)

(
T tρ0

)
(dq,dp,dη)

)
=

∫
R4×R

tr
(
χ(q · p)

(
T ta

)
(q, p, η) ρ0(dq,dp,dη)

)
.

Denoting χ̃(q, p) := χ(q · p), the set {χ̃ (T ta) | t ∈ [0, T ]} is a bounded subset of A. Since
weak*-convergence and strong convergence in A ′ coincide, we get uniformly in t∫

R4×R
tr
(
a(q, p)

(
T tρ0

)
(dq,dp,dη)

)
= lim

ε→0
〈
Wε
2(ψ

ε
0), χ̃

(
T ta

)〉
A ′,A .
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Since the initial data have no mass near the jump manifold S, we find that〈
Wε
2(ψ

ε
0), χ̃

(
T ta

)〉
A ′,A =

∫
R4

tr
(
Wε(ψε0)(q, p)χ(q · p) (Ltεa)(q, p)

)
dqdp

= lim
ε→0

∫
R4

tr
(
Wε(ψε0)(q, p) (Ltεa)(q, p)

)
dqdp

= lim
ε→0

∫
R4

tr (Wε
LZ(t)(q, p)a(q, p)) dqdp ,

uniformly in t. This shows (57) and the proof is complete. 2

Remark 18 General codimension two crossings with Hamiltonian

−ε
2

2 ∆q +

(
α(q) β(q)

β(q) −α(q)

)
,

where α,β ∈ C∞
b (Rn,R) are smooth functions with

codimRn {q ∈ Rn | α(q) = β(q) = 0} = 2 ,

lack in their corresponding classical dynamics a second conserved quantity like the angu-
lar momentum in the case of the linear conical crossing. Hence, in the general case the
τ-dependance of the function ω defining the involutive manifold IFG in (54) cannot be re-
moved, and there seems to be no straightforward way of lifting the Landau-Zener formula
for two-scale measures to the level of the Wigner function. ♦

14 Rigorous Surface Hopping Algorithm

The semigroup Ltε and the Landau-Zener function Wε
LZ(t) give rise to the following algo-

rithm to approximate the Wigner function Wε(ψε(t)) of the solution ψε(t) of the model
system (1). We assume initial data of the form

ψε0(q) = ψε0,+(q)χ+(q) , q ∈ R2 ,

with arbitrary scalar wave function ψε0,+ ∈ L2(R2,C), which is the situation described by
Theorem 8. All the trajectories, which occur on the lower level, have been issued by a
trajectory of the upper level and move away from the crossing {q = 0}. There are no
leading order interferences between upper and lower electronic level. The final weights
w±j (T), which are produced by the rigorous surface hopping algorithm in Figure 8, are an
approximation to the values of the diagonal components wε±(T) of the Wigner function
Wε(ψε(T)) at the points (q±j (T), p±j (T)). The number N− of points on the lower level
depends on the initial sample size N+ and the length of the time interval [0, T ]. Hence, for
computations on large time intervals one might decide not to open up a trajectory for the
lower level, if its starting weight

| Tε(q∗, p∗)w
+
j (t<∗ ) | ≤ tol
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Rigorous Surface Hopping Algorithm

1. Compute the Wigner function Wε(ψε0,+) =: wε+(0) of the initial component ψε0,+.
Sample the support of wε+(0) and call the resulting set

Σ+ :=
{
(q+
j , p

+
j ) | j = 1, . . . ,N+

}
.

With every point (q+
j , p

+
j ) ∈ Σ+ associate the weight w+

j (0) := wε+(0)(q+
j , p

+
j ).

2. For all (q+
j , p

+
j ) ∈ Σ+ compute the classical flow Φt+(qj, pj).

3. Denote the point of time and point in phase space, when Φt+(q+
j , p

+
j ) attains its

minimal distance to the crossing {q = 0} for the first time, by t∗ and (q∗, p∗),
respectively. Change the weight

w+
j (0) = w+

j (t<∗ ) y w+
j (t>∗ ) = (1− Tε(q∗, p∗)) w

+
j (t<∗ )

with
Tε(q∗, p∗) = exp

(
− π

(q∗∧p∗)2

|p∗|3

)
.

Start for time t = t∗ a trajectory Φt−t∗− (q∗, p∗) on the lower level, and associate
with it the weight Tε(q∗, p∗)w+

j (t<∗ ).

4. Repeat the procedure described in the previous step for all other times t∗, when-
ever Φt+(q+

j , p
+
j ) attains its minimal distance to the crossing {q = 0}.

Output at time t = T : Points in phase space (q±j (T), p±j (T)) ∈ R4 ;
Weights w±j (T) ∈ R for j = 1, . . . ,N±.

Figure 8: The surface hopping algorithm resulting from Theorem 8.

is smaller than some predescribed small tolerance tol � 1. For the comparative plot in
Figure 9, the final squared L2-norms ‖Π±ψε(T)‖2L2(R2) have been approximated by the
surface hopping algorithm and by a Strang splitting scheme with Fourier differencing, which
is discussed in more detail in Part E later on. The initial plus-component ψε0,+ has been
chosen as

ψε0,+(q) = 2−1/2 (επ)−1/2 exp(− 1
2ε |q− q0|

2 + i
ε p0 · (q− q0) ) , q ∈ R2

with q0 = (8
√
ε, 0) and p0 = (−1, 0). The time-interval for the computation has been

chosen as
[
−2
√
ε, 2

√
ε
]
. Hence, the set-up is exactly the same as for the computation

producing Figure 1 in Part A. The semi-classical parameter ε has been chosen as ε = 10−k

for k = 1, . . . , 4. As expected, the smaller the parameter ε the better the performance of
the surface hopping algorithm.

In Part A, Section 3.2, we have given some examples illustrating the ubiquity of conical
crossings in the chemical physics’ literature. Theoretical chemists have designed innumerous
approximation schemes, amongst which J. Tully’s surface hopping algorithm of the fewest
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switches “has turned out to be the most popular approach to describe nonadiabatic dynamics
at conical intersections”, cit. Section IV in the recent review article [StTh] of the chemists
G. Stock and M. Thoss. The algorithm stemming from the aymptotic semigroup Ltε can
be viewed as a rigorously derived variant of the fewest switches approach, which itself is a
variation of the originally proposed trajectory surface hopping method of J. Tully and R.
Preston [TuPr]. Being aware of the delicate discrepancy in chemical and mathematical lingo
and intentions, we do not tackle any systematic comparison between algorithms but just
rephrase and quote some passages of the paper [Tu], in which the fewest switches approach
has been introduced. J. Tully’s algorithm assigns as many initial conditions for classical
trajectories “as required to obtain statistically significant conclusions”, cit. Section IV. A
in [Tu]. Then, the classical equations of motion on each energy level are integrated on a
time interval, which is “so long as it is sufficiently short that the electronic probabilities
change only slightly”. Along the way, a switching probability g is calculated by means of
an approximation to the Schrödinger equation for the electronic degrees of freedom. If g is
larger than some randomly chosen number, then a trajectory switches to the other energy
level and “a velocity adjustment must be made in order to conserve total energy.”

In summary, we mention the two key properties, which seem to be shared by all surface
hopping type approaches. First, all such algorithms are grid-free approximation schemes,
an indispensible prerequisite for numerical simulations in molecular dynamics, which are
notoriously associated with a high number of degrees of freedom. (Grid-based discretizations
scale exponentially in the number of space dimensions.) Second, the numerical integration
of classical transport equations is by far a much more simpler task than the integration of
a highly oscillatory wave function, which pays especially in the physically relevant regime,
where the parameter ε ranges from 10−3 to 10−2.

96



Figure 9: The plot compares the final energy level populations computed by the surface
hopping algorithm (particle method, straight lines) and a Strang splitting scheme (“refer-
ence solver”, dashed lines). Here, by final energy level population the squared L2-norm
‖Π±ψε(T)‖2 at time t = T is meant. It is plotted against different values of the semi-
classical parameter ε, which takes the values ε = 10−k, k = 1, . . . , 4. Red lines refer to the
upper, blue ones to the lower electronic level. The sum of upper and lower population is
plotted in green. The initial data, computational domain and time-interval are exactly the
same as for the plots in Figure 1 of Part A. They scale with the parameter ε. The plot
affirms our expectations: the smaller the parameter ε the better the performance of the
surface hopping algorithm.
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Part D

Spectral Study
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In this part, we prove that the closure of the model Hamiltonian

Hε = −ε
2

2 ∆q +

(
q1 q2
q2 −q1

)
equipped with the domainD(Hε) = C∞

c (R2,C2) is of absolutely continuous spectrum, which
covers the whole real line,

σ
(
Hε
)

= σac
(
Hε
)

= R ,

see Theorem 10 later on. The proof relies on an orbital decomposition, an exact WKB
construction, and employs the non-subordinacy method of D. Gilbert and D. B. Pearson for
ordinary differential operators.

15 A Direct Sum of Avoided Crossings

Studying resonances associated with conical intersections, L. Nédélec has transformed our
system to a direct sum of avoided crossings (see Remark 5.2 in [Ne]). We provide a quick
review of this transformation.

First step. We perform a normalized ε-Fourier transformation with respect to q ∈ R2,

Fε : ψ(q) 7→ = (2πε)−1

∫
R2

e−iq·p/εψ(q)dq ,

which is unitary from L2(R2,C2) into itself by Plancherel’s Theorem. The original partial
differential expression

τε = −ε
2

2 ∆q +

(
q1 q2
q2 −q1

)
,

becomes

τε1 = Fε τε (Fε)−1 = 1
2 |p|

2 +

(
−iε∂p1

−iε∂p2

−iε∂p2
iε∂p1

)
.

In the original system, the symbol’s eigenvalues |p|2/2± |q| cross for q = 0. In the Fourier
transformed system, the eigenvalues are |q|2/2±|p|, and the crossing has moved from position
to momentum space onto the set {p = 0}.

Second step. Using the rotational symmetry of the potential 12 |p|
2, we switch to polar

coordinates p = r(cosφ, sinφ), that is we identify

L2(R2,C2; dp1 dp2) = L2( ]0,∞[×T,C2; rdrdφ) =: Lper(rdrdφ) .

In polar coordinates, we obtain the partial differential expression

τε2 = 1
2r
2 − iε∂r

(
cosφ sinφ
sinφ − cosφ

)
+

(
− sinφ cosφ
cosφ sinφ

)
1
r (−iε∂φ) .

The symbol in polar coordinates has the eigenvalues

1
2r
2 ±

√
ρ2 + ν2

r2 , (r, φ, ρ, ν) ∈ ]0,∞[×T× R2 ,
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which cross for ρ = ν = 0.

Third step. Similarly to Prüfer’s transformation of ordinary differential operators, see
Chapter 8.3 in [Hi], we conjugate by a unitary operator, which is multiplication by a half-
angle rotation matrix. Denoting

Lsem(rdrdφ) := {ψ ∈ L2(]0,∞[×[0, 2π],C2; rdrdφ) | ψ(·, 0) = −ψ(·, 2π)} ,

we conjugate by

R : Lper(rdrdφ) → Lsem(rdrdφ) , ψ(r, φ) 7→ (
cos φ2 sin φ2

− sin φ2 cos φ2

)
ψ(r, φ) .

We note, that R takes functions, which are periodic in the angular variable, to semi-periodic
ones. That way, we obtain the partial differential expression

τε3 = 1
2r
2 +

(
−iε∂r −r−1 iε∂φ

−r−1 iε∂φ iε∂r

)
− iε
2r

(
1 0

0 −1

)
.

Remark 19 At this point we note, that the the Weyl quantization of the tempered distri-
butions σ1(q, p) = |p|−1(q · p) and σ2(q, p) = |p|−1(q ∧ p) reads in Fourier transformed
polar coordinates as

σ1(q,−iε∇q) ' −iε∂r − iε 12r , σ2(q,−iε∇q) ' −iε 1r ∂φ .

Hence, the derivation of τε3 has justified the unitary equivalence, which had been claimed
in Section 10 of Part C. ♦

Fourth Step. To remove the subprincipal part, we conjugate by the operator multiplying
with r−1/2. For this, we set

Lsem(drdφ) := {ψ ∈ L2(]0,∞[×[0, 2π],C2; drdφ) | ψ(·, 0) = −ψ(·, 2π)}

and
S : Lsem(rdrdφ) → Lsem(drdφ) , ψ(r, φ) 7→ r−1/2ψ(r, φ) .

This unitary transformation results in the partial differential expression

τε4 = 1
2r
2 +

(
−iε∂r −r−1 iε∂φ

−r−1 iε∂φ iε∂r

)
.

Summarizing the preceding steps, there is a unitary mapping

Uε4 : L2(R2,C2; dp1 dp2) → Lsem(drdφ) , Uε4 = S ◦ R ◦ Fε

such that
U4 τ

εU∗4 = τε4 .
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Fifth Step. An ε-scaled Fourier series expansion with respect to the semi-periodic angular
variable φ gives the decomposition

τε4 =
⊕

ν∈ ε(Z+1/2)

1
2r
2 +

(
−iε∂r ν

r
ν
r iε∂r

)
=:

⊕
ν∈ ε(Z+1/2)

τεν .

The ordinary differential expressions τεν with ν ∈ ε(Z + 1/2) operate in L2(]0,∞[,C2; dr).
They are of the form

τεν u(r) = pν(r)u(r) + (q− q∗)∂ru(r)

with

pν(r) =

(
1
2 r
2 ν

r

ν
r

1
2 r
2

)
and q = −12 iε

(
1 0

0 −1

)
, (59)

and thus fall into the class of formally self-adjoint differential expressions as defined in
Chapter 1 of [We87]. The eigenvalues of the symbol of τεν are those of τε2. However, since
ν ∈ ε(Z + 1/2) is now of the form ε times an integer plus one half, the conical crossing has
turned into a family of avoided crossings. We note, that a similar orbital decomposition
has also been given by J. Avron and A. Gordon in [AvGo]. They use their decomposition
to construct an approximate solution of the zero-energy problem τε u = 0 in terms of
generalized hypergeometric functions.

16 Exact WKB Solutions

For a spectral analysis of the self-adjoint realization of the differential expressions τεν in
L2(]0,∞[,C2; dr) we construct exact WKB solutions of the ordinary differential equations
(τεν − λ)u = 0 with λ ∈ C. Since it does not cost any extra effort, we construct solutions
for differential equations of the slightly more general form

p(x)u(x) + (q− q∗)∂xu(x) = 0 , x ∈ I ⊂ R (60)

with

p(x) =

(
p1(x) ω(x)

ω(x) p2(x)

)
, z ∈ S ,

such that p1, p2 : S → C and ω : S → R are analytic functions, S ⊂ C a strip in the
complex plane containing the interval I ⊂ R the solutions shall live on, and

q = −12 iε
(
1 0

0 −1

)
.

We start by the formal construction, postponing any rigorous considerations to the next but
one section.
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16.1 Formal Construction

After conjugation by

N(x) := 1
2 exp

(
i
2ε

∫x
0

(p11(y) − p22(y))dy

)(
1 −1

1 1

)
=: 12 n(x)

(
1 −1

1 1

)
system (60) is transformed into the trace-free system

iε ∂xv(x) =

(
0 1

2 (p1(x) + p2(x)) +ω(x)
1
2 (p1(x) + p2(x)) −ω(x) 0

)
v(x)

with v(x) = N(x)u(x). Introducing new, complex coordinates

z(x) =

∫x
x0

√
−14 (p1(y) + p2(y))2 +ω(y)2 dy , x0 ∈ S , (61)

we look for solutions of the form v(x) = e±z(x)/ε w̃±(z(x)).

Definition 13 (Turning Point) Let p1, p2 : S → C and ω : S → R be analytic functions
on some strip S ⊂ C containing some interval I ⊂ R. The zeros of the function

S → C , x 7→ −14 (p1(x) + p2(x))
2 +ω2(x)

are called the turning points of the system (60).

We note, that due to the possible presence of such turning points the square root in the
definition of z(x) might be defined only locally. By formal calculations, the amplitude
vector w̃±(z) has to satisfy

−iε ∂zw̃±(z) =

(
±i H(z)

−H(z)−1 ±i

)
w̃±(z) ,

where the function H(z(x)) is given by

H(z(x)) =
(
1
2 (p1(x) + p2(x)) +ω(x)

) (
−14 (p1(x) + p2(x))

2 +ω(x)2
)−1/2

= −i sgn
(
1
2 (p1(x) + p2(x)) +ω(x)

)√ 1
2 (p1(x) + p2(x)) +ω(x)
1
2 (p1(x) + p2(x)) −ω(x)

.

The turning points are the poles and zeros of the meromorphic function x 7→ H(z(x)). For
a decomposition with respect to image and kernel of the preceding system’s matrix we
formally conjugate by

P±(z) = 2− 1
2

(
H(z)− 1

2 ± iH(z)
1
2

H(z)− 1
2 ∓ iH(z)

1
2

)
and obtain a system for w±(z) = P±(z)w̃±(z),

∂zw±(z) =

(
0 −

H ′(z)
2H(z)

−
H ′(z)
2H(z) ∓ 2/ε

)
w±(z) ,
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where H ′(z) is shorthand for ∂zH(z). The series ansatz

w±(z) =
∑
n≥0

(
w2n,±(z)

w2n+1,±(z)

)
(62)

with w0,± ≡ 1 and(
∂z ± 2

ε

)
w2n+1,±(z) = −

H ′(z)

2H(z)
w2n,±(z) ,

∂zw2n+2,±(z) = −
H ′(z)

2H(z)
w2n+1,±(z) , n ≥ 0 ,

gives us a formal solution, which is unique up to some arbitrary constants. The constants
are fixed by setting

wn,±(z̃) = 0 , n ≥ 1

for some suitable base point z̃ ∈ S. We note, that the preceding equations for wn,± are the
same as the ones obtained by an exact WKB construction for scalar Schrödinger equations,
see for example the work of C. Gerard and A. Grigis [GeGr] or T. Ramond [Ra]. If Γ±(z̃, z)

denotes a path of finite length in S connecting z̃ and z ∈ S, we can formally rewrite the
above differential equations for n ≥ 0 as

w2n+1,±(z) = −

∫
Γ±(z̃,z)

exp
(
± 2
ε (ζ− z)

) H ′(ζ)

2H(ζ)
w2n,±(ζ)dζ,

w2n+2,±(z) = −

∫
Γ±(z̃,z)

H ′(ζ)

2H(ζ)
w2n+1,±(ζ)dζ

or after iterated integration as

w2n+1,±(z) = −

∫
Γ±(z̃,z)

∫
Γ±(z̃,ζ2n+1)

. . .

∫
Γ±(z̃,ζ1)

exp
(
± 2
ε (ζ2 − ζ3 + . . .+ ζ2n+1 − z)

)
×

× H ′(ζ1)

2H(ζ1)
. . .

H ′(ζ2n+1)

2H(ζ2n+1)
dζ1 . . . dζ2n+1,

w2n+2,±(z) = −

∫
Γ±(z̃,z)

∫
Γ±(z̃,ζ2n+2)

. . .

∫
Γ±(z̃,ζ1)

exp
(
± 2
ε (ζ2 − ζ3 + . . .− ζ2n+2)

)
×

× H ′(ζ1)

2H(ζ1)
. . .

H ′(ζ2n+2)

2H(ζ2n+2)
dζ1 . . . dζ2n+2 .

16.2 Convergence

Now, we should give the preceding formal construction some mathematical meaning on
open, simply connected domains Ω ⊂ S, which do not contain any turning points. On such
domains Ω, all the functions defined above are well-defined analytic functions. For compact
subsets K ⊂ Ω and z̃, z ∈ z(K) there exist positive constants Cε±(K) > 0 depending on the
semi-classical parameter ε and the compactum K such that

sup
ζ∈Γ±(z̃,z)

∣∣∣∣ exp
(
± 2
εζ
) H ′(ζ)

2H(ζ)

∣∣∣∣ ≤ Cε±(K) .
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If we denote the maximal length of the pathes Γ±(z̃, ·) ⊂ K in the preceding iterated inte-
grations by 0 < L < ∞, then

sup
z∈z(K)

|wn,±(z)| ≤
Cε±(K)n Ln

n!
, n ≥ 0 ,

where the bound Ln

n! comes from the volume of a simplex with length L. Thus, we have
uniform convergence of the series (62) for w±(z) and exact solutions

u±(x) = e± z(x)/ε n(x)−1 T±(z(x))w±(z(x))

of the original problem (60) on turning point free compact sets K, where

T±(z) = 2− 1
2

(
H(z)

1
2 ∓ iH(z)− 1

2 H(z)
1
2 ± iH(z)− 1

2

−H(z)
1
2 ∓ iH(z)− 1

2 −H(z)
1
2 ± iH(z)− 1

2

)
, z ∈ z(K) .

16.3 Original Equations

Now we turn to back to the linear conical crossing problem, for which we want to study
solutions of the systems

(τεν − λ)u(r) =

(
1
2r
2 − λ− iε∂r ν

r
ν
r

1
2r
2 − λ+ iε∂r

)
u(r) = 0 , r ∈]0,∞[ ,

for λ ∈ C and ν ∈ ε(Z + 1/2). Following the preceding construction, we obtain for some
suitable r0 ∈ C+ the phase function

z(r, r0) =

∫r
r0

√
−(12s

2 − λ)2 + (νs )2 ds .

The turning points are the roots of the two cubic polynomials r3 − 2 λr ± 2|ν|, which lie
in the right half-plane. Solving the cubic equations by Cardano’s method, we obtain six
complex roots of the form

u± + v± , −12 (u
± + v±)± i

2

√
3 (u± − v±)

with u± = (∓|ν| +
√
D )1/3, v± = 2λ/(3u±), and determinant D = (−2 λ/3)3 + ν2. De-

pending on the determinant D, we have two different cases. For D = 0, we have a simple
root 2 |ν|1/3 and a double root |ν|1/3. For D 6= 0, we have three distinct roots in the right
half-plane, one close to zero and the other two close to

√
2|λ|. The function H is

H(z(r)) = −i sgn( 12r
3 − λr+ ν )

√(
1
2r
3 − λr+ ν

) (
1
2r
3 − λr− ν

)−1
.

17 Spectrum of the Differential Operators

The original partial differential expression τε in L2(R2,C2; dq1 dq2) is unitarily equivalent to
the direct sum of ordinary differential expressions τεν in L2(]0,∞[,C2; dr). For the following
considerations, we fix ε > 0 and ν ∈ ε(Z + 1/2) to study the spectrum of the self-adjoint
realization of τεν in L2(]0,∞[,C2; dr).
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17.1 Essential Spectrum

We obtain all self-adjoint realizations in L2(]0,∞[,C2; dr) as restrictions of the maximal
operator Mε

ν

D(Mε
ν) = {u ∈ AC(]0,∞[,C2) | τεν u ∈ L2(]0,∞[,C2; dr) } , Mε

ν u = τεν u ,

where AC(]0,∞[,C2) denotes the space of absolutely continuous functions. The maximal
operator Mε

ν is densely defined and closed, see Theorem 3.9 in [We87]. Existence of self-
adjoint restrictions is guaranteed, if the deficiency indices

γ± := dim ker(∓ i −Mε
ν)

are equal. For the computation of these indices we use the asymptotics of the exact WKB
solutions u± of (τεν − λ)u = 0 with λ ∈ C for r → 0 and r → ∞. The following lemma’s
proof relies on a decomposition method given in Theorem 4.2 in [We87].

Lemma 15 (Deficiency Indices) Let ε > 0 and ν ∈ ε(Z + 1/2). The deficiency indices
γ± of the maximal operator Mε

ν are both equal zero.

Proof. The space of all solutions of (τεν − λ)u = 0 has dimension two. Since γ± =

γ±0 + γ±∞ − 2, we have proven our claim, if we show

γ±∞ = γ±0 = 1 .

The indices γ±∞ and γ±0 are defined as the number of linearly independent solutions of
(∓ i − τεν)u = 0, which lie left respectively right in L2(]0,∞[,C2; dr). A function lies left
respectively right in L2(]0,∞[,C2; dr), if it is square-integrable on ]0, c[ respectively ]c,∞[

for all c ∈]0,∞[. We start with the computation of γ±∞. Clearly, H(z(r)) → −i as r → ∞.
Choosing the amplitude base point z̃ = limr→∞ z(r), we have w±(z(r)) → (1, 0)t as r → ∞,
and

lim
r→∞ T±(H(z(r))) w±(z(r)) = 2−1/2 e−iπ/4

(
−1∓ 1
1∓ 1

)
.

Hence, the decay properties of the exact WKB solutions u± at infinity are governed by the
exponential term e±z(r)/ε. Let x ∈ C. Taylor expansion of the function y 7→ √

x+ y, gives
for all y > 0 with y 6= x some η ∈ ]0, y[ such that

√
x+ y =

√
x+ 1

2 y (x+ η)−1/2 .

Setting x = −
(
1
2 s
2 − λ

)2
with λ ∈ {± i} and y = (ν/s)2, we have some ηs ∈ ]0, (ν/s)2[ such

that

±
√

−i
(
1
2 s
2 − λ

)2 ± (
ν
s

)2
= ± i

(
1
2 s
2 − λ

)
+ 1
2

(
ν
s

)2 (
−
(
1
2 s
2 − λ

)2
+ ηs

)−1/2
= ± i

(
1
2 s
2 − λ

)
+O( s−4 ) as s → ∞ .

Hence, there is a constant ‘const.’ depending on the choice of the phase base point r0 such
that

±z(r) = ± i (r3 − λr) + const.+O(r−3) as r → ∞ ,
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and we see the proportionality

e±z(r)/ε ∼ e±i (r3−λr)/ε as r → ∞ . (63)

Therefore, only one of the solutions u± is square-integrable at infinity, which means that
γ±∞ = 1. It remains to compute γ±0 . We have H(z(0)) = sgn(ν). Choosing the amplitude
base point z̃ = z(0), we obtain w±(z(0)) = (1, 0)t and hence

T±(H(z(0))) w±(z(0)) = 2−1/2

(
1∓ i

−1∓ i

)
resp. 2−1/2

(
i∓ 1

−i∓ 1

)
,

if ν > 0 respectively ν < 0. Thus, we examine the exponential term e±z(0)/ε. A Taylor
expansion argument similar to the one before gives

±
√

−
(
1
2 s
2 − λ

)2
+
(
ν
s

)2
= ± |ν|

s +O(s) as s → 0

and
± z(r) = ± |ν| ln r+ const.+O(r2) as r → 0 ,

where ‘const.’ depends on the choice of the phase base point r0. Hence, we have the pro-
portionality

e±z(r)/ε ∼ r±|ν|/ε as r → 0 . (64)

Thus, only one of the exact WKB solutions u± is square-integrable at zero, and we obtain
γ±0 = 1. 2

Having deficiency indices γ±, which are not only equal but identical zero, the maximal
operatorMε

ν is the unique self-adjoint realization of τεν in L2(]0,∞[,C2; dr), see Theorem 4.6
in [We87]. This observation can also be paraphrased, that the minimal operator mεν ,

D(mεν) = C∞
c ( ]0,∞[,C2 ) , mεν u = τεν u ,

is essentially self-adjoint and has as its closure the maximal operator. However, there is
more to deduce from the asymptotics of the exact WKB solutions.

Proposition 8 (Essential Spectrum) Let ε > 0 and ν ∈ ε(Z + 1/2). The maximal
operator Mε

ν is the unique self-adjoint realization of the differential expression τεν in
L2(]0,∞[,C2; dr), and we have

σ(Mε
ν) = σess(M

ε
ν) = R .

Proof. We show λ ∈ σess(M
ε
ν) for all λ ∈ R. We denote by γ0,λ and γ∞,λ the number

of linearly independent solutions of (τεν − λ)u = 0, which are square-integrable at zero
respectively infinity. Equations (64) and (63) imply

γ0,λ + γ∞,λ = 1+ 0 < 2+ γ± = 2+ 0 .

Hence, by Theorem 11.1 in [We87] we obtain λ ∈ σess(M
ε
ν). 2

Next, we prove absence of singular continuous spectrum, which requires a bit more tech-
nique.
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17.2 Absolutely Continuous Spectrum

We have read off from equation (63), that at least one of the exact WKB solutions u± of
(τεν − λ)u = 0 for λ ∈ C lacks square-integrability at infinity. Thus, we have already proven,
that the differential expressions τεν are in the limit point case at infinity.

Lemma 16 (Limit Point Case) The differential expressions τεν, ν ∈ ε(Z + 1/2), ε > 0,
are in the limit point case at infinity. That is, for every λ ∈ C there is at least one
solution of (τεν − λ)u = 0, which is not square-integrable at infinity.

For real λ ∈ R the two exact WKB solutions u± lack not only square-integrability at infinity,
but they are also of the same size at infinity. Such an asymptotic behaviour enables us to
apply the non-subordinacy method of D. Gilbert and D. B. Pearson, which initially has
been developed for the spectral study of one-dimensional Schrödinger operators [GiPe]. We
will use the uniform non-subordinacy condition proposed in [We96], which will simplify the
proofs later on.

Definition 14 (Same Size) Let ε > 0, ν ∈ ε(Z + 1/2), and I ⊂ R an interval. If there
exist positive θ > 0, c > 0, and a function k : ]c,∞[→]0,∞[ such that all solutions of
(τεν − λ)u = 0 for λ ∈ I with |u(c)| = 1 satisfy

θ k(R) ≤
∫R
c

|u(r)|2 dr ≤ k(R) for all R > c ,

then all solutions of (τεν − λ)u = 0 for λ ∈ I are of the same size at infinity.

We note, that if this uniform non-subordinacy condition is satisfied for some constant c > 0,
then it also holds for all other c ′ ∈ ]0, c[ with different θ ′ > 0 and k ′ : ]c ′,∞[→]0,∞[.

Lemma 17 (Same Size) Let ε > 0 and ν ∈ ε(Z + 1/2). For all compact intervals I ⊂ R,
the solutions of (τεν − λ)u = 0 for λ ∈ I are of the same size at infinity.

Proof. We deduce from the proof of Lemma 15 the existence of constants 0 6= Cλ ∈ C
such that the WKB solutions u±(r) = u±(r; λ) are equivalent to

v±(r; λ) := Cλ e± i (r3−λr)/ε

(
1/2± 1/2
1/2∓ 1/2

)
as r → ∞, where the limit is uniform in λ ∈ I. The constants Cλ are bounded away from
zero such that infλ∈I |Cλ| > δ1 for some δ1 > 0. Let δ2 > 0 be another small constant such
that infλ∈I(|Cλ| − δ1)2 > δ2. We choose c > 0 such that for all λ ∈ I and for all r ≥ c

| u±(r; λ) − v±(r; λ) | ≤ δ1 and | 〈u+(r; λ), u−(r; λ)〉 | ≤ δ2 .

For every solution u(r) = u(r; λ) with |u(c; λ)| = 1 there are α±(λ) ∈ C such that

u(r; λ) = α+(λ)u+(r; λ) + α−(λ)u−(r; λ) , r ∈ [c,∞[
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with supλ∈I |α±(λ)|2 ≤ A < ∞. Since

(R− c) (|Cλ| − δ1)
2 ≤

∫R
c

|u±(r; λ)|2 dr ≤ (R− c) (|Cλ| + δ1)
2 ,

we obtain

(R− c) 2A
(
(|Cλ| − δ1)

2 − δ2
)
≤

∫R
c

|u(r; λ)|2 dr ≤ (R− c) 2A
(
(|Cλ| + δ1)

2 + δ2
)
.

2

For Sturm-Liouville and Dirac differential expressions, which are in the limit point case at
infinity and have solutions of the same size at infinity, J. Weidmann has proven absolute
continuous spectrum for their self-adjoint realizations, see Theorem 3 in [We96]. The same
result is true in our case.

Theorem 9 (Absolutely Continuous Spectrum) Let ε > 0 and ν ∈ ε(Z + 1/2). We
have for the self-adjoint realization Mε

ν on L2(]0,∞[,C2; dr) of the ordinary differential
expression τεν

σ(Mε
ν) = σac(M

ε
ν) = R .

The proof is analogous to the proof of the corresponding result for Sturm-Liouville and
Dirac differential expressions. Before convincing ourselves of this analogy in Section 17.5,
we need some information about the self-adjoint realizations of τεν on L2(]c, R[,C2; dr) with
c ≥ 0 and c < R ≤ ∞.

17.3 Boundary Conditions

Since the matrix-valued function r 7→ pν(r) defined in (59) is locally integrable on [c,∞[ for
positive c > 0, the differential expression τεν is regular at c > 0. All self-adjoint realizations
of τεν on L2(]c,∞[,C2; dr) are restrictions of the maximal operator

D(Mc,∞) = {u ∈ AC(]c,∞[,C2) | τεν u ∈ L2(]c,∞[,C2; dr) } , Mc,∞ u = τεν u

by means of boundary conditions at c > 0. One obtains self-adjoint boundary conditions in
terms of vanishing Lagrange brackets, which stem from the Lagrange identity

〈τεν u(r), v(r)〉 − 〈u(r), τεν v(r)〉 = d
dr [u, v]r , r ∈]0,∞[

for absolutely continuous functions u, v : ]0,∞[→ C2. The Lagrange identity implies Green’s
formula

〈Mc,∞u, v〉L2(]c,∞[) − 〈u,Mc,∞v〉L2(]c,∞[) = lim
r↗ ∞ [u, v]r − [u, v]c

for all u, v ∈ D(Mc,∞), see Theorem 3.10 in [We87]. The Lagrange bracket for τεν is readily
calculated as

[u, v]r = 〈(q− q∗)u(r), v(r)〉 = i εu1(r) v1(r) − i εu2(r) v2(r) .
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Lemma 18 (Away from Zero) Let ε > 0, ν ∈ ε(Z + 1/2), and c > 0. The deficiency
indices of the maximal operator Mc,∞ are both equal one, and all self-adjoint realiza-
tions Aαc,∞ of the differential expression τεν in L2(]c,∞[,C2; dr) are given by

D(Aαc,∞) = {u ∈ D(Mc,∞) | u1(c) = eiα u2(c) } , Aαc,∞ u = τεν u

with α ∈ [0, 2π[. Moreover, σ(Aαc,∞) = σess(A
α
c,∞) = R for all α ∈ [0, 2π[.

Proof. Recycling some of the arguments already used in the proof of Lemma 15, the
deficency indices γ± of Mc,∞ are easily calculated as

γ± = γ±c + γ±∞ − 2 = 2+ 1− 2 = 1 .

Hence, by Theorem 4.9.b in [We87], the domains of the self-adjoint realizations of τεν on
L2(]c,∞[,C2; dr) are characterized by vectors a = (a1, a2) ∈ C2 \ {(0, 0)} with

[a, a]c = i ε |a1|
2 − i ε |a2|

2 = 0 ,

that is with a1 = eiαa2 for some α ∈ [0, 2π[. Thus, the self-adjoint realizations can be
parametrized by an angular variable α ∈ [0, 2π[ and have as domains

{u ∈ D(Mc,∞) | [a, u]c = 0} = {u ∈ D(Mc,∞) | u1(c) = eiα u2(c) } .

Employing once more the decay properties of solutions of (τεν − λ)u = 0 with λ ∈ R, which
are given by equation (63), we have

γc,λ + γ∞,λ = 2+ 0 < 2+ γ± = 2+ 1 .

Hence, the whole real line is essential spectrum for all the operators Aαc,∞. 2

For the proof of Theorem 9 we will approximate the operators Aαc,∞ by a sequence of self-
adjoint realizations of τεν on L2(]c, R[,C2; dr) with R > c. On bounded intervals ]c, R[ with
c > 0 and R > c, the differential expression τεν is regular. All self-adjoint realizations of τεν
on L2(]c, R[,C2; dr) are restrictions of the maximal operator Mc,R

D(Mc,R) = {u ∈ AC(]c, R[,C2) | τεν u ∈ L2(]c, R[,C2; dr) } , Mc,R u = τεν u

by means of boundary conditions. However, in the regular case there are plenty of self-
adjoint boundary conditions, and we prefer restricting our attention to the separated ones.

Lemma 19 (Separated Boundary Conditions) Let ε > 0, ν ∈ ε(Z + 1/2), c > 0, and
c < R < ∞. The deficiency indices of the maximal operator Mc,R are both equal two,
and the operators Aα,βc,R ,

D(Aα,βc,R ) = {u ∈ D(Mc,∞) | u1(c) = eiα u2(c) , u1(R) = eiβ u2(R)} , A
α,β
c,R u = τεν u

with α,β ∈ [0, 2π[ are all self-adjoint realizations of τεν on L2(]c, R[,C2; dr) with sepa-
rated boundary conditions.

The operators Aα,βc,R , α,β ∈ [0, 2π[, have discrete spectrum with simple eigenvalues λn,
n ∈ N. Moreover,

∑
λn 6=0 λ

−2
n < ∞.
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Proof. The deficency indices γ± of Mc,R are

γ± = γ±c + γ±R − 2 = 2+ 2− 2 = 2 .

By Theorem 4.10 in [We87], two linearly independent vectors a, b ∈ C2 with [a, a]c =

[b, b]R = 0 describe domains of self-adjoint realizations of τεν on L2(]c, R[,C2; dr) with sep-
arated boundary conditions. The Lagrange bracket condition means

a1 = eiα a2 , b1 = eiβ b2 for some α,β ∈ [0, 2π[ .

Thus, we have two angular variables α,β ∈ [0, 2π[ and domains

{u ∈ D(Mc,R) | [a, u]c = [b, u]R = 0}

= {u ∈ D(Mc,R) | u1(c) = eiα u2(c) , u1(R) = eiβ u2(R)} .

Since pν is a smooth function on the interval ]c, R[, the solutions of (τεν − λ)u = 0 for λ ∈ C
lie all in L2(]c, R[,C2; dr). Hence, τεν is quasi regular at c > 0 and R > c. By Theorem 7.11
in [We87], the spectrum of the operators Aα,βc,R is discrete, and∑

λn 6=0

λ−2
n < ∞ .

Since every solution of the differential equation (τεν − λ)u = 0 is determined by the bound-
ary condition at one of the boundary points up to a constant factor, the eigenvalues are
simple. 2

Having discussed the boundary conditions, which are relevant for the proof of Theorem 9,
we turn to a short recapitulation about spectral representations and spectral matrices.

17.4 Spectral Representation

Every self-adjoint operator A in a separable Hilbert space H has an ordered spectral repre-
sentation. That is, there exists a unitary operator U,

U : H → ⊕
j∈I

L2(R,C; dσj) ,

such that UAU∗ is the operator of multiplication by the identity function in the space⊕
j∈I L

2(R,C; dσj). The index set I is countable, and the measures σj are finite Borel mea-
sures on R with the property, that the measure σj+1 is absolutely continuous with respect
to its predecessor σj for all j ∈ I. Given a spectral resolution E(·) of A, the measures σj are
obtained as

σj(B) = ‖E(B)gj‖2H , B ⊂ R Borel sets ,

with suitably chosen gj ∈ H, see Theorem 8.1 in [We87]. For the self-adjoint realizations A
of the ordinary differential expression τεν the index set I equals {1, 2}. There is a right-
continuous non-decreasing matrix-valued function ρc,R : R → L(C2) uniquely determind by
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ρc,R(0) = 0, such that

Uc,R : L2(]c, R[,C2; dr) → L2(R,C2; dρc,R) ,

(Uc,R f)(λ) = l. i.m.
c ′ ↘c
R ′↗R

 ∫R ′
c ′
〈uλ(r), f(r)〉dr∫R ′

c ′
〈vλ(r), f(r)〉dr


is a unitary operator with UAU∗ equal to the multiplication by the identity function in
L2(R,C2; dρc,R). The set {uλ, vλ} is a fundamental system of the differential equation
(τεν − λ)u = 0, and l. i.m. refers to the limit in L2(R,C2; dρc,R), see Theorem 8.7 in [We87].
Such a unitary operator is also referred to as a spectral representation. Working on inter-
vals ]c, R[ with c > 0 and c < R ≤ ∞, which are away from the singular point zero, we have
spectral matrices ρc,R of a particularly simple form.

Lemma 20 (Spectral Representation) Let ε > 0, ν ∈ ε(Z + 1/2), c > 0, and choose
R ∈ ]c,≤ ∞[. Let Aαc,∞ and Aα,βc,R with α,β ∈ [0, 2π[ be the self-adjoint realizations of τεν
on L2(]c, R[,C2; dr), which have been introduced in Lemma 18 and Lemma 19. Then,
all such operators have a spectral matrix ρc,R : R → C2,2 of the form

ρc,R =

(
(ρc,R)1,1 0

0 0

)
.

There is a Borel measure µc,R on R and a simplified spectral representation

Uc,R : L2(]c, R[,C2; dr) → L2(R,C; dµc,R) , (Uc,R f)(λ) =

∫R
c

〈uλ(r), f(r)〉dr ,

where uλ is a solution of the differential equation (τεν − λ)u = 0 satisfying the boundary
condition u1(c) = eiα u2(c). If R < ∞, the measure µc,R is a pure point measure with

µc,R(I) =
∑
λn∈I

‖uλn‖
−2
L2(]c,R[) , I ⊂ R intervals ,

where {λn | n ∈ N} = σ(Aα,βc,R ) are the eigenvalues of Aα,βc,R , and uλn corresponding
eigenfunctions.

Proof. Justifying the claims for the case R ≤ ∞, we just have to apply Theorem 10.7
in [We87] and its subsequent remarks. There, the asserted form of the spectral representation
is proven for self-adjoint realizations with separated boundary conditions for differential
expressions τ, which are regular at c, if the solution space of (τ− λ)u = 0 is two-dimensional,
and if γ±c = 2. For the case R < ∞, Lemma 19 yields that the measure µc,R must be of the
form

µc,R =
∑
n∈N

δλn µn

with non-negative weights µn ≥ 0. Let λN be an eigenvalue of Aα,βc,R . Then,

(Uc,R uλN
)(λ) =

∫R
c

〈uλ(r), uλN
〉dr = 〈uλ, uλN

〉L2(dr) , λ ∈ R ,
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where uλ is chosen as an eigenfunction of λ, if λ ∈ σ(Aα,βc,R ). Since Uc,R is unitary, and
since eigenfunctions for different eigenvalues are orthogonal, we have

‖uλN
‖2L2(dr) = ‖Uc,R uλN

‖2L2(dµc,R) =
∑
n∈N

| 〈uλn , uλN
〉L2(dr) |2 µn = ‖uλN

‖4L2(dr) µN ,

and therefore µN = ‖uλN
‖−2
L2(dr). 2

Varying the boundary conditions at c > 0, when working on intervals ]c,∞[, gives a spectral
averaging result analogous to the ones for Schrödinger, Sturm-Liouville, or Dirac differential
expressions, see [Ko] and [We96].

Proposition 9 (Spectral Averaging) Let ε > 0, ν ∈ ε(Z+1/2), and c > 0. Let Aαc,∞
with α ∈ [0, 2π[ be the self-adjoint realizations of τεν in L2(]c,∞[,C2; dr) and µαc,∞ the
associated spectral measures introduced in Lemma 20. Then, the averaged measure∫2π

0

µαc,∞ dα

is absolutely continuous with respect to Lebesgue measure on R.

After computation of a Weyl-Titchmarsh m-coefficient for τεν, the proof uses arguments
analogous to the ones of Theorem 2 in [We96], which shows a spectral averaging result for
Jacobi matrices.

Proof. Let {u1, u2} be a fundamental system of (τε − z)u = 0 with z ∈ C. Then, all
solutions of the inhomogeneous problem (τεν − z)u = f with f ∈ L1loc(]c,∞[,C2; dr) have the
form

u(r) = a1 u1(r) + a2 u2(r) + u1(r)

∫r
d

W(u1, u2, y)
−1W([f], u2, y)dy

+ u2(r)

∫r
d

W(u1, u2, y)
−1W(u1, [f], y)dy

with d ∈]c,∞[, see Theorem 5.2 in [We87]. Though τεν is not real, an elementary computa-
tion yields that the Wronskian W(u1, u2, y) = det(u1(y), u2(y)) = W(u1, u2) is constant.
The modified Wronskians are

W([f], u2, y) := det((q− q∗)−1f(y), u2(y)) = i
ε (f1(y)u2,2(y) + f2(y)u2,1(y))

and

W(u1, [f], y) := det(u1(y), (q− q∗)−1f(y)) = − i
ε (u1,1 (y)f2(y) + u1,2(y) f1(y)) .

Hence,

u(r) = a1 u1(r) + a2 u2(r) + i
εW(u1, u2)

−1

(
u1(r)

∫r
d

〈 (u2,2(y), u2,1(y))t, f(y) 〉dy

− u2(r)

∫r
d

〈 (u1,2(y), u1,1(y))t, f(y) 〉dy
)
.
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We choose two solutions uα(z; ·) and vα(z; ·) of (τεν − z)u = 0 with boundary values at c > 0

uα(z; c) = (eiα, 1)t , vα(z; c) = (i/ε, 0)t ,

such that
− i
εW(uα(z; ·), vα(z; ·))−1 = 1 .

Since the deficiency indices γ± of Aαc,∞ equal one, there exists for every z ∈ C \ R a unique
coefficient mα(z) ∈ C, the Weyl-Titchmarsh m-coefficient, with

mα(z)uα(z; ·) + vα(z; ·) =: w∞(z; ·) ∈ L2(]c,∞[,C2; dr) .

Setting wc(z; ·) := uα(z; ·), we have − i
εW(wc(z; ·), w∞(z; ·))−1 = 1, and Theorem 7.3 in

[We87] yields the resolvent as

(Aαc,∞ − z)−1f(r) = wc(z; r)

∫∞
r

〈 (w∞,2(z;y), w∞,1(z;y))t, f(y) 〉dy
+ w∞(z; r)

∫r
c

〈 (wc,2(z;y), wc,1(z;y))t, f(y) 〉dy

for f ∈ L2(]c,∞[,C2; dr). Since (uα2 (z; ·), uα1 (z; ·))t and (vα2 (z; ·), vα1 (z; ·))t are solutions of
(τεν − z)u = 0, both of them must be linear combinations of uα(z; ·) and vα(z; ·). Inserting
the boundary values at c > 0, we obtain

(uα2 (z; ·), uα1 (z; ·))t = e−iα uα(z; ·) , (vα2 (z; ·), vα1 (z; ·))t = − i
ε u

α(z; ·) + eiα vα(z; ·)

and for the resolvent

(Aαc,∞ − z)−1f(r) = uα(z; r)

∫∞
r

〈 (mα(z) e−iα − i
ε )uα(z;y) + eiα vα(z;y), f(y) 〉dy

+ (mα(z)uα(z; r) + vα(z; ·))
∫r
c

〈 e−iα uα(z;y), f(y) 〉dy .

With the notation of Chapter 9 in [We87] this means

m+
11(z) = mα(z) eiα , m+

12(z) = 0 , m+
21(z) = eiα , m+

22(z) = 0 ,

and

m−
11(z) = mα(z) eiα + i

ε , m−
12(z) = e−iα , m−

21(z) = 0 , m−
22(z) = 0 .

We obtain by the Weyl-Titchmarsh-Kodaira formula, Corollary 9.5 in [We87], a spectral
matrix of the form given in Lemma 20 with upper left component

(ραc,∞)1,1 (λ) = (2π i)−1 eiα lim
δ ′↘0 lim

δ↘0
∫λ+δ ′

δ ′
(mα(t+ i δ) −mα(t− i δ)) dt

for λ ∈ R. Since σp(Aαc,∞) = ∅, the spectral measure µαc,∞ is

µαc,∞(I) = (2π i)−1 eiα lim
δ↘0

∫
I

(mα(t+ i δ) −mα(t− i δ)) dt
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for intervals I ⊂ R. By Lemma 9.1 of [We87], we have m+
11(z) = m−

11(z) for all z ∈ C \ R,
and hence

µαc,∞(I) = π−1 lim
δ↘0

∫
I

(
Im(mα(t+ i δ) eiα) + (2ε)−1

)
dt .

Since (τεν − z)w∞(z; ·) = 0 for z ∈ C \ R, Green’s formula implies

2 i Im(z)

∫∞
c

|w∞(z; r)|2 dr

= −

∫∞
c

( 〈τενw∞(z; r), w∞(z; r)〉− 〈w∞(z; r), τενw∞(z; r)〉 )dr

= [w∞(z, ·), w∞(z, ·)]c = 2 i Im(mα(z) eiα) + i
ε

and
Im(mα(t+ i δ) eiα) + (2ε)−1 > 0 for all t ∈ R .

Since γ± = 1, we have for every z ∈ C \ R a constant cα(z) ∈ C with

cα(z) (m0(z)u0(z, ·) + v0(z, ·) ) = mα(z)uα(z, ·) + vα(z, ·) .

Evaluating the previous equation at the boundary point c > 0, we obtain

cα(z)m0(z) = mα(z) .

If m0(z) = 0, then mα(z) = 0 for all α ∈ [0, 2π[, and
∫2π
0
mα(z)dα = 0. Otherwise,

cα(z) = mα(z)m0(z)−1

and
mα(z)( 1− eiα + i

ε m
0(z)−1 ) = i

ε .

Hence,

[0, 2π] → C , α 7→ mα(z) eiα = ε−1 i eiα (1− eiα + i
ε m

0(z)−1
)−1

is a smooth function with∫2π
0

mα(z) eiα dα = ε−1

∫2π
0

i eiα (1− eiα + i
ε m

0(z)−1
)−1

dα

= −ε−1 ln
(
1− eiα + i

ε m
0(z)−1

) ∣∣∣2π
α=0

= 0 .

By Fatou’s Lemma and Fubini’s Theorem, we obtain for every bounded interval I ⊂ R∫2π
0

µαc,∞(I)dα = π−1

∫2π
0

lim
δ↘0

∫
I

(
Im(mα(t+ i δ) eiα) + (2ε)−1

)
dtdα

≤ π−1 lim inf
δ↘0

∫2π
0

∫
I

(
Im(mα(t+ i δ) eiα) + (2ε)−1

)
dtdα

= π−1 lim inf
δ↘0

∫
I

∫2π
0

(
Im(mα(t+ i δ) eiα) + (2ε)−1

)
dαdt = ε−1 |I| .

2

Having the necessary information about self-adjoint boundary conditions and spectral rep-
resentations at hand, we now turn to the proof of the absolutely continuous spectrum.
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17.5 Proof of Absolutely Continuous Spectrum

We prove Theorem 9, that is σ(Mε
ν) = σac(M

ε
ν) = R for all ε > 0 and all ν ∈ ε(Z + 1/2).

Proof. We proceed in four steps. First, one approximates by auxiliary problems defined on
intervals ]c,∞[ and ]c, R[. Second, one bounds the variation of the corresponding spectral
matrices by means of the uniform non-subordinacy condition. Third, one bounds these
variations by means of the spectral measure associated with the problem on some interval
]c0,∞[. Fourth, one uses the spectral averaging result to conclude the proof.

First step. We approximate Mε
ν by the sequence (A0c,∞)c>0 in the sense of generalized

strong convergence. That is, if we denote by Pc,∞ : L2(]0,∞[,C2; dr) → L2(]c,∞[,C2; dr)
the orthogonal projections in L2(]0,∞[,C2; dr) onto L2(]c,∞[,C2; dr), then we have

(A0c,∞ − z)−1Pc,∞ → (Mε
ν − z)−1 strongly as c ↘ 0 for all z ∈ C \ R .

The convergence proof is literally the same as the one for Sturm-Liouville expressions and
Dirac systems given in Theorem 6 of [StWe]. Analogously for every c > 0, we approximate
A0c,∞ by the sequence (A0,0c,R)R>c as R ↗ ∞. Since σp(Mε

ν) = σp(A0c,∞) = ∅, the generalized
strong convergence implies strong convergence of the spectral resolutions E(·)(λ), that is

E(A0c,∞)(λ)Pc,∞ → E(Mε
ν)(λ) strongly as c ↘ 0 for all λ ∈ R ,

and for all c > 0

E(A0c,R)(λ)Pc,R → E(A0,0c,∞)(λ)Pc,∞ strongly as R ↗ ∞ for all λ ∈ R .

Let c0 > 0, and let {uλ, vλ} be a fundamental system of (τεν − λ)u = 0 for all λ ∈ R with

uλ(c0) = (1, 0)t , vλ(c0) = (0, 1)t .

Then, the convergence of the spectral resolutions translates into convergence of the spectral
matrices associated with {uλ, vλ}. That is,

lim
c↘0 (ρc,∞(λ) − ρc,∞(λ ′)) = ρ(λ) − ρ(λ ′) ,

and
lim
R↗∞ (ρc,R(λ) − ρc,R(λ

′)) = ρc,∞(λ) − ρc,∞(λ ′) (65)

for all λ, λ ′ ∈ R, see Theorem 14.13 in [We02].

Second Step. Since the spectrum σ(A0,0c,R ) = {λn | n ∈ N} of A0,0c,R is point spectrum only,
the mapping λ 7→ ρc,R(λ) is a jump function, which is constant on the intervals without
eigenvalues. Let λ be an eigenvalue, φλ the eigenfunction with |φλ(c0)| = 1, and ∆c,R(λ) =

ρc,R(λ) − ρc,R(λ− 0) the corresponding jump. Then, we have for all f, g ∈ L2(]c, R[,C2; dr)

〈(Uc,R f)(λ), ∆c,R(λ)(Uc,R g)(λ)〉 = 〈 f, E(A0,0c,R)({λ})g 〉L2(]c,R[)

= ‖φλ‖−2
L2(]c,R[)

〈f, φλ〉L2(]c,R[) 〈φλ, g〉L2(]c,R[) .
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By construction of the unitary operator Uc,R, we obtain for the elements of the jump matrix
∆c,R(λ)

(∆c,R)k,l (λ) = ‖φλ‖−2
L2(]c,R[)

φλ,k(c0)φλ,l(c0) , k, l ∈ {1, 2} .

Let I ⊂ R be a compact interval, θ and k(·) the constants of the uniform non-subordinacy
condition provided by Lemma 17. We get for the variation of the matrix components of
λ 7→ ρc,R(λ) on I

var
I

(ρc,R)k,l ≤
∑
λn∈ I

‖∆c,R(λn)‖ ≤
∑
λn∈ I

‖φλn‖
−2
L2(]c,R[) ≤ ](σ(A0,0c,R) ∩ I) (θ k(R))−1

with k, l ∈ {1, 2}. There is a constant Cc ∈ Z just depending on c > 0 such that

](σ(A0,0c,R) ∩ I) = ](σ(A0,0c0,R
) ∩ I) + Cc .

Since k(R) → ∞ as R ↗ ∞, we have by the limit established in equation (65) that

var
I

(ρc,∞)k,l ≤ lim sup
R↗∞ var

I
(ρc,R)k,l ≤ lim sup

R↗∞ ](σ(A0,0c0,R
) ∩ I) (θ k(R))−1 .

Third Step. From the limit in equation (65) we deduce for the spectral measures, which
have been introduced in Lemma 20, that

lim
R↗∞ µc0,R(I) = µc0,∞(I) (66)

for all bounded intervals I ⊂ R. Let {σn | n ∈ N} = σ(A0,0c0,R
), and denote by uσn an

eigenfunction of σn. For compact intervals I ⊂ R and R > c0 we have by the non-subordinacy
bounds of Lemma 17

µc0,R(I) =
∑
σn∈ I

‖uσn‖
−2
L2(]c0,R[) ≥ ](σ(A0,0c0,R

) ∩ I)k(R)−1 ,

and therefore
µc0,∞(I) ≥ lim sup

R↗∞ ](σ(A0,0c0,R
) ∩ I)k(R)−1 .

Hence,
var
I

(ρc,∞)k,l ≤ θ−1µc0,∞(I) .

Fourth Step. We consider the self-adjoint realizations Aαc,∞ of τεν on L2(]c,∞[,C2; dr)
with c > 0. We denote the associated spectral measures by µαc,∞ with α ∈ [0, 2π[. With
this notation, the measure µc0,∞ used in the previous step is identical µ0c0,∞. From the
representation of resolvents used in the proof of Lemma 9, we deduce continuity of the
mapping α 7→ (Aα,0c,R − z)−1 for z ∈ C \ R. Hence, for all intervals I ⊂ R there exists a
constant Cc,R(I) ≥ 0 such that

| ](σ(Aα,0c,R) ∩ I) − Cc,R(I) | ≤ 1 for all α ∈ [0, 2π[ .

Again by the non-subordinacy bounds of Lemma 17, we have for compact intervals I ⊂ R

(Cc,R(I) − 1)k(R)−1 ≤ µαc,R(I) ≤ (Cc,R(I) + 1) (θk(R))−1
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for all α ∈ [0, 2π[. By convergence of the spectral measures, see the limit in equation (66),
these inequalities imply

lim sup
R↗∞ Cc,R(I)k(R)−1 ≤ µαc,∞(I) ≤ lim sup

R↗ Cc,R(I) (θk(R))−1

for all α ∈ [0, 2π[, and therefore

θµβc,∞(I) ≤ µαc,∞(I) ≤ θ−1 µβc,∞(I)

for all α,β ∈ [0, 2π[. From this we deduce, the equivalence of the measures µαc,∞ for
α ∈ [0, 2π[ on compact intervals. By Proposition 9, the averaged measure∫2π

0

µαc,∞ dα

is absolutely continuous with respect to Lebesgue measure on R. Hence, the measure µ0c0,∞
is absolutely continuous with respect to Lebesgue measure on R. Hence,

var
I

(ρ)k,l ≤ lim sup
c↘0 var

I
(ρc,∞)k,l ≤ θ−1µc0,∞(I)

for compact intervals I ⊂ R. Therefore, the restriction of the measure ρ to compact inter-
vals I ⊂ R is absolutely continuos with respect to Lebesgue measure, which implies absolute
continuity of the measure ρ itself, concluding the proof. 2

17.6 Immediate Implications

We note, that the fourth step of the proof has shown absolutely continuous spectrum also
for the self-adjoint realizations of τεν on L2(]c,∞[,C2; dr) with c > 0.

Corollary 4 Let ε > 0, ν ∈ ε(Z+1/2), and c > 0. The self-adjoint realizations Aαc,∞ of
the differential expression τεν in L2(]c,∞[,C2; dr) have the whole real line as absolutely
continuous spectrum, that is

σ(Aαc,∞) = σac(A
α
c,∞) = R

for all α ∈ [0, 2π[.

In Section 15, we have shown that the linear conical crossing Hamiltonian Hε is unitarily
equivalent to the orthogonal sum of ordinary differential operators Mε

ν, ν ∈ ε(Z + 1/2). By
Lemma 7 in the Appendix of [Sch], we have

σac
(
Hε
)

=
⋃

ν∈ε(Z+1/2)

σac
(
Mε
ν

)
.

Thus, we have finally proven absolutely continuous spectrum also for the partial differential
operator Hε.

Theorem 10 For all ε > 0, we have σ
(
Hε
)

= σac
(
Hε
)

= R.
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18 Operator Splitting

We denote by A the semi-classical Laplacian −ε
2

2 ∆ acting on D(A) = H2(R2,C2) and by B
multiplication with the linear potential

B : ψ 7→ V(q)ψ =

(
q1 q2
q2 −q1

)
ψ

acting on D(B) =
{
ψ ∈ L2(R2,C2) | |q|ψ ∈ L2(R2,C2)

}
. Since V(q) is a real symmetric

matrix, the domain D((Hε)∗) of the adjoint of the model Hamiltonian Hε = −ε
2

2 ∆ + V(q)

contains the set D(A)∩D(B). Therefore, Hε is also essentially self-adjoint on D(A)∩D(B),
and the Trotter product formula, for example Theorem VIII.31 in [ReSi1], gives

exp
(

− it
ε

(
− ε2

2 ∆+ V(q)
))

= s − lim
M→∞

(
exp(− it

εM A) exp(− it
εM B)

)M
uniformly on bounded time intervals J ⊂ R. That is, if we set ∆t = t

M and

Tε∆t
:= exp(− i

ε ∆tA) exp(− i
ε ∆t B) ,

then
(
(Tε∆t

)Mψε0
)
M∈N converges to the solution ψε(t) of the Schrödinger system (1) in

C(J, L2(R2,C2)) as the number of timesteps M → ∞ tends to infinity. To obtain a con-
vergence rate, however, we can no more allow for general initial data ψε0 ∈ L2(R2,C2), but
have to assume additional regularity and decay properties of the initial data. The literature
on product formulae does not cover the case of semi-classically scaled operators and hence
does not discuss the dependence of the convergence rate on the semi-classical parameter ε.
However, using an operator splitting as reference solver for the surface hopping algorithm,
whose validity has only been proven in the limit ε → 0, the explicit ε-dependance of the
splitting’s convergence rate is important. Moreover, dealing with a potential, which has an

unbounded negative eigenvalue,

the available results on unbounded operator splitting do not apply either. The analy-
sis of T. Jahnke and C. Lubich in [JaLu00], for example, requires a bound of the form
‖Vf‖ ≤ const.‖(−∆)

1
2 f‖, which is not satisfied by our linear potential V, while the results of

T. Ichinose et al. [ITTZ], for example, only apply to non-negative operators. Thus, in the
following we provide proofs of the convergence rate of Trotter and Strang splitting schemes
applied to the semi-classical Schrödinger equation (1). Following the standard approach,
these proofs morally treat the potential V as a perturbation of the semi-classical Lapla-
cian −ε

2

2 ∆ and reformulate the problem as an integral equation. Bounding the integrand
employs Taylor expansions and commutator bounds. Since bounding of commutators is
repeatedly required in the subsequent proofs, we formally recall the standard argument to
obtain such bounds.
Let S and T be self-adjoint operators, UεT (t) a shorthand for the semi-classically scaled one-
parameter group exp(− i

ε t T). Formally, without any considerations of domain issues, we
have

[S,UεT (t)] = UεT (t)

∫t
0

d
dτ (UεT (−τ)SU

ε
T (τ)) dτ = i

ε U
ε
T (t)

∫t
0

UεT (−τ) [T, S]UεT (τ)dτ ,
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and therefore the bound

‖[S,UεT (t)]ψ‖ ≤ |t|
ε sup
τ∈[0,t]

‖[S, T ]UεT (τ)ψ‖ .

A less formal observation, also used in the following, is concerned with invariance under
time evolution. The unitary evolution associated with a self-adjoint operator leaves the
operator’s domain invariant, see Lemma VIII.1.7 in [DuSc]. This invariance property also
holds for the domains of arbitrary powers of the operator.

Lemma 21 Let S be a self-adjoint operator with domain D(S) and associated strongly
continuous one-parameter group U(t). Then, U(t) : D(Sn) → D(Sn) for all t ∈ R and
n ≥ 1, where Sn = S ◦ Sn−1 and D(Sn) =

{
ψ ∈ D(Sn−1) | Sn−1ψ ∈ D(S)

}
.

Proof. We only prove the case n = 2, since the assertion for higher powers follows
then by induction. Let ψ ∈ D(S2), that is ψ, Sψ ∈ D(S). By Lemma VIII.1.7 in [DuSc]
we have U(t)ψ ∈ D(S). Thus, it remains to show SU(t)ψ ∈ D(S), which is equiva-
lent to s 7→ U(s)SU(t)ψ being differentiable at s = 0. Since S commutes with U(·),
lims→0 1s (U(s)SU(t)ψ− SU(t)ψ) exists, and we are done. 2

18.1 Trotter Splitting

The following proposition provides the expected convergence rate for the Trotter splitting
operator Tε∆t

, which is quadratic in the ratio of timestep ∆t and semi-classical parameter ε.

Proposition 10 (Trotter Splitting) For all parameters ε > 0 and for all wave
functions ψ ∈ H42 :=

{
ψ ∈ H4(R2,C2) | |q|2ψ ∈ L2(R2,C2)

}
there exists a positive con-

stant Cεψ > 0, such that for all time steps ∆t ∈ R∥∥∥ exp(− i
ε ∆t (−ε

2

2 ∆+ V))ψ− Tε∆t
ψ
∥∥∥
L2(R2)

≤ Cεψ ∆
2
t .

For ψ ∈ H63 :=
{
ψ ∈ H6(R2,C2) | |q|3ψ ∈ L2(R2,C2)

}
we have

Cεψ = const. ε−2
2∑

k+l=0

‖Ak Blψ‖L2(R2) .

Proof. In the following, we denote

(A+ B)ψ = Hεψ , D(A+ B) = D
(
Hε
)
.

Moreover, for notational simplicity we also use the symbol ≤c to indicate that the right
handside of an inequality has to be read modulo a multiplicative constant, which does
neither depend on the semi-classical parameter ε nor on the wave function ψ.

First Step. We have H42 ⊂ D((A + B)2) =: D2. We define Vε(τ) = UεB(∆t − τ)UεA+B(τ).
By Lemma 21, UεA+B(τ) leaves D2 invariant, and thus τ 7→ Vε(τ)ψ is differentiable with
respect to τ for ψ ∈ H42. We have

d
dτ V

ε(τ) = − i
ε U

ε
B(∆t − τ) A UεA+B(τ) on D2 .
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Integrating from 0 to ∆t, we get

UεA+B(∆t) = UεB(∆t) − i
ε

∫∆t

0

UεB(∆t − τ)AUεA+B(τ)dτ .

On the other hand, we have on D(A)

UεA(∆t) = Id − i
ε

∫∆t

0

AUεA(τ)dτ .

Since B is multiplication by a linear matrix, UεB(∆t) means multiplication by a bounded,
smooth function with bounded derivatives. Thus, UεB(∆t) leaves D(A) invariant, and we
obtain

Tε∆t
= UεB(∆t) − i

ε

∫∆t

0

AUεA(τ)UεB(∆t)dτ .

This gives on H42

UεA+B(∆t) − Tε∆t
= i

ε

∫∆t

0

Rε(∆t, τ)dτ (67)

with
Rε(σ, τ)ψ = A UεA(τ)UεB(σ)ψ − UεB(σ− τ) A UεA+B(τ)ψ

for ψ ∈ H42. Since UεB(σ) : H42 → H42, the first term of the difference defining Rε(σ, τ)ψ
is differentiable with respect to σ and τ. For differentiability of the second term, we show
A : D2 → D(B). Let φ ∈ D2. We have (A+ B)2φ, A2φ, B2φ ∈ L2(R2,C2), and therefore
also (AB + BA)φ ∈ L2(R2,C2). Moreover, AB + BA = [A,B] + 2BA = −εi2 V(− iε∇) +

2BA on D2, and thus BAφ ∈ L2(R2,C2), which implies Aφ ∈ D(B). Altogether, the
mapping (σ, τ) 7→ Rε(σ, τ)ψ is continuously differentiable for ψ ∈ H42, and Taylor expansion
around (0, 0) gives a point (σ∗, τ∗) ∈ [0, ∆t]

2, such that

Rε(∆t, τ)ψ = ∆t ∂σR
ε(σ∗, τ∗)ψ+ τ ∂τR

ε(σ∗, τ∗)ψ .

Moreover, for ψ ∈ H42 there exists Cεψ > 0 such that ‖Rε(∆t, τ)ψ‖L2 ≤ Cεψ ∆t, which gives
the claimed

‖UεA+B(∆t)ψ− Tε∆t
ψ‖L2 ≤ Cεψ ∆

2
t .

Second Step. Analysing Cεψ for ψ ∈ H63, we study the derivatives of Rε(σ, τ)ψ in more
detail. Starting with ∂σRε(σ∗, τ∗)ψ, we have to look at AUεB(σ∗)Bψ and BAUεA+B(τ∗)ψ.
We have

‖B[A,UεB(σ∗)]ψ ‖L2 ≤ 1
2 σ∗ sup

σ∈[0,σ∗]

‖BV(− iε∇)UεB(σ)ψ ‖L2 ,

since

B[A,UεB(σ∗)]ψ = BUεB(σ∗)

∫σ∗
0

d
dσ (UεB(−σ)AUεB(σ)ψ) dσ

= i
ε BU

ε
B(σ∗)

∫σ∗
0

UεB(−σ) [B,A]UεB(σ)ψdσ .
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We have for ψ ∈ H63 that ψ ∈ C4(R2,C2) and |ψ(q)| ≤ |q|−3 for large q. Hence, by partial
integration ∫

R2

|q|2 |V(− iε∇)ψ(q)|2 dq

=

∫
R2

(
− iεV(q)V(− iε∇)ψ(q) + |q|2 (−ε2∆)ψ(q)

)
·ψ(q)dq

≤ ‖Bψ‖L2 (‖Aψ‖L2 + ‖ψ‖L2) + ‖ |q|2ψ‖L2‖Aψ‖L2 ,

which implies V(− iε∇) : H63 → D(B). Using [B,V(− iε∇)] = − 2 iε, we therefore obtain by
the same argument as before

‖Bk [V(− iε∇), UεB(σ)]ψ ‖L2 ≤ 2σ‖Bkψ‖L2 , k ∈ {0, 1} , σ ∈ [0, σ∗]

for ψ ∈ H63. All these commutator bounds together yield

‖ABUεB(σ∗)ψ‖L2 ≤ ε
2 ‖V(− iε∇)UεB(σ∗)ψ‖L2 + ‖BA UεB(σ∗)ψ‖L2

≤ ε σ∗ ‖ψ‖L2 + ε
2 ‖V(− iε∇)ψ‖L2

+σ∗2 sup
σ∈[0,σ∗]

‖BV(− iε∇)UεB(σ)ψ ‖L2 + ‖BAψ‖L2

≤c ( ‖ψ‖L2 + ‖Aψ‖L2 + ‖Bψ‖L2 + ‖BV(− iε∇)ψ‖L2 + ‖BAψ‖L2)

≤c
2∑

k+l=0

‖Ak Blψ‖L2 .

Now we turn to BAUεA+B(τ∗)ψ for ψ ∈ H63. Writing

(A+ B)3 = A3 + B3 + (A+ 2B)[A,B] + 3(A+ B)BA+ [A,B]B+ [B,A]A ,

we see (A+ B)BAψ ∈ L2(R2,C2) for ψ ∈ H63 and obtain∥∥ [BA,UεA+B(τ∗)]ψ
∥∥
L2 ≤ 1

2 τ∗ sup
τ∈[0,τ∗]

‖ (V(− iε∇)A+ BV(− iε∇)) UεA+B(τ)ψ ‖L2 .

Moreover,∥∥ [V(− iε∇)A,UεA+B(τ)]ψ
∥∥
L2 ≤ τ sup

σ∈[0,τ]

‖AUεA+B(σ)ψ ‖L2 ,∥∥ [A,UεA+B(σ)]ψ
∥∥
L2 ≤ τ

2 sup
s∈[0,σ]

‖V(− iε∇)UεA+B(s)ψ ‖L2 ,∥∥ [V(− iε∇), UεA+B(σ)]ψ
∥∥
L2 ≤ 2 ‖ψ‖L2 ,

and ∥∥ [BV(− iε∇), UεA+B(τ)]ψ
∥∥
L2 ≤c ‖(A+ B)ψ ‖L2 .

Putting all these pieces together, we obtain

‖BAUεA+B(τ∗)ψ‖L2 ≤c(
‖A2ψ‖L2 + ‖ABψ‖L2 + ‖BAψ‖L2 + ‖Aψ‖L2 + ‖Bψ‖L2 + ‖ψ‖L2

)
.

126



Having dealt with the σ-derivative, we now turn to ∂τRε(σ∗, τ∗). Bounding this term
requires additional bounds for A2UεB(σ∗)ψ and AUεA+B(τ∗)(A+B)ψ for ψ ∈ H63. We have∥∥ [A2, UεA+B(σ∗)]ψ

∥∥
L2 ≤ σ∗ sup

σ∈[0,σ∗]

‖V(− iε∇)AUεA+B(σ)ψ‖L2 ,

and therefore

‖A2UεA+B(σ∗)ψ‖L2 ≤c
(
‖A2ψ‖L2 + ‖Aψ‖L2 + ‖ψ‖L2

)
.

Moreover,

‖AUεA+B(τ∗)(A+ B)ψ‖L2 ≤c
2∑

k+l=0

‖Ak Blψ‖L2 ,

and therefore, ‖∂σRε(σ∗, τ∗)ψ‖L2 , ‖∂τRε(σ∗, τ∗)ψ‖L2 ≤c ε−1
∑2
k+l=0 ‖Ak Blψ‖L2 . We

finally obtain

Cεψ = const. ε−2
2∑

k+l=0

‖Ak Blψ‖L2 .

2

18.2 Strang Splitting

Improving the convergence order of the Trotter splitting, a Strang splitting scheme is based
upon the symmetrized operator

Sε∆t
:= exp(− i

ε
∆t

2 B) exp(− i
ε∆tA) exp(− i

ε
∆t

2 B) .

This scheme, introduced by G. Strang [St] in 1968, does not alter the computational effort,
since it is realized by first applying exp(− i

ε
∆t

2 B) to the initial data, followed by M − 1

times exp(− i
ε∆t B) exp(− i

ε∆tA), and then finally exp(− i
ε
∆t

2 B) exp(− i
ε∆tA). Due to the

symmetrization, there is an cancelation of the quadratic terms in ∆t, and one obtains a
convergence rate, which is cubic in the ratio ∆t/ε. However, the improved convergence rate
has to be paid by more regularity and decay of the data.

Proposition 11 (Strang Splitting) For all parameters ε > 0 and all wave functions
ψ ∈ H84 :=

{
ψ ∈ H8(R2,C2) | |q|4ψ ∈ L2(R2,C2)

}
there exists a positive constant Cεψ > 0

such that for all time steps ∆t ∈ R∥∥∥ exp(− i
ε ∆t (−ε

2

2 ∆+ V))ψ− Sε∆t
ψ
∥∥∥
L2(R2)

≤ Cεψ |∆t|
3 .

For ψ ∈ H105 :=
{
ψ ∈ H10(R2,C2) | |q|5ψ ∈ L2(R2,C2)

}
and |∆t| ≤ const. ε we have

Cεψ = const. ε−3
4∑

k+l+m=0

(
‖Ak BlAmψ‖L2(R2) + ‖BkAl Bmψ‖L2(R2)

)
.
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Proof. We use the notation introduced in the proof of Proposition 10. Let ψ ∈ H84.
Studying the norm of the difference UA+B(∆t)ψ− Sε∆t

ψ, one inserts UεA+B(∆t

2 )ψ, denotes

φ := UεA+B(∆t)ψ ,

and uses the unitarity of the groups, to obtain∥∥UεA+B(∆t)ψ− Sε∆t
ψ
∥∥
L2 =∥∥(UεA(−∆t

2 )UεB(−∆t

2 )φ−UεA+B(−∆t

2 )φ
)

−
(
UεA(∆t

2 )UεB(∆t

2 )ψ−UεA+B(∆t

2 )ψ
)∥∥
L2 .

Repeating the first arguments of Proposition’s 10 proof yields∥∥UεA+B(∆t)ψ− Sε∆t
ψ
∥∥
L2 = ε−1

∥∥ ∫−
∆t
2

0

Rε(−∆t

2 , τ)φdτ−

∫ ∆t
2

0

Rε(∆t

2 , τ)ψdτ
∥∥
L2 (68)

with
Rε(σ, τ)f = A UεA(τ)UεB(σ)f − UεB(σ− τ) A UεA+B(τ)f , f ∈ {φ,ψ} .

The function τ 7→ Rε(∓∆t

2 , τ)f is twice continuously differentiable, since φ,ψ ∈ D4 :=

D((A+B)4) ⊃ D3. Second order Taylor expansion around τ = ∓∆t

2 in both integrals leaves
us in the zeroth order term with

∆t

2ε ‖R
ε(−∆t

2 ,−
∆t

2 )φ+ Rε(∆t

2 ,
∆t

2 )ψ‖L2 ≤

∆t

2ε ‖AU
ε
A+B(−∆t

2 )φ−AUεA(−∆t

2 )UεB(−∆t

2 )φ‖L2 +

∆t

2ε ‖AU
ε
A+B(∆t

2 )ψ−AUεA(∆t

2 )UεB(∆t

2 )ψ‖L2 .

The two summands are operator A times differences of the form, which we have already
encountered in equation (67). Expressing these differences in integral form, we obtain as
integrands continously differentiable functions

(σ, τ) 7→ A2UεA(τ)UεB(σ)f−AUεB(σ− τ)AUεA+B(τ)f . (69)

evaluated at σ = ∓∆t

2 with f ∈ {φ,ψ}. Therefore, first order Taylor expansion of these
functions around (0, 0) gives a constant Cεψ > 0 such that

∆t

2ε ‖R
ε(−∆t

2 ,−
∆t

2 )φ+ Rε(∆t

2 ,
∆t

2 )ψ‖L2 ≤ Cεψ |∆t|
3 .

Since

∂τR
ε(∓∆t

2 ,∓
∆t

2 )f = − i
ε A

2UεA(∓∆t

2 )UεB(∓∆t

2 )f

− i
ε BAU

ε
A+B(∓∆t

2 )f+ i
ε A (A+ B)UεA+B(∓∆t

2 )f ,

the first order term in the second order Taylor expansions inside the integrals of equation (68)
contributes (

∆t

2ε

)2 ∥∥A2UεB(−∆t

2 )UεA(−∆t

2 )φ−A2UεB(∆t

2 )UεA(∆t

2 )ψ
∥∥
L2 ≤(

∆t

2ε

)2 ∥∥A2UεB(−∆t

2 )UεA(−∆t

2 )φ−A2UεA+B(−∆t

2 )φ
∥∥
L2

+
(
∆t

2ε

)2 ∥∥A2UεA+B(∆t

2 )ψ−A2UεB(∆t

2 )UεA(∆t

2 )ψ
∥∥
L2 .

128



Recycling the preceding arguments once more, first order Taylor expansion around (0, 0)

now for the function

(σ, τ) 7→ A3UεA(τ)UεB(σ)f−A2UεB(σ− τ)AUεA+B(τ)f , f ∈ {φ,ψ} (70)

yields (
∆t

2ε

)2 ∥∥A2UεB(−∆t

2 )UεA(−∆t

2 )φ−A2UεB(∆t

2 )UεA(∆t

2 )ψ
∥∥
L2 ≤ Cεψ ∆

4
t .

The second order term in the second order Taylor expansion contributes(
∆t

2ε

)3 ∥∥∂2τRε(−∆t

2 , τ−)φ+ ∂2τR
ε(∆t

2 , τ+)ψ
∥∥
L2 ≤ Cεψ |∆t|

3

with τ∓ ∈ [−∆t

2 ,
∆t

2 ], which yields the claimed

‖UεA+B(∆t)ψ− Sε∆t
ψ ‖L2(R2) ≤ Cεψ |∆t|

3 .

Before starting to analye the dependance of Cεψ on ε > 0 and ψ ∈ H105 , we give a look-up
table of the commutators already derived in the proof of Proposition 10. We will use the
shorthand ∇ε := V(− iε∇).

[A,B] [B,∇ε] [A,BA] [B,BA] [B,∇εA] [A,B∇ε] [B,B∇ε] [A2, B]

− iε2 ∇ε − 2 iε − iε∇εA − iεB∇ε − iεA − iεA − iεB − iε∇εA

Firstly, we have to bound σ-derivatives of the functions in (69) and in (70), which means
bounding

A2+k BUεB(σ)ψ , A2+k BUεB(σ)UεA+B(∆t)ψ , A1+k BUεB(σ− τ)AUεA+B(t)ψ

for k ∈ {0, 1}, σ, τ ∈ [−∆t

2 ,
∆t

2 ], t ∈ {τ, τ+ ∆t}, and ψ ∈ H105 . We have

‖A2+k BUεB(σ)ψ‖L2 ≤c
‖Bψ‖L2 + ‖ABψ‖L2 + ‖A2 Bψ‖L2 + ‖Ak Bψ‖L2 + ‖A1+k Bψ‖L2 + ‖A2+k Bψ‖L2 ,

‖A2+k BUεB(σ)UεA+B(∆t)ψ‖L2 ≤c ‖BUεA+B(∆t)ψ‖L2

+ ‖ABUεA+B(∆t)ψ‖L2 + ‖A2 BUεA+B(∆t)ψ‖L2 + ‖A2+k BUεA+B(∆t)ψ‖L2

≤c
2∑

k+l=0

‖Ak Blψ‖L2 + ‖A2 Bψ‖L2 + ‖A3ψ‖L2 + ‖A3 Bψ‖L2 ,

and

‖A1+k BUεB(σ− τ)AUεA+B(t)ψ‖ ≤c

‖A1+kUεA+B(t)ψ‖+ ‖BAUεA+B(t)ψ‖+ ‖A1+k BAUεA+B(t)ψ‖ ≤c
2∑

k+l=0

‖Ak Blψ‖+ ‖A2 Bψ‖+ ‖ABAψ‖+ ‖A3ψ‖+ ‖A2 BAψ‖+ ‖A4ψ‖ .
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Secondly, we have to bound the τ-derivatives of the functions in (69) and (70), which requires
additional bounds on

A3+kUεB(σ)ψ , A3+kUεB(σ)UεA+B(∆t)ψ , A1+kUεB(σ− τ)AUεA+B(t) (A+ B)ψ

for k ∈ {0, 1}, σ, τ ∈ [−∆t

2 ,
∆t

2 ], t ∈ {τ, τ+ ∆t}, and ψ ∈ H105 . We have

‖A3+kUεB(σ)ψ‖L2 ≤c ‖ψ‖L2 + ‖Aψ‖L2 + ‖A2ψ‖L2 + ‖A3ψ‖L2 + ‖A3+kψ‖L2 ,

and

‖A3+kUεB(σ)UεA+B(∆t)ψ‖L2 ≤c ‖ψ‖L2 + ‖AUεA+B(∆t)ψ‖L2 + ‖A2UεA+B(∆t)ψ‖L2

+ ‖A3UεA+B(∆t)ψ‖L2 + ‖A3+kUεA+B(∆t)ψ‖L2

≤c
2∑

k+l=0

‖Ak Blψ‖L2 + ‖A3ψ‖L2 + ‖A3+kψ‖L2 .

Moreover,

‖A1+kUεB(σ− τ)AUεA+B(t) (A+ B)ψ‖L2 ≤c
2+k∑
j=1

‖AjUεA+B(t) (A+ B)ψ‖L2

≤c
2∑

k+l=0

‖Ak Blψ‖L2 + ‖A3ψ‖L2 + ‖A2 Bψ‖L2 + ‖A4ψ‖L2 + ‖A3 Bψ‖L2 .

Finally, we need bounds for ∂2τRε, which requires bounding

B2AUεA+B(t)ψ , BAUεA+B(t)(A+ B)ψ , AUεA+B(t)(A+ B)2ψ

for σ, τ ∈ [−∆t

2 ,
∆t

2 ], t ∈ {τ, τ+ ∆t}, and ψ ∈ H105 . We have

‖B2AUεA+B(t)ψ‖L2 ≤c
2∑

k+l=0

‖Ak Blψ‖L2 + ‖ABAψ‖L2 + ‖B2Aψ‖L2 ,

‖BAUεA+B(t)(A+ B)ψ‖L2 ≤c
2∑

k+l=0

‖Ak Blψ‖L2 + ‖A3ψ‖L2

+ ‖ABAψ‖L2 + ‖BABψ‖L2 + ‖A2 Bψ‖L2 + ‖BA2ψ‖L2 + ‖AB2ψ‖L2 ,

and

‖AUεA+B(t)(A+ B)2ψ‖L2 ≤c
2∑

k+l=0

‖Ak Blψ‖L2 + ‖A3ψ‖L2 + ‖ABAψ‖L2 + ‖BA2ψ‖L2 + ‖B2Aψ‖L2 .

Thus, altogether we obtain

Cεψ = const. ε−3
4∑

k+l+m=0

(
‖Ak BlAmψ‖L2 + ‖BkAl Bmψ‖L2

)
.

2
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19 Fourier Differencing

Since V(q) is a trace-free symmetric matrix, its even powers are a multiple of the identity
matrix. Hence, the application of exp(− i

ε∆tB) is just multiplication with

cos(1ε ∆t|q|) Id − i
|q| sin(1ε ∆t|q|)V(q) ,

and it only remains to control the numerical error introduced by the realization of the semi-
classical Laplacian. For this realization, we restrict ourselves to a compact computational
domain [−K,K]2 and regard the wave functions as 2K-periodic in q1- and q2-direction. We
denote

Cper([−K,K]2) :=
{
ψ ∈ C([−K,K]2) | ψ(−K, ·) = ψ(K, ·) , ψ(·,−K) = ψ(·, K)

}
and define for ψ ∈ Cper([−K,K]2) and N ∈ N the trigonometric interpolant

ψN(q) =
∑ ′′

‖p‖∞≤N

ψ̂p exp( i πK p · q) , q ∈ [−K,K]2 .

The double-primed sum weighs summands having an index p = (p1, p2) ∈ Z2, such that
exactly one component pj statisfies pj ∈ {±N}, with a factor 12 and the summands having
an index p with both p1, p2 ∈ {±N} with a factor 1

4 . We require ψN to interpolate ψ for
the (2N + 1)2 equally spaced points qn = K

N n with n ∈ Z2 and ‖n‖∞ := maxj |nj| ≤ N,
which is satisfied by choosing the interpolation coefficients as

ψ̂p = (2N)−2
∑ ′′

‖n‖∞≤N

ψ( KN n) exp(− i πN p · n) , p ∈ Z2 , ‖p‖∞ ≤ N.

In contrast to the interpolation coefficients ψ̂p, we denote the Fourier coefficients of a
function ψ ∈ L2([−K,K]2) by ψ̂(p) with

ψ̂(p) = (2K)−2

∫
[−K,K]2

ψ(q) e− i π
K p·q dq , p ∈ Z2 .

Approximating the Laplacian −ε2∆ψ by

−ε2∆ψN(q) = ε2 (πK )2
∑ ′′

‖p‖∞≤N

|p|2 ψ̂p exp( i πK p · q) , q ∈ [−K,K]2 ,

we obtain the following lemma.

Lemma 22 (Fourier Differencing) Let s ≥ 2. There exists a positive constant C =

C(s) > 0 such that for all ψ ∈ Hs(] − K,K[2) ∩ Cper([−K,K]2)

‖ ε2∆ψ− ε2∆ψN‖L2([−K,K]2) ≤ C (εN)2−s Ks−1 ‖ψ‖Hε,s(]−K,K[2)

with ‖ψ‖2Hε,s(]−K,K[2) :=
∑
p∈Z2(1 + ε|p|)2s |ψ̂(p)|2 the semi-classically scaled Sobolev

norm.

131



The following proof is a semi-classical, two-dimensional version of Lemma 2.2 in [Ta], which
can be regarded as a corollary of Bernstein’s theorem. The imposed regularity of ψ guar-
antees, that the standard one-dimensional arguments apply with minor modifications.

Proof. By the Sobolev imbedding theorem, the function ψ is Lipschitz continuous of
any order λ ∈ ]0, 1[. Choosing λ > 1

2 , Bernstein’s theorem, see for example Theorem 3.1 in
Chapter VI of [Zy], provides absolute convergence of the one-dimensional Fourier series

∞∑
p1=−∞

∫K
−K

ψ(y1, q2) e− i π
K p1 y1 dy1 ei π

K p1 q1 ,

∞∑
p2=−∞

∫K
−K

ψ(x1, y2) e−i π
K p2 y2 dy2 ei π

K p2 q2

for every q1, q2 ∈ [−K,K], and therefore by the dominated convergence theorem pointwise
convergence of the two-dimensional Fourier series

ψ(q) =
∑
p∈Z2

ψ̂(p) ei π
K p·q , q ∈ [−K,K]2 .

We get for p ∈ Z2 with ‖p‖∞ ≤ N the so-called aliasing identity

ψ̂p = (2N)−2
∑ ′′

‖n‖∞≤N

∑
l∈Z2

ψ̂(l) exp( in · (l− p) πN ) =
∑
l∈Z2

ψ̂(p+ 2N l) (71)

Therefore,

ψ(q) −ψN(q) =
∑ ′′

‖p‖∞≤N

(
ψ̂(p) − ψ̂p

)
ei π

K pq +
∑ ′′

‖p‖∞≥N

ψ̂(p) ei π
K pq

= −
∑ ′′

‖p‖∞≤N

∑
l6=(0,0)

ψ̂(p+ 2N l) ei π
K pq +

∑ ′′

‖p‖∞≥N

ψ̂(p) ei π
K pq

and by Plancherel’s formula

‖ ε2∆ψ− ε2∆ψN‖2L2([−K,K]2) =

(2K)2
∑ ′′

‖p‖∞≤N

ε4 (πK )4 |p|4
∣∣∣ ∑
l6=(0,0)

ψ̂(p+ 2N l)
∣∣∣2 + (2K)2

∑ ′′

‖p‖∞≥N

ε4 (πK )4 |p|4
∣∣ψ̂(p)

∣∣2 .
Clearly, we have for ‖p‖∞ ≤ N∣∣∣ ∑

l 6=(0,0)

ψ̂(p+ 2N l)
∣∣∣2 ≤

∑
l6=(0,0)

(1+ ε|p+ 2N l|)2s |ψ̂(p+ 2N l)|2

·
∑

l6=(0,0)

(1+ ε|p+ 2N l|)−2s

≤ const.
∑

l6=(0,0)

(1+ ε|p+ 2N l|)2s |ψ̂(p+ 2N l)|2

· (εN)−2s
∑
l∈Z2

(2 |l| − 1)−2s
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and thus a positive constant C = C(s) > 0

(2K)2
∑ ′′

‖p‖∞≤N

ε4 (πK )4 |p|4
∣∣∣ ∑
l6=(0,0)

ψ̂(p+ 2N l)
∣∣∣2 ≤

CK−2 (εN)4−2s
∑ ′′

‖p‖∞≤N

∑
l 6=(0,0)

(1+ ε|p+ 2N l|)2s |ψ̂(p+ 2N l)|2 ≤

CK−2 (εN)4−2s ‖ψ‖2Hε,s(]−K,K[2) .

Using ∑ ′′

‖p‖∞≥N

ε4 K−4 |p|4 |ψ̂(p)|2 ≤ (εK−1N)4−2s ‖ψ‖2Hε,s(]−K,K[2) ,

we obtain the claimed

‖ ε2∆ψ− ε2∆ψN‖L2([−K,K]2) ≤ C (εN)2−s Ks−1 ‖ψ‖Hε,s(]−K,K[2) .

2

20 The Reference Solver

Our reference solver for the preliminary validation of the surface hopping algorithm is a
Strang splitting scheme with Fourier differencing Laplacian. The wave function is treated
as periodic on the computational domain [−K,K]2. From Proposition 11 we infer that
the time step ∆t should be significantly smaller than the semi-classical parameter ε, since
the cube (∆t/ε)

3 of their ratio dominates the convergence rate. For smooth functions, the
discretization error for Fourier differencing obtained in Lemma 22 is superpolynomial inN/ε,
where (2N + 1)2 is the number of grid points employed. Hence, N should be considerably
larger than 1/ε. Drawing from the standard knowledge on the numerical discretization of
partial differential equations we have also looked to satisfy the Courant-Friedrichs-Lewy
condition ∆t � 1/N. Summarizing, we have carried out the numerical computations such
that time step ∆t and mesh size 1/N satisfy

∆t � 1
N � ε .

The by far more sophisticated approach of T. Jahnke and C. Lubich for the numerical
discretization of the ordinary differential equation iε d

dtψ(t) = H(t)ψ(t), ψ(0) = ψ0 ∈ C2,
comes with a step size restriction ∆t <

√
ε, see [JaLu03]. The algorithm realizing the Strang

splitting scheme with Fourier differencing reads as follows.
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Reference Solver

1. Evaluate the initial datum ψε0 ∈ L2(R2,C2) on an equally spaced Cartesian grid
of (2N+ 1)2 points discretizing the computational domain [−K,K]2.

2. Fix the time interval [0, T ] and set the timestep ∆t = T
M . Perform the first half

splitting step by multiplying the initial wave function with

E(∆t

2 ) := cos(1ε
∆t

2 |q|) Id − i
|q| sin(1ε

∆t

2 |q|)V(q) .

3. Apply a two-dimensional fast Fourier transform (FFT), multiply by the matrix

fk,l = exp(− iε∆t (fk + fl)) , k, l = 1, . . . , 2N+ 1

with
fk = −(πK )2 (0, 1, 4, . . . , (N− 1)2,N2,N2, (N− 1)2, . . . , 4, 1) ,

apply an inverse FFT, and multiply by E(∆t).

4. Repeat the previous step M − 1 times, for the last step, however, replace E(∆t)

by E(∆t/2) when applying the exponential of the potential.

Figure 10: Strang splitting scheme with Fourier differencing.

134



Part F

Bibliography & Index

135





Bibliography

[Ar] V. Arnold: Mathematical Methods of Classical Mechanics, 2nd ed. Springer Verlag,
1989.

[AvGo] J. Avron, A. Gordon: The Born Oppenheimer wave fucntion near level crossing.
Phys. Rev. A 62, 2000, pp. 062504-1–062504-9.

[BeTe] V. Betz, S. Teufel: Non-adiabatic transition histories, in preparation.

[BoGl] J. Bolte, R. Glaser: A semiclassical Egorov theorem and quantum ergodicity for
matrix valued operators. Math. Phys. Preprint Archive mp_arc 02-174, 2002.

[Bo] F. Bornemann: Homogenization in Time of Singularly Perturbed Mechanical Systems.
Lecture Notes in Mathematics 1687, 1998, Springer Verlag.

[BrNo] R. Brummelhuis, R. Nourrigat: Scattering Aplitude for Dirac Operators. Commun.
Part. Diff. Equs. 24, 1999, pp. 377–394.

[CFRM] L. Cederbaum, R. Friedman, V. Ryaboy, N. Moiseyev: Conical Intersections and
Bound Molecular States Embedded in the Continuum. Phys. Rev. Let. 90 (1), 2003,
pp. 1–4.

[CdV] Y. Colin de Verdiére: The level crossing problem in semi-classical analysis I, The
symmetric case. Ann. Inst. Fourier 53, 2003, pp. 1023–1054.

[DiSj] M. Dimassi, J. Sjöstrand: Spectral Asymptotics in the Semi-Classical Limit. Cam-
bridge University Press, 1999.

[DuSc] N. Dunford, J. Schwartz: Linear Operators, Part I. Wiley-Interscience, 1988.

[Dy] E. Dynkin: Markov Processes, Volume I. Springer Verlag, 1965.

[Fe] C. Fermanian-Kammerer: Propagation and absorption of concentration effects near
shock hypersurfaces for the heat equation. Asymp. Anal. 24, 2000, pp. 107–141.

[FeGe1] C. Fermanian-Kammerer, P. Gérard: Mesures semi-classiques et croisements de
modes. Bull. S. M. F. 130 (1), 2002, pp. 123–168.

[FeGe2] C. Fermanian-Kammerer, P. Gérard: Une formule de Landau-Zener pour un croise-
ment non dégénéré et involutif de codimension 3. C. R. Acad. Sci. Paris, Ser. I 335,
2002, pp. 915–920.

137



[FeLa] C. Fermanian-Kammerer, C. Lasser: Wigner measures and codimension two cross-
ings. Jour. Math. Phys. 44 (2), 2003, pp. 507–527.

[Fo] G. Folland: Harmonic Analysis in Phase Space. Princeton University Press, 1989.

[FLN] S. Fujiie, C. Lasser, L. Nédélec: Bohr-Sommerfeld conditions for a Schrödinger op-
erator with codimension two crossing. In preparation.

[Ge1] P. Gérard: Microlocal defect measures. Comm. Partial Differ. Equations 16 (11),
1991, pp. 1761–1794.

[Ge2] P. Gérad: Mesures semi-classiques at ondes de Bloch. Séminaire sur les Équations
aux Dérivées Partielles, École Polytechnique, Palaiseau, Exp. No. XVI, 1991, pp. 1–
19.

[GMMP] P. Gérard, P. Markowich, N. Mauser, F. Poupaud: Homogenization limits and
Wigner transforms. Commun. Pure Appl. Math. 50, 1997, pp. 323–380.

[GeGr] C. Gerard, A. Grigis: Precise Estimates of Tunneling and Eigenvalues near a Po-
tential Barrier. J. Differ. Equations 72, 1988, pp. 149–177.

[GiPe] D. Gilbert, D. B. Pearson: On subordinacy and analysis of the spectrum of one-
dimensional Schrödinger operators. J. Math. Anal. Appl. 128, 1987, pp. 30–56.

[GTLB] C. Gillan, J. Tennyson, B. McLaughlin, P. Burke: Low-energy electron impact
excitation of the nitrogen molecule: optically forbidden transitions. J. Phys. B: At.
Mol. Opt. Phys. 29, 1996, pp. 1531–1547.

[Go] B. Goss Levi: The geometric phase shows up in chemical reactions. Phys. Today 46 (3),
1993, pp. 17-19.

[Ha80] G. Hagedorn: A time dependent Born-Oppenheimer approximation. Commun.
Math. Phys. 77, 1980, pp. 1–19.

[Ha85] G. Hagedorn: Semiclassical Quantum Mechanics IV: Large Order Asymptotics and
More General States in More than One Dimension. Ann. Inst. H. Poincaré, Sect.
A 42, 1985, pp. 363–374.

[Ha94] G. Hagedorn: Molecular propagation through electron energy level crossings. Mem-
oirs AMS 536 (111), 1994.

[HaJo] G. Hagedorn, A. Joye: Time Development of Exponentially Small Non-Adiabatic
Transitions. Math. Phys. Preprint Archive mp_arc 03-401, 2003.

[HaSt] S. Hahn, G. Stock: Quantum-mechanical modeling of the femtosecond isomerization
in rhodopsin. J. Chem. Phys. B 104, 2000, pp. 1146–1149.

[Hi] E. Hille: Lectures on Ordinary Differential Equations. Addison-Wesley Publishing
Company, 1969.

138



[Ho] L. Hörmander: Pseudodifferential operators and non-elliptic boundary value problems.
Ann. of Math. 83, 1966, pp. 129–209.

[Ho1] L. Hörmander: The Analysis of Linear Partial Differential Operators I, Second Edi-
tion. Springer Verlag, 1990.

[Hud] R. Hudson: When is the Wigner quasi-probability density non-negative ? Rep. Math.
Phys. 6, 1974, pp. 249–252.

[Hun] F. Hund: Zur Deutung der Molekelspektren. I. Z. Physik 40, 1927, pp. 742–764.

[ITTZ] T. Ichinose, Hid. Tamura, Hir. Tamura, V. Zagrebnov: Note on the paper “The
norm convergence of the Trotter-Kato product formula with error bound”. Comm.
Math. Phys. 221, 2001, pp. 499–510.

[JaLu00] T. Jahnke, C. Lubich: Error bounds for exponential operator splittings.
BIT 40 (4), 2000, pp. 735–744.

[JaLu03] T. Jahnke, C. Lubich: Numerical integrators for quantum evolution close to the
adiabatic limit. Numer. Math. 94 (2), 2003, pp. 289–314.

[Je] T. Jecko: Semiclassical resolvent estimates for Schrödinger matrix operators with eigen-
value crossing. Math. Nachr. 257, 2003, pp. 36–54.

[JoPf] A. Joye, C. Pfister: Exponential estimates in adiabatic quantum evolution. XIIth
International Congress of Mathematical Physics (ICMP ’97), 1999, pp. 309–315.

[Ka51] T. Kato: Fundamental properties of Hamiltonian operators of Schrödinger type.
Trans. Amer. Math. Soc. 70, 1951, pp. 195-211.

[Ka] T. Kato: Perturbation theory for linear operators. Springer Verlag, 1966.

[Ko] S. Kotani: Lyapunov exponents and spectra for one-dimensional random Schrödinger
operators. Contemp. Math. 50, 1986, pp. 277–286.

[La] L. Landau: Zur Theorie der Energieübertragung bei Stössen. Phys. Z. Sowjet. 1,
1932. (English translation in Collected papers of L. Landau, Pergamon Press, 1965,
pp. 52–59)

[LaTe] C. Lasser, S. Teufel: Propagation through Conical Crossings: an Asymptotic Semi-
group. Preprint 114 of the DFG Priority Program 1095, 2004.

[LaNi] P. Lax, L. Nirenberg: On stability for difference schemes: a sharp form of Gårding’s
inequality. Comm. Pure Appl. Math. 19, 1966, pp. 473–494.

[Li] T. Liggett: Interacting Particle Systems. Springer Verlag, 1985.

[LiPa] P. L. Lions, T. Paul: Sur les mesures de Wigner. Revista Matemática Iberoameri-
cana 9 (3), 1993, pp. 53–618.

139



[Ma] A. Martinez: An Introduction to Semiclassical and Microlocal Analysis. Springer
Verlag, 2002.

[Mil] L. Miller: Refraction of high frequency waves density by sharp interfaces and semi-
classical measures at the boundary. J. Math. Pures Appl. 79 (3), 2000, pp. 227–269.

[Ne] L. Nédélec: Resonances semi-classiques pour l’operateur de Schrödinger matriciel en
dimension deux. Ann. Inst. Henri Poincaré, Phys. Théor. 65, 1996, pp. 129–162.

[NeWi] J. v. Neumann, E. Wigner: Über das Verhalten von Eigenwerten bei adiabatischen
Prozessen. Physik. Zeitschr. 30, 1929, pp. 467–470.

[Ra] T. Ramond: Semiclassical study of quantum scattering on the real line. Commun.
Math. Phys. 177 (1), 1996, pp. 221–254.

[ReSi1] M. Reed, B. Simon: Methods of Modern Mathematical Physics, Vol. I (Functional
Analysis), Revised and Enlarged Edition. Academic Press, 1980.

[ReSi2] M. Reed, B. Simon: Methods of Modern Mathematical Physics, Vol. II (Fourier
Analysis, Self-Ajointness). Academic Press, 1975.

[ReSi4] M. Reed, B. Simon: Methods of Modern Mathematical Physics, Vol. IV (Analysis
of Operators). Academic Press, 1975.

[Re] F. Rellich: Störungstheorie der Spektralzerlegung. I. Math. Ann. 113, 1937, pp. 600–
619.

[Ro] D. Robert: Autour de l’Approximation Semi-Classique. Birkhäuser, 1987.

[Ru] W. Rudin. Functional Analysis, Second Edition. McGraw-Hill, 1991.

[Sch] K. M. Schmidt: Dense point spectrum and absolutely continuous spectrum of spheri-
cally symmetric Dirac operators. Forum Math. 7, 1995, pp. 459–475.

[SDK] R. Schneider, W. Domcke, H. Köppel: Aspects of dissipative electronic and vibra-
tional dynamics of strongly vibronically coupled systems. J. Chem. Phys. 92 (2), 1990,
pp. 1045–1061.

[SpTe] H. Spohn, S. Teufel: Adiabatic decoupling and time-dependent Born-Oppenheimer
theory. Commun. Math. Phys. 224, 2001, pp. 113–132.

[StTh] G. Stock, M. Thoss: Mixed Quantum-Classical Description of the Dynamics at Con-
ical Intersections, 2002. To appear in Conical Intersections: Electronic Structure,
Dynamics and Spectroscopy, edited by W. Domcke et al.

[StWe] G. Stolz, J. Weidmann: Approximation of isolated eigenvalues of ordinary differen-
tial operators. J. reine angew. Math. 445, 1993, pp. 31–44.

[St] G. Strang: On the construction and comparison of difference schemes. SIAM J. Nu-
mer. Anal. 5(3), 1968, pp. 506–517.

140



[Ta] E. Tadmor: The exponential accuracy of Fourier and Chebyshev differencing methods.
SIAM J. Numer. Anlaysis 23(1), 1986, pp. 1–10.

[Te] S. Teufel: Adiabatic Perturbation Theory in Quantum Dynamics. Lecture Notes in
Mathematics 1821, 2003, Springer Verlag.

[TePa] S. Teufel, G. Panati: Propagation of Wigner functions for the Schrödinger equa-
tion with a slowly perturbed periodic potential. To appear in the proceedings of the
conference Multiscale Methods in Quantum Mechanics in Rome, December 16–20,
2002.

[Tr] F. Treves: Topological Vector Spaces, Distributions and Kernels. Academic Press,
1967.

[Tu] J. Tully: Molecular dynamics with electronic transitions. J. Chem. Phys. 93 (2), 1990,
pp. 1061–1071.

[TuPr] J. Tully, R. Preston: Trajectory surface hopping approach to nonadiabatic molecular
collisions: the reaction of H+ with D2. J. Chem. Phys. 55 (2), 1971, pp. 562–572.

[We87] J. Weidmann: Spectral Theory of Ordinary Differential Operators. Lecture Notes
in Mathematics 1258, 1987, Springer Verlag.

[We96] J. Weidmann: Uniform Nonsubordinacy and the Absolutely Continuous Spectrum.
Analysis 16, 1996, pp. 89–99.

[We02] J. Weidmann: Lineare Operatoren in Hilberträumen, Teil II: Anwendungen. Teub-
ner Verlag, 2002.

[WhWa] E. Whittaker, G. Watson: A course of modern analysis, 4th ed. reprinted. Cam-
bridge University Press, 1962.

[Wi] E. Wigner: On the quantum correction for thermodynamic equilibrium. Phys. Rev. 40,
1932, pp. 749–759.

[Ya] D. Yarkony: Conical Intersections: The New Conventional Wisdom. J. Phys.
Chem. A 105, 2001, pp. 6277–6293.

[Ze] C. Zener: Non-adiabatic crossing of energy levels. Proc. R. Soc. Lond., Ser. A 137,
1932, pp. 696–702.

[Zy] A. Zygmund: Trigonometric Series, Vol. I. Cambridge University Press, 1968.

141



142



Index

ε-oscillatory, 39
m-coefficient, 114

absolutely continuous spectrum, 101
adiabatic, 18
adjoint operator, 35
algorithm of the fewest switches, 96
aliasing identity, 132
angular momentum, 52
anti-Wick quantization, 72
Arzela-Ascoli Theorem, 81
asymptotic expansion, 42

backwards semigroup, 66
Banach-Alaoglu Theorem, 37, 50
Bernstein’s Theorem, 132
Berry phase, 20
Born-Oppenheimer approximation, 17, 51
boundary conditions, 110

Calderón-Vaillancourt Theorem, 36
carbondioxide, 13
central field, 52
circular orbit, 56
compact at infinity, 39
conical crossing, 9
convergence rate, 124, 127
correspondence, 33
Coulomb interaction, 13
crossings of minimal multiplicity, 22

deficiency index, 107
diagonal observables, 51
Dirac measure, 38

Egorov’s Theorem, 47
electronic relaxation, 23

elliptic integral, 57, 58
energy level population, 97
energy population, 11
essentially self-adjoint, 12
exact WKB solutions, 104

family of avoided crossings, 103
Faris-Lavine Theorem, 12
Fourier differencing, 132

gap condition, 15
Gaussian wave packet, 10
generalized strong convergence, 117
gliding bump, 39
Green’s formula, 110
grid-free discretization, 96
Groenewold’s Theorem, 45

Hamiltonian system, 47
Hilbert-Schmidt operator, 34
horse, 40
Hudson’s Theorem, 33
Husimi function, 38

interferences, 68

Japanese bracket, 42

Kato’s Theorem, 13

Lagrange identity, 110
Landau-Zener formula, 65, 88
limit point case, 109
localization of measures, 85
localized in phase space, 39, 45

marginal distributions, 33

143



Markov process, 66, 89
microlocal normal form, 89
molecular collisions, 23
molecular Hamiltonian, 13
Montel space, 70
Moyal product, 42

negligible mass, 68, 93
Nelson’s Commutator Theorem, 12
nitrogen, 15
non-adiabatic transition, 10
non-positivity, 33
non-subordinacy, 109
nucleonic time scale, 18

order function, 42

periodic wave function, 131
phase space support, 32
Poisson bracket, 44
positive distribution, 37
principal symbol, 42
pyrazine, 23

Radon measure, 37
regularizing operator, 36, 84
Rellich’s example, 10
retinal in rhodopsin, 24
Riesz representation theorem, 37
Riesz’ formula, 15
rigorous surface hoppig algorithm, 94

same size, 109
Schwartz kernel theorem, 35
self-adjoint realization, 106
semi-classical measure, 38
semi-classical wave packet, 26
semi-classical Weyl quantization, 33
sharp Gårding inequality, 37
spectral averaging, 114
spectral matrix, 113
spectral representation, 112
stationary phase method, 79
step size restriction, 133
Strang splitting, 127

strong convergence, 40, 70
subprincipal symbol, 42
symbol, 33
symbol class, 42

time-reversal invariant, 22
trigonometric interpolant, 131
Trotter splitting, 124
turning point, 104
two-scale Wigner functional, 71
two-scale Wigner measure, 74

vanishing commutator, 83

weak*-topology, 37
Weyl calculus, 43
Weyl-Titchmarsh-Kodaira formula, 115
Wigner function, 31
Wigner measure, 38
WKB function, 38

144


