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## Introduction

Some of the basic ideas of this work can be most easily seen in a simple example. Consider a quantum mechanical particle described by the Schrödinger operator (Hamiltonian) $H=-\frac{1}{2} \Delta+V$ in $L^{2}\left(\mathbb{R}^{d}\right) . V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ acts as a multiplication operator, and we choose $V$ in such a way that $H$ is self-adjoint and bounded below. Thus the spectrum of $H$ is a subset of $\mathbb{R}$, and its infimum $E_{0}$ is finite.

Assume that we have found a ground state of $H$, i.e. an eigenfunction $\psi \in L^{2}\left(\mathbb{R}^{d}\right)$ with $H \psi=E_{0} \psi$. Now we want to find out something about the properties of $\psi$; of course $\psi$ is square integrable by definition, but we might e.g. be interested in detailed information about the decay of $\psi$ at infinity.

Two very different methods exist for getting answers to such questions. One of them, which one could call the analytic approach, uses the eigenvalue equation $H \psi=E_{0} \psi$ along with techniques from partial differential equations. This is a very natural thing to do and is extremely successful in many cases [42].

The other approach uses methods from probability theory and is known as functional integration. In the example given above, one would study the measure

$$
\begin{equation*}
d \mu_{T}(x)=\frac{1}{Z_{T}} f\left(x_{-T}\right) \exp \left(-\int_{-T}^{T} V\left(x_{S}\right) d s\right) f\left(x_{T}\right) d \mathcal{W}(x), \tag{0.1}
\end{equation*}
$$

defined on the space $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ of continuous functions $x=\left(x_{t}\right)_{t \in \mathbb{R}}$. In $(0.1), \mathcal{W}$ is the (infinite mass) Wiener measure, $T>0, f \in L^{2}\left(\mathbb{R}^{d}\right)$, and $Z_{T}$ normalizes $\mu_{T}$ to a probability measure. To obtain a first understanding of the measure $\mu_{T}$, note that it gives high probability to paths that spend a lot of time in regions where $V$ is small, while suppressing paths that spend too much time in regions where $V$ is large.

In order to understand what (0.1) has to do with the ground state of $H=$ $-\frac{1}{2} \Delta+V$, we need the Feynman-Kac formula: it tells us that

$$
\begin{equation*}
\left(e^{-T\left(H-E_{0}\right)} f\right)(q)=\int e^{-\int_{0}^{T}\left(V\left(x_{s}\right)-E_{0}\right) d s} f\left(x_{t}\right) d \mathcal{W}^{q}(x) \tag{0.2}
\end{equation*}
$$

where $\mathcal{W}^{q}$ is the measure of Brownian motion starting in $q \in \mathbb{R}^{d}$. The strongly continuous contraction semigroup $e^{-T\left(H-E_{0}\right)}$ on the left hand side of ( 0.2 ) is derived from $H$ via functional calculus. We now take two copies of the right hand side of (0.2), reverse time in one of them (resulting in a measure on $\left.C(]-\infty, 0], \mathbb{R}^{d}\right)$ ) and glue the two parts together at time 0 . Since Brownian motion is time reversible and has the Markov property, integrating over $q \in \mathbb{R}^{d}$ with respect to Lebesgue measure then yields (0.1). This explains the connection between (0.1) and the Hamiltonian $H$.

The relevance of (0.1) for the study of the ground state $\psi$ now comes from the
fact that by spectral theory,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} e^{-T\left(H-E_{0}\right)} f=\frac{\langle\psi, f\rangle_{L^{2}\left(\mathbb{R}^{d}\right)}}{\|\psi\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}} \psi \tag{0.3}
\end{equation*}
$$

in $L^{2}\left(\mathbb{R}^{d}\right)$ for all $f \in L^{2}\left(\mathbb{R}^{d}\right)$. Thus for large $T$, the Lebesgue-density of the time zero distribution of $\mu_{T}$, i.e. of the image measure of $\mu_{T}$ under the point evaluation map $x \mapsto x_{0}$, will be very close to $\psi^{2}$. This gives us a strategy to study $\psi$ : first ensure that ( 0.1 ) has a $T \rightarrow \infty$ limit, and then study the $t=0$ distribution of the limiting measure.

At first sight, a method involving objects like Wiener measure looks much more complicated and less practical than the alternative of just studying the Schrödinger operator directly via the eigenvalue equation. In fact, in cases of quantum systems with few degrees of freedom (like the example above), the more powerful results have been obtained by the analytic approach, although even in this setup functional integration has been applied successfully [45, 46]. The situation where functional integration really becomes superior are systems of quantum field theory which have infinitely many degrees of freedom. Here often functional integrals are the only method available, and in some cases they are even used to define the Hamiltonian itself [19, 44].

In my thesis I consider the Nelson model, which describes a quantum particle coupled to a bosonic scalar field. Nelson's model is a borderline case. While it does feature infinitely many degrees of freedom, it can still be treated by the analytic method, and in fact most of the results in the literature have been obtained that way $[6,20]$. One purpose of the present work is to see what functional integration gives us when applied to Nelson's model. When we write down the functional integral for Nelson's model, an infinite dimensional Ornstein-Uhlenbeck process appears in addition to the Wiener measure from the example above, and in the exponent we have an additional integral due to the interaction of the particle with the field. The question now is how good a control we can obtain over these objects.

One strategy is to immediately integrate over the field degrees of freedom, which can be done explicitly since the coupling of the field to the particle is linear in the field variables, and the corresponding path measure is Gaussian. The result is an expression of the form

$$
\begin{equation*}
d \mu_{T}(x)=\frac{1}{Z_{T}} \exp \left(-\int_{-T}^{T} V\left(x_{s}\right) d s-\int_{-T}^{T} d s \int_{-T}^{T} d t W\left(x_{t}-x_{s}, t-s\right)\right) d \mathcal{W}(x) \tag{0.4}
\end{equation*}
$$

where $W: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R}$ comes from the interaction with the field. This technique, which goes back to R. Feynman [14], has been used by E. Nelson [32] to investigate
the ultraviolet divergence in the model, and by H. Spohn [47] to estimate the effective mass of the polaron.

An advantage of the above strategy is that we do not have to deal with stochastic processes on infinite dimensional state spaces. A disadvantage is that only information about the particle, not about the field, can be obtained. In particular, the method can not answer questions like
a) What is the expected number of bosons of given momentum in the ground state?
b) What is the expected number of bosons with position in $M \subset \mathbb{R}^{d}$ ?
c) What is the average strength of the bosonic field and how large is its variance?

In order to answer such questions, we will have to deal directly with the infinite dimensional Ornstein-Uhlenbeck process at first, using the linearity in the field variables only at a later stage of our considerations.

It is obvious that in functional integration, measures of the form (0.1) and (0.4) play a crucial role. They are, at least optically, very similar to a class of probability measures appearing in statistical mechanics, the Gibbs measures. As a crucial difference however, Gibbs measures are usually defined on a countable product of measurable spaces. More concretely, if (0.4) was to fit into the classical theory of Gibbs measures, $\mathcal{W}$ would have to be a countable product of measures on $\mathbb{R}^{d}$, which it is obviously not. Measures of the type (0.4) will be called Gibbs measures relative to Brownian motion. A systematic study of such measures and their $T \rightarrow \infty$ limits emerged only recently [38], and we take the opportunity to develop the theory a little further.

Let us give an outline of the thesis: Chapter 1 is devoted to a presentation of Nelson's model. We derive it from its classical counterpart on a heuristic level, give the well-established Fock representation, the representation in function space and the connection of the two. Extra care is taken to clarify this connection as well as its influence on the choice of the Gaussian measure in function space. While none of the results here is completely new, many of the proofs, especially in the function space context, are at least not easily available in the literature. Small improvements are made on some existing results like the Feynman-Kac-Nelson formula or the path continuity of the infinite dimensional Ornstein-Uhlenbeck process.

In Chapter 2, we study Gibbs measures relative to Brownian motion. We propose a framework of definitions and notions for these measures, systematizing and extending the approaches in $[3,4,38]$. We then give results about existence and uniqueness of infinite volume Gibbs measures in various contexts.

Chapter 3 resumes the study of Nelson's model, investigating properties of its ground state along the lines of (0.2) and (0.3). First, we give an overview over the
current knowledge concerning the existence of the ground state. A general formula to calculate ground state expectations for many important operators is then established and applied to answer questions like a), b), c) above.

It may have become obvious from the preceding discussion that there have been two main objectives I had when writing this thesis: the first, of course, was the presentation of the main mathematical results, contained in Sections 2.3, 3.2 and 3.3. The second, and at least of equal importance to me, was to smoothen the learning curve for anybody who needs to work his way into the topics of Chapter 1, a learning curve that I experienced as being fairly steep. It is up to the reader to decide how much I succeeded.
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## Chapter 1

## Nelson's model

### 1.1 A classical particle-field model

Nelson's model is a simplified description of a non-relativistic, charged quantum particle interacting with its own quantized radiation field. The simplification consists in ignoring the vector character of the Maxwell field and using a scalar field instead. One of the main aims of this work is to study properties of states of minimal energy, but before we describe the quantum model, it seems useful to take a look at the classical model and, at least on a heuristic level, to show how the quantum model can be derived from it. This will be done in the next two sections, where we restrict ourselves to three dimensional space for convenience. A reader who is only interested in the mathematical aspects of this work may safely skip the first two sections.

The scalar field is a function $\phi: \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R},(x, t) \mapsto \phi(x, t)$, which has to fulfill the wave equation with inhomogeneity ( $=$ source) localized around the position $q \in \mathbb{R}^{3}$ of the particle. The corresponding equation reads

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} \phi(x, t)=\Delta_{x} \phi(x, t)-\varrho(x-q(t)) . \tag{1.1}
\end{equation*}
$$

The function $\varrho$ has support concentrated near 0 and is used to regularize the coupling of the particle with the field. The particle is assumed to feel the effect of an external potential $x \mapsto V(x)$ as well as a force due to its interaction with the field.

The equations of motion for such a system read

$$
\begin{array}{ll}
\dot{\phi}(x, t)=\pi(x, t), & \dot{\pi}(x, t)=\Delta_{x} \phi(x, t)-\varrho(x-q(t)),  \tag{1.2}\\
\dot{q}(t)=p(t), & \dot{p}(t)=(-\nabla V)(q(t))+\int \phi(x, t)(\nabla \varrho)(x-q(t)) d x,
\end{array}
$$

where $(x, t) \mapsto \pi(x, t)$ and $p \in \mathbb{R}^{3}$ are the canonical conjugate (momentum) field and the momentum, respectively. Thus the Hamiltonian function

$$
H_{\mathrm{cl}}:(\phi, q, \pi, p) \mapsto H_{\mathrm{cl}}(\phi, q, \pi, p) \in \mathbb{R}
$$

is given by

$$
\begin{equation*}
H(\phi, q, \pi, p)=\frac{1}{2} p^{2}+V(q)+\frac{1}{2} \int\left((\pi(x))^{2}+|\nabla \phi(x)|^{2}\right) d x+\int \phi(x) \varrho(x-q) d x \tag{1.3}
\end{equation*}
$$

We are now looking for stationary solutions of (1.2) that minimize the Hamiltonian functional (1.3). Let us assume for simplicity that $V$ has a unique minimum at $q_{0} \in \mathbb{R}^{3}$. In order to minimize (1.3), we then obviously have to take

$$
p=0, \quad q=q_{0} \quad \text { and } \quad \pi(x)=0
$$

This leaves us with the condition

$$
\int\left(\frac{1}{2}|\nabla \phi(x)|^{2}+\phi(x) \varrho\left(x-q_{0}\right)\right) d x=\text { minimal }
$$

and an application of variational calculus leads to

$$
-\Delta \phi(x)+\varrho\left(x-q_{0}\right)=0
$$

Thus, if we assume that $\varrho$ is in the range of the Laplace operator acting in $L^{2}\left(\mathbb{R}^{3}\right)$, we have the solution

$$
\begin{equation*}
\phi(x)=\left(\Delta^{-1} \varrho\left(.-q_{0}\right)\right)(x)=\frac{1}{4 \pi} \int \frac{1}{|x-y|} \varrho\left(y-q_{0}\right) d y \tag{1.4}
\end{equation*}
$$

In sum, a configuration minimizing (1.3) consists of a particle sitting in the minimum $q_{0}$ of $V$, together with a field that decays like the inverse of the distance from the particle. One of the main objectives of this work is to obtain similar information about the state of minimal energy for the corresponding quantum system.

### 1.2 Quantizing the particle-field model

In this section we will give a purely heuristic outline of how one could guess the quantum system to be presented in Sections 1.3 and 1.4 from the classical system given in Section 1.1. No attempt at mathematical rigor is made.

There exists a standard recipe, known as canonical quantization, for deriving the quantum mechanical description of a given classical Hamiltonian particle system with canonical variables $p, q \in \mathbb{R}^{n}$. The procedure is to replace in the Hamiltonian function each occurrence of $q$ by the operator of multiplication with $q$ acting in $L^{2}\left(\mathbb{R}^{n}\right)$, and each occurrence of $p$ by the operator $-i \nabla_{q}$ acting in the same space. Then one has to symmetrize the resulting operator in order to get a formally selfadjoint operator $H$ and to prove that $H$ is in fact self-adjoint on a suitable domain. $H$ is then the Hamilton operator of the quantum system.

When we try to apply this procedure to the Hamilton functional (1.3), we have to decide what to do with the fields $\phi$ and $\pi$. An obvious choice is to discretize the integrals in (1.3) as follows: we take a centered cube $\Lambda \subset \mathbb{R}^{3}$ and divide it into $N^{3}$ small cubes of equal size. We fix the center $x_{j}$ of each of the small cubes, and put

$$
\begin{align*}
H_{\mathrm{cl}}^{(N)}(\phi, q, \pi, p)= & \frac{1}{2} p^{2}+V(q)+\frac{|\Lambda|}{2 N^{3}} \sum_{j=1}^{N^{3}}\left(\left(\pi\left(x_{j}\right)\right)^{2}+\sum_{x_{i} \sim x_{j}}\left(\frac{\phi\left(x_{i}\right)-\phi\left(x_{j}\right)}{\delta}\right)^{2}\right)+ \\
& +\frac{|\Lambda|}{N^{3}} \sum_{j=1}^{N^{3}} \phi\left(x_{j}\right) \varrho\left(x_{j}-q\right) . \tag{1.5}
\end{align*}
$$

Here, $x_{i} \sim x_{j}$ means that $x_{i}$ neighbors $x_{j}$ on the lattice, $|\Lambda|$ is the volume of $\Lambda$, and $\delta$ is the distance of the centers of two neighboring cubes. (1.3) is recovered from (1.5) by taking $N \rightarrow \infty$ and $\Lambda \rightarrow \infty$ in such a way that the volume of the small cubes goes to zero.

We now apply the canonical quantization procedure to (1.5) with the result

$$
\begin{align*}
H^{(N)}= & -\frac{1}{2} \Delta_{q}+V(q)+\frac{|\Lambda|}{2 N^{3}} \sum_{j=1}^{N^{3}}\left(-\Delta_{Q_{x_{j}}}+\sum_{x_{i} \sim x_{j}}\left(\frac{Q_{x_{i}}-Q_{x_{j}}}{\delta}\right)^{2}\right)+ \\
& +\frac{|\Lambda|}{N^{3}} \sum_{j=1}^{N^{3}} Q_{x_{j}} \varrho\left(x_{j}-q\right) . \tag{1.6}
\end{align*}
$$

$H^{(N)}$ is an operator in $L^{2}\left(\mathbb{R}^{3} \times \mathbb{R}^{N^{3}}\right)$ acting on functions of the variables $q$ and $\left(Q_{x_{1}}, \ldots, Q_{x_{n}}\right)$. To undo the discretization, we now would like to take the $N \rightarrow$ $\infty,|\Lambda| \rightarrow \infty$ limit in (1.6). However, this is a lot less straightforward than it was in (1.5), one obvious difficulty being that $H^{(N)}$ acts in a different Hilbert space for each $N$.

One way to take the limit in (1.6) is the Fock space approach. Only an outline of this extremely messy procedure is given here, somewhat more detail can be found in [32]. The first step is to transform $L^{2}\left(\mathbb{R}^{3} \times \mathbb{R}^{N^{3}}\right)$ in such a way that the coupling between the $Q_{x_{j}}$ for different $j$ disappears in the third term of (1.6). This leads to a system of $N^{3}$ independent, quantum mechanical harmonic oscillators. Using the representation in form of creation operators $a^{*}$ and annihilation operators $a$ for such oscillators [19], one arrives at

$$
\begin{align*}
H_{\mathcal{F}}^{(N)}= & -\frac{1}{2} \Delta_{q}+V(q)+\frac{|\Lambda|}{N^{3}} \sum_{j=1}^{N^{3}}\left|k_{j}\right|\left(a_{k_{j}}^{*} a_{k_{j}}+\frac{1}{2}\right)+ \\
& +\frac{|\Lambda|}{N^{3}} \sum_{j=1}^{N^{3}} \frac{1}{\sqrt{2\left|k_{j}\right|}}\left(a_{k_{j}}^{*} e^{-i k_{j} q} \hat{\varrho}\left(k_{j}\right)+a_{k_{j}} e^{i k_{j} q} \hat{\varrho}\left(-k_{j}\right)\right) . \tag{1.7}
\end{align*}
$$

Here, $k_{j} \in \mathbb{R}^{3}$ with $k_{j}=x_{j}=$ the points of the original lattice, and the reason that we don't write $x_{j}$ any more is that the transformation which leads to (1.7) is essentially a discrete Fourier transformation on the lattice of the $x_{j}$. We now replace the terms $a_{k_{j}}^{*} a_{k_{j}}+1 / 2$ in (1.7) by $a_{k_{j}}^{*} a_{k_{j}}$. This procedure, which is known as energy renormalization, is necessary because otherwise $\inf \operatorname{spec} H_{\mathcal{F}}^{(N)} \rightarrow \infty$ as $N,|\Lambda| \rightarrow \infty$. Fortunately, it is also not harmful since subtracting a constant from a Hamiltonian does not change the physics.

For each $k_{j}$, we now take the complete, orthonormal set of eigenfunctions $\left\{\psi_{n}^{\left(k_{j}\right)}\right.$ : $n \in \mathbb{N}\}$ belonging to the operator $a_{k_{j}}^{*} a_{k_{j}}$ and construct the Fock space over $L^{2}\left(\mathbb{R}^{N^{3}}\right)$ with the help of these eigenfunctions as described in Appendix A.1. By formally taking the $n \rightarrow \infty,|\Lambda| \rightarrow \infty$ limit as described there also, we arrive at the Hamiltonian

$$
\begin{equation*}
H_{\mathcal{F}}=-\frac{1}{2} \Delta_{q}+V(q)+\int|k| a_{k}^{*} a_{k} d^{3} k+\int \frac{1}{\sqrt{2|k|}}\left(a_{k}^{*} e^{-i k \cdot q} \hat{\varrho}(k)+a_{k} \overline{e^{-i k \cdot q} \hat{\varrho}(k)}\right) d^{3} k \tag{1.8}
\end{equation*}
$$

acting on the symmetric Fock space $\mathcal{F}\left(L^{2}\left(\mathbb{R}^{3}\right)\right)$. A slight generalization of the operator (1.8) as well as symmetric Fock space will be defined rigorously and investigated in Section 1.3.

There is an alternative route for taking the limit in (1.6). The key observation is that the third term (= free field term) of (1.6),

$$
\begin{equation*}
H_{\mathrm{f}}^{(N)}=\frac{|\Lambda|}{2 N^{3}} \sum_{j=1}^{N^{3}}\left(-\Delta_{Q_{x_{j}}}+\sum_{x_{i} \sim x_{j}}\left(\frac{Q_{x_{i}}-Q_{x_{j}}}{\delta}\right)^{2}\right) \tag{1.9}
\end{equation*}
$$

is, after the energy renormalization, unitarily equivalent to the generator of an $N^{3}$ dimensional Ornstein-Uhlenbeck process. To be more precise, let us denote by $A$ the positive, symmetric matrix generating the quadratic form in the second term of (1.9), i.e.

$$
\begin{equation*}
\langle\vec{Q}, A \vec{Q}\rangle_{\mathbb{R}^{N^{3}}}=\sum_{j=1}^{N^{3}} \sum_{x_{i} \sim x_{j}}\left(\frac{Q_{x_{i}}-Q_{x_{j}}}{\delta}\right)^{2} \tag{1.10}
\end{equation*}
$$

with $\vec{Q}=\left(Q_{x_{1}}, \ldots, Q_{x_{N^{3}}}\right)$. Writing $\sqrt{A}$ for the nonnegative square root of $A$, it can be checked directly that

$$
\psi_{\mathrm{f}}^{(N)}=\exp \left(-\frac{1}{2}\langle\vec{Q}, \sqrt{A} \vec{Q}\rangle_{\mathbb{R}^{N^{3}}}\right)
$$

is an eigenfunction of $H_{\mathrm{f}}^{(N)}$ to the eigenvalue $\operatorname{tr}(\sqrt{A}) / 2$. Using the positivity of $\psi_{\mathrm{f}}^{(N)}$ and the strict positivity the kernel of of $e^{-H_{\mathrm{f}}^{(N)}}$, a Perron-Frobenius argument implies
that $\psi_{\mathrm{f}}^{(N)}$ is the unique ground state, i.e. eigenfunction corresponding to the bottom of the spectrum, of $H_{\mathrm{f}}^{(N)}$. When we subtract the ground state energy $\operatorname{tr}(\sqrt{A}) / 2$ from $H_{\mathrm{f}}^{(N)}$ and apply the ground state transformation to the resulting operator, we arrive at the generator of a stationary Ornstein-Uhlenbeck process with state space $\mathbb{R}^{N^{3}}$, mean value $0 \in \mathbb{R}^{N^{3}}$ and covariance

$$
\begin{equation*}
\mathbb{E}\left(\left(X_{s}\right)_{i}\left(X_{t}\right)_{j}\right)=\frac{1}{2}\left(\sqrt{A}^{-1} e^{-|t-s| \sqrt{A}}\right)_{i, j}, \tag{1.11}
\end{equation*}
$$

where the subscripts denote components of vectors resp. matrices. Details on the above procedure are given in Appendix A.3.

Note however that we cheated slightly above, and the resulting damage is that (1.11) does not make sense: $A$ as given in (1.10) is not invertible. This can be healed by replacing $A$ with $A+\mu I, \mu>0$, eventually resulting in the Nelson model for massive bosons of mass $\mu$. More suitable for our purposes is to impose zero boundary conditions, i.e. to add a term $Q_{x_{j}}^{2}$ at the right hand side of (1.10) for each $x_{j}$ corresponding to a small cube at the boundary of $\Lambda$. This correction will then drop out upon taking the $|\Lambda| \rightarrow \infty$ limit.

Now we want to know what becomes of the Ornstein-Uhlenbeck process when $N \rightarrow \infty$ and $|\Lambda| \rightarrow \infty$. For this, it is better to write (1.11) in the form

$$
\begin{equation*}
\mathbb{E}\left(\left\langle f, X_{s}\right\rangle_{\mathbb{R}^{N^{3}}} \cdot\left\langle g, X_{t}\right\rangle_{\mathbb{R}^{N^{3}}}\right)=\left\langle f, \sqrt{A}-1 e^{-|t-s| \sqrt{A}} g\right\rangle_{\mathbb{R}^{N^{3}}} \tag{1.12}
\end{equation*}
$$

valid for all $f, g \in \mathbb{R}^{N^{3}}$. Now we identify vectors $\vec{Q}=\left(Q_{x_{1}}, \ldots, Q_{x_{N^{3}}}\right) \in \mathbb{R}^{N^{3}}$ with step functions $F^{(N)}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ which are constant on the small cubes corresponding to the $x_{j}$ and zero outside $\Lambda$. With this identification, the state space of the OrnsteinUhlenbeck process is now a space of functions on $\mathbb{R}^{3}$, and the operator $-A$ is a discrete Laplacian on the lattice of the $x_{i}$. Thus in the limit, we expect that the actual Laplacian on $\mathbb{R}^{3}$ should appear, and $H_{\mathrm{f}}^{(N)}$ in (1.9) will become the generator of an infinite dimensional Ornstein-Uhlenbeck process with state space that is some space of (generalized) functions on $\mathbb{R}^{3}$, mean 0 and covariance

$$
\begin{equation*}
\mathbb{E}\left(\left\langle f, X_{s}\right\rangle_{L^{2}\left(\mathbb{R}^{3}\right)} \cdot\left\langle g, X_{t}\right\rangle_{L^{2}\left(\mathbb{R}^{3}\right)}\right)=\left\langle f, \sqrt{\left.-\Delta^{-1} e^{-|t-s| \sqrt{-\Delta}} g\right\rangle_{L^{2}\left(\mathbb{R}^{3}\right)}, ~}\right. \tag{1.13}
\end{equation*}
$$

provided this expression makes sense. Turning to the coupling term on the right hand side of (1.6), we see that it is in the step function picture just the operator of multiplication with the linear functional

$$
F^{(N)} \mapsto \sum_{j=1}^{N^{3}} F^{(N)}\left(x_{j}\right) \varrho\left(x_{j}-q\right)
$$

So in the limit, the coupling will be the linear functional

$$
X \mapsto \int X(x) \varrho(x-q) d^{3} x
$$

acting in $L^{2}\left(\mathbb{R}^{3}\right)$. A rigorous treatment of the above structure is contained in Section 1.4.

### 1.3 Nelson's model in Fock space

Although it is not obvious from the way we derived the Fock space from the classical field in the previous section, the best way to think about it is as a model of indistinguishable quantum particles, where the number of particles is not conserved. We will say more on this after giving precise definitions.

Definition 1.3.1 For $n \in \mathbb{N}$, denote by $\mathcal{F}^{(n)}=L^{2}\left(\mathbb{R}^{d}\right)^{\hat{\otimes} n}$ the space of (complexvalued) $L^{2}\left(\mathbb{R}^{d n}\right)$-functions $f$ which are symmetric in the sense that for each permutation $\pi$ of $\{1, \ldots, n\}$ and each $k_{1}, \ldots, k_{n} \in \mathbb{R}^{d}$, we have

$$
f\left(k_{1}, \ldots, k_{n}\right)=f\left(k_{\pi(1)}, \ldots, k_{\pi(n)}\right)
$$

Moreover, put $\mathcal{F}^{(0)}=\mathbb{C}$. $\mathcal{F}^{(n)}$ is called $n$-th Fock space component. The symmetric Fock space $\mathcal{F}$ is the set of all $F=\left(f_{0}, f_{1}, \ldots\right) \in \bigoplus_{n=0}^{\infty} \mathcal{F}^{(n)}$ for which the norm

$$
\begin{equation*}
\|F\|_{\mathcal{F}}^{2}=\sum_{n=0}^{\infty}\left\|f_{n}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)^{\otimes} n}^{2} \tag{1.14}
\end{equation*}
$$

is finite. Let us write $P_{n}$ for the projection from $\mathcal{F}$ onto $\mathcal{F}^{(n)}$, and $F^{(n)}$ instead of $P_{n} F$ for $F \in \mathcal{F}$. We will also write $F^{(n)}$ for the $n$-th (and only nonzero) component of $P_{n} F$.

The interpretation is that $P_{n} \mathcal{F}$ consists of the quantum mechanical states of the system with exactly $n$ particles. The function $F^{(n)} \in P_{n} \mathcal{F}$ then determines the exact behavior of these particles, while the symmetry condition corresponds to indistinguishability. In the model of an electron coupled to its radiation field, the 'particles' would be photons, but since in the Nelson model we have a scalar field instead of a vector field, they will just be called bosons in the following. If $\|F\|_{\mathcal{F}}=1$, then $\left\langle F, P_{n} F\right\rangle_{\mathcal{F}}$ represents the probability for finding exactly $n$ bosons in the system described by $F$. Note that by (1.14), this probability must decay faster than $1 / \sqrt{n}$ for large $n$ in order to have $F \in \mathcal{F}$. The reason for this constraint is mathematical convenience rather than physical necessity, a fact that we will encounter again when discussing the infrared divergence of Nelsons model.

Let us now introduce some important operators acting in $\mathcal{F}$. Obviously, it will be enough to specify the action of these operators on each $\mathcal{F}^{(n)}, n \in \mathbb{N}_{0}$. For this purpose, we will write $F=\left(F^{(0)}, F^{(1)}, \ldots\right)$ for $F \in \mathcal{F}$. $F^{(n)}$ will be denoted as a pointwisely defined function for convenience, but all of the following equalities are to be understood in $L^{2}$-sense.

Definition 1.3.2 Let $g: \mathbb{R}^{d} \rightarrow \mathbb{C}$ be a measurable function. The following operators in $\mathcal{F}$ are defined on functions $F \in \mathcal{F}$ such that the image of $F$ is again in $\mathcal{F}$.

$$
\begin{align*}
(\mathbf{N} F)^{(n)}\left(k_{1}, \ldots, k_{n}\right) & =n F^{(n)}\left(k_{1}, \ldots, k_{n}\right),  \tag{1.15}\\
\left(a^{*}(g) F\right)^{(n)}\left(k_{1}, \ldots, k_{n}\right) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n} g\left(k_{i}\right) F^{(n-1)}\left(k_{1}, \ldots, k_{i}, \ldots, k_{n}\right),  \tag{1.16}\\
(a(g) F)^{(n)}\left(k_{1}, \ldots, k_{n}\right) & =\sqrt{n+1} \int g(k) F^{(n+1)}\left(k, k_{1}, \ldots, k_{n}\right) d k  \tag{1.17}\\
(d \Gamma(g) F)^{(n)}\left(k_{1}, \ldots, k_{n}\right) & =\sum_{i=1}^{n} g\left(k_{i}\right) F^{(n)}\left(k_{1}, \ldots, k_{n}\right) \tag{1.18}
\end{align*}
$$

The $\aleph_{i}$ in (1.16) means that the variable $k_{i}$ is omitted. Also, by the usual convention, the sums in (1.16) and (1.18) are zero for $n=0 . \mathbf{N}$ is called number operator, $a^{*}(g)$ is called creation operator associated with $g, a(g)$ is called annihilation operator associated with $g$, and $d \Gamma(g)$ is called differential second quantization of the operator of multiplication with $g$. Alternative notations are

$$
a^{*}(g) \equiv \int a_{k}^{*} g(k) d k, \quad a(g) \equiv \int a_{k} g(k) d k, \quad d \Gamma(g) \equiv \int a_{k}^{*} a_{k} g(k) d k
$$

Note that $\mathbf{N}=d \Gamma(1)$. Except in the case of $d \Gamma(g)$ which will be treated later, the names of the operators above are easy to explain. $a^{*}$ takes $\mathcal{F}^{(n)}$ to $\mathcal{F}^{(n+1)}$, thus it creates a boson that is described by $g$. Similarly, $a(g)$ takes $\mathcal{F}^{(n)}$ to $\mathcal{F}^{(n-1)}$ and therefore destroys a boson. Finally, $\mathbf{N}$ counts the number of bosons in $F \in \mathcal{F}$ in the sense that $\langle F, \mathbf{N} F\rangle_{\mathcal{F}} /\|F\|_{\mathcal{F}}^{2}$ is the expected number of bosons in the state $F$.

In order to say a little more about the domains of the operators from Definition 1.3 .2 as well as for later purposes, the following inequality is useful.

Proposition 1.3.3 Let $g, h: \mathbb{R}^{d} \rightarrow \mathbb{C}$ be measurable with $g \in L^{2}\left(\mathbb{R}^{d}\right)$ and $g h \in$ $L^{2}\left(\mathbb{R}^{d}\right)$. Then for each $F \in \mathcal{F}$ such that $d \Gamma\left(|h|^{2}\right) F \in \mathcal{F}$, we have $a(g h) F \in \mathcal{F}$, $a^{*}(g h) F \in \mathcal{F}$, and

$$
\begin{align*}
\|a(g h) F\|_{\mathcal{F}}^{2} & \leq\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\langle F, d \Gamma\left(|h|^{2}\right) F\right\rangle_{\mathcal{F}},  \tag{1.19}\\
\left\|a^{*}(g h) F\right\|_{\mathcal{F}}^{2} & \leq\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\langle F, d \Gamma\left(|h|^{2}\right) F\right\rangle_{\mathcal{F}}+\|g h\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\|F\|_{\mathcal{F}}^{2} \tag{1.20}
\end{align*}
$$

Proof: Obviously it is enough to consider Fock space components. Note first that

$$
\begin{aligned}
\left\langle F^{(n)},\left(d \Gamma\left(|h|^{2}\right) F\right)^{(n)}\right\rangle_{L^{2}\left(\mathbb{R}^{d n}\right)} & =\sum_{i=1}^{n} \int\left|F^{(n)}\left(k_{1}, \ldots, k_{n}\right)\right|^{2}|h|^{2}\left(k_{i}\right) d k_{1} \cdots d k_{n}= \\
& =n \int\left|F^{(n)}\left(k_{1}, \ldots, k_{n}\right)\right|^{2}|h|^{2}\left(k_{1}\right) d k_{1} \cdots d k_{n} .
\end{aligned}
$$

Now,

$$
\begin{aligned}
& \left\|(a(g h) F)^{(n-1)}\right\|_{L^{2}\left(\mathbb{R}^{d(n-1)}\right)}^{2}= \\
& \quad=n \int d k_{2} \cdots d k_{n}\left|\int g\left(k_{1}\right) h\left(k_{1}\right) F^{(n)}\left(k_{1}, \ldots, k_{n}\right) d k_{1}\right|^{2} \leq \\
& \quad \leq n\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \int|h|^{2}\left(k_{1}\right)\left|F^{(n)}\left(k_{1}, \ldots, k_{n}\right)\right|^{2} d k_{1} \cdots d k_{n}= \\
& \quad=\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\langle F^{(n)},\left(d \Gamma\left(|h|^{2}\right) F\right)^{(n)}\right\rangle_{L^{2}\left(\mathbb{R}^{d n}\right)},
\end{aligned}
$$

and summation over $n$ gives (1.19). To get the other inequality, observe that

$$
\begin{align*}
& \left\|\left(a^{*}(g h) F\right)^{(n+1)}\right\|_{L^{2}\left(\mathbb{R}^{d(n+1)}\right)}^{2}=\frac{1}{n+1} \sum_{i, j=1}^{n+1} \int \overline{g\left(k_{i}\right) h\left(k_{i}\right)} g\left(k_{j}\right) h\left(k_{j}\right) \times  \tag{1.21}\\
& \quad \times \overline{F^{(n)}\left(k_{1}, \ldots, k_{i}, \ldots, k_{n+1}\right)} F^{(n)}\left(k_{1}, \ldots, k_{j}, \ldots, k_{n+1}\right) d k_{1} \cdots d k_{n+1} .
\end{align*}
$$

The $i=j$ terms of (1.21) now add up to $\|g h\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\|F^{(n)}\right\|_{L^{2}\left(\mathbb{R}^{d n}\right)}$, while the $n(n+1)$ terms with $i \neq j$ are by symmetry all equal to

$$
\begin{aligned}
& \int \overline{g\left(k_{1}\right) h\left(k_{1}\right)} g\left(k_{2}\right) h\left(k_{2}\right) \overline{F^{(n)}\left(k_{1}, k_{3}, k_{4}, \ldots, k_{n+1}\right)} F^{(n)}\left(k_{2}, \ldots, k_{n+1}\right) d k_{1} \cdots d k_{n+1} \leq \\
& \quad \leq \int d k_{3} \cdots d k_{n+1}\left(\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \int|h|^{2}(k) \mid F^{(n)}\left(k, k_{3}, \ldots,\left.k_{n+1}\right|^{2} d k\right)=\right. \\
& \quad=\frac{1}{n}\|g\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\langle F^{(n)},\left(d \Gamma\left(h^{2}\right) F\right)^{(n)}\right\rangle_{L^{2}\left(\mathbb{R}^{d n}\right)} .
\end{aligned}
$$

Plugging this inequality into (1.21) and summing over $n \in \mathbb{N}$ gives (1.20).
A first application of the above estimates is
Proposition 1.3.4 The number operator $\mathbf{N}$ is self-adjoint on the dense domain

$$
D(\mathbf{N})=\left\{F \in \mathcal{F}: \sum_{n=0}^{\infty} n^{2}\left\|F^{(n)}\right\|_{L^{2}\left(\mathbb{R}^{d n}\right)}^{2}<\infty\right\}
$$

Moreover, $a^{*}(g)$ and $a(g)$ are well defined on this domain, with

$$
\begin{equation*}
\langle F, a(g) G\rangle_{\mathcal{F}}=\left\langle a^{*}(\bar{g}) F, G\right\rangle_{\mathcal{F}} \quad \text { for all } F, G \in D(\mathbf{N}) \tag{1.22}
\end{equation*}
$$

Above, $\bar{g}$ denotes the complex conjugation of $g$.

Proof: To show the assertions about $\mathbf{N}$ and $D(\mathbf{N})$ is a matter of checking definitions, as is (1.22). The assertion $a^{*}(g) F \in \mathcal{F}$ and $a(g) F \in \mathcal{F}$ for $F \in D(\mathbf{N})$ follows from Proposition 1.3.3 by putting $h=1$ there.

We now introduce a set $\mathcal{E} \subset \mathcal{F}$ which is total in $\mathcal{F}$, i.e. linear combinations of elements from $\mathcal{E}$ are dense in $\mathcal{F}$. The purpose is that we will make definitions and statements about linear objects on $\mathcal{F}$ for the elements of $\mathcal{E}$ and extend by linearity. For $f_{1}, \ldots, f_{n} \in L^{2}\left(\mathbb{R}^{d}\right)$ write

$$
\begin{equation*}
\left(f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}\right)\left(k_{1}, \ldots, k_{n}\right)=\frac{1}{n!} \sum_{\pi \in \Pi_{n}} f_{1}\left(k_{\pi(1)}\right) \cdots f_{n}\left(k_{\pi(n)}\right) \tag{1.23}
\end{equation*}
$$

for the symmetric tensor product of $f_{1}, \ldots, f_{n}$. Above, $\Pi_{n}$ is the set of all permutations on $\{1, \ldots, n\}$. It is then proved by standard tools of integration theory that

Proposition 1.3.5 The set

$$
\mathcal{E}_{n}=\left\{f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}: f_{1}, \ldots, f_{n} \in L^{2}\left(\mathbb{R}^{d}\right)\right\}
$$

is total in $\mathcal{F}^{(n)}$. Consequently, the set

$$
\mathcal{E}=\left\{\left(0, \ldots, 0, F_{n}, 0, \ldots\right) \in \mathcal{F}: F_{n} \in \mathcal{E}_{n}, n \in \mathbb{N}_{0}\right\}
$$

is total in $\mathcal{F}$.
By picking the $f_{j}$ from an orthonormal basis of $L^{2}\left(\mathbb{R}^{d}\right)$ and normalizing correctly, we can even obtain an orthonormal basis of $\mathcal{F}$ [22]. Moreover, the polarization identity for multilinear maps [37] implies that we also get a total set when requiring in addition $f_{1}=\ldots=f_{n}$ in the definition of $\mathcal{E}_{n}$. We will not use any of these facts.

With the help of $\mathcal{E}$, we now study second quantization a little more closely. First, we give another definition which includes an extension of (1.18)

Definition 1.3.6 Let $A$ be an operator in $L^{2}\left(\mathbb{R}^{d}\right)$. For $f_{1}, \ldots, f_{n} \in D(A)$ define

$$
\begin{align*}
\Gamma(A)\left(f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}\right) & =A f_{1} \hat{\otimes} \ldots \hat{\otimes} A f_{n}  \tag{1.24}\\
d \Gamma(A)\left(f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}\right) & =\sum_{k=1}^{n} f_{1} \hat{\otimes} \cdots \hat{\otimes} f_{k-1} \hat{\otimes} A f_{k} \hat{\otimes} f_{k+1} \hat{\otimes} \cdots \hat{\otimes} f_{n} \tag{1.25}
\end{align*}
$$

and extend by linearity. $\Gamma(A)$ is called second quantization of $A$, and $d \Gamma(A)$ is called differential second quantization of $A$.

By checking definitions, we may see that (1.25) is consistent with (1.18), i.e. for the special choice $F=f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}$ and $A=$ multiplication with $g$, we get (1.25) from (1.18). In the same way, we find

$$
\begin{aligned}
a^{*}(g)\left(f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}\right) & =\sqrt{n+1} g \hat{\otimes} f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n} \\
a(g)\left(f_{1} \hat{\otimes} \ldots \hat{\otimes} f_{n}\right) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left\langle\bar{f}_{i}, g\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right)} \bigotimes_{j \neq i} f_{j} .
\end{aligned}
$$

If $A$ is a bounded operator with $\|A\| \leq 1$, then also $\Gamma(A)$ is bounded with $\|\Gamma(A)\| \leq$ 1. The proof can be found in [34]. However, in our case, namely when $A$ is the operator of multiplication with $g \in L^{\infty}$ and $\|g\|_{\infty} \leq 1$, the statement is obvious since then

$$
(\Gamma(g) F)^{(n)}\left(k_{1}, \ldots, k_{n}\right)=\left(\prod_{i=1}^{n} g\left(k_{i}\right)\right) F^{(n)}\left(k_{1}, \ldots, k_{n}\right) .
$$

There is a natural connection between second quantization and differential second quantization: If $A$ is self-adjoint and $A \geq 0$, then $\Gamma\left(e^{-t A}\right)$ is a strongly continuous semigroup of contractions on $\mathcal{F}$, and thus there exists the generator $B$ of this semigroup, a densely defined, self-adjoint operator in $\mathcal{F}$ with $\left.\frac{d}{d t} \Gamma\left(e^{-t A}\right) F\right|_{t=0}=B F$ for all $F \in D(B)$. A direct check for the elements of $\mathcal{E}$ and extension by linearity show that $B=d \Gamma(A)$, which also gives a reason for the word 'differential' in the name of $d \Gamma(A)$.

We are now prepared to give a rigorous definition of the operator we wrote down in (1.8) and to show that it is self-adjoint and bounded below. We will slightly generalize (1.8) by allowing for a more general dispersion relation. Let $\varrho: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $\omega: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be measurable functions satisfying the following assumptions:

$$
\begin{align*}
& \omega(k)=\bar{\omega}(k)=\omega(-k), \quad \varrho(k)=\bar{\varrho}(k)  \tag{1.26}\\
& 0<\omega(k) \quad \text { except on a set of Lebesgue measure zero, }  \tag{1.27}\\
& \frac{\hat{\varrho}}{\sqrt{\omega}} \in L^{2}\left(\mathbb{R}^{d}\right), \quad \frac{\hat{\varrho}}{\omega} \in L^{2}\left(\mathbb{R}^{d}\right) . \tag{1.28}
\end{align*}
$$

Define

$$
\begin{align*}
H_{\mathrm{f}} & =\int \omega(k) a_{k}^{*} a_{k} d k=d \Gamma(\omega)  \tag{1.29}\\
H_{\mathrm{I}} & =\int \frac{1}{\sqrt{2 \omega(k)}}\left(\hat{\varrho}(k) e^{-i k q} a_{k}^{*}+\overline{\hat{\varrho}}(k) e^{i k q} a_{k}\right) d k= \\
& =a^{*}\left(\frac{\hat{\varrho} e^{-i q .}}{\sqrt{2 \omega}}\right)+a\left(\frac{\overline{\hat{\varrho} e^{-i q}}}{\sqrt{2 \omega}}\right) . \tag{1.30}
\end{align*}
$$

These are the last two terms of (1.8). $H_{\mathrm{f}}$ accounts for the energy contained in the field configuration, while $H_{\mathrm{I}}$ gives the interaction energy between field and particle. $H_{\mathrm{I}}$ is an operator in $L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}$, but since in the $L^{2}\left(\mathbb{R}^{d}\right)$ component it is just an operator of multiplication, we can (and will) also view it as an operator in $\mathcal{F}$ depending on the parameter $q \in \mathbb{R}^{d}$ whenever this is convenient.

The energy of the particle is described by

$$
\begin{equation*}
H_{\mathrm{p}}=-\frac{1}{2} \Delta+V \tag{1.31}
\end{equation*}
$$

acting in $L^{2}\left(\mathbb{R}^{d}\right)$, where $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is Kato-decomposable (see Appendix A.2) and $\Delta$ is the $d$-dimensional Laplace operator. Let us emphasize that in Appendix A. 2 we make the convention that a constant is added to $V$ such that $\inf \operatorname{spec} H=0$.

We now define the full Nelson Hamiltonian.

Definition 1.3.7 Let $H_{\mathrm{f}}, H_{\mathrm{I}}$ and $H_{\mathrm{p}}$ be as in (1.29), (1.30) and (1.31), respectively. The (formal) operator

$$
H_{\mathcal{F}}=H_{\mathrm{p}} \otimes 1+1 \otimes H_{\mathrm{f}}+H_{\mathrm{I}} \quad \text { acting in } L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}
$$

is called Hamiltonian of Nelson's model in Fock space.
We must say something about the domain of $H_{\mathcal{F}}$ in order to ensure that $H_{\mathcal{F}}$ is a densely defined, self-adjoint operator in $L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}$. Fortunately, most of the work has already been done in Proposition 1.3.4.

Proposition 1.3.8 The operator $H_{0}=H_{\mathrm{p}} \otimes 1+1 \otimes H_{\mathrm{f}}$ is self-adjoint and nonnegative. Moreover, $H_{\mathcal{F}}$ is self-adjoint on $D\left(H_{0}\right)$ and bounded below. More precisely, $H_{\mathrm{I}}$ is infinitesimally Kato-bounded with respect to $H_{0}$.

Proof: $H_{0}$ is self-adjoint and nonnegative because it is the sum of two commuting, self-adjoint, nonnegative operators. By Proposition 1.3 .3 and (1.28), $D\left(H_{\mathrm{I}}\right) \supset$ $D\left(H_{0}\right)$, and $H_{I}$ is seen to be symmetric on $D\left(1 \otimes H_{\mathrm{f}}\right) \supset D\left(H_{0}\right)$ by using (1.28) and proceeding as in Proposition 1.3.4. Let $\Psi \in D\left(H_{0}\right)$. We pick a version of $q \mapsto \Psi_{q}$ of $\Psi$, thus $\Psi_{q} \in \mathcal{F}$ for each $q \in \mathbb{R}^{d}$. Proposition 1.3.3 now gives for every $q \in \mathbb{R}^{d}$ :

$$
\begin{aligned}
\left\|H_{\mathrm{I}} \Psi_{q}\right\|_{\mathcal{F}}^{2} & \leq 2\left(\left\|a^{*}\left(\frac{\hat{\varrho} e^{-i k q}}{2 \omega} \sqrt{2 \omega}\right) \Psi_{q}\right\|_{\mathcal{F}}^{2}+\left\|a\left(\frac{\overline{\hat{\varrho}} e^{i k q}}{2 \omega} \sqrt{2 \omega}\right) \Psi_{q}\right\|_{\mathcal{F}}^{2}\right) \leq \\
& \leq 2\left(2\left\|\frac{\hat{\varrho}}{2 \omega}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\left\langle\Psi_{q}, d \Gamma(2 \omega) \Psi_{q}\right\rangle_{\mathcal{F}}+\left\|\frac{\hat{\varrho}}{\sqrt{\omega}}\right\|_{L^{2}}^{2}\left\|\Psi_{q}\right\|_{\mathcal{F}}^{2}\right),
\end{aligned}
$$

and integration over $q$ together with $H_{\mathrm{p}} \geq 0$ gives

$$
\begin{aligned}
\left\|H_{\mathrm{I}} \Psi\right\|_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}^{2} & \leq 8\left\|\frac{\hat{\varrho}}{2 \omega}\right\|_{L^{2}}^{2}\left\langle\Psi,\left(1 \otimes H_{\mathrm{f}}\right) \Psi\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}+2\left\|\frac{\hat{\varrho}}{\sqrt{\omega}}\right\|_{L^{2}}^{2}\|\Psi\|_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}^{2} \leq \\
& \leq 8\left\|\frac{\varrho}{2 \omega}\right\|_{L^{2}}^{2}\left\langle\Psi, H_{0} \Psi\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}+2\left\|\frac{\hat{\varrho}}{\sqrt{\omega}}\right\|_{L^{2}}^{2}\|\Psi\|_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}^{2} \leq \\
& \leq \varepsilon\left\|H_{0} \Psi\right\|_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}^{2}+\left(\frac{16\|\hat{\varrho} / 2 \omega\|_{L^{2}}^{4}}{\varepsilon}+2\left\|\frac{\hat{\varrho}}{\sqrt{\omega}}\right\|_{L^{2}}^{2}\right)\|\Psi\|_{L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}}^{2}
\end{aligned}
$$

for each $\varepsilon>0$. Thus by the Kato-Rellich theorem ([41], Th. X.12), $H_{\mathcal{F}}$ is self-adjoint on $D\left(H_{0}\right)$ and bounded below.

While the preceding proposition ensures that $H_{\mathcal{F}}$ is a well-behaved Hamiltonian, it says nothing about the existence of eigenfunctions for $H_{\mathcal{F}}$. In fact it it possible that $H_{\mathcal{F}}$ has no eigenfunctions in $L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}[30]$. We will come back to this theme later on, cf. 1.5.15 and Section 3.1.

### 1.4 An infinite dimensional Ornstein-Uhlenbeck process

In this section we provide the probabilistic preparations which are necessary to give an alternative description of Nelson's model. We start by giving some basic facts about Gaussian measures.

Definition 1.4.1 Let $X$ be a locally convex vector space over $\mathbb{R}$, and let $\mathcal{X}$ be the $\sigma$ field generated by the continuous linear functionals $f \in X^{\prime}$. A Gaussian measure $\gamma$ on $(X, \mathcal{X})$ is a probability measure on $(X, \mathcal{X})$ such that for each $f \in X^{\prime}$, the image $\gamma \circ f^{-1}$ is a Gaussian measure on $\mathbb{R}$.

It is important to keep in mind that by this very definition, Gaussian measures can only be defined naturally on a real vector space. Thus to make the connection with Fock space (which is a complex vector space), we will later study complex-valued functionals on $X$ instead of complexifying $X$.

The basic existence theorem for Gaussian measures on Hilbert spaces is [8]
Theorem 1.4.2 Let $\Phi$ be a separable, real Hilbert space, $a \in \Phi$ and $A: \Phi \supset$ $D(A) \rightarrow \Phi$ a self-adjoint operator in $\Phi$ with $A>0$.
a) If $A^{-1}$ is a Hilbert-Schmidt operator, then there exists a Gaussian measure $\gamma$ on $\Phi$ uniquely characterized by its Fourier transform

$$
\begin{equation*}
\int e^{i\langle\phi, f\rangle_{\Phi}} d \gamma(\phi)=e^{i\langle a, f\rangle_{\Phi}} e^{-\frac{1}{2}\left\|A^{-1} f\right\|_{\Phi}^{2}} \tag{1.32}
\end{equation*}
$$

b) If $A^{-1}$ is not a Hilbert-Schmidt operator, then a Gaussian measure on $\Phi$ with Fourier transform (1.32) does not exist.

In case a) of the above theorem, $a$ is called the mean of $\gamma$ and the bilinear form

$$
\Phi \times \Phi \rightarrow \mathbb{R}, \quad \phi, \psi \mapsto\left\langle A^{-1} \phi, A^{-1} \psi\right\rangle_{\Phi}
$$

is called the covariance of $\gamma$. Sometimes also $A^{-2}$ is called the covariance operator of $\gamma$.

Since the identity is not a Hilbert-Schmidt operator, Theorem 1.4.2 b) implies that a Gaussian measure on a Hilbert space with covariance given by the inner product of the Hilbert space can not exist. However, given any operator $A>0$ with Hilbert-Schmidt inverse, it is possible to construct a larger Hilbert space carrying the desired measure:

Theorem 1.4.3 Let $K$ be a separable real Hilbert space, and let $A>0$ in $K$ such that $A^{-1}$ is Hilbert-Schmidt. Let $\Phi$ be the completion of $K$ with respect to the Hilbert norm

$$
\|\phi\|_{\Phi}:=\left\|A^{-1} \phi\right\|_{K} \quad \forall \phi \in K
$$

Then for each $a \in \Phi$ there exists a unique Gaussian measure $\gamma$ on $\Phi$ such that for all $f \in D(A)$,

$$
\begin{equation*}
\int_{\Phi} e^{i \phi(f)} d \gamma(\phi)=e^{i a(f)} e^{-\frac{1}{2}\|f\|_{K}^{2}} \tag{1.33}
\end{equation*}
$$

Here, for $\phi \in \Phi$ we defined

$$
\begin{equation*}
\phi(f) \equiv\langle f, \phi\rangle_{K}=\lim _{n \rightarrow \infty}\left\langle A f, A^{-1} \phi_{n}\right\rangle_{K} \tag{1.34}
\end{equation*}
$$

where $\left(\phi_{n}\right) \subset K$ is any sequence converging to $\phi$ in the norm of $\Phi$, similarly for $a(f)$.

Proof: First, for $f \in D(A)$, the limit in (1.34) exists, is independent of the chosen sequence, and $\phi \mapsto \phi(f)$ is continuous with respect to the norm of $\Phi$. This follows from the Cauchy-Schwarz inequality in $K$.

Now, $A^{-1}$ is a Hilbert-Schmidt operator also on $\Phi$. To see this, note that for an orthonormal basis $\left(e_{i}\right)_{i \in \mathbb{N}}$ of $K$ consisting of eigenvectors of $A^{-1}$, the sequence $\left(A e_{i}\right)_{i \in \mathbb{N}}$ is an orthonormal basis of $\Phi$, and

$$
\sum_{i=1}^{\infty}\left\langle A e_{i}, A^{-1}\left(A e_{i}\right)\right\rangle_{\Phi}^{2}=\sum_{i=1}^{\infty}\left\langle e_{i}, A^{-1} e_{i}\right\rangle_{K}^{2}=\left\|A^{-1}\right\|_{\text {H.S. }, K}^{2}<\infty .
$$

Now by Theorem 1.4.2 there exists a Gaussian measure $\gamma$ on $\Phi$ with

$$
\int e^{i\langle\phi, \psi\rangle_{\Phi}} d \gamma(\phi)=e^{i\langle a, \psi\rangle_{\Phi}} e^{-\frac{1}{2}\left\|A^{-1} \psi\right\|_{\Phi}^{2}}
$$

for each $\psi \in \Phi$. From (1.34) it can be easily deduced that for each $f \in D(A)$, the continuous linear form $\phi \mapsto \phi(f)$ is represented by the element $A^{2} f \in \Phi$, i.e.

$$
\phi(f)=\left\langle A^{2} f, \phi\right\rangle_{\Phi} \quad \forall \phi \in \Phi
$$

Here, $A^{2}$ is defined via the Riesz theorem and approximation like in (1.34). We now have

$$
\begin{aligned}
\int e^{i \phi(f)} d \gamma(\phi) & =\int e^{i\left\langle A^{2} f, \phi\right\rangle_{\Phi}} d \gamma(\phi)=e^{i\left\langle A^{2} f, a\right\rangle_{\Phi}} e^{-\frac{1}{2}\left\|A^{-1} A^{2} f\right\|_{\Phi}^{2}}= \\
& =e^{i a(f)} e^{-\frac{1}{2}\|f\|_{K}^{2}},
\end{aligned}
$$

as desired.
In case $f \in K \backslash D(A)$, $\phi \mapsto \phi(f)$ is not a bounded linear functional on $\Phi$. However, it has a chance of being an $L^{p}(\gamma)$-function for $p<\infty$.

Lemma 1.4.4 Consider the setting of Theorem 1.4.3 and the natural embedding $K \rightarrow \Phi$. If the mean $a$ of $\gamma$ is an element of $K$, then for each $f \in K$, the map $\phi \mapsto \phi(f)$ exists in $L^{p}(\gamma)$ for each $p$ with $1 \leq p<\infty$. In particular,

$$
\begin{equation*}
\int \phi(f)^{2} d \gamma(\phi)=a(f)^{2}+\|f\|_{K}^{2} \tag{1.35}
\end{equation*}
$$

Proof: Let $f_{n} \rightarrow f$ in $K$ with $f_{n} \in D(A)$ for all $n$. Then (1.33) implies that the image of $\gamma$ under $\phi\left(f_{n}-f_{m}\right)$ is the Gaussian measure with mean $a\left(f_{n}-f_{m}\right)$ and variance $\left\|f_{n}-f_{m}\right\|_{K}$. Explicit integration with respect to the image measure shows that $\phi \mapsto \phi\left(f_{n}\right)$ is an $L^{p}$-Cauchy sequence for each $1 \leq p<\infty$, implying existence of $\phi(f)$ in $L^{p}$ as well as (1.35).

We are now ready to construct the infinite-dimensional Ornstein-Uhlenbeck process. For this purpose we need to make some extra assumptions on the Hilbert space $K$, and indeed we will specialize right away to the case of the Nelson model. Greater generality can be achieved, but it does not make things more transparent.

Definition 1.4.5 From now on, we will work with the following setup:
(i): $\omega: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is measurable with $0 \leq \omega(k)=\omega(-k)$, and $\omega(k)=0$ only on a set of Lebesgue-measure zero. This is the same $\omega$ we defined in (1.26) and (1.27).
(ii): $\mathbf{B}$ is the operator in $L^{2}\left(\mathbb{R}^{d+1}, \mathbb{C}\right)$ given by

$$
(\mathbf{B} f)(\mathbf{k})=\frac{\hat{f}(\mathbf{k})}{\sqrt{\omega(k)^{2}+\kappa^{2}}} \quad \forall f \in D(\mathbf{B})
$$

with $\mathbf{k}=(\kappa, k), \kappa \in \mathbb{R}, k \in \mathbb{R}^{d}$. By (i), $\mathbf{B}^{*} \mathbf{B}$ maps real-valued functions into real-valued functions, and thus for real-valued $f, g \in D(\mathbf{B})$,

$$
\langle f, g\rangle_{\mathbf{K}}=\langle\mathbf{B} f, \mathbf{B} g\rangle_{L^{2}}=\int \overline{\hat{f}(\mathbf{k})} \frac{1}{\omega(k)^{2}+\kappa^{2}} \hat{g}(\mathbf{k}) d \mathbf{k}
$$

defines an inner product on $L^{2}\left(\mathbb{R}^{d+1}, \mathbb{R}\right) \cap D(\mathbf{B})$. The real vector space obtained by completing this space with respect to $\langle., .\rangle_{\mathbf{K}}$ will be denoted by $\mathbf{K}$.
(iii): $\boldsymbol{\Phi}$ is the Hilbert space constructed from $\mathbf{K}$ and a positive operator $\mathbf{A}$ with Hilbert-Schmidt inverse as described above. $\mathbf{K}$ is considered as a subspace of $\boldsymbol{\Phi}$ in the natural way. $\gamma$ is the Gaussian measure on $\boldsymbol{\Phi}$ with mean 0 and covariance given by the inner product in $\mathbf{K}$ as described in Theorem 1.4.3.
(iv): $B$ is the operator in $L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ with

$$
B f(k)=\frac{\hat{f}(k)}{\sqrt{2 \omega(k)}} \quad \forall f \in D(B) .
$$

As above, the map

$$
\langle f, g\rangle_{K}=\langle B f, B g\rangle_{L^{2}}=\int \overline{\hat{f}(k)} \frac{1}{2 \omega(k)} \hat{g}(k) d k
$$

defines an inner product both on $D(B)$ and on the real vector space $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right) \cap$ $D(B) . K_{\mathbb{C}}$ will denote the completion of $D(B)$ with respect to this inner product, while $K$ will denote the completion of $L^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right) \cap D(B)$. We will also employ the letter $B$ to denote the Hilbert space isomorphism $K_{\mathbb{C}} \rightarrow L^{2}\left(\mathbb{R}^{d}\right), f \mapsto$ $B f$.
(v): $\Phi$ is the Hilbert space constructed from $K$ and a positive operator $A$ with Hilbert-Schmidt inverse, i.e. the completion of $K$ with respect to the norm

$$
\|g\|_{\Phi}=\left\|A^{-1} g\right\|_{K}, \quad(g \in K)
$$

$K$ is considered as a subspace of $\Phi$ in the natural way.
Proposition 1.4.6 For $t \in \mathbb{R}$ let $\delta_{t}$ denote the Dirac-distribution at $t$, i.e. $\delta_{t}(f)=$ $f(t)$ for all continuous functions $f: \mathbb{R} \rightarrow \mathbb{R}$. If $g \in K$, then $\delta_{t} \otimes g \in \mathbf{K}$. Moreover,

$$
\begin{equation*}
\left\langle\delta_{s} \otimes f, \delta_{t} \otimes g\right\rangle_{\mathbf{K}}=\int \overline{\hat{f}} \frac{1}{2 \omega} e^{-|t-s| \omega} \hat{g} d k \tag{1.36}
\end{equation*}
$$

for all $f, g \in K$.

Proof: Since $\widehat{\delta_{t} \otimes g}(\mathbf{k})=\frac{1}{\sqrt{2 \pi}} e^{i t \kappa} \hat{g}(k)$ with $\mathbf{k}=(\kappa, k)$ as above, we have

$$
\begin{align*}
\left\langle\delta_{s} \otimes f, \delta_{t} \otimes g\right\rangle_{\mathbf{K}} & =\int \frac{e^{i(t-s) \kappa}}{2 \pi\left(\omega^{2}(k)+\kappa^{2}\right)} \hat{f}(k) \hat{g}(k) d \mathbf{k} \\
& =\int \frac{e^{-|t-s| \omega(k)}}{2 \omega(k)} \hat{f}(k) \hat{g}(k) d k \leq\|f\|_{K}\|g\|_{K} \tag{1.37}
\end{align*}
$$

From this Proposition and Lemma 1.4.4 it follows that for each $t \in \mathbb{R}$ and each $g \in K$,

$$
\Phi \rightarrow \mathbb{R}, \quad \phi \mapsto \phi_{t}(g):=\phi\left(\delta_{t} \otimes g\right)
$$

exists as a $L^{2}(\gamma)$-function. The $\phi_{t}$ form a Gaussian Markov process, a fact that was already shown by Nelson [35]. Our aim is to show some sample path properties for this process, therefore we take a more concrete approach than he did. In particular, we will specify the state space of the process.

Theorem 1.4.7 Consider the setup from Definition 1.4.5. For each $n \in \mathbb{N}$ and $t_{1}<t_{2}<\ldots<t_{n} \in \mathbb{R}$ there exists a unique Gaussian measure $\mathcal{G}_{t_{1}, \ldots, t_{n}}$ on $\Phi^{n}$ such that

$$
\begin{equation*}
\int F\left(\phi_{1}\left(g_{1}\right), \ldots, \phi_{n}\left(g_{n}\right)\right) d \mathcal{G}_{t_{1}, \ldots, t_{n}}(\vec{\phi})=\int F\left(\phi\left(\delta_{t_{1}} \otimes g_{1}\right), \ldots, \phi\left(\delta_{t_{n}} \otimes g_{n}\right)\right) d \gamma(\phi) \tag{1.38}
\end{equation*}
$$

for all $g_{1}, \ldots, g_{n} \in D(A)$ and all integrable $F$. In the above formula, we wrote $\vec{\phi}$ for $\left(\phi_{1}, \ldots, \phi_{n}\right) \in \Phi^{n}$.

Proof: By definition,

$$
\begin{equation*}
\int \exp \left(i \sum_{j=1}^{n} \phi\left(\delta_{t_{j}} \otimes g_{j}\right)\right) d \gamma(\phi)=\exp \left(-\frac{1}{2} \sum_{j, l=1}^{n}\left\langle\delta_{t_{j}} \otimes g_{j}, \delta_{t_{l}} \otimes g_{l}\right\rangle_{\mathbf{K}}\right) \tag{1.39}
\end{equation*}
$$

What we have to show is that the right hand side of (1.39) is the Fourier transform of a (unique) Gaussian measure $\mathcal{G}_{t_{1}, \ldots, t_{n}}$ on $\Phi^{n}$. Once this is established, it will follow from the characterization theorem of the Fourier transform that the images of $\gamma$ under $\phi \mapsto\left(\phi\left(\delta_{t_{1}} \otimes g_{1}\right), \ldots, \phi\left(\delta_{t_{n}} \otimes g_{n}\right)\right.$ and of $\mathcal{G}_{t_{1}, \ldots, t_{n}}$ under $\left(\phi_{1}, \ldots, \phi_{n}\right) \mapsto$ $\left(\phi_{1}\left(g_{1}\right), \ldots, \phi_{n}\left(g_{n}\right)\right)$ are one and the same Gaussian measure, implying (1.38) for general integrable $F$. To prove that (1.39) is indeed the Fourier transform of a Gaussian measure on $\Phi^{n}$, we have to show that there exists a Hilbert-Schmidt operator $\sqrt{L}>0$ on $\Phi^{n}$ with

$$
\langle\vec{\phi}, L \vec{\psi}\rangle_{\Phi^{n}}=\sum_{j, l=1}^{n}\left\langle\delta_{t_{j}} \otimes A^{-2} \phi_{j}, \delta_{t_{l}} \otimes A^{-2} \psi_{l}\right\rangle_{\mathbf{K}}
$$

Since we found $\phi(g)=\left\langle A^{2} g, \phi\right\rangle_{\Phi}$ in the proof of Theorem 1.4.3, this will be sufficient. To find $\sqrt{L}$, let $g, h \in K$ and $s, t \in \mathbb{R}$, then by by (1.37)

$$
\left\langle\delta_{t} \otimes g, \delta_{s} \otimes h\right\rangle_{\mathbf{K}} \leq\|g\|_{K}\|h\|_{K}
$$

and thus

$$
\begin{align*}
& \sum_{j, l=1}^{n}\left\langle\delta_{t_{j}} \otimes A^{-2} g_{j}, \delta_{t_{l}} \otimes A^{-2} h_{l}\right\rangle_{\mathbf{K}} \leq  \tag{1.40}\\
& \quad \leq \sum_{j, l=1}^{n}\left\|A^{-1} g_{j}\right\|_{\Phi}\left\|A^{-1} h_{l}\right\|_{\Phi} \leq n\left\|\vec{A}^{-1} \vec{g}\right\|_{\Phi^{n}}\left\|\vec{A}^{-1} \vec{h}\right\|_{\Phi^{n}}
\end{align*}
$$

where $\vec{g}, \vec{h} \in \Phi^{n}, \vec{A}^{-1} \vec{g}=\left(A^{-1} g_{1}, \ldots, A^{-1} g_{n}\right), \Phi^{n}$ is equipped with its Hilbert norm.
(1.40) implies the existence of a bounded operator $L: \Phi^{n} \rightarrow \Phi^{n}$ with

$$
\langle\vec{\phi}, L \vec{\psi}\rangle_{\Phi^{n}}=\sum_{j, l=1}^{n}\left\langle\delta_{t_{j}} \otimes A^{-2} \phi_{j}, \delta_{t_{l}} \otimes A^{-2} \psi_{l}\right\rangle_{\mathbf{K}}
$$

Obviously, $L$ is symmetric and therefore self-adjoint. Moreover,

$$
\mathbb{C} \ni\left(z_{1}, \ldots, z_{n}\right) \mapsto \sum_{j, l=1}^{n} z_{j} \bar{z}_{l} e^{-\left|t_{j}-t_{l}\right|}
$$

is positive definite (see e.g. [45], Lemma 4.4), and thus $L>0$ and $\sqrt{L}$ exists and is strictly positive. Furthermore, (1.40) shows that $\|\sqrt{L} \vec{\phi}\|_{\Phi^{n}} \leq \sqrt{n}\left\|\vec{A}^{-1} \vec{\phi}\right\|_{\Phi^{n}}$, and since $\vec{A}^{-1}$ is Hilbert-Schmidt on $\Phi^{n}, \sqrt{L}$ is also a Hilbert-Schmidt operator.

The preceding theorem enables us to make the following
Definition 1.4.8 The $\Phi$-valued Ornstein-Uhlenbeck process with mean 0 and covariance

$$
\operatorname{Cov}_{s, t}(f, g)=\int \overline{\hat{f}(k)} \frac{1}{2 \omega(k)} e^{-|t-s| \omega(k)} \hat{g}(k) d k \quad(f, g \in K)
$$

is the Gaussian measure $\mathcal{G}$ on $\Phi^{\mathbb{R}}$ with mean 0 and

$$
\int \phi_{s}(f) \phi_{t}(g) d \mathcal{G}(\phi)=\int \overline{\hat{f}(k)} \frac{1}{2 \omega(k)} e^{-|t-s| \omega(k)} \hat{g}(k) d k \quad(f, g \in K)
$$

Here, $\phi_{t}$ denotes the projection of $\phi \in \Phi^{\mathbb{R}}$ onto the $t$-th factor.
The stationary measure of $\mathcal{G}$, i.e. the image of $\mathcal{G}$ under the projection $\phi \mapsto \phi_{t}$, is denoted by G .

Indeed, Theorem 1.4.7 ensures the existence of the "finite"-dimensional distributions in $\Phi^{n}$, while consistency follows directly from (1.38), and thus $\mathcal{G}$ exists according to Kolmogorov's existence theorem.

We called $\mathcal{G}$ an Ornstein-Uhlenbeck process, thus suggesting that it is a Markov process. This is indeed the case, as we will see now. We start with a formula describing certain conditional expectations under $\gamma$.

Lemma 1.4.9 Let $\mathbf{K}_{0} \subset \mathbf{K}$ be a closed subspace, let $P: \mathbf{K} \rightarrow \mathbf{K}_{0}$ be the corresponding orthogonal projection, and let $\mathcal{F}_{P}$ be the $\sigma$-field generated by $\{\phi \mapsto \phi(f)$ : $\left.f \in \mathbf{K}_{0}\right\}$. Then for each $\alpha \in \mathbb{C}, f \in \mathbf{K}$,

$$
\mathbb{E}_{\gamma}\left(e^{\alpha \phi(f)} \mid \mathcal{F}_{P}\right)(\bar{\phi})=e^{\alpha \bar{\phi}(P f)} e^{\frac{\alpha^{2}}{2}\|f-P f\|_{\mathbf{K}}^{2}}
$$

where equality is to be understood in $L^{1}(\gamma)$.
Proof: First of all, indeed $\phi \mapsto e^{\alpha \phi(f)}$ is in $L^{1}(\gamma)$ for each $f \in \mathbf{K}$, with integral equal to $\exp \left(\alpha^{2}\|f\|_{\mathbf{K}}^{2} / 2\right)$. Now

$$
\begin{align*}
\mathbb{E}_{\gamma}\left(e^{\alpha \phi(f)} \mid \mathcal{F}_{P}\right)(\bar{\phi}) & =\mathbb{E}_{\gamma}\left(e^{\alpha \phi(P f)} e^{\alpha \phi(f-P f)} \mid \mathcal{F}_{P}\right)(\bar{\phi})=e^{\alpha \bar{\phi}(P f)} \mathbb{E}_{\gamma}\left(e^{\alpha \phi(f-P f)} \mid \mathcal{F}_{P}\right)(\bar{\phi}) \\
& =e^{\alpha \bar{\phi}(P f)} \mathbb{E}_{\gamma}\left(e^{\alpha \phi(f-P f)}\right)=e^{\alpha \bar{\phi}(P f)} e^{\frac{\alpha^{2}}{2}\|f-P f\|_{\mathbf{K}}^{2}} \tag{1.41}
\end{align*}
$$

Equalities in the above equation are in $L^{2}(\gamma)$, and the third equality is due to the fact that independence with respect to $\gamma$ is equivalent with orthogonality in $L^{2}(\gamma)$.

We now fix a notation that we will use throughout: For an interval $I \subset \mathbb{R}, \mathcal{F}_{I}$ is the $\sigma$-field over $\Phi^{\mathbb{R}}$ generated by $\left\{\phi_{t}(f): t \in I, f \in K\right\}$.

Proposition 1.4.10 $\mathcal{G}$ is the path measure of a Markov process with state space $\Phi$, where the Markov property holds with respect to the canonical filtration $\left(\mathcal{F}_{[-\infty, t]}\right)_{t \in \mathbb{R}}$.

Proof: Denote by $\mathbf{K}_{]-\infty, 0]}$ the closed subspace of $\mathbf{K}$ generated by $\left\{\delta_{t} \otimes f: t \leq 0, f \in\right.$ $K\}$, and by $\mathbf{K}_{\{0\}}$ the closed subspace generated by $\left\{\delta_{0} \otimes f: f \in K\right\}$. Write $P_{]-\infty, 0]}$ and $P_{\{0\}}$ for the corresponding projections. We claim that for each $t \geq 0$ and each $g \in K$,

$$
\begin{equation*}
P_{]-\infty, 0]}\left(\delta_{t} \otimes g\right)=\delta_{0} \otimes e^{-\frac{t}{2}|B|^{-2}} g=P_{\{0\}}\left(\delta_{t} \otimes g\right) . \tag{1.42}
\end{equation*}
$$

Indeed, $\delta_{0} \otimes e^{-\frac{t}{2}|B|^{-2}} g \in \mathbf{K}_{]-\infty, 0]}$,

$$
\left(\widehat{\left.B\right|^{-2} f}\right)=\left(\left(B^{*} B\right)^{-1} f\right)=2 \omega \hat{f}
$$

consequently $\left(\exp \left(-\frac{t}{2}|B|^{-2}\right) f\right)=e^{-t \omega} \hat{f}$, and for each $s \leq 0$,

$$
\begin{aligned}
\left\langle\delta_{s} \otimes f, \delta_{t} \otimes g\right\rangle_{\mathbf{K}} & =\int \frac{1}{2 \omega} e^{-|t-s| \omega} \overline{\hat{f}} \hat{g} d k= \\
& =\int \frac{1}{2 \omega} e^{-|s| \omega} \overline{\hat{f}}\left(e^{-\frac{t}{2}|B|^{-2}} g\right) d k= \\
& =\left\langle\delta_{s} \otimes f, \delta_{0} \otimes e^{-\frac{t}{2}|B|^{-2}} g\right\rangle_{\mathbf{K}} .
\end{aligned}
$$

From this we get

$$
\left\langle F, \delta_{t} \otimes g\right\rangle_{\mathbf{K}}=\left\langle F, \delta_{0} \otimes e^{-\frac{t}{2}|B|^{-2}} g\right\rangle_{\mathbf{K}} \quad \forall F \in \mathbf{K}_{]-\infty, 0]}
$$

by linearity and approximation, and thus the first equality in (1.42) is shown. The second equality there now follows from the fact that $\delta_{0} \otimes e^{-\frac{t}{2}|B|^{-2}} g$ is not only in $\mathbf{K}_{]-\infty, 0]}$ but even in $\mathbf{K}_{\{0\}}$.

Now by Lemma 1.4.9 we have

$$
\mathbb{E}_{\gamma}\left(e^{\alpha \phi\left(\delta_{t} \otimes g\right)} \mid \mathcal{F}_{\left.P_{]}-\infty, 0\right]}\right)(\bar{\phi})=e^{\alpha \bar{\phi}\left(P_{-\infty, 0]} \delta_{t} \otimes g\right)} \exp \left(\frac{\alpha^{2}}{2}\left\|\left(1-P_{]-\infty, 0]}\right) \delta_{t} \otimes g\right\|_{\mathbf{K}}^{2}\right),
$$

and (1.38) gives

$$
\mathbb{E}_{\mathcal{G}}\left(e^{\alpha \phi_{t}(g)} \mid \mathcal{F}_{]-\infty, 0]}\right)(\bar{\phi})=e^{\bar{\phi}_{0}\left(e^{-\frac{t}{2}|B|^{-2}} g\right)} \exp \left(\frac{\alpha^{2}}{2}\left\langle g,\left(1-e^{-t|B|^{-2}} g\right\rangle_{K}\right) \in \mathcal{F}_{\{0\}}\right.
$$

for each $t \geq 0 . \mathcal{F}_{\{0\}}$ and $\mathcal{F}_{]-\infty, 0]}$ below denote the $\sigma$-fields generated by the point evaluations for the corresponding points $t$, cf. Chapter 2 for more explanation. Again by approximation, we find

$$
\mathbb{E}_{\mathcal{G}}\left(F(\phi) \mid \mathcal{F}_{]-\infty, 0]}\right) \in \mathcal{F}_{\{0\}}
$$

for all integrable, $\mathcal{F}_{[0, \infty[\text {-measurable functions, proving our claim. }}$
The method used in the above proof to calculate conditional expectations will be used again in Chapter 3. We should also note that the Markov property alternatively follows directly from (1.38) and the results in [35].

The last task in this section is to establish continuity of sample paths for $\mathcal{G}$. The following constitutes a refinement of results in [30].

Proposition 1.4.11 In addition to the setup from Definition 1.4.5, assume that $|B|^{-1} A^{-1}$ is a Hilbert-Schmidt operator on $K$. Then for $\mathcal{G}$-almost every $\phi \in \Phi^{\mathbb{R}}$, the path $\mathbb{R} \rightarrow \Phi, t \mapsto \phi_{t}$ is continuous.

Proof: Using Kolmogorov's criterion for continuity (see e.g. [26]) we only need to show that

$$
\begin{equation*}
\int\left\|\phi_{s}-\phi_{t}\right\|_{\Phi}^{4} d \mathcal{G}(\phi) \leq C|t-s|^{2} \tag{1.43}
\end{equation*}
$$

for some $C>0$. Let $\left(e_{i}\right)_{i \in \mathbb{N}}$ be an orthonormal basis of $K$ consisting of eigenvectors of $A$, with $A e_{i}=\lambda_{i} e_{i}$. Then $\left(\lambda_{i} e_{i}\right)_{i \in \mathbb{N}}$ is an orthonormal basis of $\Phi$, and thus for $\phi_{t} \in \Phi$,

$$
\begin{aligned}
\left\|\phi_{t}\right\|_{\Phi}^{4} & =\left(\sum_{i=1}^{\infty} \lambda_{i}^{2}\left\langle e_{i}, \phi_{t}\right\rangle_{\Phi}^{2}\right)^{2}= \\
& =\sum_{i, j=1}^{\infty} \lambda_{i}^{2} \lambda_{j}^{2} \phi_{t}\left(A^{-2} e_{i}\right)^{2} \phi_{t}\left(A^{-2} e_{j}\right)^{2}=\sum_{i, j=1}^{\infty} \lambda_{i}^{-2} \lambda_{j}^{-2} \phi_{t}\left(e_{i}\right)^{2} \phi_{t}\left(e_{j}\right)^{2}
\end{aligned}
$$

Note that $\phi_{t} \mapsto \phi_{t}\left(e_{i}\right)=\left\langle A^{2} e_{i}, \phi_{t}\right\rangle_{\Phi}$ is defined for every $\phi_{t} \in \Phi$ since $e_{i} \in D\left(A^{2}\right)$. By monotone convergence and the Cauchy-Schwarz inequality,

$$
\int\left\|\phi_{s}-\phi_{t}\right\|_{\Phi}^{4} d \mathcal{G}(\phi) \leq\left(\sum_{i=1}^{\infty} \lambda_{i}^{-2}\left(\int\left(\left(\phi_{t}-\phi_{s}\right)\left(e_{i}\right)\right)^{4} d \mathcal{G}(\phi)\right)^{1 / 2}\right)^{2}=(*)
$$

By (1.38) and integration with respect to the Gaussian image measure,

$$
\begin{aligned}
& \left(\int\left(\left(\phi_{t}-\phi_{s}\right)\left(e_{i}\right)\right)^{4} d \mathcal{G}(\phi)\right)^{1 / 2}=\left(\int\left(\phi\left(\left(\delta_{t}-\delta_{s}\right) \otimes e_{i}\right)\right)^{4} d \gamma(\phi)\right)^{1 / 2}= \\
& \quad=\sqrt{3}\left\|\left(\delta_{t}-\delta_{s}\right) \otimes e_{i}\right\|_{\mathbf{K}}^{2}=2 \sqrt{3} \int \frac{1-e^{-|t-s| \omega(k)}}{2 \omega(k)}\left|\hat{e}_{i}(k)\right|^{2} d k=(* *)
\end{aligned}
$$

Since $|B|^{-1} A^{-1}$ is bounded, $e_{i} \in D\left(|B|^{-1}\right)$ for all $i$, and

$$
(* *)=\sqrt{3} \int \frac{1-e^{-|t-s| \omega(k)}}{\omega(k)} \frac{\left.| | \widehat{\left.B\right|^{-1}} e_{i}(k)\right|^{2}}{2 \omega(k)} d k \leq \sqrt{3}|t-s|\left\||B|^{-1} e_{i}\right\|_{K}^{2} .
$$

The last inequality holds because the first fraction in the integral is bounded by $|t-s|$. We conclude

$$
\begin{aligned}
(*) & \leq 3|t-s|^{2}\left(\sum_{j=1}^{\infty} \lambda_{j}^{-2}\left\||B|^{-1} e_{j}\right\|_{K}^{2}\right)^{2}= \\
& =3|t-s|^{2}\left(\sum_{j=1}^{\infty}\left\||B|^{-1} A^{-1} e_{j}\right\|_{K}^{2}\right)^{2}=3|t-s|^{2}\left\||B|^{-1} A^{-1}\right\|_{\text {H.S. }}^{4}
\end{aligned}
$$

finishing the proof.
Since we have considerable freedom in choosing our operator $A$, it is no problem to find $A$ such that both $A$ and $A|B|$ have Hilbert-Schmidt inverse. Indeed, take an orthonormal basis $\left(e_{j}\right)$ of $K$ contained in $D\left(|B|^{-1}\right)$ and define

$$
A e_{j}=j \max \left\{\left\||B|^{-1} e_{j}\right\|_{K}, 1\right\} e_{j}
$$

Then $\left\||B|^{-1} A^{-1} e_{j}\right\|_{K} \leq 1 / j$ and $\left\|A^{-1} e_{j}\right\|_{K} \leq 1 / j$, showing that both $A$ and $A|B|$ have Hilbert-Schmidt inverse.

### 1.5 Nelson's model in function space

We will now use the Gaussian process from the previous section to obtain a unitarily equivalent representation of $H_{\mathcal{F}}$ as an operator in $L^{2}\left(\mathrm{P}_{0} \otimes \mathrm{G}\right)$. To do so, we will use an isomorphism between $\mathcal{F}$ and $L^{2}(\mathrm{G})$, and since $\mathcal{F}$ is a complex vector space, we also need to consider $L^{2}(\mathrm{G})$ as a complex space. For $f \in K_{\mathbb{C}}, f=g+i h$ with $g, h \in K$, we define

$$
\phi(f):=\phi(g)+i \phi(h)
$$

where $\phi(g)$ and $\phi(h)$ are as in Lemma 1.4.4. For $f, g \in K_{\mathbb{C}}$, we find

$$
\begin{equation*}
\langle\phi(f), \phi(g)\rangle_{L^{2}(\mathbf{G})}=\int \overline{\phi(f)} \phi(g) d \mathbf{G}(\phi)=\int \overline{B f} B g d k=\langle f, g\rangle_{K_{\mathbb{C}}} \tag{1.44}
\end{equation*}
$$

To introduce the isomorphism mentioned above, we need the following functions:
Definition 1.5.1 Let $f, f_{1}, \ldots, f_{n} \in K_{\mathbb{C}}$. The Wick polynomial of order $n$ is the $L^{2}(\mathrm{G})$-function defined recursively by

$$
\begin{align*}
: \phi(f)^{0}:= & 1  \tag{1.45}\\
: \phi(f):= & \phi(f),  \tag{1.46}\\
: \phi\left(f_{1}\right) \cdots \phi\left(f_{n}\right):= & : \phi\left(f_{1}\right) \cdots \phi\left(f_{n-1}\right): \phi\left(f_{n}\right)- \\
& -\sum_{i=1}^{n-1}\left(\int \phi\left(f_{i}\right) \phi\left(f_{n}\right) d \mathbf{G}(\phi)\right): \prod_{j \neq i}^{n-1} \phi\left(f_{j}\right): . \tag{1.47}
\end{align*}
$$

### 1.5.2 Remark:

a) Definition 1.5.1 has the virtue of being fairly explicit, and we will need especially (1.47) later on. However, more insight in the significance of Wick polynomials is gained by defining them as follows: Let $\operatorname{Pol}(n)$ be the closed subspace of $L^{2}(\mathrm{G})$ spanned by the polynomials in $\phi(f), f \in K$ of degree $\leq n$. Let $\Pi(0)=\operatorname{Pol}(0)=1$, and let $\Pi(n)$ be the $L^{2}(\mathrm{G})$-orthogonal complement of
$\Pi(n-1)$ in $\operatorname{Pol}(n)$, i.e. $\operatorname{Pol}(n)=\bigoplus_{k=0}^{n} \Pi(k)$ for each $n$. The Wick polynomial : $\phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right)$ : is then defined as the orthogonal projection in $L^{2}(\mathrm{G})$ of $\phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right)$ onto $\Pi(n)$. Thus the Wick polynomials arise from the ordinary polynomials by an Gram-Schmidt orthonormalization procedure. Equivalence of the above description to Definition 1.5.1 can be shown by using Hermite polynomials [22].
b) Of course, the G we use in Definition 1.5.1 plays no special role there and can be replaced by another Gaussian measure. However, the coefficients of the Wick polynomials do depend on the Gaussian measure that is used, a dependence that is suppressed in the notation.
c) In (1.47), $\int \phi\left(f_{i}\right) \phi\left(f_{j}\right) d \mathrm{G}$ and not $\langle\phi(f), \phi(g)\rangle_{L^{2}(\mathrm{G})}$ is used. At first glance, the latter choice might seem more natural, but since the scalar product is antilinear in the first factor, the Wick polynomials would then not be $n$-linear in the $f_{i}$, i.e. would not even be polynomials any more.
d) It is also possible to express (1.47) using the scalar product in $K_{\mathbb{C}}$, namely

$$
\begin{equation*}
: \phi\left(f_{1}\right) \cdots \phi\left(f_{n}\right):=: \phi\left(f_{1}\right) \cdots \phi\left(f_{n-1}\right): \phi\left(f_{n}\right)-\sum_{i=1}^{n-1}\left\langle\bar{f}_{i}, f_{n}\right\rangle_{K_{\mathbb{C}}} \prod_{j \neq i}^{n-1} \phi\left(f_{j}\right): \tag{1.48}
\end{equation*}
$$

Note that the usual complex conjugation $f \mapsto \bar{f}$ is in fact a conjugation in $K_{\mathbb{C}}$, since $\langle\bar{f}, g\rangle_{K_{\mathbb{C}}}=\overline{\langle f, \bar{g}\rangle_{K_{\mathbb{C}}}}$. This can be seen either by using (1.44) with $\bar{f}$ instead of $f$, or directly by virtue of the fact that $B^{*} B$ maps real functions into real functions. Another conjugation on $K_{\mathbb{C}}$ is given by $f^{*}=$ $B^{-1} \overline{B f}$, i.e. $\left\langle f^{*}, g\right\rangle_{K_{\mathbb{C}}}=\langle\overline{B f}, B g\rangle_{L^{2}\left(\mathbb{R}^{d}\right)}$. In contrast to $\bar{f}, f^{*}$ continues to be a conjugation when we drop the condition that $B^{*} B$ must map real functions into real functions, and for this reason may be more natural at first glance. However, for our purposes $f^{*}$ is the wrong choice.

The following proposition is essentially a restatement of Remark 1.5.2 a). A proof can be found in [22].

## Proposition 1.5.3

a) For $n, m \in \mathbb{N}$ and $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n} \in K_{\mathbb{C}}$, we have

$$
\begin{equation*}
\int: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):: \phi\left(g_{1}\right) \ldots \phi\left(g_{m}\right): d \mathrm{G}(\phi)=\delta_{n, m} \sum_{\pi \in \Pi(n)}\left\langle\bar{f}_{1}, g_{\pi(1)}\right\rangle_{K_{\mathbb{C}}} \cdots\left\langle\bar{f}_{n}, g_{\pi(n)}\right\rangle_{K_{\mathbb{C}}} \tag{1.49}
\end{equation*}
$$

where $\Pi(n)$ is the set of all permutations on $\{1, \ldots, n\}$.
b) The set $\left\{: \phi\left(f_{1}\right) \cdots \phi\left(f_{n}\right): \mid f_{1}, \ldots, f_{n} \in D(A), n \in \mathbb{N}\right\}$ is total in $L^{2}(\mathrm{G})$.

Now if we remember Proposition 1.3.5 and compare (1.49) with (1.14) and (1.23), we are led to
1.5.4 The Wiener-Itô-Segal isomorphism: Define

$$
\theta: L^{2}(\mathrm{G}) \ni: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): \mapsto \sqrt{n!}\left(B f_{1} \hat{\otimes} \ldots \hat{\otimes} B f_{n}\right) \in \mathcal{F}^{(n)}
$$

and extend by linearity and density. Then $\theta: L^{2}(\mathrm{G}) \rightarrow \mathcal{F}$ is an isomorphism, the Wiener-Itô-Segal isomorphism.

We now investigate how the various Fock space operators transform under $\theta$. By Proposition 1.5.3 b), we may restrict our attention to their action on Wick polynomials.

Proposition 1.5.5 Let $f_{1}, \ldots, f_{n} \in K, g \in L^{2}$. Then

$$
\begin{align*}
\theta^{-1} \mathbf{N} \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): & =n: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):,  \tag{1.50}\\
\theta^{-1} a^{*}(g) \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): & =: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right) \phi\left(B^{-1} g\right):,  \tag{1.51}\\
\theta^{-1} a(g) \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): & =\sum_{i=1}^{n}\left\langle B^{-1} \bar{g}, f_{i}\right\rangle_{K_{\mathbb{C}}} \prod_{j \neq i}^{n-1} \phi\left(f_{j}\right): . \tag{1.52}
\end{align*}
$$

Let $L$ be an operator in $L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ such that $B f_{1}, \ldots, B f_{n} \in D(L)$. Then the Wick polynomial : $\phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right)$ : is in the domain of the operators below, and

$$
\begin{align*}
\theta^{-1} \Gamma(L) \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): & =: \phi\left(B^{-1} L B f_{1}\right) \ldots \phi\left(B^{-1} L B f_{n}\right):  \tag{1.53}\\
\theta^{-1} d \Gamma(L) \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): & =\sum_{i=1}^{n}: \phi\left(B^{-1} L B f_{i}\right) \prod_{j \neq i}^{n} \phi\left(f_{j}\right): \tag{1.54}
\end{align*}
$$

Proof: All the proofs are straightforward chasing of definitions. As an example, we show (1.52):

$$
\begin{aligned}
\theta^{-1} a(g) \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): & =\sqrt{n!} a(g)\left(B f_{1} \hat{\otimes} \ldots \hat{\otimes} B f_{n}\right)= \\
& =\sqrt{n!} \theta \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left\langle\bar{g}, B f_{i}\right\rangle_{L^{2}} \widehat{\bigotimes_{j \neq i}} B f_{j}= \\
& =\sum_{i=1}^{n}\left\langle B^{-1} \bar{g}, f_{i}\right\rangle_{K_{\mathbb{C}}}: \prod_{j \neq i}^{n} \phi\left(f_{j}\right):
\end{aligned}
$$

Corollary 1.5.6 Let $g \in L^{2}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ be the $B$-image of a real-valued function, i.e. et $B^{-1} g$ be real valued. Then

$$
\theta^{-1}\left(a(\bar{g})+a^{*}(g)\right) \theta: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):=: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): \phi\left(B^{-1} g\right) .
$$

Proof: By assumption, $B^{-1} \overline{\bar{g}}=B^{-1} g=\overline{B^{-1} g}$ and the claim now follows from (1.51), (1.52) and (1.47).

In order to write down the Nelson Hamiltonian in function space, we need one last ingredient: $H_{\mathcal{F}}$ is an operator in $L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}$, and since we up to now only have the isomorphism $\theta: \mathcal{F} \rightarrow L^{2}(\mathrm{G})$, we still need to transform the first factor. We could of course use the identity there, but will chose the ground state transform from Appendix A. 2 instead. This has the benefit that the transformed Hamiltonian will be the sum of the generator of a stochastic process and a multiplication operator.

Recall that the ground state transform is given by

$$
\psi_{0}: L^{2}\left(\mathrm{~N}_{0}\right) \equiv L^{2}\left(\psi_{0}^{2} d x\right) \rightarrow L^{2}\left(\mathbb{R}^{d}\right), \quad f \mapsto \psi_{0} f
$$

where $\psi_{0}$ is the strictly positive, $L^{2}$-normalized ground state of $H_{\mathrm{p}}$. From now on, we will always use $\mathrm{N}_{0}$ to denote the measure $\psi_{0}^{2} d x$. Moreover, the measure $\mathrm{N}_{0} \otimes \mathrm{G}$ will be denoted by $P_{0}$.

We write

$$
\Theta \equiv \psi_{0} \otimes \theta: L^{2}\left(\mathrm{P}_{0}\right) \rightarrow L^{2}\left(\mathbb{R}^{d}\right) \otimes \mathcal{F}
$$

and define the Nelson Hamiltonian in function space by

$$
H:=\Theta^{-1} H_{\mathcal{F}} \Theta
$$

By construction, $H$ is unitarily equivalent to $H_{\mathcal{F}}$, and like the latter is a sum of three terms. We now give the action of $H$ on the Wick polynomials, investigating each term separately.

Proposition 1.5.7 Let $f_{1}, \ldots, f_{n} \in K, g \in L^{2}\left(\mathrm{~N}_{0}\right)$. Whenever the $f_{i}$ and $g$ are in the domains of the operators appearing below,

$$
\begin{align*}
& \left(\Theta^{-1}\left(H_{\mathrm{p}} \otimes 1\right) \Theta\right)\left(g \otimes: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):\right)=\operatorname{Lg} \otimes: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):  \tag{1.55}\\
& \left(\Theta^{-1}\left(1 \otimes H_{\mathrm{f}}\right) \Theta\right)\left(g \otimes: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):\right)=g \otimes \sum_{i=1}^{n}: \phi\left(\frac{1}{2}|B|^{-2} f_{i}\right) \prod_{j \neq i}^{n} \phi\left(f_{j}\right):,  \tag{1.56}\\
& \quad\left(\Theta^{-1} H_{\mathrm{I}} \Theta\right)\left(g \otimes: \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right):\right)(q)=g(q): \phi\left(f_{1}\right) \ldots \phi\left(f_{n}\right): \phi\left(\varrho_{q}\right), \tag{1.57}
\end{align*}
$$

where $\varrho_{q}=\varrho(.-q)$ and $L g=-\frac{1}{2} \Delta g-\left\langle\frac{\nabla \psi_{0}}{\psi_{0}}, \nabla g\right\rangle_{\mathbb{R}^{d}}$.

Proof: (1.55) comes from Appendix A.2. (1.56) follows from (1.29), (1.54) and the equalities $2 \omega(k) f(k)=\left(B B^{*}\right)^{-1} f$ and $B^{-1}\left(B B^{*}\right)^{-1} B=|B|^{-2}$. For (1.57), note that $H_{\mathrm{I}}=a^{*}\left(B \varrho_{q}\right)+a\left(\overline{B \varrho_{q}}\right)$ and that $B \varrho_{q}$ is the $B$-image of the real-valued function $\varrho_{q}$, and use Corollary 1.5.6.

In [4], $\phi * \varrho$ is used instead of $\phi\left(\varrho_{q}\right)$. We avoid this notation, because $f * g$ usually denotes convolution with respect to Lebesgue measure, i.e. $f * g(x)=$ $\int f(x-y) g(y) d y$, while $\phi\left(\varrho_{q}\right)=\left\langle\phi, \varrho_{q}\right\rangle_{K}$.

To complete the comparison between this section and the previous one, note that condition (1.28) in the language of this section reads $\varrho \in K$ and $|B| \varrho \in K$, and that by the choice of $K$ we have made, this is also true for $\varrho_{q}$ with arbitrary $q \in \mathbb{R}^{d}$.

The next step in our program is to show that $\theta^{-1} H_{\mathcal{F}} \theta$ is the generator of the Ornstein-Uhlenbeck process $\mathcal{G}$. For this purpose, it is convenient to introduce yet another class of functions in $L^{2}(\mathrm{G})$.

Definition 1.5.8 The Wick exponential corresponding to $f \in K_{\mathbb{C}}$ is given by

$$
\exp (\phi(f)):=\sum_{n=0}^{\infty} \frac{1}{n!}: \phi(f)^{n}:
$$

Like Wick polynomials, Wick exponentials have many nice properties.
Proposition 1.5.9 Let $f, g \in K_{\mathbb{C}}$. Then
a) $: \exp (\phi(f)):=\exp (\phi(f)) e^{-\frac{1}{2}\langle\bar{f}, f\rangle_{K_{\mathbb{C}}}}$,
b) $\langle: \exp (\phi(f)):,: \exp (\phi(g)):\rangle_{L^{2}(\mathrm{G})}=e^{\langle f, g\rangle_{K_{\mathrm{C}}}}$.
c) For a self-adjoint operator $L$ in $L^{2}\left(\mathbb{R}^{d}\right)$ with $f \in D\left(B^{-1} L B\right)$,

$$
\theta^{-1} \Gamma(L) \theta: \exp (\phi(f)):=: \exp \left(\phi\left(B^{-1} L B f\right)\right): .
$$

d) For a self-adjoint operator $L$ in $L^{2}\left(\mathbb{R}^{d}\right)$ with $g \in D\left(B^{-1} L B\right)$,

$$
\left\langle: \exp (\phi(f)):, \theta^{-1} d \Gamma(L) \theta: \exp (\phi(g)):\right\rangle_{L^{2}(\mathrm{G})}=\left\langle f, B^{-1} L B g\right\rangle_{K_{\mathrm{C}}} e^{\langle f, g\rangle_{K_{\mathrm{C}}}}
$$

e) The set $\{\exp (\phi(f)):: f \in D(A)\}$ is total in $L^{2}(\mathrm{G})$.

Proof: b), c) and d) follow by checking definitions. a) is a consequence of the relationship of Wick polynomials with Hermite polynomials, and e) is an application of the Stone-Weierstrass theorem. For details see [22].

Theorem 1.5.10 The operator $\theta^{-1} H_{\mathrm{f}} \theta$ is the generator of the process $\mathcal{G}$.

Proof: According to Proposition 1.5.9 a), for $f, g \in K$ and $t>0$ we have

$$
\begin{aligned}
& \left\langle: \exp \left(\phi_{0}(f)\right):,: \exp \left(\phi_{t}(g)\right):\right\rangle_{L^{2}(\mathcal{G})}=e^{-\frac{1}{2}\left(\|f\|_{K}^{2}+\|g\|_{K}^{2}\right)} \int \exp \left(\phi_{0}(f)+\phi_{t}(g)\right) d \mathcal{G}= \\
& \quad=e^{-\frac{1}{2}\left(\|f\|_{K}^{2}+\|g\|_{K}^{2}\right)} \exp \left(\frac{1}{2}\left\|\delta_{0} \otimes f+\delta_{t} \otimes g\right\|_{\mathbf{K}}^{2}\right)=\exp \left(\left\langle f, e^{-\frac{t}{2}|B|^{-2}} g\right\rangle_{K}\right) .
\end{aligned}
$$

Thus the action of the Dirichlet form $\mathcal{E}$ corresponding to $\mathcal{G}$ on the Wick exponentials is given by

$$
\begin{aligned}
\mathcal{E}\left(: \exp \left(\phi_{0}(f)\right):,: \exp \left(\phi_{0}(g)\right):\right) & =\left.\frac{d}{d t}\left\langle: \exp \left(\phi_{0}(f)\right):,: \exp \left(\phi_{t}(g)\right):\right\rangle_{L^{2}(\mathcal{G})}\right|_{t=0}= \\
& =\left.\frac{d}{d t} \exp \left(\left\langle f, e^{-\frac{1}{2} t|B|^{-2}} g\right\rangle_{K}\right)\right|_{t=0}= \\
& \left.=-\left.\left\langle f, \frac{1}{2}\right| B\right|^{-2} g\right\rangle_{K} e^{\langle f, g\rangle_{K}}
\end{aligned}
$$

By 1.5.9 d), also

$$
\left.\left\langle: \exp \left(\phi_{0}(f)\right):, \theta^{-1} H_{\mathrm{f}} \theta: \exp \left(\phi_{0}(g)\right):\right\rangle_{L^{2}(\mathrm{G})}=\left.\left\langle f, \frac{1}{2}\right| B\right|^{-2} g\right\rangle_{K} e^{\langle f, g\rangle_{K}}
$$

Since the span of the Wick exponentials is dense, it follows that $\theta^{-1} H_{\mathrm{f}} \theta$ is the generator of the Dirichlet form corresponding to $\mathcal{G}$, hence the generator of the process $\mathcal{G}$.

The proof of the last theorem also allows us to calculate the action of the transition semigroup $P_{t}$ corresponding to $\mathcal{G}$ on the Wick exponentials as

$$
P_{t}: \exp (\phi(f)):=: \exp \left(\phi\left(e^{-\frac{t}{2}|B|^{-2}} f\right)\right):
$$

Let us pause to summarize what we have achieved so far. Write $\mathcal{N}_{0}$ for the path measure of the $P(\phi)_{1}$-process corresponding to $H_{\mathrm{p}}$ and put

$$
\begin{aligned}
\mathcal{P}_{0} & =\mathcal{N}_{0} \otimes \mathcal{G} \\
\mathrm{P}_{0} & =\mathrm{N}_{0} \otimes \mathrm{G} \\
H_{0} & =\Theta^{-1}\left(H_{\mathrm{p}} \otimes 1+1 \otimes H_{\mathrm{f}}\right) \Theta \\
H_{\varrho} & =\Theta^{-1} H_{\mathrm{I}} \Theta
\end{aligned}
$$

We have seen that $H_{0}$ is the generator of the Markov process with path measure $\mathcal{P}_{0}$ and stationary measure $\mathrm{P}_{0}$ on the state space $\mathbb{R}^{d} \times \Phi$. $H_{\varrho}$ is a multiplication operator in $L^{2}\left(\mathrm{P}_{0}\right)$, and by Proposition 1.3.8, $H_{\varrho}$ is infinitesimally bounded with respect to $H_{0}$. These are the ingredients needed to prove

Theorem 1.5.11 The Feynman-Kac-Nelson formula: Let $\mathcal{V}$ be a real valued element of $L^{2}\left(\mathrm{P}_{0}\right)$, and write $\mathcal{V}$ for the operator of multiplication with $\mathcal{V}$ as well. Suppose that $\mathcal{V}$ is Kato-bounded with respect to $H_{0}$ with bound $<1$, i.e. that there exist $a<1, b>0$ such that $\|\mathcal{V} F\|_{L^{2}\left(\mathrm{P}_{0}\right)} \leq a\left\|H_{0} F\right\|_{L^{2}\left(\mathrm{P}_{0}\right)}+b\|F\|_{L^{2}\left(\mathrm{P}_{0}\right)}$. Then for all $F, G \in L^{2}\left(\mathrm{P}_{0}\right), t \geq 0$,

$$
\begin{equation*}
\left\langle F, e^{-t\left(H_{0}+\mathcal{V}\right)} G\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int \overline{F\left(q_{0}, \phi_{0}\right)} e^{-\int_{0}^{t} \mathcal{V}\left(q_{s}, \phi_{s}\right) d s} G\left(q_{t}, \phi_{t}\right) d \mathcal{P}_{0}(q, \phi) \tag{1.58}
\end{equation*}
$$

Proof: Our proof closely follows the one given in [45] for the finite dimensional version of (1.58), the Feynman-Kac formula. By the Kato-Rellich theorem, $H_{0}+\mathcal{V}$ is self-adjoint on $D\left(H_{0}\right)$ and bounded below, hence $e^{-t\left(H_{0}+\mathcal{V}\right)}$ exists. To prove (1.58), we will use Trotters formula on the left hand side and integral convergence theorems on the right hand side. Explicitly, for $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\left\langle F,\left(e^{-\frac{t}{n} H_{0}} e^{\left.-\frac{t}{n} \mathcal{V}\right)}\right)^{n} G\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int \overline{F\left(q_{0}, \phi_{0}\right)} \exp \left(-\frac{t}{n} \sum_{j=1}^{n} \mathcal{V}\left(q_{\frac{t j}{n}}, \phi_{\frac{t j}{n}}\right)\right) G\left(q_{t}, \phi_{t}\right) d \mathcal{P}_{0} \tag{1.59}
\end{equation*}
$$

where on the right hand side of (1.59) we used the fact that $\exp \left(-t H_{0}\right)$ is the transition semigroup of $\mathrm{P}_{0}$. Let us now for the moment assume that $\mathcal{V}$ is continuous from $\mathbb{R}^{d} \times \Phi$ to $\mathbb{R}$ and bounded. By path continuity, it follows that also $t \mapsto$ $\mathcal{V}\left(q_{t}, \phi_{t}\right)$ is continuous for $\mathcal{P}_{0}$-almost every path, and thus the Riemann sum in (1.59) converges to the integral in (1.58) $\mathcal{P}_{0}$-almost everywhere. Moreover, for $F, G \in L^{\infty}$, the integrands in (1.59) are bounded by $\|F\|_{\infty}\|G\|_{\infty} \exp \left(t\|\mathcal{V}\|_{\infty}\right)$, and (1.58) follows by Trotters formula on the left hand side and dominated convergence on the right hand side of (1.59).

Now consider $\mathcal{V} \in L^{\infty}$. We approximate $\mathcal{V}$ pointwise $\mathrm{P}_{0}$-almost everywhere by bounded continuous functions $\mathcal{V}_{n}$. (1.58) holds for each of the approximating functions, and we only have to show that both sides converge as $n \rightarrow \infty$. For the left hand sides, note that $H_{0}+\mathcal{V}_{n}$ converges to $H_{0}+\mathcal{V}$ in strong resolvent sense. Indeed, $\mathcal{V}_{n} F \rightarrow \mathcal{V} F$ in $L^{2}\left(\mathrm{P}_{0}\right)$ for each $F \in L^{2}\left(\mathrm{P}_{0}\right)$ by dominated convergence, and thus

$$
\begin{align*}
& \left(\left(H_{0}+\mathcal{V}_{n}+i\right)^{-1}-\left(H_{0}+\mathcal{V}+i\right)^{-1}\right) F=  \tag{1.60}\\
& \quad=\left(H_{0}+\mathcal{V}_{n}+i\right)^{-1}\left(\mathcal{V}_{n}-\mathcal{V}\right)\left(H_{0}+\mathcal{V}+i\right)^{-1} F \xrightarrow{n \rightarrow \infty} 0
\end{align*}
$$

Here we used that $\left(H_{0}+\mathcal{V}_{n}+i\right)^{-1}$ is bounded uniformly in $n$. This implies strong convergence of all bounded continuous functions of the corresponding operators. Now $H_{0}+\mathcal{V}_{n}$ and $H_{0}+\mathcal{V}$ are bounded below, say $H_{0}+\mathcal{V}_{n} \geq-c, H_{0}+\mathcal{V} \geq-c$. Thus

$$
e^{-t\left(H_{0}+\mathcal{V}_{n}\right)}=e^{t c} e^{-t\left|H_{0}+\mathcal{V}_{n}+c\right|} \xrightarrow{n \rightarrow \infty} e^{t c} e^{-t\left|H_{0}+\mathcal{V}+c\right|}=e^{-t\left(H_{0}+\mathcal{V}\right)}
$$

in the sense of strong convergence. This shows convergence of the left hand side in (1.58). For the right hand side, first note that for each fixed $t \geq 0$,

$$
\mathcal{P}_{0}\left(\mathcal{V}_{n}\left(q_{t}, \phi_{t}\right) \nrightarrow \mathcal{V}\left(q_{t}, \phi_{t}\right)\right)=0
$$

by assumption. Two applications of Fubini's theorem imply that for $\mathcal{P}_{0}$-almost all $(q, \phi)$,

$$
\mathcal{V}_{n}\left(q_{s}, \phi_{s}\right) \rightarrow \mathcal{V}\left(q_{s}, \phi_{s}\right) \quad \text { Lebesgue-almost everywhere on }[0, t] .
$$

By dominated convergence we now have

$$
\int_{0}^{t} \mathcal{V}_{n}\left(q_{s}, \phi_{s}\right) d s \rightarrow \int_{0}^{t} \mathcal{V}\left(q_{s}, \phi_{s}\right) d s
$$

$\mathcal{P}_{0}$-almost everywhere, and another application of dominated convergence ensures convergence at the right hand side of (1.58).

In the last step, we approximate general $\mathcal{V}$ by $\mathcal{V}_{n, m}=\min \{\max \{\mathcal{V},-n\}, m\}$. Now we let first $n$ and then $m$ go to $\infty$ and again prove convergence of both sides of (1.58). The only differences to the previous step is that we now always use monotone convergence instead of dominated convergence, and that we now use $\left(H_{0}+\mathcal{V}+\right.$ $i)^{-1} F \in D\left(H_{0}+\mathcal{V}\right) \subset D(\mathcal{V})$ in (1.60). Finally, general $F, G \in L^{2}\left(\mathrm{P}_{0}\right)$ are obtained from bounded ones by monotone convergence together with positivity properties of $e^{t\left(H_{0}+\mathcal{V}\right)}$ and the exponential function.

Corollary 1.5.12 For $F, G \in L^{2}\left(\mathrm{P}_{0}\right), t>0$, we have

$$
\begin{equation*}
\left\langle F, e^{-t H} G\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int \overline{F\left(q_{0}, \phi_{0}\right)} e^{-\int_{0}^{t} \phi_{s}\left(\varrho_{q(s)}\right) d s} G\left(q_{t}, \phi_{t}\right) d \mathcal{P}_{0}(q, \phi) \tag{1.61}
\end{equation*}
$$

Here, we wrote $q(s)$ instead of $q_{s}$ in the exponent for the sake of notational aesthetics. Proof: $\left(\phi_{s}, q_{s}\right) \mapsto \phi_{s}\left(\varrho_{q(s)}\right)$ is real-valued and by Proposition 1.3.8 fulfills the hypothesis of Theorem 1.5.11.
(1.61) is the key to the strategy described in the introduction: If we suppose that $H$ has a unique ground state $\Psi$, i.e. an eigenvector whose eigenvalue $\lambda$ is the bottom of the spectrum of $H$, then

$$
\Psi_{T}:=e^{-T(H-\lambda)} F \xrightarrow{T \rightarrow \infty}\langle\Psi, F\rangle_{\mathrm{P}_{0}} \Psi .
$$

(1.61) describes $\Psi_{T}$ in a fairly explicit way, and thus properties of $\Psi$ can be studied by investigating $\Psi_{T}$ via (1.61) and taking the limit. This is the strategy of our estimates in Chapter 3.

An especially interesting feature of (1.61) is that the exponent on the right hand side is linear in $\phi$. If $F$ and $G$ are independent of $\phi$, this enables us to carry out the $\mathcal{G}$-integration explicitly, as stated in

Proposition 1.5.13 Let $f, g \in L^{2}\left(\mathrm{~N}_{0}\right)$. We also write $f, g$ for the elements $f \otimes$ $1, g \otimes 1 \in L^{2}\left(\mathrm{P}_{0}\right)$. For each $T>0$,

$$
\begin{equation*}
\left\langle f, e^{-T H} g\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int \overline{f\left(q_{0}\right)} \exp \left(-\int_{0}^{T} d s \int_{0}^{T} d t W\left(q_{s}-q_{t}, s-t\right)\right) g\left(q_{T}\right) d \mathcal{N}_{0}(q) \tag{1.62}
\end{equation*}
$$

where

$$
\begin{equation*}
W(q, t)=-\frac{1}{2} \int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} \cos (k \cdot q) e^{-\omega(k)|t|} d k \tag{1.63}
\end{equation*}
$$

and $k \cdot q$ denotes scalar product in $\mathbb{R}^{d}$.
Proof: For each path $q=\left\{q_{t}: t \in \mathbb{R}\right\} \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$, the map

$$
I_{q}(\phi)=\int_{0}^{T} \phi_{s}\left(\varrho_{q(s)}\right) d s
$$

is in $L^{2}(\mathcal{G})$ and

$$
\begin{aligned}
& \int\left(I_{q}(\phi)\right)^{2} d \mathcal{G}(\phi)=\int_{0}^{T} d s \int_{0}^{T} d t \int \phi_{s}\left(\varrho_{q(s)}\right) \phi_{t}\left(\varrho_{q(t)}\right) d \mathcal{G}(\phi)= \\
& \quad=\int_{0}^{T} d s \int_{0}^{T} d t \int \frac{\overline{\varrho_{q(s)}} \hat{\varrho}_{q(t)}}{2 \omega} e^{-|t-s| \omega(k)} d k=-2 \int_{0}^{T} d s \int_{0}^{T} d t W\left(q_{t}-q_{s}, t-s\right)
\end{aligned}
$$

Moreover, $I_{q}$ is the $L^{2}(\mathcal{G})$-limit of continuous linear functionals on $C(\mathbb{R}, \Phi)$, thus the image of $\mathcal{G}$ under $I_{q}$ is the Gaussian measure on $\mathbb{R}$ with mean 0 and covariance given by the above equation. It follows that

$$
\int e^{-I_{q}(\phi)} d \mathcal{G}(\phi)=\exp \left(\frac{1}{2} \int I_{q}^{2} d \mathcal{G}\right)=\exp \left(-\int_{0}^{T} d s \int_{0}^{T} d t W\left(q_{s}-q_{t}, s-t\right)\right)
$$

for each path $q$, and the fact that $\mathcal{P}_{0}=\mathrm{N}_{0} \otimes \mathcal{G}$ and Fubini's Theorem imply the claim.

In the above form, the Feynman-Kac-Nelson formula was proven by Nelson in [32] by direct approximation of the interaction.

Like many models of quantum field theory, Nelson's model possesses some uncomfortable features concerning existence and well-definedness of certain objects. If we did not encounter any of these problems so far, this is simply because we ruled them out from the start by imposing conditions on $\varrho$. We will now discuss them, restricting to the physically important case $\omega(k)=|k|$ and $d=3$.
1.5.14 Ultraviolet divergence: This type of divergence appears when we try to put $\varrho=\delta_{0}$, i.e. to make $q$ a point charge instead of a smeared-out charge distribution. Physically, a point charge is desirable in order to obtain Lorentz invariance. Moreover, often many explicit calculations can be done that were impossible or much more difficult before. In the point charge case $\hat{\varrho}=1$, and obviously neither $\varrho \in K$ nor $|B| \varrho \in K$, since neither $1 /|k|$ nor $1 /|k|^{2}$ are integrable on $\mathbb{R}^{3}$. Thus $H_{\mathrm{I}}$ resp. $H_{\varrho}$ can not be defined in any rigorous way.
However, in a famous article Nelson [33] showed how to deal with the situation. First, an ultraviolet cutoff $\kappa$ is introduced, i.e. one puts $\hat{\varrho}_{\kappa}=1_{\{|k| \leq \kappa\}}$. With this $\hat{\varrho}_{\kappa}$, (1.28) is fulfilled, and one writes $H_{\kappa}$ for the respective Hamiltonian. Nelson then shows the existence of an operator $\hat{H}$ and numbers $E_{\kappa}$ with $E_{\kappa} \rightarrow \infty$ as $\kappa \rightarrow \infty$ such that $e^{i t\left(H_{\kappa}-E_{\kappa}\right)} \rightarrow e^{i t \hat{H}}$ for all $t>0$ as $\kappa \rightarrow \infty$. Thus although $\lim _{\kappa \rightarrow \infty} H_{\kappa}$ does not exist, the reason is just the divergence of $\inf \operatorname{spec} H_{\kappa}$ to $-\infty$. Once this is repaired by subtracting the constants $E_{\kappa}$, the divergence disappears.
The name 'ultraviolet divergence' comes from the Fock space picture. Since the non-integrability of $1 /|k|$ is due to the large $|k|$ behavior of $1 /|k|$, it is the bosons with high energies which cause the trouble. When making the ultraviolet cutoff, we suppress (cut off) the interaction of the charge with such high-energy (ultra-violet) bosons.
1.5.15 Infrared divergence: Just like ultraviolet divergence comes from the interaction of the charge with high energy bosons, infrared divergence comes from interaction with low energy bosons. However, the problems here are slightly more subtle than they were above. In particular, it is not necessary to cut off the interaction with low energy bosons in order to get a well-defined Hamiltonian, since $1 /|k|$ and $1 /|k|^{2}$ are integrable around $k=0$ in three dimensions. However, if we take e.g. $\hat{\varrho}_{\kappa}=1_{\{|k| \leq \kappa\}}$ as above, then under some technical assumptions it has been shown in [30] that $H_{\mathcal{F}}$ has no ground state in $L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathcal{F}$. This means there exists no stationary state at all. On the other hand, if we assume $\varrho\left(|k|^{3 / 2} \in L^{2}\left(\mathbb{R}^{d}\right)\right.$ resp. $|B|^{2} \varrho \in K$ in addition to our other conditions, then there does exist such a ground state [48]. This means that we have to cut off the interaction of the particle with low-energy photons to obtain a ground state in Fock space. We have a strong interest in having such a ground state, since the whole Chapter 3 deals with its properties. We will thus assume an infrared cutoff condition in Chapter 3.
One consequence of the infrared cutoff is that we now assume $0=\hat{\varrho}(0)=\int \varrho(x) d x$. This means that we only deal with particles that have total charge zero, a physically slightly unsatisfactory situation. However, the reason for the infrared divergence lies more in the choice of the mathematical description than in the physics of the model. When we introduced the Fock space, we 'arbitrarily' imposed conditions on the number of bosons for all the vectors in Fock space in order to define a norm on $\mathcal{F}$. When we introduced the Hamiltonian in function space, we 'arbitrarily' chose
the mean zero for the Ornstein-Uhlenbeck process $\mathcal{G}$. This now turns out to have been the wrong choice: although $H$ does not have a ground state in $L^{2}\left(\mathrm{~N}_{0} \otimes \mathrm{G}\right)$, it does have a ground state in $L^{2}\left(\mathrm{~N}_{0} \otimes \tilde{\mathrm{G}}\right)$, where $\tilde{\mathrm{G}}$ is a Gaussian measure with mean sufficiently different from zero to be singular with respect to $G$. Details can be found in [31] and in Section 3.1

## Chapter 2

## Gibbs measures relative to Brownian motion

### 2.1 Definitions, Examples and finite volume Gibbs measures

The right hand sides of (1.58), (1.61) and (1.62) have a structure similar to that of a Gibbs measure: a (reference-) measure is modified by a density given by the exponential of some (energy-) functional. Gibbs measures play a central role in statistical mechanics, and a well-established theory exists [18]. However, there is one crucial difference between the cases covered by that theory and our context: while normally, the reference measure is a countable product of measures on the state space of the system, the reference measures in (1.58), (1.61) and (1.62) are measures on spaces of continuous functions and can not be written as product measures.

In order to discuss similarities and differences of our measures to the ones covered by the classical theory of Gibbs measures, we introduce an example from the latter theory that has the virtue of being fairly close to our models.
2.1.1 A one-dimensional system of unbounded spins: Let $\tilde{\nu}_{0}$ be a probability measure on $\mathbb{R}^{d}$, and $\tilde{\nu}=\tilde{\nu}_{0}^{\otimes \mathbb{Z}}$ the countable product on $\Omega=\left(\mathbb{R}^{d}\right)^{\mathbb{Z}}$. Consider $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $W: \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ and suppose that

$$
\begin{equation*}
Z_{N}=\int \exp \left(-\sum_{i=-N}^{N} V\left(x_{i}\right)-\sum_{i, j=-N}^{N} W\left(x_{i}, x_{j},|i-j|\right)\right) d \tilde{\nu}(x)<\infty . \tag{2.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
d \tilde{\nu}_{N}(x)=\frac{1}{Z_{N}} \exp \left(-\sum_{i=-N}^{N} V\left(x_{i}\right)-\sum_{i, j=-N}^{N} W\left(x_{i}, x_{j},|i-j|\right)\right) d \tilde{\nu}(x) \tag{2.2}
\end{equation*}
$$

is a probability measure on $\Omega$.
A good way to think about this measure is to view it as describing a chain of particles with positions in $\mathbb{R}^{d}$ : Imagine $\mathbb{Z}$ as a straight line of equidistant dots, and attach one $\mathbb{R}^{d}$ to each of them. In each of the $\mathbb{R}^{d}$ 's, there is exactly one particle at position $x_{i}$. Since the summations in (2.1) and (2.2) only go from $-N$ to $N$, it is even better to think of just $2 N+1$ particles, the rest of the $\mathbb{R}^{d}$ 's being added only for later mathematical convenience. The particles are at random positions, and the joint distribution of their positions is $\tilde{\nu}_{N} . \tilde{\nu}$ is called the reference measure of the system. Without interaction (i.e. for $V=W=0$ ), each of the particles would just be distributed according to $\tilde{\nu}_{0}$ independently. $V$ only plays a trivial role in this model: $e^{-V}$ could as well have been incorporated into the reference measure from the very beginning. $W$, on the other hand, is a more interesting object, leading to an interaction between different particles in the chain. For example, $W(x, y,|t|)=|x-y|^{2} e^{-|t|}$ would encourage particles from sites close to each other to remain in the same region of $\mathbb{R}^{d}$, while hardly affecting particles that are on distant sites of the lattice $\mathbb{Z}$.

A system like (2.2) is called one-dimensional system of unbounded spins. Here, 'one-dimensional' refers to the lattice $\mathbb{Z}$ (as opposed to $\mathbb{Z}^{n}$ ), and the reasons for calling the positions $x_{i}$ 'spins' are historical. $V$ is called single site potential, and $W$ pair potential. In the theory of Gibbs measures, the potentials are regarded as the central objects, and $\tilde{\nu}_{N}$ is called finite volume Gibbs measure for $V$ and $W$. 'Volume' here refers to $[-N, N] \subset \mathbb{Z}$.

If we want to describe a chain of infinite length, the most natural thing is to take $N$ to infinity in (2.2) and hope for some type of convergence. However, there is considerable freedom in the way we can try to take this limit. (2.2) is made so that the ends $x_{-N}$ and $x_{N}$ of the chain are just left to float around freely, but instead we could also have forced them to stay e.g. in $\bar{x} \in \mathbb{R}^{d}$. Different ways of fixing the end of the chain might result in different limiting measures, especially when the interaction $W$ is very long-ranged. It has turned out that instead of investigating all possible limits, it is advantageous to characterize the set of limiting measures in a direct way involving conditional expectations. This characterization is known as DLR (Dobrushin-Lanford-Ruelle) equations. We will not write down the corresponding formulas here: they will appear later in the context of (1.58), (1.61) and (1.62), and one-dimensional systems of unbounded spins are only used for comparison with those cases anyway. A comprehensive account of lattice Gibbs measures is [18], which in the introduction also contains a nice discussion on motivations for studying Gibbs measures and on their physical significance, going far beyond what we have done here.

Formally, we can try to derive systems like (1.62) from those given in (2.2) by simply replacing $\mathbb{Z}$ with $\mathbb{R}$ and all the sums with integrals. As a reference measure, however, a product measure on $\left(\mathbb{R}^{d}\right)^{\mathbb{R}}$ is not a very sensible object to look at. With
its manifestly discontinuous paths, even the existence of the integrals in the exponent would in general fail. An alternative choice for a reference measure that still retains a fair amount of independence between different sites is the measure of a reversible Markov process; in some cases, we will also allow the (infinite mass) Wiener measure as a reference measure, and it was this choice that motivated the name 'Gibbs measures relative to Brownian motion'.

An interesting consequence of our choice of a Markov process as a reference measure is that now we have to deal with something like an 'infinitesimal potential' in addition to $V$ and $W$. It is this potential that forces the paths to be continuous. If we think in the picture of the chain of particles developed above, the chain now has become a continuous string, and the infinitesimal potential prevents the string from breaking apart.

In the same way as Brownian motion arises from the random walk by a scaling limit, Gibbs measures relative to Brownian motion arise from lattice Gibbs measures when the lattice spacing goes to zero. The infinitesimal potential is then the limit of a nearest neighbor potential, a fact that is used for proving many of the results in [38].

Let us now give some precise definitions. In the view of (1.58), $\mathbb{R}^{d}$ as a state space will not be large enough.

Definition 2.1.2 Let $X$ be a separable Hilbert space, equipped with the $\sigma$-field generated by the continuous linear forms. A reference measure is the measure $\nu$ of a reversible Markov process with continuous paths and state space $X$. In case $X=\mathbb{R}^{d}$, we also allow the (infinite mass) Wiener measure as a reference measure. Wiener measure is the unique measure $\mathcal{W}$ on $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ with

$$
\int f_{1}\left(q_{t_{1}}\right) \cdots f_{n}\left(q_{t_{n}}\right) d \mathcal{W}(q)=\left\langle f_{1}, e^{-\left|t_{2}-t_{1}\right| H_{\mathcal{W}}} f_{2} \ldots e^{-\left|t_{n}-t_{n-1}\right| H_{\mathcal{W}}} f_{n}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

for all $f_{1}, \ldots, f_{n} \in L^{2}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right), t_{1}<\ldots<t_{n}$, and where $H_{\mathcal{W}}=-\frac{1}{2} \Delta$.
We assumed some regularity of the state space $X$ as well as path continuity in order to ensure the existence of regular conditional expectations with respect to the natural $\sigma$-fields induced by the point evaluations [13]. While it might be possible to live without regular conditional expectations, it would make life (and our formulas) much more inconvenient and is thus best avoided.

We need to introduce some more
2.1.3 Notation: For $I \subset \mathbb{R}, \mathcal{F}_{I}$ is the $\sigma$-field over $C(\mathbb{R}, X)$ generated by the point evaluations with points in $I$. For $T>0$, we write $\mathcal{F}_{T}$ instead of $\mathcal{F}_{[-T, T]}$ and $\mathcal{I}_{T}$ instead of $\mathcal{F}_{[-T, T]^{c}}$. Beware that $\mathcal{F}_{T}$ is used differently by many authors, especially in the context of Markov processes, where it denotes $\mathcal{F}_{[0, T]}$ or $\mathcal{F}_{]-\infty, T]}$. We sometimes write $f \in \mathcal{F}_{I}$ to state that $f$ is $\mathcal{F}_{I}$-measurable, and write $\left.\nu\right|_{\mathcal{F}_{I}}$ to denote the restriction of $\nu$ to $\mathcal{F}_{I}$, which is regarded as a measure on $C(I, X)$.

Let us introduce a special version of the regular conditional probability $\nu\left(. \mid \mathcal{I}_{T}\right)$. For $f \in \mathcal{F}_{T}, g \in \mathcal{T}_{T}$ and $\bar{x} \in C(\mathbb{R}, X)$ we define

$$
\begin{equation*}
\int f g d \nu^{T, \bar{x}}=\mathbb{E}_{\nu}\left(f \mid \mathcal{F}_{\{-T, T\}}\right)(\bar{x}) g(\bar{x}), \tag{2.3}
\end{equation*}
$$

which is unique up to a set from $\mathcal{F}_{\{-T, T\}}$ of $\nu$-measure zero. For general $f \in \mathcal{F}$, $\int f d \nu^{T, \bar{x}}$ is obtained from (2.3) by approximation of $f$. In order to make this precise, one would have to define $\nu^{T, \bar{x}}$ as a product measure on $C([-T, T], X) \times$ $C\left([-T, T]^{c}, X\right)$ of the regular conditional probability inside $[-T, T]$ and the Dirac measure outside $[-T, T]$. Intuitively, $\nu^{T, \bar{x}}$ is the measure we get from $\nu$ when the path is fixed to $\bar{x}$ outside $[-T, T]$ and left free inside $[-T, T]$. The conditioning on $\mathcal{F}_{\{-T, T\}}$ reflects the path continuity of $\nu$, and is necessary to have $\int f d \nu^{T, \bar{x}}$ welldefined for general $f$.

It is clear that $\nu^{T, \bar{x}}$ is indeed a version of $\nu\left(. \mid \mathcal{T}_{T}\right)$, and it is probably the most natural one. But we want to emphasize that we did have a lot of choice here. Namely, by a law of the iterated logarithm-type argument, measures of Markov processes are usually concentrated on a set of paths that is characterized by the asymptotic behavior of $x_{t}$ as $|t| \rightarrow \infty$ (see e.g. [39]). Thus $\nu\left(. \mid \mathcal{T}_{T}\right)$ can be defined arbitrarily on the set $N \subset C(\mathbb{R}, X)$ of measure zero that consists of all paths not having this precise asymptotic behavior. Our definition of $\nu^{T, \bar{x}}$ reduces this arbitrariness considerably, and we will absolutely need this when we define Gibbs measures. In fact, then even the (in general unavoidable) set from $\mathcal{F}_{\{-T, T\}}$ of $\nu$-measure zero will cause some trouble.

For finite dimensional $X$, however, it is often possible to avoid using conditional expectations altogether in the definition of $\nu^{T, \bar{x}}$. This is e.g. the case if $\nu=\mathcal{W}$, the $d$-dimensional Wiener measure. We may then define $\mathcal{W}^{T, \bar{x}}$ by

$$
\begin{equation*}
\int f g d \mathcal{W}^{T, \bar{x}}=\int f d \mathcal{W}_{[-T, T]}^{\bar{x}_{-T}, \bar{x}_{T}} g(\bar{x}) \tag{2.4}
\end{equation*}
$$

where $\mathcal{W}_{[a, b]}^{\xi, \eta}$ denotes the conditional Wiener measure starting in $\xi \in \mathbb{R}^{d}$ at time $a$ and ending in $\eta \in \mathbb{R}^{d}$ at time $b$. This is the unique finite measure on $C\left([a, b], \mathbb{R}^{d}\right)$ with

$$
\begin{align*}
& \int f_{1}\left(x_{t_{1}}\right) \cdots f_{n}\left(x_{t_{n}}\right) d \mathcal{W}_{[a, b]}^{\xi, \eta}(x)=\int K_{t_{1}-a}\left(\xi, q_{1}\right) f_{1}\left(q_{1}\right) \times  \tag{2.5}\\
& \quad \times K_{t_{2}-t_{1}}\left(q_{1}, q_{2}\right) f_{2}\left(q_{2}\right) \cdots K_{t_{n}-t_{n-1}}\left(q_{n-1}, q_{n}\right) f_{n}\left(q_{n}\right) K_{b-t_{n}}\left(q_{n}, \eta\right) d q_{1} \cdots d q_{n}
\end{align*}
$$

for all $a \leq t_{1}<\ldots<t_{n} \leq b$. Here, $K_{t}(\xi, \eta)=(2 \pi t)^{-d / 2} \exp \left(-|\xi-\eta|^{2} / 2 t\right)$ denotes the integral kernel of $e^{t \Delta / 2}$ at points $\xi$ and $\eta$ in case $t>0$, and is $\delta(\xi-\eta)$ in case $t=0$. By using the Feynman-Kac formula, a similar definition can be made when we replace $\mathcal{W}$ by a $P(\phi)_{1}$-process, but we will not need this. Note that $\mathcal{W}_{[a, b]}^{\xi, \eta}$ is not a probability measure, but rather one of mass $K_{b-a}(\xi, \eta)$.

Definition 2.1.4 $A$ measurable function $V: X \rightarrow \mathbb{R}$ is called ( $\nu$-admissible) single site potential if it fulfills the following assumption:
a) In case $\nu$ is the measure of a Markov process, we must have

$$
\begin{equation*}
0<\int \exp \left(-\int_{-T}^{T} V\left(x_{s}\right) d s\right) d \nu(x)<\infty \tag{2.6}
\end{equation*}
$$

for all $T>0$.
b) In case $\nu=\mathcal{W}, V$ must be Kato-decomposable (cf. Appendix A.2).

A measurable function $W: X \times X \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is called (admissible) pair potential if there exists $C_{\infty}<\infty$ with

$$
\begin{equation*}
\int_{-\infty}^{\infty} \sup _{x, y \in X}|W(x, y,|s|)| d s<C_{\infty} \tag{2.7}
\end{equation*}
$$

Write

$$
\begin{aligned}
\Lambda(S, T) & =([-S, S] \times[-T, T]) \cup([-T, T] \times[-S, S]) \subset \mathbb{R}^{2} \\
\Lambda(T) & =(\mathbb{R} \times[-T, T]) \cup([-T, T] \times \mathbb{R}) \subset \mathbb{R}^{2}
\end{aligned}
$$

where $S, T>0$. For $\nu$-admissible potentials $V$ and $W$ and $T \leq S$ we will use the notation

$$
\begin{equation*}
\mathcal{H}_{\Lambda(S, T)}(x)=\int_{-T}^{T} V\left(x_{s}\right) d s+\iint_{\Lambda(S, T)} W\left(x_{t}, x_{s},|t-s|\right) d s d t \quad(x \in C(\mathbb{R}, X)) \tag{2.8}
\end{equation*}
$$

and define $\mathcal{H}_{\Lambda(T)}$ by replacing $\Lambda(S, T)$ with $\Lambda(T)$ in (2.8). We will also write $\mathcal{H}_{T}$ instead of $\mathcal{H}_{\Lambda(T, T)}$.

The notion of potentials above is not the most general possible; apart from the fact that we only consider shift-invariant potentials, we could also have required (2.7) to hold only pointwise on a subset of $C(\mathbb{R}, X)$ instead of uniformly [21]. We then would need to suppose that

$$
\begin{equation*}
\int e^{-\mathcal{H}_{\Lambda(T)}(x)} d \nu^{T, \bar{x}}(x)<\infty \tag{2.9}
\end{equation*}
$$

for almost every $\bar{x}$. In our case, which is general enough to cover all situations we are interested in, (2.9) follows from the admissibility of $V$ and the fact that (2.7) implies

$$
\begin{equation*}
\left|\iint_{\Lambda(T)} W\left(x_{t}, x_{s},|t-s|\right) d s d t\right| \leq 4 C_{\infty} T \tag{2.10}
\end{equation*}
$$

The validity of estimates like (2.10) is often expressed by saying that the left hand side of (2.10) is an extensive quantity.

### 2.1.5 Examples:

a) In (1.58), $X=\mathbb{R}^{d} \times \Phi, \nu=\mathcal{P}_{0}, V=\mathcal{V}$, and $W=0$. To check admissibility, put $F=G=1$ in (1.58). Finiteness of the partition function is then immediate. To see that it is also greater than zero, apply Jensen's inequality to the right hand side of (1.58) and use the stationarity of $\mathcal{P}_{0}$ to obtain

$$
\begin{aligned}
& \int e^{-\int_{0}^{t} \mathcal{V}\left(q_{s}, \phi_{s}\right) d s} d \mathcal{P}_{0}(q, \phi) \geq \exp \left(-t \int \mathcal{V} d \mathrm{P}_{0}\right) \geq \\
& \quad \geq \exp \left(-t\|\mathcal{V}\|_{L^{2}\left(\mathrm{P}_{0}\right)}\right) \geq e^{-t b}
\end{aligned}
$$

where $b$ is the second constant from the Kato-Rellich bound in the assumptions of Theorem 1.5.11.
b) (1.61) is a special case of a) with $\mathcal{V}(q, \phi)=\phi\left(\varrho_{q}\right)$.
c) In (1.62), $X=\mathbb{R}^{d}$, $\nu=\mathcal{N}_{0}$ and

$$
\begin{equation*}
W(x, y, s)=-\frac{1}{2} \int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} \cos (k \cdot(x-y)) e^{-\omega(k)|s|} d k . \tag{2.11}
\end{equation*}
$$

$W$ is admissible since

$$
\left.\sup _{q \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)} \mid \int_{-\infty}^{\infty} W\left(q_{t}, q_{s},|t-s|\right)\right) d s \left\lvert\,=-\int_{-\infty}^{\infty} W(0,0,|t-s|) d s=\int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega^{2}(k)} d k\right.
$$

is finite by the assumption $|B| \varrho \in K$.
d) Using the Feynman-Kac formula (A.2) and (A.5), we find for each $\mathcal{F}_{T}$-measurable, bounded $f$ that

$$
\begin{align*}
& \int f(q) e^{-\int_{-T}^{T} d s \int_{-T}^{T} d t W\left(q_{s}, q_{t},|t-s|\right)} d \mathcal{N}_{0}(q)=  \tag{2.12}\\
& =\int \psi_{0}\left(q_{-T}\right) f(q) e^{-\int_{-T}^{T} V\left(q_{s}\right) d s} e^{-\int_{-T}^{T} d s \int_{-T}^{T} d t W\left(q_{s}, q_{t},|t-s|\right)} \psi_{0}\left(q_{T}\right) d \mathcal{W}(q)
\end{align*}
$$

with $\mathcal{W}$ denoting the Wiener measure.
We are now ready to give the central definition of this chapter.
Definition 2.1.6 Let $\nu$ be a reference measure and $V, W$ be $\nu$-admissible potentials. A probability measure $\nu_{\infty}$ on $C(\mathbb{R}, X)$ is called (infinite volume) Gibbs measure for the potentials $V$ and $W$ if for each $T>0$,
(i): $\left.\left.\nu_{\infty}\right|_{\mathcal{F}_{\{-T, T\}}} \ll \nu\right|_{\mathcal{F}_{\{-T, T\}}}$, and
(ii): for each bounded, $\mathcal{F}$-measurable $f$,

$$
\begin{equation*}
\mathbb{E}_{\nu_{\infty}}\left(f \mid \mathcal{T}_{T}\right)(\bar{x})=\frac{\mathbb{E}_{\nu^{T}, \bar{x}}\left(f e^{-\mathcal{H}_{\Lambda(T)}}\right)}{\mathbb{E}_{\nu^{T, \bar{x}}}\left(e^{\left.-\mathcal{H}_{\Lambda(T)}\right)}\right)} \tag{2.13}
\end{equation*}
$$

$\nu_{\infty}$-almost surely.
A probability measure $\nu_{T}$ on $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ is called finite volume Gibbs measure for the volume $T$ if (i) above holds, and
(ii)': for all $0<S<T$ and all bounded $f \in \mathcal{F}$,

$$
\begin{equation*}
\mathbb{E}_{\nu_{T}}\left(f \mid \mathcal{T}_{S}\right)(\bar{x})=\frac{\mathbb{E}_{\nu^{S, \bar{x}}}\left(f e^{\left.-\mathcal{H}_{\Lambda(S, T)}\right)}\right.}{\mathbb{E}_{\nu^{S, \bar{x}}}\left(e^{\left.-\mathcal{H}_{\Lambda(S, T)}\right)}\right.} \tag{2.14}
\end{equation*}
$$

$\nu_{T}$-almost surely.
(ii) in the above definition corresponds to the DLR equations in the lattice context. To understand why (i) is necessary, let us first investigate why we needed to consider the special version $\nu^{T, \bar{x}}$ of $\mathbb{E}_{\nu}\left(. \mid \mathcal{T}_{T}\right)(\bar{x})$. Writing the (much more natural) expression

$$
\begin{equation*}
\mathbb{E}_{\nu_{\infty}}\left(f \mid \mathcal{T}_{T}\right)=\frac{\mathbb{E}_{\nu}\left(f e^{-\mathcal{H}_{\Lambda(T)}} \mid \mathcal{T}_{T}\right)}{\mathbb{E}_{\nu}\left(e^{\left.-\mathcal{H}_{\Lambda(T)} \mid \mathcal{T}_{T}\right)}\right.} \tag{2.15}
\end{equation*}
$$

instead of (2.13) is certainly visually more appealing, but unfortunately meaningless in most cases. The problem is that the left hand side of the above equation is only defined uniquely outside a set $N$ of $\nu_{\infty}$-measure zero, while the right hand side is only defined uniquely outside a set $M$ of $\nu$-measure zero. In many cases of interest, $\nu$ and $\nu_{\infty}$ are mutually singular on $C(\mathbb{R}, X)$, and then (2.15) is no condition at all. Thus the general attitude that sets of measure zero do not matter leads to undesirable results here.

The reason why we need to require (i) explicitly is the same: Without it, the two sides of (ii) could possibly speak about functions that are uniquely defined only on disjoint subsets of the probability space. In case of a finite dimensional state space and a Feller Markov process as reference measure, this inconvenience can be avoided, as discussed in the paragraph before Definition 2.1.4. Then (i) is unnecessary. However, for a large state space like $\Phi$ it is often not possible to sensibly pick a fixed version of $\mathbb{E}_{\nu}\left(. \mid \mathcal{F}_{\{-T, T\}}\right)$.

Finding (or proving existence of) an infinite volume Gibbs measure for potentials $V$ and $W$ can be quite difficult, but for a finite volume Gibbs measure it is easy.
Proposition 2.1.7 Let $\nu$ be a reference measure, and $V, W$ be admissible potentials. Then for each $T>0$ with $0<\mathbb{E}_{\nu}\left(\exp \left(-\mathcal{H}_{T}\right)\right)<\infty$,

$$
d \nu_{T}(x)=\frac{1}{\mathbb{E}_{\nu}\left(e^{-\mathcal{H}_{T}}\right)} e^{-\mathcal{H}_{T}(x)} d \nu(x)
$$

is a finite volume Gibbs measure to the volume $T$.

Proof: By assumption $e^{-\mathcal{H}_{T}}$ is $\nu$-integrable. Thus $\nu_{T} \ll \nu$, and in particular $\left.\left.\nu_{T}\right|_{\mathcal{F}_{\{-T, T\}}} \ll \nu\right|_{\mathcal{F}_{\{-T, T\}}}$. To check (ii), let $f, g \in L^{\infty}(C(\mathbb{R}, X))$, and suppose $g$ is $\mathcal{T}_{S}$-measurable. Then for $T>S$,

$$
\begin{aligned}
& \mathbb{E}_{\nu}\left(e^{-\mathcal{H}_{T}}\right) \mathbb{E}_{\nu_{T}}\left(g \frac{\mathbb{E}_{\nu^{S}, \cdot}\left(f e^{\left.-\mathcal{H}_{\Lambda(S, T)}\right)}\right.}{\mathbb{E}_{\nu S,} \cdot\left(e^{-\mathcal{H}_{\Lambda(S, T)}}\right)}\right)= \\
& =\mathbb{E}_{\nu}\left(\mathbb{E}_{\nu}\left(\left.g \frac{\mathbb{E}_{\nu^{S}, \cdot}\left(f e^{-\mathcal{H}_{\Lambda(S, T)}}\right)}{\mathbb{E}_{\nu^{S}, \cdot}\left(e^{\left.-\mathcal{H}_{\Lambda(S, T)}\right)}\right.} e^{-\mathcal{H}_{T}} \right\rvert\, \mathcal{T}_{S}\right)\right)= \\
& =\mathbb{E}_{\nu}\left(g \frac{\mathbb{E}_{\nu^{S},}\left(f e^{-\mathcal{H}_{\Lambda(S, T)}}\right)}{\mathbb{E}_{\nu S,}\left(e^{\left.-\mathcal{H}_{\Lambda(S, T)}\right)}\right.} e^{\left.-\mathcal{H}_{[-T, T]^{2} \backslash \Lambda(S, T)} \mathbb{E}_{\nu}\left(e^{-\mathcal{H}_{\Lambda(S, T)}} \mid \mathcal{T}_{S}\right)\right)=}\right. \\
& =\mathbb{E}_{\nu}\left(e^{-\mathcal{H}_{T}}\right) \mathbb{E}_{\nu_{T}}(f g) .
\end{aligned}
$$

The last equality is due to the fact that $\mathbb{E}_{\nu}{ }^{S},\left(e^{\left.-\mathcal{H}_{\Lambda(S, T)}\right)}\right.$ is a version of the conditional expectation $\mathbb{E}_{\nu}\left(e^{-\mathcal{H}_{\Lambda(S, T)} \mid} \mid \mathcal{T}_{S}\right)$. Dividing by $\mathbb{E}_{\nu}\left(e^{-\mathcal{H}_{T}}\right)$ shows (ii).

From this proposition it follows that the measures on the right hand sides of (1.58), (1.61) and (1.62) all are finite volume Gibbs measures. The right hand side of (2.12) is slightly different, since there we have the $\psi_{0}$ 's sitting at $-T$ and $T$. However, this difference is inessential, as the following remark shows.
2.1.8 Remark: Let $h: C(\mathbb{R}, X) \rightarrow \mathbb{R}$ be a $\mathcal{T}_{T}$-measurable, nonnegative function such that $0<\mathbb{E}_{\nu}\left(h e^{-\mathcal{H}_{T}}\right)<\infty$. Then the same proof as in Proposition 2.1.7 shows that

$$
d \nu_{T}^{h}(x)=\frac{1}{\mathbb{E}_{\nu}\left(h e^{-\mathcal{H}_{T}}\right)} h(x) e^{-\mathcal{H}_{T}(x)} d \nu(x)
$$

is a finite volume Gibbs measure to the volume $T . h$ can be regarded as a 'boundary distribution', and formally replacing $h$ with a delta function on $C\left([-T, T]^{c}, X\right)$ gives a (sharp) boundary condition.
2.1.9 Notation: The finite volume Gibbs measures for the potentials from Example 2.1.5 b) and c) will reappear a lot in this work, so we give them special names here. We write

$$
\begin{equation*}
d \mathcal{P}_{T}(q, \phi)=\frac{1}{Z_{T}} \exp \left(-\int_{-T}^{T} \phi_{s}\left(\varrho_{q(s)}\right) d s\right) d \mathcal{P}_{0}(q, \phi), \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
d \mathcal{N}_{T}(q)=\frac{1}{Z_{T}} \exp \left(-\int_{-T}^{T} d s \int_{-T}^{T} d t W\left(q_{s}, q_{t},|s-t|\right)\right) d \mathcal{N}_{0}(q) . \tag{2.17}
\end{equation*}
$$

$Z_{T}$ is the normalizing constant, and as usual, the dependence of $Z_{T}$ on the potential is suppressed from the notation; but note that here, 'by chance', $Z_{T}$ has the same
value in both (2.16) and (2.17). The reader who takes the effort to look up the definition of $W$ in (2.11) will notice that $W$ carries a minus sign there, which makes it look more natural to drop both that minus sign and the one in the exponent of (2.17). We do not do so, following the convention that the energy $\mathcal{H}_{T}$ must alway enter with a minus sign into the exponent in a Gibbs measure.

In Example 2.1.1 we claimed that taking limits of finite volume Gibbs measures is the most natural way to construct infinite volume Gibbs measures. On the other hand, Definition 2.1.6 has nothing to do with taking limits. The final statement of this section will make the connection between the two concepts, but before we can do so, we must specify the type of convergence we want to consider.
Definition 2.1.10 Let $\left(\nu_{N}\right)$ be a sequence of probability measures on $C(\mathbb{R}, X)$. We say that $\nu_{N}$ converges locally to a probability measure $\nu$ if for each $0<T<\infty$ and each $A \in \mathcal{F}_{T}, \nu_{N}(A) \rightarrow \nu(A)$ as $N \rightarrow \infty$.

### 2.1.11 Remarks:

(i): Typically infinite volume Gibbs measures are mutually singular with respect to their reference measures, but finite volume Gibbs measures are absolutely continuous with respect to them. Thus local convergence is the best we can hope for. In particular, we will usually find a $\mathcal{T}$-measurable function $f$ (with $\left.\mathcal{T}=\bigcap_{N \in \mathbb{N}} \mathcal{T}_{N}\right)$ such that $\int f d \nu_{N}=0$ for all $N$ but $\int f d \nu=1$.
(ii): Setwise convergence usually is a much too strong concept for the convergence of measures. In fact, would we insist on convergence on all sets of $\mathcal{F}$, we would be in trouble due to (i). Since we however only have to check convergence on sets from $\mathcal{F}_{T}$ for finite $T$, the special structure of Gibbs measures will allow us to show local convergence of finite volume Gibbs measures in all cases we consider. Also in the context of Gibbs measures on a lattice, local convergence is the most useful concept of convergence [18].

Proposition 2.1.12 Let $\nu$ be a reference measure, and $V, W$ be admissible potentials. Let $\left(\nu_{n}\right)$ be a sequence of finite volume Gibbs measures for $V$ and $W$ to the volumes $T_{n}$ with $T_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Suppose that there exists a probability measure $\nu_{\infty}$ on $C(\mathbb{R}, X)$ such that $\nu_{n} \rightarrow \nu_{\infty}$ in the topology of local convergence, and suppose that $\nu_{\infty}$ fulfills (i) of Definition 2.1.6 with respect to $\nu$. Then $\nu_{\infty}$ is an infinite volume Gibbs measure for $V$ and $W$.

Proof: Since we supposed (i), only (ii) from Definition 2.1.6 remains to be shown. Each $\nu_{n}$ is a finite volume Gibbs measure, thus for $f, g \in L^{\infty}$ with $\mathcal{T}_{S}$-measurable $g$ we have

$$
\begin{equation*}
\mathbb{E}_{\nu_{n}}\left(g \frac{\mathbb{E}_{\nu} S \cdot\left(f e^{\left.-\mathcal{H}_{\Lambda\left(S, T_{n}\right)}\right)}\right.}{\mathbb{E}_{\nu S,} \cdot\left(e^{\left.-\mathcal{H}_{\Lambda\left(S, T_{n}\right)}\right)}\right)}\right)=\mathbb{E}_{\nu_{n}}(f g) \tag{2.18}
\end{equation*}
$$

for each $S<T_{n}$. All we have to show is that (2.18) survives the $n \rightarrow \infty$ limit. By a monotone class argument [13], we may assume that both $f$ and $g$ are $\mathcal{F}_{R}$-measurable for some $R>0$. In this case, the right hand side of (2.18) converges by definition of local convergence. On the left hand side, (2.7) implies that

$$
\iint_{\Lambda\left(S, T_{n}\right)} W\left(x_{s}, x_{t},|t-s|\right) d s d t \xrightarrow{n \rightarrow \infty} \iint_{\Lambda(S)} W\left(x_{s}, x_{t},|t-s|\right) d s d t
$$

uniformly in $x \in C(\mathbb{R}, X)$, and thus

$$
F_{n}(x)=\frac{\mathbb{E}_{\nu, x}\left(f e^{\left.-\mathcal{H}_{\Lambda\left(S, T_{n}\right)}\right)}\right.}{\mathbb{E}_{\nu, S, x}\left(e^{\left.-\mathcal{H}_{\Lambda\left(S, T_{n}\right)}\right)}\right.} \xrightarrow{n \rightarrow \infty} \frac{\mathbb{E}_{\nu S, x}\left(f e^{-\mathcal{H}_{\Lambda(S)}}\right)}{\mathbb{E}_{\nu, S, x}\left(e^{-\mathcal{H}_{\Lambda(S)}}\right)}=F(x)
$$

uniformly in $x$. Thus for each $\varepsilon>0$, we can find $N \in \mathbb{N}$ such that $\left\|F_{n}-F\right\|_{\infty}<\varepsilon$ whenever $n>N$. By the triangle inequality,

$$
\left|\mathbb{E}_{\nu_{n}}\left(g F_{n}\right)-\mathbb{E}_{\nu}(g F)\right| \leq\left|\mathbb{E}_{\nu_{n}}\left(g F_{N}\right)-\mathbb{E}_{\nu}\left(g F_{N}\right)\right|+3\|g\|_{\infty} \varepsilon \xrightarrow{n \rightarrow \infty} 3\|g\|_{\infty} \varepsilon ;
$$

since $\varepsilon$ was arbitrary, convergence of the left hand side in (2.18) is shown.

### 2.2 Infinite volume Gibbs measures - the Markovian case

In this section we investigate existence of the infinite volume Gibbs measure for the special case that the pair potential $W$ is zero. In this case, one infinite volume Gibbs measure is usually the measure of a stationary Markov process. If there is more than one Gibbs measure, also non-stationary and even non-Markovian processes are possible, as we will see later. The same phenomenon occurs in lattice Gibbs measures, cf. [18, Ch. 10 and 11].

We will always write $H_{0}$ for the generator of the reference measure $\nu$, or alternatively $H_{0}=-\frac{1}{2} \Delta$ in case $\nu=\mathcal{W}$. For the single site potential, we will need different assumptions in different situations. However, since most of them are needed more often than not, we list them all here for later reference.

### 2.2.1 Assumptions on $V$ :

(V1): $V$ is $\nu$-admissible (cf. Definition 2.1.4) and a Feynman-Kac formula with respect to $\nu$ holds, i.e. for all $f, g \in L^{2}\left(\nu_{0}\right) \cap L^{\infty}\left(\nu_{0}\right)$ we have

$$
\int \overline{f\left(x_{0}\right)} e^{-\int_{0}^{t} V\left(x_{s}\right) d s} g\left(x_{t}\right) d \nu(x)=\left\langle f, e^{-t\left(H_{0}+V\right)} g\right\rangle_{L^{2}\left(\nu_{0}\right)},
$$

where $\nu_{0}$ is the stationary measure of $\nu$, or Lebesgue measure in case $\nu=\mathcal{W}$.
(V2): The operator $H=H_{0}+V$ has a unique, positive ground state $\psi_{0} \in L^{2}\left(\nu_{0}\right)$. This means that $E_{0}=\inf \operatorname{spec}(H)$ is an eigenvalue of multiplicity one, with eigenfunction $\psi_{0}$ that can be chosen such that $\psi_{0}>0$. We will always assume $\psi_{0}$ to be normalized, i.e. $\left\|\psi_{0}\right\|_{L^{2}(\nu)}=1$.
(V3): The ground state $\psi_{0}$ is not only in $L^{2}(\nu)$, but also in $L^{1}(\nu)$.
(V4): The lowest eigenvalue $E_{0}$ of $H$ is separated from the rest of the spectrum of $H$ by a spectral gap $\gamma>0$.

Let us discuss these assumptions for the two cases we are most interested in: the case $\nu=\mathcal{W}$, and the case $\nu=\mathcal{P}_{0}$ with $H$ being the Nelson Hamiltonian.

### 2.2.2 Remarks:

a) In case $\nu=\mathcal{W}$, the assumption that $V$ is Kato-decomposable ( $=$ admissible) in (V1) already implies the Feynman-Kac-formula [46]. In case $\nu=\mathcal{P}_{0}$, (V1) is fulfilled if $V$ satisfies the assumptions of Theorem 1.5.11, which is in particular the case if $H$ is the Nelson Hamiltonian.
b) (V2) is the crucial assumption that will allow us to solve the problem of existence of an infinite volume Gibbs measure with relatively little effort using spectral theory. Unfortunately, it is also a nontrivial assumption, especially if the state space $X$ is infinite dimensional. In case of the Nelson Hamiltonian, existence of a ground state is proven in [48] under certain conditions on the coupling $\varrho$. We will discuss these conditions in detail at the beginning of Section 3.1. In case $\nu=\mathcal{W}$, the problem of existence of a ground state for Schrödinger operators is well studied [42]. In particular, a ground state exists as soon as $V(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, but also for many other potentials like the Coulomb potential $V(x)=-1 /|x|$ in dimension $d \geq 3$. However, for $V=0$ we have, of course, no ground state. In all of the above situations, existence of the ground state already implies uniqueness and positivity by a Perron-Frobenius argument [19].
c) Assumption (V3) is very weak. Except in case $\nu=\mathcal{W}$, it is automatically fulfilled, since then $\nu_{0}$ is a probability measure. In case $\nu=\mathcal{W}$, the ground state $\psi_{0}$ is known to decay exponentially for large $|x|$ in most cases of interest [10], and thus in these cases (V3) also holds.
d) In case of a finite dimensional state space, most Schrödinger operators that have a ground state also have a spectral gap. In particular, this is the case for all of the potentials mentioned in b) (except $V=0$, of course). For the Nelson Hamiltonian, however, an argument [16] along the lines of the KVZ theorem [42] shows that there exists no spectral gap.

The key result for proving existence of an infinite volume Gibbs measure is
Theorem 2.2.3 Assume (V1) and (V2). Then for each $g \in L^{2}\left(\nu_{0}\right)$ with $g \geq 0$ and $\left\langle\psi_{0}, g\right\rangle_{L^{2}\left(\nu_{0}\right)} \neq 0$, the sequence

$$
d \nu_{T}(x)=\frac{1}{Z_{T}} g\left(x_{-T}\right) e^{-\int_{-T}^{T} V\left(x_{s}\right) d s} g\left(x_{T}\right) d \nu(x)
$$

converges locally. The limiting measure $\nu_{\infty}$ is the stationary Markov process with transition probabilities

$$
\begin{equation*}
\mathbb{E}_{\nu_{\infty}}\left(f\left(x_{t}\right) \mid \mathcal{F}_{\{0\}}\right)\left(x_{0}\right)=\frac{1}{\psi_{0}\left(x_{0}\right)} \mathbb{E}_{\nu}\left(e^{-\int_{0}^{t}\left(V\left(x_{s}\right)-E_{0}\right) d s} f\left(x_{t}\right) \psi_{0}\left(x_{t}\right) \mid \mathcal{F}_{\{0\}}\right)\left(x_{0}\right) \tag{2.19}
\end{equation*}
$$

and stationary measure $\psi_{0}^{2} d \nu_{0}$.
Proof: By the Feynman-Kac formula and the reversibility of $\nu$,

$$
\mathbb{E}_{\nu}\left(e^{-\int_{-T}^{-S} V\left(x_{s}\right) d s} g\left(x_{-T}\right) \mid \mathcal{F}_{\{-S\}}\right)=\mathbb{E}_{\nu}\left(e^{-\int_{S}^{T} V\left(x_{s}\right) d s} g\left(x_{T}\right) \mid \mathcal{F}_{\{S\}}\right)=e^{-(T-S) H} g
$$

Since the multiplicity of the eigenvalue $E_{0}$ is one by assumption, spectral theory implies

$$
e^{(T-S) E_{0}} e^{-(T-S) H} g \xrightarrow{T \rightarrow \infty}\left\langle\psi_{0}, g\right\rangle_{L^{2}\left(\nu_{0}\right)} \psi_{0}
$$

in $L^{2}\left(\nu_{0}\right)$. Moreover, $Z_{T}=\left\|e^{-T H} g\right\|_{L^{2}\left(\nu_{0}\right)}^{2}$, and thus for $\mathcal{F}_{S}$-measurable $F \in L^{\infty}$, we have

$$
\begin{aligned}
& \int F(x) d \nu_{T}(x)=\frac{1}{Z_{T}} \mathbb{E}_{\nu}\left(\mathbb{E}_{\nu}\left(e^{-\int_{-T}^{-S} V\left(x_{s}\right) d s} g\left(x_{-T}\right) \mid \mathcal{F}_{\{-S\}}\right) \times\right. \\
&\left.\times \mathbb{E}_{\nu}\left(e^{-\int_{-S}^{S} V\left(x_{s}\right) d s} F(x) \mid \mathcal{F}_{\{-S, S\}}\right) \mathbb{E}_{\nu}\left(e^{-\int_{S}^{T} V\left(x_{s}\right) d s} g\left(x_{T}\right) \mid \mathcal{F}_{\{S\}}\right)\right)= \\
&= \frac{1}{\left\|e^{-T H} g\right\|_{L^{2}\left(\nu_{0}\right)}^{2}} \mathbb{E}_{\nu}\left(\left(e^{-(T-S) H} g\right)\left(x_{-S}\right) \times\right. \\
&\left.\times \mathbb{E}_{\nu}\left(e^{-\int_{-S}^{S} V\left(x_{s}\right) d s} F(x) \mid \mathcal{F}_{\{-S, S\}}\right)\left(e^{-(T-S) H} g\right)\left(x_{S}\right)\right) \xrightarrow{T \rightarrow \infty} \\
& \xrightarrow{T \rightarrow \infty} \frac{1}{\left\langle\psi_{0}, g\right\rangle_{L^{2}\left(\nu_{0}\right)}^{2}} \mathbb{E}_{\nu}\left(\left\langle\psi_{0}, g\right\rangle_{L^{2}\left(\nu_{0}\right)}^{2} \psi_{0}\left(x_{-S}\right) e^{-\int_{-S}^{S} V\left(x_{s}\right) d s} F(x) \psi_{0}\left(x_{S}\right)\right) e^{2 S E_{0}}= \\
&= \mathbb{E}_{\nu}\left(\psi_{0}\left(x_{-S}\right) e^{-\int_{-S}^{S}\left(V\left(x_{s}\right)-E_{0}\right) d s} F(x) \psi_{0}\left(x_{S}\right)\right)=\mathbb{E}_{\nu_{\infty}}(F) .
\end{aligned}
$$

Corollary 2.2.4 With the assumptions and notations of Theorem 2.2.3, $\nu_{\infty}$ is an infinite volume Gibbs measure for the potential $V$.

Proof: By Remark 2.1.8, each $\nu_{T}$ is a finite volume Gibbs measure to the volume $T$. By Proposition 2.1.12, we only need to check local absolute continuity, i.e. (i) from Definition 2.1.6. By (2.19), for $F \in \mathcal{F}_{S}$ we have

$$
\mathbb{E}_{\nu_{\infty}}(F)=\mathbb{E}_{\nu}\left(\psi_{0}\left(x_{-S}\right) e^{-\int_{-S}^{S}\left(V\left(x_{s}\right)-E_{0}\right) d s} F(x) \psi_{0}\left(x_{S}\right)\right) .
$$

This shows $\left.\left.\nu_{\infty}\right|_{\mathcal{F}_{S}} \ll \nu\right|_{\mathcal{F}_{S}}$, which implies $\left.\left.\nu_{\infty}\right|_{\mathcal{F}_{\{-S, S\}}} \ll \nu\right|_{\mathcal{F}_{\{-S, S\}}}$.
The immediate consequence for the measures $\mathcal{N}_{T}$ and $\mathcal{P}_{T}$ from 2.1.9 is
Corollary 2.2.5 Assume that the Hamiltonian H of Nelson's model has a (unique, positive) ground state $\Psi$ in $L^{2}\left(\mathrm{P}_{0}\right)$ with $H \Psi=E_{0} \Psi$. Then the infinite volume Gibbs measure $\mathcal{P}$ to the reference measure $\mathcal{P}_{0}$ and potential $(q, \phi) \mapsto \phi\left(\varrho_{q}\right)$ exists and is the measure on $C\left(\mathbb{R}, \mathbb{R}^{d} \times \Phi\right)$ uniquely determined by

$$
\int F(q, \phi) d \mathcal{P}(q, \phi)=\int \Psi\left(q_{-S}, \phi_{-S}\right) e^{-\int_{-S}^{S}\left(\phi_{s}\left(\varrho_{q(s)}\right)-E_{0}\right) d s} F(q, \phi) \Psi\left(q_{S}, \phi_{S}\right) d \mathcal{P}_{0}(q, \phi)
$$

for each $\mathcal{F}_{S}$-measurable, bounded $F$. Moreover, in this case the local limit of the measures $\mathcal{N}_{T}$ exists, hence there exists an infinite volume Gibbs measure to the reference measure $\mathcal{N}_{0}$, the pair potential $W$ and the state space $\mathbb{R}^{d}$. This measure will be denoted by $\mathcal{N}$. We have

$$
\int f d \mathcal{N}=\int f \otimes 1 d \mathcal{P}
$$

for all $f \in L^{1}(\mathcal{N})$.
This Corollary is basically all we will need from this section in Chapter 3. It also shows a first example where we are able to prove existence of a Gibbs measure with a nonzero pair potential. More general results on this situation are contained in the next section. We caution the reader that, althogh $\mathcal{P}$ is uniquely determined by the formula given in the above Corollary, it is not necessarily the one and only Gibbs measure for the given potential. The question of uniqueness in this case is open.

We now investigate uniqueness of the infinite volume Gibbs measure in a restricted set-up. For the rest of this section, which is taken mainly from [5], we let $X=\mathbb{R}^{d}, \nu=\mathcal{W}$, and use $\mathcal{W}^{T, \bar{x}}$ as defined in (2.4). For a shorter notation, we will also write $\Omega=C\left(\mathbb{R}, \mathbb{R}^{d}\right)$. For $\bar{x} \in \Omega$, denote by $\nu_{T}^{\bar{x}}$ the finite volume Gibbs measure to the volume $T$ with sharp boundary condition $\bar{x}$, i.e. the probability measure on $\Omega$ with

$$
\mathbb{E}_{\nu_{\overline{\widetilde{x}}}}(f)=\frac{1}{Z_{T}^{\bar{x}}} \int e^{-\int_{-T}^{T} V\left(x_{s}\right) d s} f(x) d \mathcal{W}^{T, \bar{x}}(x),
$$

where

$$
Z_{T}^{\bar{x}}=\int e^{-\int_{-T}^{T} V\left(x_{s}\right) d s} d \mathcal{W}^{T, \bar{x}}(x)
$$

In this setting, the stationary Gibbs measure from Corollary 2.2.4 is the $P(\phi)_{1^{-}}$ process to the Schrödinger operator $H=H_{0}+V$ from Appendix A.2. As mentioned there, we always add a constant to $V$ in order to achieve inf $\operatorname{spec}\left(H_{0}+V\right)=0$ in this context. Thanks to the normalizing constant, this does not change our finite volume Gibbs measures.

The following example shows that uniqueness of the Gibbs measure can not be expected to hold in general. A similar example in the lattice context has been given in [2].
2.2.6 Example: Let $d=1$ and $V=\frac{1}{2}\left(x^{2}-1\right)$. Then the ground state of $H=$ $-\frac{1}{2} \frac{d^{2}}{d x^{2}}+V$ is $\psi_{0}(x)=\pi^{-1 / 4} e^{-x^{2} / 2}$, and the one-dimensional Ornstein-Uhlenbeck process is the stationary infinite volume Gibbs measure. However, it is not the only Gibbs measure. Denote by $K_{t}$ the integral kernel of $e^{-t H}$. By Mehler's formula,

$$
\begin{equation*}
K_{t}(\xi, \eta)=\frac{1}{\sqrt{\pi\left(1-e^{-2 t}\right)}} \exp \left(\frac{4 \xi \eta e^{-t}-\left(\xi^{2}+\eta^{2}\right)\left(1+e^{-2 t}\right)}{2\left(1-e^{-2 t}\right)}\right) \tag{2.20}
\end{equation*}
$$

Now fix $\alpha, \beta \in \mathbb{R}$ and define for $s, \xi \in \mathbb{R}$

$$
\begin{aligned}
\psi_{s}^{l}(\xi) & :=\pi^{-1 / 4} \exp \left(-\frac{1}{2}\left(\xi+\alpha e^{-s}\right)^{2}\right) \exp \left(\frac{\alpha e^{-s}}{2}\right)^{2} \\
\psi_{s}^{r}(\xi) & :=\pi^{-1 / 4} \exp \left(-\frac{1}{2}\left(\xi+\beta e^{+s}\right)^{2}\right) \exp \left(\frac{\beta e^{+s}}{2}\right)^{2}
\end{aligned}
$$

An explicit calculation using (2.20) shows that

$$
\begin{equation*}
e^{-t H} \psi_{s}^{l}=\psi_{s+t}^{l}, \quad e^{-t H} \psi_{s}^{r}=\psi_{s-t}^{r}, \quad \text { and } \quad\left\langle\psi_{s}^{l}, \psi_{s}^{r}\right\rangle=e^{\alpha \beta / 2} . \tag{2.21}
\end{equation*}
$$

Therefore for $F(x)=f_{1}\left(x_{t_{1}}\right) \cdots f_{n}\left(x_{t_{n}}\right)$, we have

$$
\begin{equation*}
\mathbb{E}_{\nu_{\alpha, \beta}}(F):=e^{-\alpha \beta / 2}\left\langle\psi_{t_{1}}^{l} f_{1}, e^{-\left(t_{2}-t_{1}\right) H} f_{2} \ldots e^{-\left(t_{n}-t_{n-1}\right) H} f_{n} \psi_{t_{n}}^{r}\right\rangle_{L^{2}} \tag{2.22}
\end{equation*}
$$

Equations (2.22) define a consistent family of probability measures, and hence they are the finite dimensional distributions of a probability measure $\nu_{\alpha, \beta}$ on $C(\mathbb{R}, \mathbb{R})$. With (2.21) we also see that the family

$$
d \nu_{\alpha, \beta, T}(x)=\frac{1}{Z_{T}} \psi_{-T}^{l}\left(x_{-T}\right) e^{-\int_{-T}^{T} V\left(x_{s}\right) d s} \psi_{T}^{r}\left(x_{T}\right)
$$

of finite volume Gibbs measures converges locally to $\nu_{\alpha, \beta}$. Thus for each $\alpha$ and each $\beta, \nu_{\alpha, \beta}$ is an infinite volume Gibbs measure for $V$. Certainly, none of these measures except the one for $\alpha=\beta=0$ is stationary, but they are still all Markov processes. To get a Gibbs measure that is not a Markov process, we can e.g. take a random variable $\omega$ taking value 1 and -1 both with probability $1 / 2$, and take the local limit of $\nu_{\omega, \omega, T}$. For this measure, $\mathbb{P}\left(\lim \sup _{t \rightarrow \infty} x_{t}=+\infty \mid \mathcal{F}_{\{0\}}\right)=1 / 2$ almost surely, while the behavior of a path at $t \rightarrow+\infty$ can be read off by its behavior at $t \rightarrow-\infty$, thus $\mathbb{P}\left(\lim \sup _{t \rightarrow \infty} x_{t}=+\infty \mid \mathcal{F}_{]-\infty, 0]}\right)$ is a random variable taking the values 0 and 1.

The Gibbs measures with $\alpha, \beta \neq 0$ from the previous example all have exponentially growing paths. We will now see that once we rule out measures with quickly growing paths from our considerations, we can show uniqueness. We start by giving a result that is connected with Proposition 2.1.12. There we saw that each $\bar{x}$ for which $\left(\nu_{T}^{x}\right)_{T>0}$ converges (at least along a subsequence) gives rise to an infinite volume Gibbs measure. Here we will see that if all the measures obtained like this are identical, then there is no other infinite volume Gibbs measure.

We say that a measure $\mu$ on $\Omega$ is supported on a measurable set $\Omega^{*} \subset \Omega$ if $\mu\left(\Omega^{*}\right)=1$.

Lemma 2.2.7 Let $\Omega^{*} \subset \Omega$ be measurable and let $\nu_{\infty}$ be an infinite volume Gibbs measure for the potential $V$ supported on $\Omega^{*}$. If $\nu_{N}^{\bar{x}} \rightarrow \nu_{\infty}$ as $\mathbb{N} \ni N \rightarrow \infty$ locally for each $\bar{x} \in \Omega^{*}$, then $\nu_{\infty}$ is the only infinite volume Gibbs measure for $V$ supported on $\Omega^{*}$.

Proof: Let $\tilde{\nu}$ be any infinite volume Gibbs measure supported by $\Omega^{*}$. For each $A \in \mathcal{F}_{S}(S>0), \bar{x} \mapsto \tilde{\nu}\left(A \mid \mathcal{T}_{N}\right)(\bar{x})$ is a backward martingale in $N$, thus convergent almost everywhere to $\tilde{\nu}(A \mid \mathcal{T})(\bar{x})$. By the DLR equations (2.13), $\tilde{\nu}\left(A \mid \mathcal{T}_{N}\right)(\bar{x})=$ $\nu_{N}^{\bar{x}}(A) \tilde{\nu}$-almost surely, and thus for $\tilde{\nu}$-almost every $\bar{x} \in \Omega^{*}$, we find

$$
\tilde{\nu}(A \mid \mathcal{T})(\bar{x})=\lim _{N \rightarrow \infty} \tilde{\nu}\left(A \mid \mathcal{T}_{N}\right)(\bar{x})=\lim _{N \rightarrow \infty} \nu_{N}^{\bar{x}}(A)=\nu_{\infty}(A)
$$

Here we put $\mathcal{T}=\bigcap_{n \in \mathbb{N}} \mathcal{T}_{n}$. Taking $\tilde{\nu}$-expectations on both sides of the above equation shows $\tilde{\nu}(A)=\nu_{\infty}(A)$. Since this is true for each $A \in \mathcal{F}_{S}$ and each $S>0$, $\tilde{\nu}=\nu_{\infty}$.

Arguments of this kind are quite standard in the theory of Gibbs measures. See Theorem 7.12 of [18] for a related result.

Our uniqueness theorem now reads
Theorem 2.2.8 Assume (V1), (V2), (V3) and (V4). Recall that $\gamma$ is the spectral gap of the Schrödinger operator $H=H_{0}+V$ with ground state $\psi_{0}$. Define

$$
\begin{equation*}
\Omega^{*}:=\left\{x \in \Omega: \lim _{\mathbb{N} \ni N \rightarrow \infty} \frac{e^{-\gamma N}}{\psi_{0}(x( \pm N))}=0\right\} . \tag{2.23}
\end{equation*}
$$

Then the unique Gibbs measure for $V$ supported by $\Omega^{*}$ is the $P(\phi)_{1}$-measure $\mu$ corresponding to $V$.

Proof: Pick $\bar{x} \in \Omega^{*}$. In order to apply Lemma 2.2 .7 we have to show

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \nu_{N}^{\bar{x}}(A)=\mu(A) \tag{2.24}
\end{equation*}
$$

for each $\mathcal{F}_{S}$-measurable set $A \subset \Omega$, and since we already know the limit is a probability measure and $\mathcal{W}$ is $\sigma$-finite, it will be sufficient to show (2.24) for $A$ with
$\mathcal{W}(A)<\infty$. To do so, first note that by the Markov property of Brownian motion, for $N>S$ we have
$\nu_{N}^{\bar{x}}(A)=\frac{1}{Z_{N}(\bar{x})} \iint K_{N-S}\left(\bar{x}_{-N}, \xi\right) \int e^{-\int_{-S}^{S} V\left(x_{s}\right) d s} 1_{A}(x) d \mathcal{W}_{[-S, S]}^{\xi, \eta}(x) K_{N-S}\left(\eta, \bar{x}_{N}\right) d \xi d \eta$,

Here,

$$
K_{t}(\xi, \eta)=\int e^{-\int_{0}^{t} V(x(s)) d s} d \mathcal{W}_{[0, t]}^{\xi, \eta}(x)
$$

is the integral kernel of $e^{-t H}$ by the virtue of the Feynman-Kac formula, and $\mathcal{W}_{[a, b]}^{\xi, \eta}$ is conditional Wiener measure starting in $\xi$ at time $a$ and ending in $\eta$ at time $b$, cf. (2.4). Since $Z_{N}(\bar{x})=K_{2 N}\left(\bar{x}_{-N}, \bar{x}_{N}\right)$, and since $\int \exp \left(-\int_{-S}^{S} V\left(x_{s}\right) d s\right) 1_{A}(x) d \mathcal{W}_{[-S, S]}^{\xi, \eta}$ is an integrable function on $\mathbb{R}^{2 d}$, it will be sufficient if we show that

$$
\begin{equation*}
\frac{K_{N-S}\left(\bar{x}_{-N}, \xi\right) K_{N-S}\left(\eta, \bar{x}_{N}\right)}{K_{2 N}\left(\bar{x}_{-N}, \bar{x}_{N}\right)} \stackrel{N \rightarrow \infty}{\longrightarrow} \psi_{0}(\xi) \psi_{0}(\eta) \tag{2.26}
\end{equation*}
$$

uniformly in $\xi, \eta \in \mathbb{R}^{d}$.
Let $P_{\psi_{0}}: L^{2}\left(\mathbb{R}^{d}\right) \rightarrow L^{2}\left(\mathbb{R}^{d}\right)$ be the projection onto the one-dimensional subspace spanned by $\psi_{0}$, and put

$$
L_{t}:=e^{-t H}-P_{\psi_{0}} .
$$

$L_{t}$ is an integral operator with kernel $\tilde{K}_{t}(\xi, \eta)=K_{t}(\xi, \eta)-\psi_{0}(\xi) \psi_{0}(\eta)$. By the assumption $\gamma>0$ we have

$$
\begin{equation*}
\left\|L_{t}\right\|_{2,2}=e^{-\gamma t} \tag{2.27}
\end{equation*}
$$

Here and below $\|\cdot\|_{p, q}$ denotes the norm of an operator from $L^{p}$ to $L^{q}$. For estimating $\tilde{K}_{t}$ note that

$$
\sup _{\xi, \eta \in \mathbb{R}^{d}}\left|\tilde{K}_{t}(\xi, \eta)\right|=\sup _{f \in L^{1},\|f\|_{L^{1}}=1}\left\|\int \tilde{K}_{t}(\xi, \eta) f(\eta) d \eta\right\|_{\infty}=\left\|L_{t}\right\|_{1, \infty} .
$$

Since $e^{-t H} P_{\psi_{0}}=P_{\psi_{0}} e^{-t H}=P_{\psi_{0}}$, for all $t>2$ we have

$$
\left\|L_{t}\right\|_{1, \infty}=\left\|e^{-H}\left(e^{-(t-2) H}-P_{\psi_{0}}\right) e^{-H}\right\|_{1, \infty} \leq\left\|e^{-H}\right\|_{2, \infty}\left\|L_{t-2}\right\|_{2,2}\left\|e^{-H}\right\|_{1,2}
$$

By (S1) from Appendix A.2, both $\left\|e^{-H}\right\|_{2, \infty}$ and $\left\|e^{-H}\right\|_{1,2}$ are finite. It thus follows that for every $(N-S) \geq 2$,

$$
\begin{equation*}
\left|K_{N-S}(\xi, \eta)-\psi_{0}(\xi) \psi_{0}(\eta)\right| \leq C_{S} e^{-\gamma N} \tag{2.28}
\end{equation*}
$$

where $C_{S}=\left\|e^{-H}\right\|_{2, \infty}\left\|e^{-H}\right\|_{1,2} e^{\gamma(2+S)}$ is independent of $x, y$ and $N$. Writing

$$
Q_{N}(\xi, \eta)=\frac{K_{N}(\xi, \eta)}{\psi_{0}(\xi) \psi_{0}(\eta)}
$$

we have

$$
\left|\frac{K_{N-S}\left(\bar{x}_{-N}, \xi\right) K_{N-S}\left(\eta, \bar{x}_{N}\right)}{K_{2 N}\left(\bar{x}_{-N}, \bar{x}_{N}\right)}-\psi_{0}(\xi) \psi_{0}(\eta)\right|=\psi_{0}(\xi) \psi_{0}(\eta)\left|\frac{Q_{N-S}\left(\bar{x}_{-N}, \xi\right) Q_{N-S}\left(\eta, \bar{x}_{N}\right)}{Q_{2 N}\left(\bar{x}_{-N}, \bar{x}_{N}\right)}-1\right| .
$$

(2.28) now just states that $\left|Q_{N-S}(\xi, \eta)-1\right| \leq C_{S} e^{-\gamma N} /\left(\psi_{0}(\xi) \psi_{0}(\eta)\right)$, and thus for all $\bar{x} \in \Omega^{*}$, we find

$$
\begin{array}{rll}
\left|Q_{N-S}\left(\bar{x}_{-N}, \xi\right)-1\right| \psi_{0}(\xi) & \leq C_{S} e^{-\gamma N} / \psi_{0}\left(\bar{x}_{N}\right) \rightarrow 0 \\
\left|Q_{N-S}\left(\eta, \bar{x}_{N}\right)-1\right| \psi_{0}(\eta) & \leq C_{S} e^{-\gamma N} / \psi_{0}\left(\bar{x}_{-N}\right) \rightarrow 0, & \text { and } \\
\left|Q_{2 N}\left(\bar{x}_{-N}, \bar{x}_{N}\right)-1\right| & \leq e^{-2 \gamma N} /\left(\psi_{0}\left(\bar{x}_{-N}\right) \psi_{0}\left(\bar{x}_{N}\right)\right) \rightarrow 0 &
\end{array}
$$

as $N \rightarrow \infty$, proving (2.26). It remains to show that the $P(\phi)_{1}$-measure is actually supported on $\Omega^{*}$. By time reversibility of $\mu$, it will be enough to show

$$
\begin{equation*}
\mu\left(\limsup _{N \rightarrow \infty} \frac{e^{-\gamma N}}{\psi_{0}\left(x_{N}\right)}>q\right)=0 \tag{2.29}
\end{equation*}
$$

for each $q>0$. To prove (2.29), note that by the stationarity of $\mu$,

$$
\begin{aligned}
\mu\left(\frac{e^{-\gamma N}}{\psi_{0}\left(x_{N}\right)} \geq q\right) & =\mu\left(\psi_{0}\left(x_{0}\right) \leq \frac{\exp (-\gamma N)}{q}\right)= \\
& =\int 1_{\left\{\psi_{0} \leq \exp (-\gamma N) / q\right\}} \psi_{0}^{2} d \xi \leq \\
& \leq \frac{\exp (-\gamma N)}{q}\left\|\psi_{0}\right\|_{L^{1}} \cdot
\end{aligned}
$$

The right hand side of the last expression is summable in $N$ for each $q$, and so the Borel-Cantelli lemma proves (2.29), finishing the proof.

Of course we are interested in how large the set $\Omega^{*}$ from the above theorem actually is. The size of $\Omega^{*}$ depends on the decay of $\psi_{0}$ at infinity, which in many cases can be read off the growth of $V$ at infinity. One of the strongest results in this direction is due to R. Carmona [10] and requires some mild additional restrictions on $V$.

Definition 2.2.9 $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is in the Carmona class if there exists a breakup $V=V_{1}-V_{2}$, such that
$V_{1} \in L_{\mathrm{loc}}^{d / 2+\varepsilon}$ for some $\varepsilon>0$, and $V_{1}$ is bounded below, $V_{2} \in L^{p}$ for some $p>\max \{1, d / 2\}$, and $V_{2} \geq 0$.

Theorem 2.2.10 [10] Assume that $V$ is from the Carmona class and that $H$ has a ground state $\psi_{0}$.
a) If there exist $m>0, C>0$ such that $V(x) \geq C|x|^{2 m}$, then there exist $D>$ $0, \delta>0$ with

$$
\left|\psi_{0}(x)\right| \leq D \exp \left(-\delta|x|^{m+1}\right) \quad \forall x \in \mathbb{R}^{d} .
$$

b) If there exist $m>0, C>0$ such that $V(x) \leq C|x|^{2 m}$, then there exist $D>$ $0, \delta>0$ with

$$
\left|\psi_{0}(x)\right| \geq D \exp \left(-\delta|x|^{m+1}\right) \quad \forall x \in \mathbb{R}^{d}
$$

c) If $\liminf _{|x| \rightarrow \infty} V(x)>0=E_{0}$, then there exist $D>0, \delta>0$ with

$$
\left|\psi_{0}(x)\right| \leq D \exp (-\delta|x|) \quad \forall x \in \mathbb{R}^{d}
$$

As an example for the application of this theorem, consider a potential $V$ growing at infinity like $|x|^{2 m}, m>0$. The ground state $\psi_{0}$ of the corresponding Schrödinger operator can then be estimated as

$$
C e^{-a|x|^{m+1}} \leq \psi_{0}(x) \leq D e^{-b|x|^{m+1}}
$$

with suitable constants $C, D, a, b$, and consequently in this case $\Omega^{*}$ consists of functions that grow at most like $T^{1 /(m+1)}$ at infinity. Hence $\Omega^{*}$ becomes smaller for more confining potentials. This is quite the opposite of what one would expect to be true since intuitively a more confining potential brings a path back to the origin more quickly and should therefore allow more rapidly growing boundary conditions. In fact, by using completely different methods than ours, [25] shows uniqueness on the set $\left\{\omega \in \Omega: \lim _{|T| \rightarrow \infty} \omega(T) e^{-a|T|}=0 \forall a>0\right\}$ under the restriction that $x \mapsto V(x)-\kappa|x|^{2}$ is convex for some $\kappa>0$. This is much closer to what we would expect to be true, but the restriction on the potentials is severe. The reason why our subset of uniqueness is relatively small and even shrinks for more confining potentials is that in the proof of Theorem 2.2.8, we used the rather crude estimate $K_{2 T}(\bar{x}(-T), \bar{x}(T))=\psi_{0}(\bar{x}(-T)) \psi_{0}(\bar{x}(T))+O\left(e^{-2 \gamma T}\right)$ in the denominator, and hence a fast decay of $\psi_{0}$ had to be compensated by a slow growth of $\bar{x}$. However, from the point of view of Gibbs measures, $\Omega^{*}$ is already large enough since it carries full $P(\phi)_{1}$-measure.

### 2.3 Infinite volume Gibbs measures the non-Markovian case

We now investigate existence of an infinite volume Gibbs measure in case $W \neq 0$. In this case, the Gibbs measure will not be a Markov process, and the powerful
spectral theory we used in the previous section is no longer available. The contents of this section are taken from [3].

Several authors have by now studied the problem. All of them assume (2.10) in some form, but also need additional restrictions on $V$ and $W$. In [38], the first mathematical account on the subject, correlation inequalities are used, and consequently the potentials $V$ and $W$ have to fulfill certain convexity assumptions. In [29], a cluster expansion method is applied, requiring a small parameter (coupling constant) in front of $W$ as well as a $V$ that is growing faster than quadratically at infinity. Recently, [21] used an integration by parts formula. His restrictions on $W$ are weak, but strong assumptions on the asymptotic behavior of $V$ are needed. In particular, $V$ has to grow at least quadratically at infinity.

Our method relies on a compactness argument, using the strong Markov property of the reference measure and a stopping time estimate. The main advantage over the existing approaches is that our restrictions on $V$ are weak: only (V1), (V2) and (V3) from 2.2.1 are needed. This covers all cases from [38, 29, 21], and in addition allows for $V$ 's which do not grow at infinity. For the pair potential $W$, we need (uniform) integrability conditions that are stronger than the integrability conditions imposed in [38], [29] or [21]. On the other hand, we neither need the convexity assumed in [38], nor the small parameter of [29], nor the differentiability needed in [21].

All existing works treating the case $W \neq 0$ only consider a finite dimensional state space, i.e. take $X=\mathbb{R}^{d}$, and so do we. We will take Wiener measure $\mathcal{W}$ as a reference measure, but will use (V2) to get rid of the single site potential $V$, at the same time replacing $\mathcal{W}$ by a $P(\phi)_{1}$-process. To be precise, let us write $\mu_{0}$ for the measure of the $P(\phi)_{1}$-process arising from the Schrödinger operator $H=-\frac{1}{2} \Delta+V$. Then in analogy to (2.12), the Feynman-Kac formula implies

$$
\begin{align*}
& \int \psi_{0}\left(x_{-T}\right) f(x) e^{-\int_{-T}^{T} V\left(x_{s}\right) d s} e^{-\int_{-T}^{T} d s \int_{-T}^{T} d t W\left(x_{s}, x_{t},|t-s|\right)} \psi_{0}\left(x_{T}\right) d \mathcal{W}(x)= \\
& =\int f(x) e^{-\int_{-T}^{T} d s \int_{-T}^{T} d t W\left(x_{s}, x_{t},|t-s|\right)} d \mu_{0}(x) \tag{2.30}
\end{align*}
$$

for each $\mathcal{F}_{T}$-measurable, $\mu_{0}$-integrable function $f$. According to Remark 2.1.8, both sides of (2.30) display integration of $f$ with respect to a finite volume Gibbs measure. On the left hand side, it is the one with boundary condition $\psi_{0}$, potentials $V$ and $W$ and reference measure $\mathcal{W}$, while on the right hand side, we have no boundary condition, no single site potential and reference measure $\mu_{0}$.

We are only going to prove existence, not uniqueness, of the infinite volume Gibbs measure. For this purpose we will employ Proposition 2.1.12 and thus are looking for a local limit of any sequence of finite volume Gibbs measures. Choosing the ones with boundary condition $\psi_{0}$ like we do on the left hand side of (2.30), we may (and will) as well treat the right hand side of (2.30) instead.

Thus from now on we assume:
(i): The reference measure is the measure $\mu_{0}$ of a $P(\phi)_{1}$-process arising from the Schrödinger operator $H=-\frac{1}{2} \Delta+V$, where $V$ fulfills (V1) and (V2).
(ii): The single site potential (relative to $\mu_{0}$ ) is equal to zero. We will continue to refer to (V1)-(V3), but this will mean the potential in the Schrödinger operator from now on.

Taking (ii) into account, (2.8) reads

$$
\begin{equation*}
\mathcal{H}_{\Lambda}(x)=\iint_{\Lambda} W\left(x_{t}, x_{s},|t-s|\right) d s d t \quad\left(x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)\right) \tag{2.31}
\end{equation*}
$$

with $\Lambda \subset \mathbb{R}^{2}$, and the finite volume Gibbs measures we consider are

$$
\begin{equation*}
d \mu_{T}(x)=\frac{1}{Z_{T}} e^{-\mathcal{H}_{T}(x)} d \mu_{0}(x), \tag{2.32}
\end{equation*}
$$

where $Z_{T}=\int \exp \left(-\mathcal{H}_{T}(x)\right) d \mu_{0}(x)$ as usual.
In order to state our assumptions on $W$, we need the following
Definition 2.3.1 Let $C^{(0)}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ denote the space of functions which are continuous with the possible exception of the point 0 but have left and right hand side limits there. For $\tau>0$ we define the map

$$
\theta_{\tau}^{(0)}: C\left(\mathbb{R}, \mathbb{R}^{d}\right) \rightarrow C^{(0)}\left(\mathbb{R}, \mathbb{R}^{d}\right), \quad\left(\theta_{\tau}^{(0)} x\right)_{t}= \begin{cases}x_{t+\tau} & \text { if } t \geq 0,  \tag{2.33}\\ x_{t-\tau} & \text { if } t<0\end{cases}
$$

### 2.3.2 Assumptions on $W$ :

(W1): $W$ is admissible in the sense of Definition 2.1.4.
(W2): Define

$$
\begin{equation*}
\alpha=\liminf _{|x| \rightarrow \infty} V(x)-E_{0} \leq \infty, \tag{2.34}
\end{equation*}
$$

where $E_{0}=\inf \operatorname{spec} H$. We assume that there exist $D \geq 0$ and $0 \leq C<\alpha$ such that

$$
\begin{equation*}
-\mathcal{H}_{T}(x) \leq-\mathcal{H}_{T}\left(\theta_{\tau}^{(0)} x\right)+C \tau+D \tag{2.35}
\end{equation*}
$$

for all $T, \tau>0$ and all $x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$.

### 2.3.3 Remarks:

a) An immediate consequence of (W1) is

$$
\begin{equation*}
\left|\mathcal{H}_{\mathbb{R} \times[-S, S]}(x)\right| \leq 2 C_{\infty} S, \quad \text { and } \quad\left|\mathcal{H}_{[-S, S] \times \mathbb{R}}(x)\right| \leq 2 C_{\infty} S . \tag{2.36}
\end{equation*}
$$

(2.36) will be used frequently below.
b) In contrast to (2.36), the quantity

$$
\begin{equation*}
I=2 \sup _{x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)}\left|\int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(x_{t}, x_{s},|t-s|\right)\right| \tag{2.37}
\end{equation*}
$$

is not controlled by (W1) (and also not by (W2)). I is the interaction energy between the left and right half line. According to the folklore, $I<\infty$ is a sufficient condition for uniqueness of the infinite volume Gibbs measure. Such a strong result is not available at present, but [38] and [29] have some results about uniqueness, and [38] gives an example where uniqueness fails when (2.37) is not finite.
c) In the context of Nelson's model, i.e. with

$$
W(x, y, t)=-\frac{1}{2} \int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} e^{i k(x-y)} e^{-\omega(k)|t|} d k
$$

$I$ is closely connected with infrared divergence, cf. 1.5.15. Indeed, in this case

$$
I=\int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)^{3}} d k=\left\||B|^{2} \varrho\right\|_{K}^{2}
$$

which is finite if and only if the infrared cutoff is made. One important feature of our method below is that it also works in cases where $I=\infty$.
d) (W2) looks a little mysterious at first, but the proof of Theorem 2.3.7 will show how it comes about naturally. To see when (W2) is fulfilled, note that by (2.7),

$$
\begin{aligned}
-\int_{0}^{T} d s \int_{0}^{T} d t W\left(x_{t}, x_{s},|t-s|\right) & \leq 4 C_{\infty} \tau-\int_{\tau}^{T+\tau} d s \int_{\tau}^{T+\tau} d t W\left(x_{t}, x_{s},|t-s|\right)= \\
& =4 C_{\infty} \tau-\int_{0}^{T} d s \int_{0}^{T} d t W\left(x_{t+\tau}, x_{s+\tau},|t-s|\right)
\end{aligned}
$$

and similarly for the region $[-T, 0]^{2}$. Thus, if we suppose

$$
\tilde{I}=\sup _{x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)} \int_{-\infty}^{0} d s \int_{0}^{\infty} d t\left|W\left(x_{t}, x_{s},|t-s|\right)\right|<\infty
$$

then $8 C_{\infty}<\alpha$ is a sufficient condition for (W2). In case $\tilde{I}=\infty$, it is not hard to see that if there exist $L, M>0$ with

$$
\begin{equation*}
\int_{-T}^{0} d s \int_{0}^{T} d t\left(W\left(x_{s}, x_{t},|s-t|+2 \tau\right)-W\left(x_{s}, x_{t},|s-t|\right)\right) \leq L \tau+M \tag{2.38}
\end{equation*}
$$

uniformly in $x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ and $T>0$, then $16 C_{\infty}+2 L<\alpha$ is a sufficient condition for (W2). (2.38) can be checked directly for many choices of $W$, and is in particular true in the case of Nelson's model without infrared cutoff. This is seen from the estimate

$$
\begin{aligned}
& \left|\int_{-T}^{0} d s \int_{0}^{T} d t\left(W\left(x_{s}, x_{t},|s-t|+2 \tau\right)-W\left(x_{s}, x_{t},|s-t|\right)\right)\right| \leq \\
& \quad \leq \int_{-T}^{0} d s \int_{0}^{T} d t \int d k \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} e^{-\omega(k)|t-s|}\left(1-e^{-2 \omega(k) \tau}\right) \leq \\
& \quad \leq \int_{-T}^{0} d s \int_{0}^{T} d t \int d k \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} e^{-\omega(k)|t-s|}|2 \omega(k) \tau|=\tau \int \frac{|\hat{\varrho}(k)|^{2}}{\omega(k)^{2}} d k .
\end{aligned}
$$

On the other hand, for

$$
W(x, y,|t|)= \begin{cases}-\frac{1}{|t|^{2}+1} & \text { if }|x-y| \leq 2 t \\ 0 & \text { otherwise }\end{cases}
$$

$(x, y \in \mathbb{R})$ together with the path $x_{t}=t$, we find that $\int_{-T}^{0} d s \int_{0}^{T} d t W\left(x_{s}, x_{t}, \mid t-\right.$ $s \mid)$ diverges as $T \rightarrow \infty$, but e.g. $\int_{-T}^{0} d s \int_{0}^{T} d t W\left(x_{s-1}, x_{t+1},|t-s|\right)=0$. Thus (W2) need not hold in general.

In order to show existence of an infinite volume Gibbs measure, due to Proposition 2.1.12 it will be sufficient to pick a sequence $\left(T_{n}\right)$ with $T_{n} \rightarrow \infty$ and to find a cluster point of the sequence $\left(\mu_{T_{n}}\right)_{n \in \mathbb{N}}$. To do so, we will use the following concept $\ldots$
Definition 2.3.4 A family $\left(\nu_{T}\right)$ of probability measures on $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ is said to be locally uniformly dominated if for each $S<\infty$ there exists a finite measure $\bar{\nu}_{S}$ on $\mathcal{F}_{S}$ with the property that for each $\varepsilon>0$, one can find $a \delta>0$ such that

$$
\bar{\nu}_{S}(A)<\delta \quad \text { implies } \quad \limsup _{T \rightarrow \infty} \nu_{T}(A)<\varepsilon \quad \text { for each } A \in \mathcal{F}_{S} .
$$

$\ldots$ and the following result:
Proposition 2.3.5 Every locally uniformly dominated family of probability measures on $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ has at least one cluster point, which itself is a probability measure on $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$.

Proof: Since $C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ is a standard Borel space (cf. [18] for the notion), Proposition (4.9) of [18] and the comment thereafter imply the claim.

We thus have to show local uniform domination of the family $\left(\mu_{T}\right)$. A first step is

Proposition 2.3.6 Define $\left(\mu_{T}\right)_{T>0}$ as in (2.32), and assume (V1), (V2) and (W1). Further suppose that
$(U):$ For each $S>0$ and each $\varepsilon>0$, there exists $R>0$ with

$$
\mu_{T}\left(\left|x_{s}\right|>R\right)<\varepsilon \quad \text { uniformly in }|s|<S \text { and } T>0 .
$$

Then $\left(\mu_{T}\right)$ is locally uniformly dominated by the restrictions of $\mu_{0}$ to the $\sigma$-fields $\mathcal{F}_{S}$.
Proof: Fix $S>0$ and $\varepsilon>0$. Using (U), choose $R>0$ so large that $\mu_{T}\left(\left|x_{s}\right|>R\right)<$ $\varepsilon / 8$ uniformly in $|s|<S+1$ and $T>0$. Then with

$$
B=\left\{x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right):\left|x_{-S-1}\right|<R,\left|x_{-S}\right|<R,\left|x_{S}\right|<R,\left|x_{S+1}\right|<R\right\}
$$

we have $\mu_{T}\left(B^{c}\right)<\varepsilon / 2$ uniformly in $T$. Now for arbitrary $A \in \mathcal{F}_{S}$,

$$
\begin{equation*}
\mu_{T}(A)=\mu_{T}\left(A \cap B^{c}\right)+\mu_{T}(A \cap B) \leq \varepsilon / 2+\mu_{T}\left(\mu_{T}\left(A \cap B \mid \mathcal{T}_{S+1}\right)\right) \tag{2.39}
\end{equation*}
$$

We are only interested in the $\lim \sup$ as $T \rightarrow \infty$, so let $T>S+1$. Then the fact that $\mu_{T}$ is a finite volume Gibbs measure gives

$$
\begin{aligned}
\mu_{T}\left(A \cap B \mid \mathcal{T}_{S+1}\right)(\bar{x}) & =\frac{1}{Z_{T}^{S}(\bar{x})} \int e^{-\mathcal{H}_{\Lambda(S+1, T)}(x)} 1_{A \cap B}(x) d \mu_{0}^{S+1, \bar{x}}(x) \leq \\
& \leq e^{8 C_{\infty}(S+1)} \int 1_{A \cap B}(x) d \mu_{0}^{S+1, \bar{x}}(x) .
\end{aligned}
$$

Moreover, by the special choice of $B$, an expression similar to (2.25) and the fact that $K_{t}(\xi, \eta)$ (using the notation as in (2.25)) and $\psi_{0}(\xi)$ are both bounded and bounded away from zero on the compact set $\left\{(\xi, \eta) \in \mathbb{R}^{2 d}:|\xi|<R,|\eta|<R\right\}$, we get

$$
\sup _{\bar{x} \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)} \int 1_{A \cap B}(x) d \mu_{0}^{S+1, \bar{x}}(x) \leq M \mu_{0}(A)
$$

for some $M>0$. Inserted in (2.39), this gives

$$
\mu_{T}(A) \leq \varepsilon / 2+M e^{8 C_{\infty}(S+1)} \mu_{0}(A) \quad \text { for each } A \in \mathcal{F}_{S}
$$

and now local uniform domination follows by choosing $\delta<\varepsilon e^{-8 C_{\infty}(S+1)} / 2 M$.
It remains to prove $(\mathrm{U})$, which turns out to require most of the work.

Theorem 2.3.7 Assume (V1), (V2), (V3), (W1) and (W2). Then $\left(\mu_{T}\right)_{T>0}$ fulfills ( $U$ ).

Proof: Since by (2.36) and the stationarity of $\mu_{0}$ we have

$$
e^{-8|t| C_{\infty}} \int f\left(x_{t}\right) d \mu_{T}(x) \leq \int f\left(x_{0}\right) d \mu_{T}(x) \leq e^{8|t| C_{\infty}} \int f\left(x_{t}\right) d \mu_{T}(x)
$$

for all $t \in \mathbb{R}, T>0$ and $f \in L^{\infty}\left(\mathbb{R}^{d}\right)$, it will be sufficient to prove the claim for $t=0$. We do so in several steps.
Step 1: Let $\mathbb{E}_{\mu_{0}}\left(f \mid x_{0}=y\right)$ denote expectation with respect to the measure $\mu_{0}$ conditional on $x_{0}=y$. Since $x \mapsto x_{0}$ has distribution $\psi_{0}^{2} d x$, we have

$$
\begin{equation*}
\mu_{T}\left(\left|x_{0}\right|>R\right)=\frac{1}{Z_{T}} \int_{|y|>R} \psi_{0}^{2}(y) \mathbb{E}_{\mu_{0}}\left(e^{-\mathcal{H}_{T}} \mid x_{0}=y\right) d y \tag{2.40}
\end{equation*}
$$

In the next few steps, we will show that there exists $K>0$ and $r>0$ such that for all $T>0$ and all $y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\mathbb{E}_{\mu_{0}}\left(e^{-\mathcal{H}_{T}} \mid x_{0}=y\right) \leq \frac{K}{\psi_{0}(y)} \inf _{|z| \leq r} \mathbb{E}_{\mu_{0}}\left(e^{-\mathcal{H}_{T}} \mid x_{0}=z\right) \tag{2.41}
\end{equation*}
$$

Once we will have established (2.41), we can plug it into (2.40). Since moreover

$$
\frac{1}{Z_{T}} \inf _{|z| \leq r} \mathbb{E}_{\mu_{0}}\left(e^{-\mathcal{H}_{T}} \mid x_{0}=z\right) \leq\left(\int_{|z|<r} \psi_{0}^{2}(z) d z\right)^{-1} \mu_{T}\left(\left|x_{0}\right| \leq r\right) \leq \tilde{K}
$$

by an expression analogous to (2.40), we get

$$
\begin{equation*}
\mu_{T}\left(\left|x_{0}\right|>R\right) \leq K \tilde{K} \int_{|y|>R} \psi_{0}(y) d y \tag{2.42}
\end{equation*}
$$

The hypothesis $\psi_{0} \in L^{1}$ from (V3) will then conclude the proof.
Step 2: In order to prove (2.41), we change the probability space we work on. Consider

$$
\begin{equation*}
J: C^{(0)}\left(\mathbb{R}, \mathbb{R}^{d}\right) \rightarrow C\left(\left[0, \infty\left[, \mathbb{R}^{2 d}\right), \quad\left(x_{t}\right)_{t \in \mathbb{R}} \mapsto\left(x_{t}, x_{-t}\right)_{t \geq 0}\right.\right. \tag{2.43}
\end{equation*}
$$

with $C^{(0)}$ from Definition 2.3.1. $(J x)_{0} \in \mathbb{R}^{2 d}$ is defined via the left and right hand side limits of $x_{t}$ as $t \rightarrow 0$, and $J$ is a bijection after making some choice for the value of $x \in C^{(0)}\left(\mathbb{R}, \mathbb{R}^{d}\right)$ at the point 0 . We will write $\mathbf{x}=\left(x^{\prime}, x^{\prime \prime}\right)$ for the elements of $C\left(\left[0, \infty\left[, \mathbb{R}^{2 d}\right)\right.\right.$.
The image of $\mu_{0}\left(. \mid x_{0}=z\right)$ under $J$ can be described explicitly. For $\mathbf{z} \in \mathbb{R}^{2 d}$ denote by $\tilde{\mu}_{0}^{\mathrm{z}}$ the measure of the $\mathbb{R}^{2 d}$-valued $P(\phi)_{1}$-process with potential $\tilde{V}(x, y)=V(x)+$
$V(y)$, starting in z. Explicitly, if we write $\tilde{\mathcal{F}}_{T}$ for the $\sigma$-field over $C\left(\left[0, \infty\left[, \mathbb{R}^{2 d}\right)\right.\right.$ generated by point evaluations at points within $[0, T]$, then for every $\tilde{\mathcal{F}}_{T}$-measurable, bounded function $f$ we have

$$
\begin{equation*}
\int f(\mathbf{x}) d \tilde{\mu}_{0}^{\mathbf{z}}(\mathbf{x})=\frac{1}{\psi_{0}\left(z^{\prime}\right) \psi_{0}\left(z^{\prime \prime}\right)} \int e^{-\int_{0}^{T}\left(V\left(x_{s}^{\prime}\right)+V\left(x_{s}^{\prime \prime}\right)\right) d s} f(\mathbf{x}) \psi_{0}\left(x_{T}^{\prime}\right) \psi_{0}\left(x_{T}^{\prime \prime}\right) d \mathcal{W}^{\mathbf{z}}(\mathbf{x}) \tag{2.44}
\end{equation*}
$$

Here, $\mathcal{W}^{\mathbf{z}}$ denotes $2 d$-dimensional Wiener measure conditional on $\left\{\mathbf{x}_{0}=\mathbf{z}=\left(z^{\prime}, z^{\prime \prime}\right)\right\}$, i.e. Brownian motion starting in $\mathbf{z}$. The Markov property and time reversibility of Brownian motion together with the Feynman-Kac formula imply that for each $z \in \mathbb{R}^{d}, \tilde{\mu}_{0}^{(z, z)}$ is the image of $\mu_{0}\left(. \mid x_{0}=z\right)$ under $J$, i.e.

$$
\mathbb{E}_{\mu_{0}}\left(f \circ J \mid x_{0}=z\right)=\mathbb{E}_{\tilde{\mu}_{0}}^{(z, z)}(f)
$$

Here, $\mathbb{E}_{\tilde{\mu}_{0}}^{(z, z)}$ denotes expectation with respect to $\tilde{\mu}_{0}^{(z, z)}$.
Now it is easy to check that

$$
\begin{align*}
\tilde{\mathcal{H}}_{T}(\mathbf{x}) \equiv \mathcal{H}_{T} \circ J^{-1}(\mathbf{x})= & \int_{0}^{T} d s \int_{0}^{T} d t\left(W\left(x_{t}^{\prime}, x_{s}^{\prime},|s-t|\right)+W\left(x_{t}^{\prime \prime}, x_{s}^{\prime \prime},|s-t|\right)+\right. \\
& \left.+W\left(x_{t}^{\prime}, x_{s}^{\prime \prime},|s+t|\right)+W\left(x_{t}^{\prime \prime}, x_{s}^{\prime},|s+t|\right)\right) \tag{2.45}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\mathbb{E}_{\mu_{0}}\left(e^{-\mathcal{H}_{T}} \mid x_{0}=z\right)=\mathbb{E}_{\tilde{\mu}_{0}}^{(z, z)}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \tag{2.46}
\end{equation*}
$$

Thus we reduced our problem to investigating the expectation of $e^{-\tilde{\mathcal{H}}_{T}}$ with respect to the strong Markov process $\tilde{\mu}_{0}^{\mathbf{z}}$ as a function of the starting point $\mathbf{z}$.
Step 3: First note that in the representation established in Step 2, hypothesis (2.35) takes the form

$$
\begin{equation*}
-\tilde{\mathcal{H}}_{T}(\mathbf{x}) \leq-\tilde{\mathcal{H}}_{T} \circ \theta_{\tau}(\mathbf{x})+C \tau+D \quad \text { for all } \mathbf{x} \in C\left(\left[0, \infty\left[, \mathbb{R}^{2 d}\right), T, \tau>0\right.\right. \tag{2.47}
\end{equation*}
$$

Here $\theta_{\tau}=J \theta_{\tau}^{(0)} J^{-1}$ is the usual time shift that maps $\left(\mathbf{x}_{t}\right)_{t \geq 0}$ to $\left(\mathbf{x}_{t+\tau}\right)_{t \geq 0}$. Our strategy is to use (2.47) together with the strong Markov property of $\tilde{\mu}_{0}$. For $r>0$ let

$$
\tau_{r}(\mathbf{x})=\inf \left\{t \geq 0:\left|\mathbf{x}_{t}\right| \leq r\right\}
$$

be the hitting time of the centered ball with radius $r$, and let $\mathcal{F}_{\tau_{r}}$ be the corresponding $\sigma$-field, i.e.

$$
\mathcal{F}_{\tau_{r}}=\left\{A \in \tilde{\mathcal{F}}: A \cap\left\{\tau_{r} \leq t\right\} \in \tilde{\mathcal{F}}_{t} \text { for all } t \geq 0\right\} .
$$

In the next step we will see that $\tau_{r}$ is finite almost surely, and thus for each $\mathbf{x} \in \mathbb{R}^{2 d}$,

$$
\begin{align*}
\mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) & =\mathbb{E}^{\mathbf{x}}\left(\mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T}} \mid \mathcal{F}_{\tau_{r}}\right)\right) \leq \mathbb{E}^{\mathbf{x}}\left(\mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T} \circ \theta_{\tau_{r}}} e^{C \tau_{r}+D} \mid \mathcal{F}_{\tau_{r}}\right)\right)= \\
& =\mathbb{E}^{\mathbf{x}}\left(e ^ { C \tau _ { r } + D } \mathbb { E } ^ { \mathbf { x } } \left(e^{\left.\left.-\tilde{\mathcal{H}}_{T^{\circ} \circ \theta_{\tau_{r}}} \mid \mathcal{F}_{\tau_{r}}\right)\right)=\mathbb{E}^{\mathbf{x}}\left(e^{C \tau_{r}+D} \mathbb{E}^{\mathbf{x}{\tau_{r}}_{r}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right)\right) \leq}\right.\right. \\
& \leq \sup _{|\mathbf{y}| \leq r} \mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \mathbb{E}^{\mathbf{x}}\left(e^{C \tau_{r}+D}\right) . \tag{2.48}
\end{align*}
$$

All expectations above and henceforth are with respect to $\tilde{\mu}_{0}$. It remains to get a good estimate on the second factor on the right hand side of (2.48) and to estimate the supremum in the first factor against an infimum. This will be done in Steps 4 and 5 .
Step 4: Here we show that there exists $r>0$ and $\gamma>0$ such that for all $\mathbf{x} \in \mathbb{R}^{2 d}$ we have

$$
\begin{equation*}
\mathbb{E}^{\mathbf{x}}\left(e^{C \tau_{r}}\right) \leq 1+\frac{C\left\|\psi_{0}\right\|_{\infty}}{\gamma}\left(\frac{1}{\psi_{0}\left(x^{\prime}\right)}+\frac{1}{\psi_{0}\left(x^{\prime \prime}\right)}\right) \tag{2.49}
\end{equation*}
$$

To do so, we pick $\gamma$ with $0<\gamma<\alpha-C$ and $r$ so large that $V(x)>C+\gamma$ for all $x \in \mathbb{R}^{d}$ with $|x|>r / \sqrt{2}$. This is possible by assumption (W2). Obviously,

$$
\left\{\mathbf{x} \in \mathbb{R}^{2 d}:|\mathbf{x}|>r\right\} \subset\left\{\mathbf{x} \in \mathbb{R}^{2 d}:\left|x^{\prime}\right|>r / \sqrt{2}\right\} \cup\left\{\mathbf{x} \in \mathbb{R}^{2 d}:\left|x^{\prime \prime}\right|>r / \sqrt{2}\right\}
$$

and with (2.44) it follows that

$$
\begin{aligned}
& \psi_{0}\left(z^{\prime}\right) \psi_{0}\left(z^{\prime \prime}\right) \tilde{\mu}_{0}^{\mathbf{Z}}\left(\tau_{r}>t\right)= \\
&= \int e^{-\int_{0}^{t}\left(V\left(x_{s}^{\prime}\right)+V\left(x_{s}^{\prime \prime}\right)\right) d s} 1_{\left\{\left|\mathbf{x}_{s}\right|>r \forall s \leq t\right\}} \psi_{0}\left(x_{t}^{\prime}\right) \psi_{0}\left(x_{t}^{\prime \prime}\right) d \mathcal{W}^{\mathbf{z}}(\mathbf{x}) \leq \\
& \leq \int e^{-\int_{0}^{t} V\left(x_{s}^{\prime}\right) d s} e^{-\int_{0}^{t} V\left(x_{s}^{\prime \prime}\right) d s}\left(1_{\left\{\left|\left(x_{s}^{\prime}\right)\right|>r / \sqrt{2} \forall s \leq t\right\}}+1_{\left\{\left|\left(x_{s}^{\prime \prime}\right)\right|>r / \sqrt{2} \forall s \leq t\right\}}\right) \times \\
& \times \psi_{0}\left(x_{t}^{\prime}\right) \psi_{0}\left(x_{t}^{\prime \prime}\right) d \mathcal{W}^{z^{\prime}}\left(x^{\prime}\right) d \mathcal{W}^{z^{\prime \prime}}\left(x^{\prime \prime}\right)= \\
&= \psi_{0}\left(z^{\prime \prime}\right) \int e^{-\int_{0}^{t} V\left(x_{s}^{\prime}\right) d s} 1_{\left\{\left|\left|x_{s}^{\prime}\right|\right|>r / \sqrt{2} \forall s \leq t\right\}} \psi_{0}\left(x_{t}^{\prime}\right) d \mathcal{W}^{z^{\prime}}\left(x^{\prime}\right)+ \\
&+\psi_{0}\left(z^{\prime}\right) \int e^{-\int_{0}^{t} V\left(x_{s}^{\prime \prime}\right) d s} 1_{\left\{\left|\left(x_{s}^{\prime \prime}\right)\right|>r / \sqrt{2} \forall s \leq t\right\}} \psi_{0}\left(x_{t}^{\prime \prime}\right) d \mathcal{W}^{z^{\prime \prime}}\left(x^{\prime \prime}\right) \leq \\
& \leq\left(\psi_{0}\left(z^{\prime}\right)+\psi_{0}\left(z^{\prime \prime}\right)\right)\left\|\psi_{0}\right\|_{\infty} e^{-(C+\gamma) t} .
\end{aligned}
$$

The second equality above is due the eigenvalue equation $e^{-t H_{0}} \psi_{0}=\psi_{0}$ and the Feynman-Kac formula. It follows that

$$
\tilde{\mu}_{0}^{z}\left(\tau_{r}>t\right) \leq\left(\frac{1}{\psi_{0}\left(z^{\prime}\right)}+\frac{1}{\psi_{0}\left(z^{\prime \prime}\right)}\right)\left\|\psi_{0}\right\|_{\infty} e^{-(C+\gamma) t}
$$

and using the equality

$$
\mathbb{E}^{\mathbf{z}}\left(e^{C \tau_{r}}\right)=1+\int_{0}^{\infty} C e^{C t} \mathbb{E}^{\mathbf{z}}\left(\tau_{r}>t\right) d t
$$

we arrive at (2.49).
Step 5: Let $r>0$ be as in Step 4. We will show that there exists $M>0$ such that

$$
\begin{equation*}
\sup _{|\mathbf{y}| \leq r} \mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \leq M \inf _{|\mathbf{y}| \leq r} \mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \tag{2.50}
\end{equation*}
$$

uniformly in $T>0$. Denote by $P_{t}(\mathbf{x}, \mathbf{y})$ the transition density from $\mathbf{x}$ to $\mathbf{y}$ in time $t$ of the process $\tilde{\mu}_{0}$, and by $K_{t}(x, y)$ the integral kernel of $e^{-t H}$. The Feynman-Kac formula implies

$$
\begin{equation*}
E_{\mu_{0}}\left(f\left(x_{t}\right) \mid \mathcal{F}_{\{0\}}\right)(y)=\frac{1}{\psi_{0}(y)} \int K_{t}(y, z) \psi_{0}(z) f(z) d z \quad\left(y \in \mathbb{R}^{d}\right) \tag{2.51}
\end{equation*}
$$

and together with (2.44) this shows

$$
\begin{equation*}
P_{t}(\mathbf{x}, \mathbf{y})=\frac{\psi_{0}\left(y^{\prime}\right) \psi_{0}\left(y^{\prime \prime}\right)}{\psi_{0}\left(x^{\prime}\right) \psi_{0}\left(x^{\prime \prime}\right)} K_{t}\left(x^{\prime}, y^{\prime}\right) K_{t}\left(x^{\prime \prime}, y^{\prime \prime}\right) \tag{2.52}
\end{equation*}
$$

$\psi_{0}$ and $K_{t}$ are both uniformly bounded and bounded away from zero on compact sets (cf. (S2) in Appendix A.2), thus for each $R>0$ the quantity

$$
S_{t}(R, r)=\sup \left\{\frac{P_{t}(\mathbf{x}, \mathbf{z})}{P_{t}(\mathbf{y}, \mathbf{z})}: \mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{R}^{2 d},|\mathbf{x}| \leq r,|\mathbf{y}| \leq r,|\mathbf{z}| \leq R\right\}
$$

is finite. Defining $\tilde{\mathcal{H}}_{T}^{1}$ like in (2.45) but with the integrals starting at 1 rather than at 0 , we see from (2.36) that

$$
-\tilde{\mathcal{H}}_{T}(\mathbf{x})-4 C_{\infty} \leq-\tilde{\mathcal{H}}_{T}^{1}(\mathbf{x}) \leq-\tilde{\mathcal{H}}_{T}(\mathbf{x})+4 C_{\infty}
$$

for all $\mathbf{x}$ and all $T$. Putting $B=\left\{\left|\mathbf{x}_{1}\right|<R\right\}$, for each $\mathbf{y}$ with $|\mathbf{y}|<r$ we have

$$
\begin{equation*}
\mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \leq e^{4 C_{\infty}} \mathbb{E}^{\mathbf{y}}\left(1_{B} e^{-\tilde{\mathcal{H}}_{T}^{1}}\right)+e^{C+D} \mathbb{E}^{\mathbf{y}}\left(1_{B^{c}} e^{-\tilde{\mathcal{H}}_{T}{ }^{\circ \theta_{1}}}\right) \tag{2.53}
\end{equation*}
$$

Defining $\overline{\mathcal{H}}_{T}$ as in (2.45) but with $|s+t+2|$ appearing instead of $|s+t|$ everywhere, in the first term on the right hand side of (2.53) we find

$$
\begin{align*}
\mathbb{E}^{\mathbf{y}}\left(1_{B} e^{-\tilde{\mathcal{H}}_{T}^{1}}\right) & =\int_{|\mathbf{z}|<R} P_{1}(\mathbf{y}, \mathbf{z}) \mathbb{E}^{\mathbf{z}}\left(e^{-\overline{\mathcal{H}}_{T-1}}\right) d \mathbf{z} \leq \\
& \leq S_{1}(R, r) \int_{|\mathbf{z}| \leq R} P_{1}(\mathbf{x}, \mathbf{z}) \mathbb{E}^{\mathbf{z}}\left(e^{-\overline{\mathcal{H}}_{T-1}}\right) d \mathbf{z}= \\
& =S_{1}(R, r) \mathbb{E}^{\mathbf{x}}\left(1_{B} e^{-\tilde{\mathcal{H}}_{T}^{1}}\right) \leq S_{1}(R, r) e^{4 C_{\infty} \times \mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right)} \tag{2.54}
\end{align*}
$$

for each $\mathbf{x}$ with $|\mathbf{x}| \leq r$. Turning to the second term on the right hand side of (2.53), equations (2.48) and (2.49) give

$$
\begin{align*}
& \mathbb{E}^{\mathbf{y}}\left(1_{B^{c}} e^{-\tilde{\mathcal{H}}_{T^{0}} \theta_{1}}\right)=\int_{|\mathbf{z}|>R} P_{1}(\mathbf{y}, \mathbf{z}) \mathbb{E}^{\mathbf{z}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) d \mathbf{z} \leq \\
& \quad \leq \sup _{|\mathbf{x}| \leq r} \mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \int_{|\mathbf{z}|>R} P_{1}(\mathbf{y}, \mathbf{z}) \mathbb{E}^{\mathbf{z}}\left(e^{C \tau_{r}+D}\right) d \mathbf{z} \leq  \tag{2.55}\\
& \quad \leq \sup _{|\mathbf{x}| \leq r} \mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) e^{D} \int_{|\mathbf{z}|>R} P_{1}(\mathbf{y}, \mathbf{z})\left(1+\frac{C\left\|\psi_{0}\right\|_{\infty}}{\gamma}\left(\frac{1}{\psi_{0}\left(z^{\prime}\right)}+\frac{1}{\psi_{0}\left(z^{\prime \prime}\right)}\right)\right) d \mathbf{z} .
\end{align*}
$$

By (2.52) and the eigenvalue equation, we have

$$
\begin{align*}
& \int P_{1}(\mathbf{y}, \mathbf{z})\left(\frac{1}{\psi_{0}\left(z^{\prime}\right)}+\frac{1}{\psi_{0}\left(z^{\prime \prime}\right)}\right) d \mathbf{z}= \\
& =\frac{1}{\psi_{0}\left(y^{\prime}\right)} \int K_{1}\left(y^{\prime \prime}, z\right) d z+\frac{1}{\psi_{0}\left(y^{\prime \prime}\right)} \int K_{1}\left(y^{\prime}, z\right) d z \tag{2.56}
\end{align*}
$$

By (S3) from Appendix A.2, the integrals appearing above are bounded as functions of $y^{\prime}$ and $y^{\prime \prime}$, respectively, and thus the right hand side of (2.56) is uniformly bounded on $\{\mathbf{y}:|\mathbf{y}|<r\}$. This implies that there exists $\bar{R}>0$ and $\delta<1$ such that

$$
\int_{|\mathbf{z}|>\bar{R}} P_{1}(\mathbf{y}, \mathbf{z})\left(1+\frac{C\left\|\psi_{0}\right\|_{\infty}}{\gamma}\left(\frac{1}{\psi_{0}\left(z^{\prime}\right)}+\frac{1}{\psi_{0}\left(z^{\prime \prime}\right)}\right)\right) d \mathbf{z} \leq e^{-(C+2 D)} \delta
$$

uniformly on $\{\mathbf{y}:|\mathbf{y}|<r\}$. Plugging this result together with (2.54) into (2.53), we arrive at

$$
\begin{equation*}
\mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \leq S_{1}(\bar{R}, r) e^{8 C_{\infty}} \mathbb{E}^{\mathbf{x}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right)+\delta \sup _{|\mathbf{z}| \leq r} \mathbb{E}^{\mathbf{z}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right), \tag{2.57}
\end{equation*}
$$

which is valid for all $\mathbf{x}, \mathbf{y}$ with $|\mathbf{x}|,|\mathbf{y}| \leq r$. By taking the supremum over $\mathbf{y}$ and the infimum over $\mathbf{x}$ in (2.57) and rearranging, we find

$$
\sup _{|\mathbf{y}| \leq r} \mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right) \leq \frac{S_{1}(\bar{R}, r) e^{8 C_{\infty}}}{1-\delta} \inf _{|\mathbf{y}| \leq r} \mathbb{E}^{\mathbf{y}}\left(e^{-\tilde{\mathcal{H}}_{T}}\right),
$$

which concludes Step 5 and the proof.
Putting things together, we easily arrive at
Theorem 2.3.8 Assume (V1), (V2), (V3), (W1) and (W2). Then for the potential $W$ and the reference measure $\mu_{0}$ an infinite volume Gibbs measure exists.

Proof: By Theorem 2.3.7 and Proposition 2.3.6, e.g. the sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ has a cluster point $\mu$. By Proposition 2.1.12, $\mu$ is an infinite volume Gibbs measure.

Let us denote by $\mu$ any Gibbs measure obtained via Theorem 2.3.8. Due to the good control on the stationary density we obtain in Theorem 2.3.7, we have the following estimate on the growth of paths under $\mu$.

Lemma 2.3.9 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be monotone increasing with $f(x) \rightarrow \infty$ as $x \rightarrow$ $\infty$, and suppose that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \int_{|y|>f(n)} \psi_{0}(y) d y<\infty \tag{2.58}
\end{equation*}
$$

Then for $\mu$-almost every path $x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$, we have

$$
\limsup _{n \rightarrow \infty} \frac{\left|x_{n}\right|}{f(n)} \leq 1
$$

Proof: The first Borel-Cantelli lemma will yield the result once we have checked that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \mu\left(\left|x_{n}\right|>f(n)\right)<\infty \tag{2.59}
\end{equation*}
$$

By the stationarity of $\mu$ and equation (2.42), there exists a constant $M$ such that

$$
\mu\left(\left|x_{n}\right|>f(n)\right)=\mu\left(\left|x_{0}\right|>f(n)\right) \leq M \int_{|y|>f(n)} \psi_{0}(y) d y
$$

for $n$ large enough, and the claim follows by assumption (2.58).
From Theorem 2.2.10 we infer that for $s \geq 0$ the estimate

$$
\liminf _{|x| \rightarrow \infty} V(x) /|x|^{2 s}>0
$$

implies the existence of constants $A>0, \beta>0$ such that

$$
\psi_{0}(y) \leq A \exp \left(-\beta|y|^{s+1}\right)
$$

for all $y \in \mathbb{R}^{d}$. In this case, Lemma 2.3.9 implies

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\left|x_{n}\right|}{(\gamma \ln (n))^{1 /(s+1)}}=0 \tag{2.60}
\end{equation*}
$$

for each $\gamma>1 / \beta$ and $\mu$-almost all $x \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$. Using the cluster expansion and restricting to $s>1$, [29] prove (2.60) with $n \in \mathbb{N}$ replaced by $t \in \mathbb{R}$, which is slightly stronger.

Although we will not do it here, our method from Theorem 2.3.7 can be easily adapted to the lattice context, where it yields a new way of proving existence of Gibbs measures for one-dimensional systems of unbounded spins as given in Example 2.1.1. For such systems, extremely powerful methods are already available: there is the superstability estimate by D. Ruelle [43], applied in [28], which has the big
advantage of not being restricted to one-dimensional systems; there are the results of R. L. Dobrushin [11, 12], which are valid only for one-dimensional systems, but extremely general otherwise. However, superstability corresponds to rapidly growing single site potential, while one of Dobrushin's few restrictions is that the interaction energy between left and right half-space must be bounded. Thus our method covers some new situations in the discrete context also.

## Chapter 3

## Ground state expectations for Nelson's model

### 3.1 The existence question

The main results of this chapter will appear in Sections 3.2 and 3.3, where we use Gibbs measures to evaluate ground state expectations of the Nelson Hamiltonian. Before we do so, however, we should discuss existence of the ground state. This discussion is done in the present section, together with an overview about known results concerning the connections of Gibbs measures with the question of existence of a ground state.

For convenience, we repeat some notions from Chapters 1 and 2.

### 3.1.1 The setup:

a) $H_{\mathcal{F}}$ is the Hamiltonian of Nelson's model in Fock space. We have

$$
H_{\mathcal{F}}=H_{\mathrm{p}} \otimes 1+1 \otimes H_{\mathrm{f}}+H_{\mathrm{I}},
$$

where $H_{\mathrm{p}}$ is defined in (1.31), $H_{\mathrm{f}}$ in (1.29) and $H_{\mathrm{I}}$ in (1.30). Recall that we also assume (1.26) - (1.28) throughout.
b) The Nelson Hamiltonian in function space is given by

$$
H=\Theta^{-1} H_{\mathcal{F}} \Theta
$$

where $\Theta$ is the combination of the ground state transform and the Wiener-ItôSegal isomorphism, cf. Proposition 1.5.4 and the text below. In the language of function space, (1.28) asserts that we have to have $\varrho \in K$ and $|B| \varrho \in K$.
c) $H$ acts in $L^{2}\left(\mathrm{P}_{0}\right)$, where $\mathrm{P}_{0}=\mathrm{N}_{0} \otimes \mathrm{G}, \mathrm{N}_{0}$ is the stationary measure of the $P(\phi)_{1}$-process corresponding to $H_{\mathrm{p}}$, and G is the stationary measure of the infinite dimensional Ornstein-Uhlenbeck process given in Definition 1.4.8.
d) The finite volume Gibbs measures $\mathcal{N}_{T}$ and $\mathcal{P}_{T}$ are given in Remark 2.1.9. Their infinite volume limits are denoted by $\mathcal{N}$ and $\mathcal{P}$, cf. Corollary 2.2.5. The stationary measures of $\mathcal{N}$ and $\mathcal{P}$ are denoted by $N$ and $P$.
e) Two special choices of the parameters $\omega$ and $\varrho$ are particularly important and will be singled out here. Taking

$$
\omega(k)=|k| \quad \text { and } \quad \hat{\varrho}(k)=e 1_{\{r<|k|<R\}}
$$

with $0<r \ll 1$ and $R \gg 1$, we arrive at the massless Nelson model with (standard) infrared cutoff $r$, ultraviolet cutoff $R$ and coupling strength $e$. Taking

$$
\omega(k)=\sqrt{|k|^{2}+m^{2}} \quad \text { and } \quad \hat{\varrho}(k)=e 1_{\{|k|<R\}}
$$

with $m>0$ and $R \gg 1$, we get the massive Nelson model with mass $m$, ultraviolet cutoff $R$ and coupling strength $e$.

Proving existence of a ground state $\Psi \in L^{2}\left(\mathrm{P}_{0}\right)$ of the operator $H$ (or, equivalently, existence of a ground state $\Psi_{\mathcal{F}}$ of the operator $H_{\mathcal{F}}$ ) is a difficult task in case $\operatorname{essinf}_{k \in \mathbb{R}^{d}} \omega(k)=0$. The reason is that in this case, $H$ has no spectral gap, i.e. the infimum of the essential spectrum of $H$ is equal to the infimum of its whole spectrum. The best result available in our context is

Theorem 3.1.2 [48] Let $H$ be the Nelson Hamiltonian. In addition to (1.26) (1.28) assume
(i): $I=\int \frac{|\hat{\varrho}|^{2}}{2 \omega^{3}} d k<\infty$. This condition will be referred to as the infrared condition.
(ii): $\Sigma-E_{\mathrm{p}}>\int \frac{|\hat{\varrho}|^{2} k^{2}}{\omega\left(2 \omega+k^{2}\right)} d k$,
where $\Sigma$ is the infimum of the essential spectrum of $H_{\mathrm{p}}$, and $E_{\mathrm{p}}=\inf \operatorname{spec} H_{\mathrm{p}}$.
Then $H$ has a ground state $\Psi \in L^{2}\left(\mathrm{P}_{0}\right)$.
In [17] more general particle-field couplings are allowed. When specialized to our setting, the assumptions in [17] correspond to $\Sigma=\infty$.
(ii) is essentially a restriction on the coupling strength and is needed for currently available proofs. Physically, one would assume that it is possible to do without (ii). Indication in this direction has been given by Griesemer et. al. [20], who study a slightly different model. Note however that if $\lim _{|q| \rightarrow \infty} V(q)=\infty$, then $\Sigma=\infty$, and (ii) follows from (1.26) - (1.28).

Condition (i) has already been discussed in 1.5.15, where an explanation for the name 'infrared condition' was given, and also in Remark 2.3.3 c) in the context
of Gibbs measures. In the language of function space, (i) reads $|B|^{2} \varrho \in K$. The quantity $I$ also appears explicitly in many of the estimates of Section 3.3. It has been shown in [30] that, given some technical assumptions, the infrared condition is also necessary for the existence of a ground state $\Psi \in L^{2}\left(\mathrm{P}_{0}\right)$. Interestingly, if (i) fails, we have a scenario where the local limit $\mathcal{P}$ of the sequence

$$
\begin{equation*}
d \mathcal{P}_{T}(q, \phi)=\frac{1}{Z_{T}} \exp \left(-\int_{-T}^{T} \phi_{s}\left(\varrho_{q(s)}\right) d s\right) d \mathcal{P}_{0}(q, \phi) \tag{3.1}
\end{equation*}
$$

from (2.16) exists, but is not locally absolutely continuous to $\mathcal{P}_{0}$. In fact, $\left.\mathcal{P}\right|_{\mathcal{F}_{\{0\}}}$ is then singular with respect to $\mathrm{P}_{0}=\left.\mathcal{P}_{0}\right|_{\mathcal{F}_{\{0\}}}$. According to our definition, $\mathcal{P}$ is thus not a Gibbs measure relative to the reference measure $\mathcal{P}_{0}$. We will spend the rest of this section with a slightly informal discussion of this phenomenon.

In order to show that $\mathcal{P}_{T}$ converges locally, fix $\bar{q} \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ in (3.1) and write $\mathcal{P}_{T}^{\bar{q}}$ for the measure $\mathcal{P}_{T}$ conditional on $\{q=\bar{q}\}$. $\mathcal{P}_{T}^{\bar{q}}$ is a Gaussian measure with mean

$$
\int \phi_{t}(f) d \mathcal{P}_{T}^{\bar{q}}(\phi)=M_{T}^{t, \bar{q}}(f)=-\int_{-T}^{T} d s \int d k \frac{\overline{\hat{f}(k)} \hat{\varrho}(k) e^{-i k \bar{q}_{s}}}{2 \omega(k)} e^{-\omega(k)|t-s|}
$$

$(f \in K, t \in \mathbb{R})$ and covariance equal to that of $\mathcal{G}$. Moreover,

$$
\begin{equation*}
\int F(q, \phi) d \mathcal{P}_{T}(q, \phi)=\int\left(\int F(q, \phi) d \mathcal{P}_{T}^{q}(\phi)\right) d \mathcal{N}_{T}(q) \tag{3.2}
\end{equation*}
$$

where $\mathcal{N}_{T}$ is from (2.17). In words, $\mathcal{P}_{T}$ is a mixture of Gaussian measures that differ from $\mathcal{G}$ only by their mean value.

By the results of Section 2.3, $\mathcal{N}_{T}$ converges locally to some limiting measure $\mathcal{N}$ in many cases where (i) from Theorem 3.1.2 fails. By the convergence theory for Gaussian measures ([8], Section 3.8), it is now sufficient to show that the set

$$
\begin{equation*}
\mathbf{M}=\left\{M_{T}^{t, \bar{q}}: T \in \mathbb{R}, t \in[-S, S], \bar{q} \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)\right\} \subset \Phi \tag{3.3}
\end{equation*}
$$

is relatively compact in $\Phi$, cf. [30] for details. If we do assume the infrared condition for a moment, from

$$
\begin{align*}
& \int_{-T}^{T} d s \int d k\left|\frac{\hat{f}(k) \hat{\varrho}(k) e^{-i k \bar{q}_{s}}}{2 \omega(k)} e^{-\omega(k)|t-s|}\right| \\
& \leq \int_{-\infty}^{\infty} d s \int \frac{|\hat{f}||\hat{\varrho}| e^{-\omega|t-s|}}{2 \omega} d k=\int \frac{|\hat{f}||\hat{\varrho}|}{\omega^{2}} d k \leq \\
& \leq\|f\|_{K}\left(\int \frac{2|\hat{\varrho}|^{2}}{\omega^{3}} d k\right)^{1 / 2}=2\|f\|_{K} \sqrt{I}<\infty \tag{3.4}
\end{align*}
$$

it follows that $\mathbf{M}$ is bounded in $K$, and since the embedding $K \rightarrow \Phi$ is compact, $\mathbf{M}$ is relatively compact in $\Phi$. Of course, we are more interested in the case where the infrared condition is not fulfilled. Then we need to enlarge $\Phi$ slightly compared to the setup from Chapter 1. While there we required $A^{-1}$ and $|B|^{-1} A^{-1}$ to be Hilbert-Schmidt operators, we now also assume that $|B| A^{-1}$ is a compact operator in $K$. By our conditions on $\omega, D(|B|) \cap D\left(|B|^{-1}\right)$ is dense in $K$, and thus we can construct $A$ easily with the method given after Proposition 1.4.11. [30] gives a concrete example of such an operator. A calculation analogous to (3.4) shows that the set $\left\{|B|^{-1} \phi: \phi \in \mathbf{M}\right\}$ is bounded in $K$, and thus $\left\{\left\|A|B|^{-1} \phi\right\|_{\Phi}: \phi \in \mathbf{M}\right\}$ is bounded. Our additional assumption now gives relative compactness of $\mathbf{M}$ in $\Phi$. We summarize:

Proposition 3.1.3 Under the assumptions made above, $\mathcal{P}_{T}$ converges locally to $a$ probability measure $\mathcal{P}$. For $F \in L^{1}(\mathcal{P})$,

$$
\begin{equation*}
\int F(q, \phi) d \mathcal{P}(q, \phi)=\int\left(\int F(q, \phi) d \mathcal{P}^{q}(\phi)\right) d \mathcal{N}(q) \tag{3.5}
\end{equation*}
$$

where $\mathcal{P}^{q}$ is the Gaussian measure on $\Phi$ with mean

$$
\int \phi_{t}(f) d \mathcal{P}^{q}(\phi)=M^{t, q}(f)=-\int_{-\infty}^{\infty} d s \int d k \frac{\overline{\hat{f}(k)} \hat{\varrho}(k) e^{i k q_{s}}}{2 \omega(k)} e^{-\omega(k)|t-s|}
$$

and covariance equal to that of $\mathcal{G}$.
In the case of the massless Nelson model in space dimension $d=3, I=\infty$ implies that $\left.\mathcal{P}\right|_{\mathcal{F}_{\{0\}}}$ is singular with respect to $\mathrm{P}_{0}$. The reason for this lies in formula (3.5): For fixed $q \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ with $\left|q_{s}\right|^{2} \leq C|s|$, one uses the inequality

$$
\cos \left(k q_{s}\right) \geq 1-\frac{1}{2}\left|q_{s}\right|^{2}|k|^{2} \geq 1-\frac{C}{2}|s||k|^{2}
$$

in a calculation similar to (3.4) to show that the mean of $\left.\mathcal{P}^{q}\right|_{\mathcal{F}_{\{0\}}}$ is not an element of $K$. The Cameron-Martin criterion (cf. [8], Theorem 2.4.5) then implies that $\left.\mathcal{P}^{q}\right|_{\mathcal{F}_{\{0\}}}$ and $\mathrm{P}_{0}$ are mutually singular. A similar argument shows that for each $q, \tilde{q}$ with the above growth restriction, $\left.\mathcal{P}^{q}\right|_{\mathcal{F}_{\{0\}}}$ and $\left.\mathcal{P}^{\tilde{q}}\right|_{\mathcal{F}_{\{0\}}}$ are mutually absolutely continuous, implying the existence of a set $N \in \mathcal{F}_{0}$ with $\mathcal{P}_{0}(N)=1$ but $\mathcal{P}^{q}(N)=0$ for all $q$ growing not faster than a square root. Since by results like Lemma 2.3.9, the latter set of paths $q$ carries full N -measure, Fubini's theorem and (3.5) imply $\mathcal{P}(N)=0$, proving the claim.
$\mathcal{P}$ is, however, a Gibbs measure with respect to a different reference measure $\mathcal{P}_{1}$ (and a different interaction). $\mathcal{P}_{1}$ is obtained from $\mathcal{P}_{0}$ by shifting the mean of the Gaussian part of $\mathcal{P}_{0}$ so that $\mathcal{P}_{1}$ is mutually absolutely continuous with $\left.\mathcal{P}^{q}\right|_{\mathcal{F}_{\{0\}}}$
for each $q$ not growing too fast. We refer to [31] for details. It is also shown there that the Nelson Hamiltonian has a ground state in $L^{2}\left(\mathrm{P}_{1}\right)$ in this case. The proof uses specific features of the massless Nelson model and assumes a rapidly growing potential in $H_{\mathrm{p}}$. These results give rise to an interesting
3.1.4 Open question: Suppose that a Hamiltonian $H=H_{0}+\mathcal{V}$ gives rise to a family of finite volume Gibbs measures via a Feynman-Kac formula, analogously to $\mathcal{P}_{T}$. Suppose further that the local limit of the finite volume Gibbs measures exists and is locally absolutely continuous with respect to the reference process with generator $H_{0}$. (In other words, assume that an infinite volume Gibbs measure for the potential $\mathcal{V}$ and the reference process with generator $H_{0}$ exists.)
Is this a sufficient condition for the existence of a ground state of $H$ in the $L^{2}$-space over the stationary measure of the reference process?

We would guess that the answer is yes, but unfortunately were unable to prove it. Thus for the rest of this work, we will assume that the infrared condition is fulfilled.

### 3.2 Ground state expectations as Gibbs averages

We now establish an explicit formula for writing expectations $\langle\Psi, L \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}$ of an operator $L$ as Gibbs averages with respect to $\mathcal{N}$. The results of this and the next section come from [4].

We have the following

### 3.2.1 Standing assumptions:

(i): $H$ has a ground state $\Psi$ in $L^{2}\left(\mathrm{P}_{0}\right)$.
(ii): The infrared condition is fulfilled, i.e.

$$
\begin{equation*}
I=2 \sup _{q \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)} \int_{-\infty}^{0} d s \int_{0}^{\infty} d t\left|W\left(q_{s}-q_{t}, s-t\right)\right|=\int \frac{|\hat{\varrho}|^{2}}{2 \omega^{3}} d k<\infty . \tag{3.6}
\end{equation*}
$$

In order to state our main theorem, we introduce some special elements of $K$. For each $T \in[0, \infty], q \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ we define

$$
\begin{aligned}
& f_{T, q}^{+}=-\int_{0}^{T} e^{-\frac{1}{2}|s||B|^{-2}} \varrho_{q(s)} d s \\
& f_{T, q}^{-}=-\int_{-T}^{0} e^{-\frac{1}{2}|s||B|^{-2}} \varrho_{q(s)} d s
\end{aligned}
$$

and write $f_{q}^{ \pm}(k)$ for $f_{\infty, q}^{ \pm}(k)$. More explicitly, we have

$$
\begin{align*}
\hat{f}_{T, q}^{+}(k) & =-\int_{0}^{T} \hat{\varrho}(k) e^{-i k q_{s}} e^{-\omega(k)|s|} d s \\
\hat{f}_{T, q}^{-}(k) & =-\int_{-T}^{0} \hat{\varrho}(k) e^{-i k q_{s}} e^{-\omega(k)|s|} d s \\
\left\langle f_{q}^{-}, f_{q}^{+}\right\rangle_{K} & =-2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{t}-q_{s}, t-s\right), \tag{3.7}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|f_{q}^{ \pm}\right\|_{K}^{2} \leq \int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)^{3}} d k=I<\infty \tag{3.8}
\end{equation*}
$$

Thus indeed $f_{q}^{ \pm} \in K$.
Theorem 3.2.2 Let $L$ be a bounded operator on $L^{2}(\mathrm{G})$. Then

$$
\begin{align*}
\langle\Psi,(1 \otimes L) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}= & \int\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} \times \\
& \times \exp \left(2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{t}-q_{s}, t-s\right)\right) d \mathcal{N}(q) . \tag{3.9}
\end{align*}
$$

Proof: Put

$$
\Psi_{T}:=\frac{1}{\left\|e^{-T H} 1\right\|} e^{-T H} 1
$$

Then by the Feynman-Kac-Nelson formula, we have in $L^{2}$-sense

$$
\begin{equation*}
\Psi_{T}(\bar{q}, \bar{\phi})=\frac{1}{\sqrt{Z_{T}}} \int \exp \left(-\int_{0}^{T} \phi_{s}\left(\varrho_{q(s)}\right) d s\right) d \mathcal{P}_{0}^{\bar{q}, \bar{\phi}}(q, \phi) \tag{3.10}
\end{equation*}
$$

where $\mathcal{P}_{0}^{\bar{q}, \bar{\phi}}=\mathcal{N}_{0}^{\bar{q}} \otimes \mathcal{G}^{\bar{\phi}}$ denotes the measure $\mathcal{P}=\mathcal{N}_{0} \otimes \mathcal{G}$ conditional on $\left\{q_{0}=\bar{q}, \phi_{0}=\right.$ $\bar{\phi}\} . \mathcal{G}^{\phi}$ is a Gaussian measure with mean

$$
\begin{equation*}
M^{\bar{\phi}, t}(f) \equiv \int \phi_{t}(f) d \mathcal{G}^{\bar{\phi}}(\phi)=\bar{\phi}\left(e^{-\frac{1}{2}|t||B|^{-2}} f\right) \quad(t \in \mathbb{R}, f \in K) \tag{3.11}
\end{equation*}
$$

and covariance

$$
\begin{equation*}
\int \phi_{t}(f) \phi_{s}(g) d \mathcal{G}^{\bar{\phi}}(\phi)-M^{\bar{\phi}, t}(f) M^{\bar{\phi}, s}(g)=\int \frac{\hat{f} \overline{\hat{g}}}{2 \omega}\left(e^{-\omega|t-s|}-e^{-\omega(|t|+|s|)}\right) d k \tag{3.12}
\end{equation*}
$$

(3.11) and (3.12) follow from Lemma 1.4.9, cf. also the proof of Proposition 1.4.10. Now the integration with respect to $\mathcal{G}^{\dot{\phi}}$ in (3.10) can be carried out with the result

$$
\begin{align*}
& \Psi_{T}(\bar{q}, \bar{\phi})=\frac{1}{\sqrt{Z_{T}}} \int \exp \left(\bar{\phi}\left(f_{T, q}^{+}\right)\right) \times  \tag{3.13}\\
& \times \exp \left(\frac{1}{2} \int_{0}^{T} d s \int_{0}^{T} d t \int d k \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} \cos \left(k\left(q_{s}-q_{t}\right)\right)\left(e^{-\omega(k)|t-s|}-e^{-\omega(k)(t+s)}\right)\right) d \mathcal{N}_{0}^{\bar{q}} .
\end{align*}
$$

By Proposition 1.5.9 a) we have,

$$
\exp \left(\bar{\phi}\left(f_{T, q}^{+}\right)\right)=\exp \left(\bar{\phi}\left(f_{T, q}^{+}\right)\right): \exp \left(\frac{1}{2} \int_{0}^{T} d s \int_{0}^{T} d t \int d k \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} \cos \left(k\left(q_{s}-q_{t}\right)\right) e^{-\omega(k)(t+s)}\right)
$$

and hence

$$
\begin{equation*}
\Psi_{T}(\bar{q}, \bar{\phi})=\frac{1}{\sqrt{Z_{T}}} \int: \exp \left(\bar{\phi}\left(f_{T, q}^{+}\right)\right): \exp \left(-\int_{0}^{T} d s \int_{0}^{T} d t W\left(q_{s}-q_{t}, s-t\right)\right) d \mathcal{N}_{0}^{\bar{q}} \tag{3.14}
\end{equation*}
$$

By the time reversibility of $\mathcal{N}_{0}^{\bar{q}}$, also

$$
\begin{equation*}
\Psi_{T}(\bar{q}, \bar{\phi})=\frac{1}{\sqrt{Z_{T}}} \int: \exp \left(\bar{\phi}\left(f_{T, q}^{-}\right)\right): \exp \left(-\int_{-T}^{0} d s \int_{-T}^{0} d t W\left(q_{s}-q_{t}, s-t\right)\right) d \mathcal{N}_{0}^{\bar{q}} \tag{3.15}
\end{equation*}
$$

holds. Now we write (3.15) for the left entry and (3.14) for the right entry of the scalar product $\left\langle\Psi_{T},(1 \otimes L) \Psi_{T}\right\rangle$ and use the fact that for $\mathcal{F}_{[0, \infty[\text {-measurable } f, g \in}$ $L^{1}\left(\mathcal{N}_{0}\right)$,

$$
\int\left(\int f d \mathcal{N}_{0}^{\bar{q}} \int g d \mathcal{N}_{0}^{\bar{q}}\right) d \mathrm{~N}_{0}(\bar{q})=\int f\left(q^{+}\right) g\left(q^{-}\right) d \mathcal{N}_{0}(q)
$$

( with $q_{s}^{+}=q_{s}$ and $q_{s}^{-}=q_{-s}$ for $s \geq 0$ ), to write $\left\langle\Psi_{T},(1 \otimes L) \Psi_{T}\right\rangle$ as an integral with respect to $\mathcal{N}_{0}$. Then we add and subtract the term $2 \int_{-T}^{0} d s \int_{0}^{T} d t W\left(q_{s}-q_{t}, s-t\right)$ in the exponent and incorporate the term with the minus sign into the measure $\mathcal{N}_{T}$, cf. (2.17). The result reads

$$
\begin{align*}
\left\langle\Psi_{T},(1 \otimes L) \Psi_{T}\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}= & \int\left\langle: \exp \left(\phi\left(f_{T, q}^{-}\right)\right):, L: \exp \left(\phi\left(f_{T, q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} \times  \tag{3.16}\\
& \times \exp \left(2 \int_{-T}^{0} d s \int_{0}^{T} d t W\left(q_{t}-q_{s}, t-s\right)\right) d \mathcal{N}_{T}(q) .
\end{align*}
$$

This is the finite $T$ version of (3.9). It remains to justify the passing to the limit $T \rightarrow \infty$. On the left hand side of (3.16), this is immediate since $\Psi_{T} \rightarrow \Psi$ in
$L^{2}\left(\mathrm{~N}_{0} \otimes \mathrm{G}\right)$ and $L$ is continuous. On the right hand side, we already know that $\mathcal{N}_{T} \rightarrow \mathcal{N}$ in the topology of local convergence, and thus it only remains to show that the integrand converges uniformly in $q \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$. For the second factor of the integrand this is a consequence of (3.6). As for the first factor, we find that for $\omega(k) \neq 0$,

$$
\left|\hat{f}_{T, q}^{ \pm}(k)\right| \leq \frac{|\hat{\varrho}(k)|}{\omega(k)} \quad \text { uniformly in } T \text { and } q
$$

and

$$
\hat{f}_{T, q}^{ \pm}(k) \xrightarrow{T \rightarrow \infty} \hat{f}_{q}^{ \pm}(k) \quad \text { uniformly in } q .
$$

Thus : $\exp \left(\phi\left(f_{T, q}^{+}\right)\right): \rightarrow: \exp \left(\phi\left(f_{q}^{+}\right)\right)$: in $L^{2}(\mathrm{G})$ and uniformly in $q$ by dominated convergence. Since the same argument applies to $f_{T, q}^{-}$and $L$ is continuous, the claim follows.

Most operators of physical interest are not bounded. Therefore we need to extend formula (3.9) to unbounded operators.

Proposition 3.2.3 Let $L$ be a self-adjoint operator in $L^{2}(\mathrm{G})$ with

$$
\begin{equation*}
\int\left\|L: \exp \left(\phi\left(f_{q}^{ \pm}\right)\right):\right\|_{L^{2}(\mathrm{G})}^{2} d \mathcal{N}(q)<\infty \tag{3.17}
\end{equation*}
$$

Then $\Psi \in D(1 \otimes L)$, and (3.9) holds.
Proof: Let $E$ be the projection valued measure corresponding to $L$, and let $L_{N}=$ $\int_{-N}^{N} \lambda d E(\lambda)$ for $N \in \mathbb{N}$. Then $L_{N}$ is a bounded operator, hence (3.9) holds for $L_{N}$. Using (3.6) and the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
& \left\|\left(1 \otimes L_{N}\right) \Psi\right\|_{L^{2}\left(\mathrm{P}_{0}\right)}^{2} \\
& \quad=\int\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L_{N}^{2}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} e^{2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{t}-q_{s}, t-s\right)} d \mathcal{N}(q) \\
& \leq e^{I} \int\left\|L_{N}: \exp \left(\phi\left(f_{q}^{-}\right)\right):\right\|_{L^{2}(\mathrm{G})}\left\|L_{N}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\|_{L^{2}(\mathrm{G})} d \mathcal{N}(q) \\
& \leq e^{I} \int\left\|L: \exp \left(\phi\left(f_{q}^{-}\right)\right):\right\|_{L^{2}(\mathrm{G})}\left\|L: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\|_{L^{2}(\mathrm{G})} d \mathcal{N}(q),
\end{aligned}
$$

which is finite according to (3.17). This shows that $\Psi \in D(1 \otimes L)$ and $\left(1 \otimes L_{N}\right) \Psi \rightarrow$ $(1 \otimes L) \Psi$ as $N \rightarrow \infty$. On the other hand, it follows from (3.17) that

$$
\exp \left(\phi\left(f_{q}^{ \pm}\right)\right): \in D(L) \text { for } \mathcal{N} \text {-almost all } q .
$$

From this we conclude

$$
\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L_{N}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} \rightarrow\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})}
$$

for $\mathcal{N}$ almost all $q$ as $N \rightarrow \infty$. Since by Proposition 1.5 .9 b) we have

$$
\begin{aligned}
& \left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L_{N}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} \\
& \quad \leq\left\|: \exp \left(\phi\left(f_{q}^{-}\right)\right):\right\|_{L^{2}(\mathrm{G})}\left\|L_{N}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\|_{L^{2}(\mathrm{G})} \\
& \quad \leq e^{I / 2}\left\|L: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\|_{L^{2}(\mathrm{G})}
\end{aligned}
$$

for all $q$, and the right hand side of the above is $\mathcal{N}$-integrable, the dominated convergence theorem implies

$$
\begin{aligned}
& \int\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L_{N}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} e^{2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{t}-q_{s}, t-s\right)} d \mathcal{N}(q) \rightarrow \\
& \quad \rightarrow \int\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} e^{2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{t}-q_{s}, t-s\right)} d \mathcal{N}(q)
\end{aligned}
$$

as $N \rightarrow \infty$. This finishes the proof.
We now present one minor extension and two important special cases of (3.9).
Corollary 3.2.4 Let $g \in L^{\infty}\left(\mathbb{R}^{d}\right)$, and suppose $L$ satisfies the assumptions of Proposition 3.2.3. Then

$$
\begin{aligned}
\langle\Psi,(g \otimes L) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}= & \int\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, L: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})} \times \\
& \times g\left(q_{0}\right) \exp \left(2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{t}-q_{s}, t-s\right)\right) d \mathcal{N}(q)
\end{aligned}
$$

Here $g$ is again used to denote the operator of multiplication with $g$.
Note that if $L$ is chosen to be the identity operator, then we arrive at $\langle\Psi, g \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=$ $\int g\left(q_{0}\right) d \mathcal{N}$, a formula that also follows from Corollary 2.2.5.

Corollary 3.2.5 For $\beta>0$ and $g \in K$, put

$$
M(\beta)=\left\langle\Psi, e^{\beta \phi(g)} \Psi\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}
$$

$M$ is the moment generating function for the random variable $\phi \mapsto \phi_{0}(g)$ under $\mathcal{P}$, and

$$
\begin{align*}
& M(\beta)=\int e^{\beta \phi_{0}(g)} d \mathcal{P}(q, \phi)  \tag{3.18}\\
& =\int \exp \left(\frac{\beta^{2}}{2} \int \frac{|\hat{g}|^{2}}{2 \omega} d k-\beta \int_{-\infty}^{\infty} d s \int d k \frac{\hat{\varrho}(k) \overline{\hat{g}}(k) e^{-i k q_{s}}}{2 \omega(k)} e^{-\omega(k)|s|}\right) d \mathcal{N}
\end{align*}
$$

By (3.4), $M(\beta)$ is finite for all $\beta$, and hence

$$
\begin{equation*}
\left\langle\Psi, \phi(g)^{n} \Psi\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\left.\frac{d^{n}}{d \beta^{n}} M(\beta)\right|_{\beta=0} \quad \text { for all } n \in \mathbb{N} \tag{3.19}
\end{equation*}
$$

Note that, although (3.18) can in principle be deduced from Proposition 3.2.3, it can be obtained more easily by using (3.5), i.e. by fixing $q \in C\left(\mathbb{R}, \mathbb{R}^{d}\right)$ and integrating the function $\phi \mapsto e^{\phi_{0}(g)}$ with respect to the conditional Gaussian measure.

The next statement deals with second quantization and differential second quantization of operators. Recall that $\theta: L^{2}(\mathrm{G}) \rightarrow \mathcal{F}$ denoted the Wiener-Itô-Segal isomorphism, cf. 1.5.4.

Corollary 3.2.6 Let $L_{\tilde{\sim}}$ be a bounded self-adjoint operator on $L^{2}\left(\mathbb{R}^{d}\right)$, and write $\tilde{\Gamma}(L)=\theta^{-1} \Gamma(L) \theta$ and $d \tilde{\Gamma}(L)=\theta^{-1} d \Gamma(L) \theta$. Then $\Psi \in D(\tilde{\Gamma}(L)), \Psi \in D(d \tilde{\Gamma}(L))$ and

$$
\begin{align*}
\langle\Psi, \tilde{\Gamma}(L) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} & =\int \exp \left(\left\langle f_{q}^{-}, B^{-1} L B f_{q}^{+}\right\rangle_{K}\right) e^{2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{s}-q_{t}, s-t\right)} d \mathcal{N}(q) \\
\langle\Psi, d \tilde{\Gamma}(L) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} & =\int\left\langle f_{q}^{-}, B^{-1} L B f_{q}^{+}\right\rangle_{K} d \mathcal{N}(q) \tag{3.20}
\end{align*}
$$

Proof: First note that by (3.8),

$$
\left\|B^{-1} L B f_{q}^{ \pm}\right\|_{K}=\left\|L B f_{q}^{ \pm}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq\|L\|\left\|f_{q}^{ \pm}\right\|_{K}
$$

is uniformly bounded in $q$. On the other hand,

$$
\left\|\tilde{\Gamma}(L): \exp \left(\phi\left(f_{q}^{ \pm}\right)\right):\right\|_{L^{2}(\mathrm{G})}^{2}=\exp \left(\left\|B^{-1} L B f_{q}^{+}\right\|_{K}^{2}\right)
$$

follows directly from Proposition 1.5.9 b), c). Furthermore,

$$
\left\|d \tilde{\Gamma}(L): \exp \left(\phi\left(f_{q}^{ \pm}\right)\right):\right\|_{L^{2}(\mathrm{G})}^{2}=\left(\left\|B^{-1} L B f_{q}^{ \pm}\right\|_{K}^{2}+\left\langle f_{q}^{ \pm}, B^{-1} L B f_{q}^{ \pm}\right\rangle_{K}^{2}\right) e^{\left\|f_{q}^{ \pm}\right\|_{K}^{2}}
$$

can be obtained from the definitions of differential second quantization (1.25), Wick exponentials (Definition 1.5.8) and of $d \tilde{\Gamma}(L)$ above. Since

$$
\left\|B^{-1} L B f\right\|_{K}=\|L B f\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq\|L\|\|f\|_{K}
$$

for all $f \in K$, (3.17) is fulfilled, and Proposition 3.2.3 now gives $\Psi \in D(\tilde{\Gamma}(L))$ and $\Psi \in D(d \tilde{\Gamma}(L))$. Now that this is established, formulas (3.20) follow directly from (3.9) and Proposition 1.5.9 b) - d) and (3.7).

### 3.3 Bounds on ground state expectations

We will now apply the results of the previous section in order to investigate some qualitative properties of the ground state of $H$. Alternatively (and equivalently), we will instead refer to the ground state $\Psi_{\mathcal{F}}=\Theta \Psi$ of $H_{\mathcal{F}}$ whenever this is convenient. Recall that $I<\infty$, the infrared constant, was defined in (3.5).

## Example 3.3.1 Boson number distribution

Let $P_{n}$ be the projection onto the $n$-th Fock space component (or $n$-boson sector). Then $\tilde{P}_{n}=\theta P_{n} \theta^{-1}$ is the projection onto the closure of the subspace spanned by $\left\{: \phi(f)^{n}:, f \in K\right\} \subset L^{2}(\mathrm{G})$. By the definition of Wick exponentials, we have

$$
\left\langle: \exp \left(\phi\left(f_{q}^{-}\right)\right):, \tilde{P}_{n}: \exp \left(\phi\left(f_{q}^{+}\right)\right):\right\rangle_{L^{2}(\mathrm{G})}=\frac{1}{n!}\left\langle f_{q}^{+}, f_{q}^{-}\right\rangle_{K}^{n}
$$

and with (3.7) and Theorem 3.2.2 we find

$$
\begin{aligned}
p_{n} \equiv & \left\langle\Psi, 1 \otimes \tilde{P}_{n} \Psi\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int \frac{1}{n!}\left(-2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{s}-q_{t}, s-t\right)\right)^{n} \times \\
& \times \exp \left(2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{s}-q_{t}, s-t\right)\right) d \mathcal{N}
\end{aligned}
$$

$p_{n}$ is the probability of finding $n$ bosons in the ground state of $H_{\mathcal{F}}$. Obviously,

$$
\begin{equation*}
p_{n} \leq \frac{I^{n}}{n!} e^{I} \tag{3.21}
\end{equation*}
$$

Denoting by $\mathbf{N}=d \Gamma(1)$ the number operator, the superexponential bound (3.21) implies

$$
\left\langle\Psi_{\mathcal{F}}, 1 \otimes e^{\alpha \mathbf{N}} \Psi_{\mathcal{F}}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right) \times \mathcal{F}}<\infty \quad \text { for each } \alpha>0
$$

and is useful in the context of scattering theory [24].
Let us now assume in addition that $W(q, t)<0$ for all $q$ and all $t$. This is true e.g. for the massive Nelson model, cf. 3.1.1 e). In this case there exists $D \leq I$ with

$$
\begin{equation*}
\frac{D^{n}}{n!} e^{-I} \leq p_{n} \leq \frac{I^{n}}{n!} \tag{3.22}
\end{equation*}
$$

The right hand side of (3.22) is again obvious, and the left hand side follows from

$$
\begin{aligned}
p_{n} & \geq \frac{1}{n!} e^{-I} \int\left(-2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{s}-q_{t}, s-t\right)\right)^{n} d \mathcal{N} \\
& \geq \frac{1}{n!} e^{-I}\left(-\int 2 \int_{-\infty}^{0} d s \int_{0}^{\infty} d t W\left(q_{s}-q_{t}, s-t\right) d \mathcal{N}\right)^{n}
\end{aligned}
$$

$D$ is then the expectation of the double integral above.
In the next two examples we will look at the mean value and variance of the random variable $\phi \mapsto \phi_{0}(g)$ under $\mathcal{P}$ for $g \in K$, using the results of Corollary 3.2.5.

## Example 3.3.2 Average field strength

For $n=1$, (3.19) yields

$$
\begin{align*}
\langle\Psi, \phi(g) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} & =-\int d k \int_{-\infty}^{\infty} d s \frac{\hat{\varrho}(k) \overline{\hat{g}(k)}}{2 \omega(k)} e^{-\omega(k)|s|}\left(\int e^{-i k q_{s}} d \mathcal{N}(q)\right) \\
& =-\int d k \int d q \psi_{0}^{2}(q) \lambda^{2}(q) \frac{\hat{\varrho}(k) \overline{\hat{g}(k)} e^{-i k q}}{\omega(k)^{2}} \tag{3.23}
\end{align*}
$$

where $\lambda^{2}(q)=\int \Psi^{2}(\phi, q) d \mathrm{G}(\phi)$ is the stationary density of $\mathcal{N}$ with respect to $\mathrm{N}_{0}$, and $\psi_{0}^{2}$ is the density of $\mathrm{N}_{0}$ with respect to Lebesgue measure (and the square of the ground state of $H_{\mathrm{p}}$ ).
Writing $\chi=\psi_{0}^{2} \lambda^{2}$ for the position density of the particle, and taking $g$ to be a delta function in momentum space and in position space, respectively, we find

$$
\langle\Psi, \phi(k) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=-\frac{\hat{\varrho}(k) \hat{\chi}(k)}{(2 \pi)^{d / 2} \omega^{2}(k)} \quad\left(k \in \mathbb{R}^{d}\right)
$$

and

$$
\begin{equation*}
\langle\Psi, \phi(q) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\left(\chi * V_{\omega} * \varrho\right)(q) \quad\left(q \in \mathbb{R}^{d}\right) \tag{3.24}
\end{equation*}
$$

respectively. Here $V_{\omega}$ denotes the Fourier transform of $-1 / \omega^{2}$ and is the Coulomb potential for massless bosons, i.e. for $\omega(k)=|k|$. (3.24) is the classical field generated by a particle with position distribution $\chi(q) d q$. Note that equality (3.23) follows also from the equations of motion and the stationarity of $\Psi$.

## Example 3.3.3 Field fluctuations

For $n=2$, (3.19) becomes

$$
\left\langle\Psi, \phi(g)^{2} \Psi\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int \frac{|\hat{g}(k)|^{2}}{2 \omega(k)} d k+\int\left(\int_{-\infty}^{\infty} d s \int d k \frac{\hat{\varrho}(k) \overline{\hat{g}(k)} e^{i k q_{s}}}{2 \omega(k)} e^{-\omega(k)|s|}\right)^{2} d \mathcal{N} .
$$

By using the previous result and the Cauchy-Schwarz inequality, we find that

$$
\left\langle\Psi, \phi(g)^{2} \Psi\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}-\langle\Psi, \phi(g) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}^{2} \geq \int \frac{|\hat{g}|^{2}}{2 \omega} d k=\int \phi(g)^{2} d \mathrm{G}(\phi) .
$$

The latter term represents the fluctuations of the free field. We thus see that fluctuations increase by coupling the field to the particle.

We now treat special cases of Corollary 3.2.6.

## Example 3.3.4 Average number of bosons at given momentum

For real-valued $g \in L^{\infty}$ consider

$$
\int a_{k}^{*} a_{k} g(k) d k=d \Gamma(g)
$$

cf. Definition 1.3.2. By Corollary 3.2.6, we have $\Psi \in D(d \tilde{\Gamma}(g))$. With $g$ chosen to be the indicator function of some set $M \subset \mathbb{R}^{d},\langle\Psi, d \tilde{\Gamma}(g) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}$ is the expected number of bosons with momentum within $M$. By (3.20) and the equality $\left(B^{-1} g B f\right)^{-}=g \hat{f}$,

$$
\begin{equation*}
\langle\Psi, d \tilde{\Gamma}(g) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\int d k \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)} g(k) \int_{-\infty}^{0} d s \int_{0}^{\infty} d t e^{-\omega(k)(t-s)} \int \cos \left(k\left(q_{t}-q_{s}\right)\right) d \mathcal{N} \tag{3.25}
\end{equation*}
$$

On the one hand, from $\cos (k x) \leq 1$ we get

$$
\begin{equation*}
\langle\Psi, d \tilde{\Gamma}(g) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} \leq \int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)^{3}} g(k) d k . \tag{3.26}
\end{equation*}
$$

(3.26) is proven in [6] using the pullthrough formula.

On the other hand, from $1-\left(k^{2} x^{2}\right) / 2 \leq \cos (k x)$ we get

$$
\begin{aligned}
\int \cos \left(k\left(q_{t}-q_{s}\right)\right) d \mathcal{N} & \geq 1-\frac{k^{2}}{2}\left(\int\left(q_{t}^{2}+q_{s}^{2}-2 q_{t} q_{s}\right) d \mathcal{N}\right) \\
& \geq 1-k^{2} \int q^{2} \psi_{0}^{2}(q) \lambda^{2}(q) d q
\end{aligned}
$$

The last inequality above follows from

$$
\int q_{s} q_{t} d \mathcal{N}=\left\langle\Psi q, e^{-|t-s|\left(H-E_{0}\right)} \Psi q\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=\left\|e^{-(|t-s| / 2)\left(H-E_{0}\right)} q \Psi\right\|_{L^{2}\left(\mathrm{P}_{0}\right)}^{2} \geq 0
$$

Writing $C=\int q^{2} \psi_{0}^{2}(q) \lambda^{2}(q) d q$, we have for $g \geq 0$ that

$$
\langle\Psi, d \tilde{\Gamma}(g) \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} \geq \int \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)^{3}}\left(1-C k^{2}\right) g(k) d k
$$

The above results can be compactly (and somewhat formally) written as

$$
\begin{equation*}
\frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)^{3}}\left(1-C k^{2}\right) \leq\left\langle\Psi_{\mathcal{F}}, 1 \otimes a_{k}^{*} a_{k} \Psi_{\mathcal{F}}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right) \times \mathcal{F}} \leq \frac{|\hat{\varrho}(k)|^{2}}{2 \omega(k)^{3}} . \tag{3.27}
\end{equation*}
$$

Here, $a_{k}^{*} a_{k}$ denotes the formal expression $d \Gamma(\delta(\cdot-k))$. The quantity in the middle of (3.27) is the Lebesgue density at momentum $k$ of the expected number of bosons.

In particular, for the 3-dimensional massless Nelson model (cf. 3.1.1 e)) one can see from the lower bound how the infrared divergence occurs. Letting $r \rightarrow 0$ there, the expected number of bosons in the ground state with momenta in a neighborhood of 0 diverges.

## Example 3.3.5 Average number of bosons at given position

Consider now the operator $L=g(-i \nabla)$ in $L^{2}\left(\mathbb{R}^{d}\right)$, with real-valued $g \in L^{\infty}$. If $g$ is the indicator of some bounded set $M \subset \mathbb{R}^{d},\left\langle\Psi_{\mathcal{F}}, d \Gamma(L) \Psi_{\mathcal{F}}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right) \times \mathcal{F}}$ measures the expected number of bosons with position within $M$. It is common to write

$$
d \Gamma(g(-i \nabla))=\int a_{q}^{*} a_{q} g(q) d q
$$

In order to apply Corollary 3.2.6, we calculate

$$
\left\langle f_{q}^{-}, B^{-1} L B f_{q}^{+}\right\rangle_{K}=\left\langle B f_{q}^{-}, L B f_{q}^{+}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right)}=\left\langle\left(B f_{q}^{-}\right)^{\vee}, g\left(B f_{q}^{+}\right)^{\vee}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right)},
$$

where $f^{\vee}$ denotes the inverse Fourier transform of $f$. We have

$$
\left(B f_{q}^{+}\right)^{\vee}(x)=\frac{1}{(2 \pi)^{d / 2}} \int_{0}^{\infty} d s \int \frac{\hat{\varrho}(k)}{\sqrt{2 \omega(k)}} e^{i k\left(q_{s}+x\right)} e^{-\omega(k)|s|} d k
$$

and consequently

$$
\begin{aligned}
\left\langle f_{q}^{-}, B^{-1} L B f_{q}^{+}\right\rangle_{K}= & \frac{1}{(2 \pi)^{d}} \int_{-\infty}^{0} d s \int_{0}^{\infty} d t \int d k \int d k^{\prime} \frac{\overline{\hat{\varrho}(k)} \hat{\varrho}\left(k^{\prime}\right)}{\sqrt{2 \omega(k)} \sqrt{2 \omega\left(k^{\prime}\right)}} \times \\
& \times e^{i\left(k^{\prime} q_{t}-k q_{s}\right)} e^{-\omega(k)|t|-\omega\left(k^{\prime}\right)|s|} \int d x g(x) e^{i x\left(k-k^{\prime}\right)} \leq \\
\leq & \frac{1}{(2 \pi)^{d}}\left(\int \frac{|\hat{\varrho}|}{(2 \omega)^{3 / 2}} d k\right)^{2}\|g\|_{L^{1}\left(\mathbb{R}^{d}\right)}=(*)
\end{aligned}
$$

In case of the massless Nelson model (with coupling strength equal to one for convenience), we have

$$
(*) \leq \frac{1}{(2 \pi)^{d}} \int \frac{|\hat{\varrho}|^{2}}{2 \omega} d k \int \frac{|\hat{\varrho}|^{2}}{(2 \omega)^{2}} d k\|g\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\frac{1}{(2 \pi)^{d}}\|\varrho\|_{K}^{2}\||B| \varrho\|_{K}^{2}\|g\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

We thus see that the number of Bosons with position in a set $M \subset \mathbb{R}^{d}$ is bounded by a multiple of the volume of $M$. Moreover, it is interesting to note that this bound is insensitive to formally removing the infrared cutoff. On the other hand, the total number of bosons in the ground state is obtained by taking $g=1$ in this or the previous example, and we see from (3.27) that this quantity diverges when the infrared cutoff is formally removed.

## Example 3.3.6 Localization of the particle

As the final example we show exponential decay of the Lebesgue-density of the stationary measure of $\mathcal{N}$. We will need the following property of $H$ :

Proposition 3.3.7 (Diamagnetic inequality) For $f, g \in L^{2}\left(\mathrm{P}_{0}\right)$ we have

$$
\left\langle f, e^{-t H} g\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} \leq e^{t V_{\mathrm{eff}}}\left\langle\|f\|_{L^{2}(\mathrm{G})}, e^{-t \tilde{H}_{\mathrm{p}}}\|g\|_{L^{2}(\mathrm{G})}\right\rangle_{L^{2}\left(\mathrm{~N}_{0}\right)},
$$

where

$$
V_{\mathrm{eff}}=\frac{1}{2} \int \frac{|\hat{\varrho}(k)|^{2}}{\omega^{2}(k)} d k=2\||B| \varrho\|_{K}^{2}<\infty
$$

and $\tilde{H}_{\mathrm{p}}=\left(1 / \psi_{0}\right) H_{\mathrm{p}} \psi_{0}$.
A proof can be found in [23].
The second ingredient we need is essentially the result due to Carmona [10] that we already used in Chapter 2. Recall that the Carmona class of potentials was defined in 2.2.9. From the proofs of Lemma 3.1 and Propositions 3.1 and 3.2 of [10] one can extract the following

Lemma 3.3.8 Let $V=V_{1}-V_{2}$ be of the Carmona class, and use $\mathcal{W}^{\bar{q}}$ to denote the measure of Brownian motion on $\mathbb{R}^{d}$ starting in $\bar{q}$.
a) Suppose there exist $\gamma>0, m>0$ such that

$$
V_{1}(q) \geq \gamma|q|^{2 m}
$$

outside a compact set. Put $t(q)=\max \left\{|q|^{1-m}, 1\right\}$. Then for each $E>0$ there exist $D>0$ and $\delta>0$ such that

$$
\forall \bar{q} \in \mathbb{R}^{d}: \quad e^{t(\bar{q}) E} \int e^{-\int_{0}^{t(\bar{q})} V\left(q_{s}\right) d s} d \mathcal{W}^{\bar{q}}(q) \leq D \exp \left(-\delta|\bar{q}|^{m+1}\right)
$$

b) Put $\alpha:=\liminf _{|q| \rightarrow \infty} V(q), t(q):=\beta|q|$ with $\beta>0$. Then for each $E \in \mathbb{R}$ with $E<\alpha$, there exist $D>0, \delta>0$ and $\beta>0$ such that

$$
\forall \bar{q} \in \mathbb{R}^{d}: \quad e^{t(\bar{q}) E} \int e^{-\int_{0}^{t(\bar{q})} V\left(q_{s}\right) d s} d \mathcal{W}^{\bar{q}}(q) \leq D \exp (-\delta|\bar{q}|) .
$$

Recall that N denotes the stationary measure of $\mathcal{N}, \psi_{0} \lambda$ equals the square root of the Lebesgue density of N (cf. Example 3.3.2) and $E_{0}$ is the ground state energy of $H$. Our result now reads:

Theorem 3.3.9 For any $V$ fulfilling (V1) and (V2) from 2.2.1, we have $\psi_{0} \lambda \in$ $L^{\infty}\left(\mathbb{R}^{d}\right)$. If, in addition, $V=V_{1}-V_{2}$ is of the Carmona class, then there exists a version of $\psi_{0} \lambda$ (denoted by $\left.q \mapsto \psi_{0}(q) \lambda(q)\right)$ for which the following statements hold:
a) If $V$ satisfies the assumptions of Proposition 3.3 .8 a), then there exist $D, \delta>0$ with

$$
\begin{equation*}
\forall q \in \mathbb{R}^{d}: \quad \psi_{0}(q) \lambda(q) \leq D \exp \left(-\delta|q|^{m+1}\right) \tag{3.28}
\end{equation*}
$$

b) Put $\alpha:=\liminf _{|q| \rightarrow \infty} V_{1}(q)$. If $\alpha-\left(E_{0}+V_{\text {eff }}\right)>0$, then there exist $D>0, \delta>0$ such that

$$
\begin{equation*}
\forall q \in \mathbb{R}^{d}: \quad \psi_{0}(q) \lambda(q) \leq D \exp (-\delta|q|) \tag{3.29}
\end{equation*}
$$

Proof: We first show that $\psi_{0} \lambda \in L^{\infty}\left(\mathbb{R}^{d}\right)$. Since $H \Psi=E_{0} \Psi$, for $h \in L^{\infty}\left(\mathbb{R}^{d}\right), h \geq 0$, the diamagnetic inequality implies

$$
\begin{align*}
\int h(q) \psi_{0}^{2}(q) \lambda^{2}(q) d q & =\langle h \Psi, \Psi\rangle_{L^{2}\left(\mathrm{P}_{0}\right)}=e^{t E_{0}}\left\langle h \Psi, e^{-t H} \Psi\right\rangle_{L^{2}\left(\mathrm{P}_{0}\right)} \\
& \leq e^{t\left(V_{\text {eff }}+E_{0}\right)}\left\langle h \lambda, e^{-t \tilde{H}_{\mathrm{P}}} \lambda\right\rangle_{L^{2}\left(\mathrm{~N}_{0}\right)}  \tag{3.30}\\
& =e^{t\left(V_{\text {eff }}+E_{0}\right)} \int h(q) \psi_{0}(q) \lambda(q)\left(e^{-t H_{\mathrm{P}}} \lambda \psi_{0}\right)(q) d q
\end{align*}
$$

Since we required $V$ to be in the Kato class, $e^{-t H_{\mathrm{P}}}$ takes $L^{2}(d q)$ into $L^{\infty}(d q)$ [46]. Thus we can find $C \in \mathbb{R}$ with

$$
\begin{equation*}
\int h(q) \psi_{0}^{2}(q) \lambda^{2}(q) d q \leq C \int h(q) \psi(q) \lambda(q) d q \tag{3.31}
\end{equation*}
$$

which implies $\psi_{0} \lambda \in L^{\infty}$. Using this result in (3.30) and the Feynman-Kac formula to express the kernel of $e^{-t H_{\mathrm{p}}}$, we get

$$
\begin{align*}
& \int h(q) \psi_{0}^{2}(q) \lambda^{2}(q) d q \leq \\
& \leq e^{t\left(V_{\text {eff }}+E_{0}\right)} \int d \bar{q} h(\bar{q}) \psi_{0}(\bar{q}) \lambda(\bar{q}) \int e^{-\int_{0}^{t} V\left(q_{s}\right) d s} \psi_{0}\left(q_{t}\right) \lambda\left(q_{t}\right) d \mathcal{W}^{\bar{q}}(q) \\
& \leq e^{t\left(V_{\text {eff }}+E_{0}\right)}\left\|\psi_{0} \lambda\right\|_{L^{\infty}}^{2} \int d \bar{q} h(\bar{q}) \int e^{-\int_{0}^{t} V\left(q_{s}\right) d s} d \mathcal{W}^{\bar{q}}(q) . \tag{3.32}
\end{align*}
$$

The version of $\psi_{0} \lambda$ mentioned above can now be explicitly defined by

$$
\psi_{0}^{2}(q) \lambda^{2}(q)=\limsup _{n \rightarrow \infty} \int h_{q, n}(x) \psi_{0}^{2}(x) \lambda^{2}(x) d x
$$

where $h_{q, n}$ is any fixed sequence of $L^{1}$-functions converging in $L^{1}$ to a delta peak at $q$. We now use this sequence in (3.32). Since $\int \exp \left(-\int_{0}^{t} V\left(q_{s}\right) d s\right) d \mathcal{W}^{\bar{q}}$ is continuous in $\bar{q}$ and finite for all $\bar{q}$, the right hand side of (3.32) converges and we have

$$
\psi_{0}^{2}(\bar{q}) \lambda^{2}(\bar{q}) \leq e^{t\left(V_{\text {eff }}+E_{0}\right)}\left\|\psi_{0} \lambda\right\|_{L^{\infty}}^{2} \int e^{-\int_{0}^{t} V\left(q_{s}\right) d s} d \mathcal{W}^{\bar{q}}(q)
$$

This inequality is valid for each $t>0$, and therefore in case $V$ is in the Carmona class, we can use Proposition 3.3.8 with $E$ replaced by $V_{\text {eff }}+E_{0}$ to conclude the proof.

A version of the preceding result already appears in [6]. There it is shown that $\psi_{0}(q) \lambda(q) \exp (\alpha q) \in L^{1}(d q)$ for some $\alpha>0$, while the present results (when applicable) imply $\psi_{0}(q) \lambda(q) \exp (\alpha q) \in L^{\infty}(d q)$ in case of a decaying external potential $V$ and superexponential localization in case of growing potentials.

## Appendix

## A. 1 Fock space over $\mathbb{C}^{N}$

In this appendix it is shown how the symmetric Fock space over $\mathbb{C}^{N}$ arises in a natural way as a method for decomposing $L^{2}\left(\mathbb{R}^{N}\right), N<\infty$ into orthogonal subspaces. For each $l \in\{1, \ldots, N\}$ we choose an orthonormal basis $\left(f_{n}^{(l)}\right)_{n \geq 0}$ of $L^{2}(\mathbb{R})$. Then the subspace of $L^{2}\left(\mathbb{R}^{N}\right)$ spanned by functions of the form

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto f_{n_{1}}^{(1)}\left(x_{1}\right) \cdots f_{n_{N}}^{(N)}\left(x_{N}\right)
$$

is dense in $L^{2}\left(\mathbb{R}^{N}\right)$. Put

$$
L_{M}=\left\{\left(x_{1}, \ldots, x_{N}\right) \mapsto f_{n_{1}}^{(1)}\left(x_{1}\right) \cdots f_{n_{N}}^{(N)}\left(x_{N}\right): \sum_{i=1}^{N} n_{i}=M\right\} .
$$

The orthogonality of the $f_{j}$ implies that $F \in L_{M}$ and $G \in L_{M^{\prime}}$ are orthogonal if $M \neq M^{\prime}$, and $F, G \in L_{M}$ with $F\left(x_{1}, \ldots, x_{n}\right)=f_{n_{1}}\left(x_{1}\right) \cdots f_{n_{N}}\left(x_{n}\right), G\left(x_{1}, \ldots, x_{n}\right)=$ $f_{m_{1}}\left(x_{1}\right) \cdots f_{m_{N}}\left(x_{n}\right)$ are orthogonal if $\left(n_{1}, \ldots, n_{N}\right) \neq\left(m_{1}, \ldots, m_{N}\right)$. Thus we can decompose $L^{2}\left(\mathbb{R}^{N}\right)$ into the orthogonal subspaces spanned by the $L_{M}$, and the dimension of each $L_{M}$ is equal to the number of integer-valued, $N$-dimensional vectors with $\sum_{i=1}^{N} n_{i}=M$. The symmetric Fock space is a way of counting the number of such vectors.

The idea is that each integer-valued vector $\vec{n}=\left(n_{1}, \ldots n_{N}\right)$ with $\sum_{i=1}^{N} n_{i}=M$ can be represented as a sum of $M$ standard basis vectors of $\mathbb{C}^{N}$, i.e. $\vec{n}=\sum_{i=1}^{M} \vec{e}_{k_{j}}$, $k_{j} \in\{1, \ldots, N\}$. The $M$-tuple of eigenvectors in turn can be viewed as a function $\phi:\{1, \ldots, N\}^{M} \rightarrow \mathbb{R}$ with is equal to one at exactly one point $\left(k_{1}, \ldots, k_{M}\right) \in$ $\{1, \ldots N\}^{M}$ and zero otherwise. Of course, this is nothing but the tensor product $\vec{e}_{k_{1}} \otimes \ldots \otimes \vec{e}_{k_{M}}$. However, this representation is not unique, since each permutation of the $\vec{e}_{i}$, equivalently each permutation of the variables in $\phi$, leads to the same $\vec{n}$. This is where the symmetry condition enters: we declare two function $\phi_{1}, \phi_{2}$ : $\{1, \ldots, N\}^{M} \rightarrow \mathbb{R}$ of the above given form to be equivalent if $\phi_{1}$ arises from $\phi_{2}$ by a permutation of variables, i.e. if there exists a permutation $\pi$ on $\{1, \ldots, M\}$ such that $\phi\left(k_{1}, \ldots, k_{M}\right)=\phi\left(k_{\pi(1)}, \ldots, k_{\pi(M)}\right)$ for all $k_{1}, \ldots, k_{M} \in\{1, \ldots, N\}$. In
the language of tensor products, an equivalent procedure is to take the symmetric tensor product

$$
\vec{e}_{k_{1}} \hat{\otimes} \cdots \hat{\otimes} \vec{e}_{k_{M}}=\frac{1}{|\Pi(M)|} \sum_{\pi \in \Pi(M)} \vec{e}_{k_{\pi(1)}} \otimes \ldots \otimes \vec{e}_{k_{\pi(M)}}
$$

where $\Pi(M)$ is the set of permutations on $\{1, \ldots, M\}$. A moment of thought reveals that both procedures result in a one-to-one correspondence of the resulting objects (equivalence classes or symmetric tensors) with the elements of $L_{M}$. Now we take linear combinations to find

$$
\begin{align*}
\operatorname{span}\left(L_{M}\right) & \cong \operatorname{span}\left\{\phi:\{1, \ldots, N\}^{M} \rightarrow \mathbb{C}, \phi \text { symmetric }\right\} \cong \\
& \cong \operatorname{span}\left\{\vec{v}_{1} \hat{\otimes} \ldots \hat{\otimes} \vec{v}_{M}: \vec{v} \in \mathbb{C}^{N}\right\} \equiv \mathcal{F}_{N}^{(M)} . \tag{A.1}
\end{align*}
$$

$\mathcal{F}_{N}^{(M)}$ is the $M$-th Fock space segment of the symmetric Fock space over $\mathbb{C}^{N}$. Since the $L_{M}$ are orthogonal and span $L^{2}\left(\mathbb{R}^{N}\right)$ we have

$$
L^{2}\left(\mathbb{R}^{N}\right) \cong \bigoplus_{M=0}^{\infty} \mathcal{F}_{N}^{(M)} \equiv \mathcal{F}_{N} .
$$

$\mathcal{F}_{N}$ is the symmetric Fock space over $\mathbb{C}^{N}$.
To make the connection (at least formally) with the Fock space introduced in Section 1.3 , let us take a finite box $\Lambda \subset \mathbb{R}^{d}$ and divide it into $N$ pieces $\Lambda_{1}, \ldots, \Lambda_{N}$. We use the numbers $1, \ldots, N$ from (A.1) to label these pieces, which means that each symmetric function $\phi:\{1, \ldots, N\}^{M} \rightarrow \mathbb{C}$ is regarded as a symmetric function $f_{N}:\left(\mathbb{R}^{d}\right)^{M} \rightarrow \mathbb{C}$ that is constant on each of the $\Lambda_{j}$ and zero outside $\Lambda$. Now by taking the limit $|\Lambda| \rightarrow \infty$ and $N \rightarrow \infty$ in such a way that $\Lambda_{j} \rightarrow 0$ for each $j$, and by imposing some summability conditions on the functions $f_{N}$ as $N \rightarrow \infty$, it is at least formally plausible that the limiting object $\mathcal{F}^{(M)}=\mathcal{F}_{\infty}^{(M)}$ will be the space of all symmetric, e.g. square integrable functions $f:\left(\mathbb{R}^{d}\right)^{M} \rightarrow \mathbb{C}$. This leads to Definition 1.3.1.

## A. 2 Stochastic processes from Schrödinger operators

Here we give some basics on $P(\phi)_{1}$-processes [45, 46]. These processes are connected to Schrödinger operators via the Feynman-Kac formula and the ground state transformation. We consider a Schrödinger operator $H=-\frac{1}{2} \Delta+V$ in $L^{2}\left(\mathbb{R}^{d}\right)$. $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a measurable function which acts as an operator of multiplication. We first give the conditions we impose on $V$.

Definition A.2.1 $A$ measurable function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be in the Kato class [46], $V \in \mathcal{K}\left(\mathbb{R}^{d}\right)$, if

$$
\sup _{x \in \mathbb{R}} \int_{\{|x-y| \leq 1\}}|V(y)| d y<\infty \quad \text { in case } d=1
$$

and

$$
\lim _{r \rightarrow 0} \sup _{x \in \mathbb{R}^{d}} \int_{\{|x-y| \leq r\}} g(x-y)|V(y)| d y=0 \quad \text { in case } d \geq 2 \text {. }
$$

Here,

$$
g(x)= \begin{cases}-\ln |x| & \text { if } d=2 \\ |x|^{2-d} & \text { if } d \geq 3\end{cases}
$$

$V$ is locally in the Kato class, $V \in \mathcal{K}_{\mathrm{loc}}\left(\mathbb{R}^{d}\right)$, if $V 1_{K} \in \mathcal{K}\left(\mathbb{R}^{d}\right)$ for each compact set $K \subset \mathbb{R}^{d} . V$ is Kato decomposable [9] if

$$
V=V^{+}-V^{-} \quad \text { with } \quad V^{-} \in \mathcal{K}\left(\mathbb{R}^{d}\right), V^{+} \in \mathcal{K}_{\mathrm{loc}}\left(\mathbb{R}^{d}\right)
$$

where $V^{+}$is the positive part and $V^{-}$is the negative part of $V$.
In the context of Brownian motion, the Kato class turns out to be a very natural class of functions. Namely, a function $V$ is in the Kato class if and only if [1]

$$
\sup _{y \in \mathbb{R}^{d}} \int\left(\int_{0}^{t}\left|V\left(x_{s}\right)\right| d s\right) d \mathcal{W}^{y}(x) \xrightarrow{t \rightarrow 0} 0
$$

Here, $\mathcal{W}^{y}$ is Brownian motion starting in $y \in \mathbb{R}^{d}$.
In the following, we will always assume that $V$ is Kato-decomposable. In that case, $H$ is self-adjoint on $D\left(H_{0}\right)$ and bounded from below, and for each $t>0$ the operator $e^{-t H}$ has an integral kernel given via the Feynman-Kac formula:

$$
\begin{equation*}
\left(e^{-t H} f\right)(y)=\int e^{-\int_{0}^{t} V\left(x_{s}\right) d s} f\left(x_{t}\right) d \mathcal{W}^{y}(x) \tag{A.2}
\end{equation*}
$$

As the case $V=0$ shows, $H$ need not have eigenvalues. However, we are only interested in such $H$ that do have eigenvalues, more precisely in those for which the infimum of the spectrum is an eigenvalue. If this eigenvalue exists, it is necessarily of multiplicity one, and the corresponding eigenfunction (called ground state) can be chosen to be strictly positive; this follows from a Perron-Frobenius argument, since by (A.2) $e^{-t H}$ has a strictly positive kernel. A sufficient condition on $V$ for the existence of a ground state is $\lim \inf _{|x| \rightarrow \infty} V(x)=\infty$, but ground states exist also for many other choices of $V$, like e.g. the Coulomb potential in three dimensions.

Let us summarize our assumptions on $V$ :
(A1) : $V$ is Kato-decomposable.
$(A 2): H$ has a ground state $\psi_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$. We take $\left\|\psi_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}=1$.
$(A 3): \quad \inf \operatorname{spec}(H)=0$.
(A3) is there only for convenience and can always be achieved by adding a constant to $V$.

We now use the ground state transformation to convert $H$ into the generator of a stochastic process. The ground state transformation is the unitary map

$$
L^{2}\left(\psi_{0}^{2} d x\right) \rightarrow L^{2}\left(\mathbb{R}^{d}\right), \quad f \mapsto \psi_{0} f
$$

we will use $\psi_{0}$ to denote this transformation, and $1 / \psi_{0}$ for the inverse. Using $H \psi_{0}=$ 0 , we obtain for the operator $L=\frac{1}{\psi_{0}} H \psi_{0}$ the formula

$$
(L f)(x)=-\frac{1}{2} \Delta f(x)-\left\langle\frac{\nabla \psi_{0}}{\psi_{0}}(x), \nabla f(x)\right\rangle_{\mathbb{R}^{d}}
$$

for all $f \in L^{2}\left(\psi_{0}^{2} d x\right)$ which are in the domain of $L . L$ is the generator of a stochastic process satisfying the stochastic differential equation

$$
\begin{equation*}
d X_{t}=\frac{\nabla \psi_{0}}{\psi_{0}}\left(X_{t}\right) d t+d B_{t} \tag{A.3}
\end{equation*}
$$

The stationary solution of (A.3) will be called $P(\phi)_{1}$-process. It is a strong Markov process. The path measure of this process will be denoted by $\mu$, and the transition probabilities are given by

$$
\begin{align*}
E_{\mu}\left(f\left(X_{t}\right) \mid X_{0}=y\right) & =\left(e^{-t L} f\right)(y)=\frac{1}{\psi_{0}(y)}\left(e^{-t H}\left(\psi_{0} f\right)\right)(y)=  \tag{A.4}\\
& =\frac{1}{\psi_{0}(y)} \int e^{-\int_{0}^{t} V\left(x_{s}\right) d s} \psi_{0}\left(x_{t}\right) f\left(x_{t}\right) d \mathcal{W}^{y}(x)
\end{align*}
$$

Since the stationary measure of $\mu$ is $\psi_{0}^{2} d x$, according to the Feynman-Kac formula the finite dimensional distributions of $\mu$ are given by

$$
\begin{align*}
\int f_{1}\left(X_{t_{1}}\right) \cdots f_{n}\left(X_{t_{n}}\right) d \mu(X) & =\left\langle\psi_{0} f_{1}, e^{-\left(t_{2}-t_{1}\right) H} f_{2} \ldots e^{-\left(t_{n}-t_{n-1}\right) H} f_{n} \psi_{0}\right\rangle_{L^{2}\left(\mathbb{R}^{d}\right)}= \\
& =\left\langle f_{1}, e^{-\left(t_{2}-t_{1}\right) L} f_{2} \ldots e^{-\left(t_{n}-t_{n-1}\right) L} f_{n}\right\rangle_{L^{2}\left(\psi_{0}^{2} d x\right)} \tag{A.5}
\end{align*}
$$

for $t_{1}<t_{2}<\ldots<t_{n}$.
We also use this appendix to collect some analytic properties of the semigroup $e^{-t H}$ that will be needed in the course of this work. The reference for all of them is [46].
(S1): For each $1 \leq p \leq q \leq \infty$ and each $t>0, e^{-t H}$ is a bounded operator from $L^{p}\left(\mathbb{R}^{d}\right)$ to $L^{q}\left(\mathbb{R}^{d}\right)$.
(S2): For each $t>0$, the integral kernel $K_{t}(\xi, \eta)$ of $e^{-t H}$ is uniformly bounded on $\mathbb{R}^{2 d}$ and bounded away from zero on compact subsets of $\mathbb{R}^{2 d}$. The same is true for the ground state $\psi_{0}$ on $\mathbb{R}^{d}$.
(S3): For each $t>0, \eta \mapsto K_{t}(\xi, \eta)$ is Lebesgue-integrable uniformly in $\xi \in \mathbb{R}^{d}$.

## A. 3 The finite dimensional Ornstein-Uhlenbeck process

We now apply the results from Appendix A. 2 to obtain the $N$-dimensional OrnsteinUhlenbeck process appearing in Section 1.2. In this case, all of the above objects are given by explicit formulas, which we state without further comments. The (nonrenormalized) Schrödinger operator $H_{\mathrm{OU}, \mathrm{nr}}$ is given by

$$
\left(H_{\mathrm{OU}, \mathrm{nr}} f\right)(x)=-\frac{1}{2} \Delta f(x)+\frac{1}{2}\langle x, A x\rangle_{\mathbb{R}^{N}} f(x),
$$

where $A$ is a symmetric matrix with strictly positive eigenvalues. The (normalized) ground state is

$$
\psi_{\mathrm{OU}}=\left(\frac{\operatorname{det} \sqrt{A}}{(2 \pi)^{N}}\right)^{1 / 2} \exp \left(-\frac{1}{2}\langle x, \sqrt{A} x\rangle_{\mathbb{R}^{N}}\right)
$$

The renormalized Schrödinger operator, i.e. the one with $\inf \operatorname{spec} H=0$, is

$$
H_{\mathrm{OU}}=-\frac{1}{2} \Delta+\frac{1}{2}\langle x, A x\rangle_{\mathbb{R}^{N}}-\frac{1}{2} \operatorname{tr} \sqrt{A} .
$$

The stochastic generator $L_{\mathrm{OU}}$ is given by

$$
\left(L_{\mathrm{OU}} f\right)(x)=-\frac{1}{2} \Delta f(x)+\langle\sqrt{A} x, \nabla f(x)\rangle_{\mathbb{R}^{N}}
$$

and the stochastic differential equation is

$$
\begin{equation*}
d X_{t}=-\sqrt{A} X_{t} d t+d B_{t} \tag{A.6}
\end{equation*}
$$

It can be checked with the help of Itô's formula that the solution of (A.6) with initial condition $X_{0}=y$ is given by

$$
\begin{equation*}
X_{t}=e^{-t \sqrt{A}} y+\int_{0}^{t} e^{-|t-s| \sqrt{A}} d B_{s} \tag{A.7}
\end{equation*}
$$

As a stochastic integral with deterministic integrand, $X_{t}$ is a Gaussian process, and thus is characterized by its mean value

$$
E\left(X_{t}\right)=e^{-t \sqrt{A}} y
$$

and (matrix-valued) covariance function
$C(t, s)=\left(E\left(\left(X_{s}\right)_{i}\left(X_{t}\right)_{j}\right)-E\left(X_{s}\right)_{i} E\left(X_{t}\right)_{j}\right)_{1 \leq i, j \leq N}=\frac{1}{2} \sqrt{A}^{-1}\left(e^{-|t-s| \sqrt{A}}-e^{-(t+s) \sqrt{A}}\right)$
for $t, s \geq 0$. The covariance of the stationary solution of (A.6) is obtained by sending $t, s \rightarrow \infty$ and keeping $t-s$ fixed, with the result

$$
C_{\text {stat }}(t, s)=\frac{1}{2} \sqrt{A}^{-1} e^{-|t-s| \sqrt{A}} .
$$

The mean value of the stationary process is 0 .
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