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I wish to thank Stephan Börzsönyi, Tobias Brandl, Roland Holzhauser, and Christof
König, whose master thesis I adviced, for their excellent work. A special thank to Tobias
Brandl and Stefan Krompaß for the implementation of the autonomic computing concept
and the simulation system. Another special thank to Roland Holzhauser and Christof
König for the implementation of the SSPLC prototype system. They all worked with me
for a long time and did an excellent job. Thank you all for being such a great team!

I wish to express my gratitude to all my colleagues at the University of Passau and
afterwards at the Technical University Munich for many helpful discussions and the pleasant
working environment: Reinhard Braumandl, Markus Keidl, Bernhard Stegmaier, Christian
Wiesner, Bernhard Zeller, and my newest colleagues Daniel Gmach, Richard Kuntschke,
and Martin Wimmer. Alexandra Schmidt and Evi Kollmann provided support in all kinds
of administrative and non-technical tasks. Markus Keidl and I shared an office for several
years. We always had a great and inspiring working atmosphere.

For helpful criticism, proof-reading and/or advice on my doctoral thesis, I express my
thanks to Laura Alvarey, Markus Keidl, Roland Holzhauser, Martin Wimmer, Bernhild
Ellmann, Reinhard Braumandl, Natalija Krivocapić, Thomas Sturm, Andreas Seidl, and
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Abstract

In this thesis, we investigate three different aspects of distributed information systems:
security, caching, and self-management.

We describe our concept of a security system for distributed and open systems using
our query processing system ObjectGlobe as an example. One part of this concept is
our OperatorCheck server, which validates the semantics of an operator and analyzes its
quality before the operator is actually used in queries. This is done semi-automatically
using an oracle-based approach to compare a formal specification of an operator against
its implementation. Further security measures are integrated into the query processing
engine: secure communication channels are established, authentication and authorization
are performed, and overload situations are avoided by admission control. Operators are
guarded using Java’s security model to prevent unauthorized resource access and leakage
of data. The resource consumption of operators is monitored and limited to avoid resource
monopolization.

We present a semantic caching scheme suitable for caching responses from Web ser-
vices on the SOAP protocol level. Web services are typically described using WSDL docu-
ments. For semantic caching we developed an XML-based declarative language to annotate
WSDL documents with information about the caching-relevant semantics of requests and
responses. Using this information, our semantic cache answers requests based on the re-
sponses of similar previously executed requests. Performance experiments—based on the
scenarios of TPC-W and TPC-W Version 2—conducted using our prototype implementa-
tion demonstrate the effectiveness of the proposed semantic caching scheme.

We present a novel autonomic computing concept which is hiding the ever increasing
complexity of managing IT infrastructures. For this purpose, we virtualize, pool, and
monitor hardware to provide a dynamic computing infrastructure. A fuzzy-logic-based
controller supervises all services running on this virtual platform. Higher-level services
such as business applications profit from running on this platform. For example, failed
services are restarted automatically. A service overload is detected and remedied by either
starting additional service instances or by moving the service to a more powerful server.
The capabilities and constraints of the services and the hardware environment are specified
in a declarative XML language.
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Chapter 1

Introduction

During the last decade, we have seen a substantial growth of the Internet with respect
to several dimensions: the number of computers connected to the Internet, the number
of users, and the number of content providers all have increased dramatically. Initially,
only a very limited and static content was available on the Internet. Nowadays, however,
a vast amount of static and dynamic information is accessible. With the increasing flood
of information, the desire to be able to efficiently query this data and correlate data from
different sources has grown. Thus, more and more complex data integration systems have
been developed with the goal of realizing the vision of the Internet as a global database
management system [LKK+97].

Data integration systems evolved from centralized middleware systems [Wie93] to glob-
ally operating data integration systems like ObjectGlobe [BKK+01a] which can potentially
cover all the appropriate data sources on the Internet. ObjectGlobe is not a monolithic
architecture. Instead, it is a distributed and open query processor for Internet data sources
in which operators can be integrated in the form of user-defined mobile code in a seamless
and effortless manner to, for example, add user-defined data transformations or predicates.
Thus, ObjectGlobe satisfies the emerging need for distribution and quick adaptation to
new requirements stemming from, for example, virtual enterprises. However, usage of mo-
bile code introduces specific security concerns. ObjectGlobe and all other distributed and
open architectures need sophisticated security systems to check the semantics and qual-
ity of mobile code before the code is actually executed. Additionally, they must provide
secure runtime environments for mobile code to protect the executing systems from unau-
thorized resource access and overload situations. An additional issue is the prevention of
data leakage.

Currently, a second wave of integration is rolling through the Internet. This time the
focus of the integration efforts is on applications rather than on data. Service-oriented
architectures based on Web services are already emerging as the predominant application
type on the Internet. This development is primarily driven by the desire of companies for a
global application integration platform. Companies bargain for cost-cuttings by automated
flexible workflows for business-to-business (B2B) e-commerce, like fully-automated supply
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chain management, as well as for business-to-consumer (B2C) e-commerce. Companies
and technology providers are both interested in interoperability. Therefore, they are work-
ing together on several standards for Web services [RV02], for example, XML [BPSM+04],
SOAP [BEK+00], UDDI [UDD00], and WSDL [CCMW01] (to name the most important
ones). Currently, there are several Web service platforms available from different ven-
dors, for example, IBM WebSphere [IBMb], Microsoft .NET [NET], Sun ONE [Sunb], and
ServiceGlobe [KSK03a], our own research platform. All these platforms implement the
standards mentioned above and can therefore seamlessly interact with one another. These
Web service platforms can be used for inter-company as well as intra-company application
integration.

Some of the most urgent problems of globally accessible Web services are performance
and scalability. These problems are common in distributed systems on the Internet and,
thus, there are solutions for different application areas. For example, distributed database
management systems and traditional Web servers rely heavily on different caching tech-
niques [RV02, INST02] to reduce the load of their servers and to speed up processing, for
example, proxy caches, content distribution networks (CDNs), or edge server caches. Cur-
rently, there are no sophisticated caching schemes available in the area of Web services. It
is obvious that such caching schemes will be essential in the future as the number of users
of Web services grows steadily.

Another purpose of Web services is, as already mentioned, the intra-company applica-
tion integration. Here again, the predominant aim of companies is cutting costs. Using
Web service technology, the linking of applications becomes much easier, less complex and,
therefore, cheaper. Nevertheless, complexity and consequently administration costs of IT
infrastructures are ever increasing. IBM coined the term autonomic computing [Hor01] for
solutions which overcome this trend. This term refers to some kind of self-management
of hardware and software. Comprehensive self-management capabilities for systems in-
clude self-configuration, self-optimization, self-healing, and self-protection. Several global
players conduct research in this area, and they have already integrated some aspects of
self-management into their hardware and software products. While several technologies
and products are already available, most of them are only able to handle problems of iso-
lated components of IT infrastructures, for example, a failed processor of a multi-processor
system. Additionally, they depend heavily on vendor-specific hardware features. A solu-
tion for a self-managing, vendor-independent IT infrastructure that supervises and controls
itself is still missing.

1.1 Purpose of this Thesis

In this thesis, we investigate the three different aspects of distributed information systems
addressed above. Our focus is on security, caching, and self-management.

As mentioned before, usage of mobile user-defined code introduces specific security con-
cerns. We present a comprehensive security architecture for distributed and open systems
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using ObjectGlobe as an example. In ObjectGlobe, users can provide operators in the form
of mobile code. Before such an operator is actually used in queries, an OperatorCheck server
validates its semantics and analyzes its quality. This is done semi-automatically using an
oracle-based approach to compare a formal specification of an operator against its im-
plementation. Further security measures are integrated into the query processing engine:
during plan distribution, secure communication channels are established, authentication
and authorization are performed, and overload situations are avoided by admission con-
trol. During plan execution, operators are guarded using Java’s security model to prevent
unauthorized resource access and leakage of data. The resource consumption of operators
is monitored and limited to avoid resource monopolization. We show that the presented
security system is capable of executing arbitrary operators without risk to the executing
host or the privacy and integrity of the processed data.

Caching is an approved solution for performance and scalability issues of distributed
systems. We present a semantic caching scheme suitable for caching responses from Web
services on the SOAP protocol level. Existing semantic caching schemes for database sys-
tems or Web sources cannot be applied directly because there is no semantic knowledge
available about the requests to and responses from Web services. Web services are typi-
cally described using WSDL (Web Service Description Language) documents. To enable
semantic caching we developed an XML-based declarative language to annotate WSDL doc-
uments with information about the caching-relevant semantics of requests and responses.
Using this information, our semantic cache answers requests based on the responses of
similar previously executed requests. Performance experiments—based on the scenarios of
TPC-W and TPC-W Version 2—conducted using our prototype implementation demon-
strate the effectiveness of the proposed semantic caching scheme.

The third challenge of distributed systems we investigate in this thesis is the self-man-
agement of complex IT systems. We present a novel autonomic computing concept which
is hiding the ever increasing complexity of managing IT infrastructures. For this purpose,
we virtualize, pool, and monitor hardware to provide a dynamic computing infrastruc-
ture. A fuzzy-logic-based controller supervises all services running on this virtual platform.
According to the vision of autonomic computing, this infrastructure is a step towards a
self-managing, self-optimizing, and self-healing virtual platform for services. Higher-level
services such as business applications benefit from running on this supervised virtual plat-
form. For example, failed services are restarted automatically and a service overload is
detected and remedied by starting additional service instances or by moving the service
to a more powerful server. Available resources are shared between all services as appro-
priate for a particular situation. Thus, by dynamically allocating the services, we improve
the average utilization of the available hardware and minimize idle time. Thereby, total
cost of ownership (TCO) is reduced either because more users can be handled using the
existing hardware or because less hardware is required to begin with. The capabilities and
constraints of the services and the hardware environment are specified using a declarative
XML language. We used our prototype implementation, AutonomicGlobe, for first tests
managing a blade server configuration and for comprehensive simulation studies which
demonstrate the effectiveness of our proposed autonomic computing concept.
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1.2 Outline of this Work

The remainder of this thesis is organized as follows:

• Chapter 2 gives an overview of the ObjectGlobe system—our distributed and open
query processing system for data processing services on the Internet.

• Chapter 3 presents a security system for distributed and open architectures using
ObjectGlobe as an example system. Additionally, a technique concerning quality
assurance for external operators is presented.

• Chapter 4 introduces the ServiceGlobe system—our distributed and open Web ser-
vice platform. We also give a brief introduction to Web service standards that are
important in our work.

• Chapter 5 investigates caching techniques for Web services. We present a seman-
tic caching scheme suitable for caching responses from Web services on the SOAP
protocol level. Additionally, results of comprehensive performance experiments are
given.

• Chapter 6 describes an autonomic computing concept for application services using
an enterprise resource planning (ERP) software installation as an example. This work
is based on the ServiceGlobe system and adds a controller framework for autonomic
decisions to ServiceGlobe. A fuzzy controller which can be plugged into this frame-
work is presented. Comprehensive simulation studies using this fuzzy controller are
described.

• Chapter 7 concludes the thesis.



Chapter 2

ObjectGlobe - A Distributed and
Open Query Processing System

In this chapter, we present the design of ObjectGlobe, our distributed and open query
processor for Internet data sources. The goal of the ObjectGlobe project is to distribute
powerful query processing capabilities (including those found in traditional database sys-
tems) across the Internet. The idea is to create an open marketplace for three kinds of
suppliers: data providers which supply data, function providers which offer query operators
to process the data, and cycle providers which are contracted to execute query operators.
Of course, a single site (even a single machine) can comprise all three services, i.e., act
as data, function, and cycle provider. In fact, we expect that most data and function
providers will also act as cycle providers. ObjectGlobe enables applications to execute
complex queries involving the execution of operators from multiple function providers at
different cycle providers and the retrieval of data and documents from multiple data sources.

A detailed description of the ObjectGlobe system is given in [BKK+01a, BKK+01b,
Bra01, BKK+00, BKK+99]. The HyperQuery project presented in [KW01, KW04] is an
extension of the ObjectGlobe system offering a platform for scalable electronic marketplaces
on the Internet.

This chapter is organized as follows: In Section 2.1 we outline how queries are processed
in ObjectGlobe. Section 2.2 gives a concrete example and introduces the external Skyline
operator. The lookup service of ObjectGlobe is presented in Section 2.3. In Section 2.4 we
give a survey of the quality of service management of ObjectGlobe.

2.1 Query Processing in ObjectGlobe

Processing a query in ObjectGlobe involves four major steps, as shown in Figure 2.1:

• Lookup: In this phase, the ObjectGlobe lookup service is queried to find relevant
data sources, cycle providers, and query operators that might be useful in executing
the query. In addition, the lookup service provides the authorization data—mirrored
and integrated from the individual providers—to determine what resources may be



6 ObjectGlobe - A Distributed and Open Query Processing System
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Figure 2.1: Processing a Query in ObjectGlobe

accessed by the user who initiated the query and what other restrictions apply for
processing the query.

• Optimize: The information obtained from the lookup service is used by a quality-
aware query optimizer to compile a valid (as far as user privileges are concerned)
query execution plan believed to fulfill the users’ quality constraints. This plan is
annotated with site information indicating on which cycle provider each operator is
executed and from which function provider the external query operators involved in
the plan are loaded.

• Plug: The generated plan is distributed to the cycle providers and the external
query operators are loaded and instantiated at each cycle provider. Furthermore, the
communication paths (sockets) are established.

• Execute: The plan is executed following an iterator model [Gra93]. In addition
to the external , i.e., user-defined, query operators provided by function providers,
ObjectGlobe has built-in query operators for selection, projection, join, union, nest-
ing, unnesting, sending data, and receiving data. If necessary, communication is
encrypted and authenticated. Furthermore, the execution of the plan is monitored
in order to detect failures, look for alternatives, and possibly halt the execution of a
plan.

The whole system is written in Java for two reasons. First, Java is portable so that
ObjectGlobe can be installed with very little effort on various platforms; in particular, cycle
providers which need to install the ObjectGlobe core functionality can very easily join an
ObjectGlobe system. The only requirement is that a site runs the ObjectGlobe server on a
Java virtual machine. Second, Java provides secure extensibility. Like ObjectGlobe itself,
external query operators are written in Java: they are loaded on demand (from function
providers), and they are executed at cycle providers in their own Java“sandbox” (described
in Chapter 3). Just like data and cycle providers, function providers and their external
query operators must be registered in the lookup service before they can be used.

ObjectGlobe supports a nested relational data model in order for relational, object-
relational, and XML data sources to be easily integrated. Other data formats (e.g., HTML),
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Figure 2.2: Distributed Query Processing with ObjectGlobe

however, can be integrated by the use of wrappers that transform the data into the required
nested relational format. Wrappers are treated by the system as external query operators.
As shown in Figure 2.1, XML is used as a data exchange format between the individual
ObjectGlobe components. Part of the ObjectGlobe philosophy is that the individual Ob-
jectGlobe components can be used separately. XML is used so that the output of every
component can be easily visualized and modified. For example, users can browse through
the lookup service in order to find interesting functions which they might want to use in the
query. Furthermore, a user can look at and change the plan generated by the optimizer.

2.2 Example Query

Figure 2.2 shows an example of distributed query processing with ObjectGlobe. Suppose
one is going on holiday to Nassau, Bahamas, and is looking for a hotel that is cheap and
close to the beach. This task is known as the “maximum vector problem” [PS85]. Actually,
we are searching for the minimal vectors, but these can be found analogously. Formulated
precisely, we are looking for all hotels which are not dominated by other ones. A hotel
dominates another one if it is cheaper and closer to the beach. Dominance imposes a
partial ordering on the hotels.
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A naive solution for this problem is to compare each hotel to every other and delete
dominated ones. This simple algorithm yields quadratic runtime. However, a more sophis-
ticated algorithm with a lower complexity has been developed by [KLP75]. [BKS01] have
investigated this algorithm in the context of databases and adapted it to constrained main
memory. They called the operator “Skyline”.

The resources used to find the desired cheap hotel near the beach are as follows: two
Web sites, www.hotelbook.com and www.hotelguide.com, supply hotel data and all exter-
nal operators are provided by the function provider www.operators.org. Two wrappers,
HotelBookWrapper and HotelGuideWrapper, are responsible for querying the two Web
sites and transforming the data into ObjectGlobe’s internal format. They are executed at
cycle providers located near the data sources in order to minimize transfer time. As the
following equation holds for the Skyline operator, it can be applied to each data source
directly in order to further reduce data shipping costs:

Skyline(Skyline(A) ∪ Skyline(B)) = Skyline(A ∪ B)

Thus, only the best hotels are passed to the client. The send/receive iterator pairs per-
forming the transmission of data are installed automatically during the plug phase. The
client calculates the Skyline of the union of both data sources, and the user can choose a
hotel from the result.

2.3 Lookup Service

The lookup service plays the same role in ObjectGlobe as the catalog or metadata manage-
ment of a traditional query processor. Providers are registered before they can participate
in ObjectGlobe. In this way, the information about available services is incrementally ex-
tended as necessary. A detailed description of the lookup service of ObjectGlobe is given
in [KKKK02].

During the optimization of every query in an ObjectGlobe federation, the lookup ser-
vice is queried for descriptions of useful services for the respective query. Therefore, the
main challenge of the lookup service is to provide global access to the metadata of all
registered services without becoming the bottleneck of the whole system. Since the meta-
data structures in an open and extensible system are naturally quite complex, the lookup
service offers a sophisticated special-purpose query language, which also allows for the ex-
pression of joins over metadata collections. In addition to the network and storage devices,
the computing power of a lookup service machine can limit the throughput of metadata
queries. Thus, our lookup service uses a three-tier architecture as depicted in Figure 2.3.
The purpose of this architecture is to scale in the number of users of the lookup service
(both real users who browse the metadata and optimizers which search for specific services)
by adding new local metadata repositories at the hot spots of user activity.

The information at metadata providers is regarded as globally and publicly available
and therefore it is consistently replicated by all metadata providers which appear in the
metadata provider backbone. For the efficiency reasons stated above, metadata providers
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themselves cannot be queried; they only can be browsed in order to detect metadata which
should also be available at a specific local metadata repository. Only these local meta-
data repositories can be queried for locally cached metadata. They use a publish/subscribe
mechanism to fetch relevant data from a metadata provider. In the case of updates, in-
sertions, or deletions of metadata, a metadata provider evaluates the possibly huge set
of subscription rules with the help of a sophisticated prefilter algorithm and forwards the
appropriate changes to the corresponding local metadata repositories.

2.4 Quality of Service (QoS)

Query execution in ObjectGlobe can involve a large number of different function, cycle
and data providers. Therefore, a plan produced by a traditional optimizer might consume
much more time and money than an ObjectGlobe user is willing to spend. In such an open
query processing system it is essential that a user can specify quality constraints on the
execution itself. These constraints can be separated into three different dimensions:

• Result: There are several important properties of a query result a user should be
able to specify. For example, a user may want to restrict the size of the result set
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returned by a query in the form of a lower or an upper bound (an upper bound
corresponds to a stop after query [CK98]). Constraints on the amount of data used
for answering the query (e.g., at least 50% of the data registered for the theme“hotels”
should be used for a specific query) and its freshness (e.g., the last update should
have happened within the last day) can be used to get results which are based on a
current and sufficiently large subset of the available data.

• Cost: Since providers can charge for their service, a user should be able to specify
an upper bound for the respective consumption by a query.

• Time: The response time is another important quality parameter of an interactive
query execution. A user can be interested in a fast production of the first answer
tuples or in a fast overall execution of the query. A fast production of the first tuples
can be important so that the user can look at these tuples while the remainder is
computed in the background.

In many cases not all quality parameters will be interesting. Just like in real-time systems,
some constraints could be strict (or hard) and others could be soft and handled in a relaxed
way. A detailed description of the QoS management in ObjectGlobe as well as a comparison
to other existing system architectures are given in [BKK03, Bra01].

The starting point for query processing in our system is a description of the query itself,
the QoS constraints for it and statistics about the resources (providers and communica-
tion links). QoS constraints will be treated during all phases of query processing. First,
the optimizer generates a query evaluation plan whose estimated quality parameters are
believed to fulfill the user-specified quality constraints of the query. For every sub-plan
the optimizer states the minimum quality constraints it must obey in order to fulfill the
overall quality estimations of the chosen plan and the resource requirements deemed nec-
essary to produce these quality constraints. In case the resource requirements cannot be
satisfied with the available resources during the plug phase, the plan is adapted or aborted.
The QoS management reacts in the same way if during query execution the monitoring
component forecasts an eventual violation of the QoS constraints.



Chapter 3

Security and Privacy Issues in
Distributed and Open Systems

Security is crucial to the success of distributed and open systems like ObjectGlobe because
usage of mobile code introduces specific security concerns. In this chapter, we describe
our concept of the security system of ObjectGlobe. The security measures are classified by
the time of application. Before an operator is actually used in queries, our OperatorCheck
server validates its semantics and analyzes its quality. This is done semi-automatically
using an oracle-based1 approach to compare a formal specification of an operator against
its implementation. Further security measures are integrated into the query processing
engine: during plan distribution, secure communication channels are established, authenti-
cation and authorization are performed, and overload situations are avoided by admission
control. During plan execution, operators are guarded using Java’s security model to
prevent unauthorized resource access and leakage of data. The resource consumption of
operators is monitored and limited to avoid resource monopolization. We show that the
presented security system is capable of executing arbitrary operators without risks to the
executing host or the privacy and integrity of the processed data. Parts of this chapter
have already been presented in [SBK01].

This chapter is organized as follows: Section 3.1 motivates the importance of security
systems for distributed and open systems and Section 3.2 elaborates on the security re-
quirements of such systems. Our security system is based on the security model of Java,
which is outlined in Section 3.3. Sections 3.4 and 3.5 give a survey of the security measures
during plan distribution and outline runtime guarding and monitoring measures used to
detect malicious or defective operators. Section 3.6 discusses some issues on the correct-
ness of the runtime security system. After that, Section 3.7 describes in detail preventive
measures appropriate to detect the majority of low quality and malicious external oper-
ators before actually executing them in queries. Section 3.8 discusses security concerns
in different scenarios and demonstrates the usage of our security system adapted to the
specific needs of the scenarios. Related work is addressed in Section 3.9, and Section 3.10
concludes this chapter.

1We think of an oracle in the true sense of the word, not of the commercial DBMS.
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3.1 Motivation

The recent trend towards distributed and open systems demands new sophisticated security
systems to meet the challenges of mobile user-defined code. Examples for such systems
are Web browsers executing Applets, Web application servers executing Servlets or Java
Server Pages, and extensible database management systems implementing, e.g., the SQL99
standard [SQL99] for user-defined functions. Nowadays more and more wireless devices
execute code in the form of WML scripts [GS01], e.g., to interact with a mobile e-commerce
system. In this chapter, we use ObjectGlobe as an example for such a system.

The openness of a system like ObjectGlobe creates new demands on a security system.
The source, the programmer, and the code of external user-defined operators are normally
unknown. Thus, users of such operators are unsure whether the operator is calculating the
correct result or may crash or manipulate data given to it. For this reason quality assurance
is necessary because users of external operators want to feel confident about the semantics
and functioning of operators in order to rely upon the results of a query. As in every
distributed system, it is necessary to protect communication channels against tampering
and eavesdropping. Cycle providers execute arbitrary external operators. Thus, they need
a security architecture which prevents external operators from accessing resources like the
file system of the cycle provider, monopolizing resources like memory or CPU time, or
manipulating vital components of the ObjectGlobe system. Additionally, cycle providers
need an authentication framework to be able to determine the identity of a user.

The goal of this work is to provide a security architecture for ObjectGlobe which ad-
dresses all mentioned challenges and in general is appropriate for distributed and open
systems. In order to achieve these goals we have to rely upon some basic assumptions
about the environment of ObjectGlobe. First, we assume that the operating system which
is running ObjectGlobe is secure and that the administrators of the cycle providers are
trustworthy, because we cannot protect the system against the operating system. Second,
we assume that the code and the Java virtual machine (JVM) used to run ObjectGlobe
are unmodified. These requirements are enforced in ObjectGlobe by giving the user the
possibility to restrict the cycle providers to a set of trusted cycle providers. The last and
most serious assumption is that the security system of Java 2 [Oak98] works as designed.
There have been some security-related bugs and implementation flaws of Java, but it seems
that there are no elementary flaws in the design of the security model.

3.2 Security Requirements

There are several security requirements of users and cycle providers. First, we will con-
centrate on security issues introduced by external operators: cycle providers want to be
able to execute arbitrary external operators in a safe way, i.e., they want to be sure that
operators do not monopolize resources, access resources like the file system unauthorized,
or manipulate vital components of the system.
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We now demonstrate some attacks and the implications that arise without an effective
security system using modified versions of the Skyline operator (see Section 2.2). The
example below shows a code snippet which monopolizes the memory by continuously gen-
erating and storing new Object instances in a LinkedList. The execution of this operator
results in a denial of service because there will be insufficient memory for other operators.
Of course, an external operator could just as well monopolize CPU time, secondary mem-
ory, or any other limited shared resource. It would also be possible for an operator to, e.g.,
access the file system to modify arbitrary files or to steal confidential data.

Example Resource Monopolization

public class Skyline extends IteratorClass {

public TypeSpec open() throws CommandFailedException,IOException {

List l = new LinkedList();

while(true)

l.add(new Object());

...

}

...

}

Along with security requirements of providers there are requirements of users. They
want to feel confident about the semantics of external operators in order to rely upon the
results of a query even when they use external operators. Recall the query using a Skyline
operator to find the hotels which are cheap and near the beach (see Section 2.2). Now
assume a modified Skyline operator that filters all hotels of the Sheraton hotel chain. The
result of a query using this modified Skyline would be all cheap hotels near the beach not
being a Sheraton hotel, which is not the result the user requested. Privacy is another severe
requirement endangered by external operators: an operator could calculate the result as
required, but it could also send a copy of the processed data to an arbitrary host on the
Internet or leak data to a concurrent query, possibly compromising confidentiality of data.
For that reason, it is necessary that the security system can guarantee that data given to an
operator can only flow using communication channels which are obvious to and authorized
by the user.

In addition to the security requirements induced by external query operators there are
some which are common to many distributed systems. First, using our terminology, cycle
and data providers may have a legitimate interest in obtaining the identity of users for au-
thorization purposes. It must be considered that users normally want to stay anonymous
as far as possible, therefore it must not be mandatory to give authentication data to cycle
providers. Second, the communication channels between different collaborating hosts must
be protected against tampering to avoid unnoticed modifications of the data. Additionally,
it must be possible to encrypt confidential data to prevent other parties from eavesdrop-
ping. Third, cycle providers need an admission control system to guard themselves against
overload situations.



14 Security and Privacy Issues in Distributed and Open Systems

To meet these requirements, we use a multilevel security architecture combining preven-
tive measures, security measures during plan distribution, and a runtime security system.
Preventive measures take place before an operator is actually used in queries. They are
used to validate the semantics and analyze the quality of the operator. Based upon the vali-
dation results, ObjectGlobe could renounce runtime security measures. Because preventive
measures are optional, untested operators are regarded as possibly malicious and all secu-
rity measures apply. During plan distribution, common security measures of distributed
systems take place which include admission control. The remaining security requirements,
e.g., protection of cycle providers, are met by the runtime architecture. We give a brief
overview of Java’s security model and the mandatory security levels of our security architec-
ture, i.e., security measures during plan distribution and the runtime security architecture,
in the next three sections. Thereafter, we present the preventive measures in detail and
point out the advantages of validated operators.

3.3 Java’s Security Model

Interpreter/JIT

Policy File

Compiler Class Loader
Class−/Byte−
code Verifier

Security Manager

Access Controller

Figure 3.1: Java’s Five-Layer Security Model

Figure 3.1 outlines the five layers of Java’s security model [Oak98]. Java is a strongly
typed object-oriented programming language with information hiding. The adherence to
typing and information hiding rules is verified by the compiler and, because code could be
generated by an evil compiler, again by the class/bytecode-verifier before a class object is
generated from the bytecode. The class loader’s tasks are to load the bytecode of a class
into memory, monitor the loaded code’s origin (i.e., its URL), and to verify the signature
of digitally signed code. The security manager controls the access to safety critical system
resources, such as the file system, network sockets, peripherals, etc. The security manager
is used to create a so-called sandbox in which untrusted code is executed. Most well-known
are the restrictive sandboxes in which Web browsers execute mobile code (i.e., Applets)
loaded from Web servers. The ObjectGlobe system is based on Java Release 2, in which
the security manager interfaces with the access controller. The access controller verifies
whether an access to a safety-critical resource is legitimate according to a configurable
policy. Privileges can be granted based on the origin of the code and whether or not it
is digitally signed (i.e., authenticated) code. Additionally, the access controller offers the
facility to temporarily give classes the ability to perform an action on behalf of a class
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that normally might not have that ability by marking code as privileged. This feature is
essential, for example, for granting access to temporary files via a secure interface (called
TmpFile in ObjectGlobe). Finally, the Java program is executed by the interpreter which is
responsible for runtime enforcement of security by, e.g., checking array bounds and object
casts. From a security perspective, it is irrelevant whether or not parts of the code are
compiled by a just-in-time (JIT) compiler to increase performance.

3.4 Security Measures during Plan Distribution

The common security requirements of distributed systems, as enumerated above, are met
during plan distribution where four security-related actions take place: setup of secure
communication channels, authentication, authorization, and admission control.

Privacy and integrity of data and function code that is transmitted between Object-
Globe servers is protected against unauthorized access and manipulation by using the well-
established secure communication standards SSL (Secure Sockets Layer) [FKK96] and/or
TLS (Transport Layer Security) [DA99] for encrypting and authenticating (digitally signed)
messages. Both protocols can carry out the authentication of ObjectGlobe communication
partners via X.509 certificates [HFPS99], thus ensuring communication with the desired
ObjectGlobe server. The security level of network connections can be chosen depending
on the processed data.

If authentication is required for authorization or accounting purposes of providers, Ob-
jectGlobe can authenticate users using one of the two possibilities described below. In both
schemes, the authentication data is inserted into the query plan generated from the user’s
query:

• A user can provide a password. The password is used to generate a secret key (using
the PKCS #5 password-based encryption standard [PKC99]) which is afterwards
used to calculate a MAC (Message Authentication Code) of the query plan and some
additional data (e.g., a time stamp to avoid reusage of signed plans).

• The user possesses a valid X.509 certificate [HFPS99, PKI]. The private key corre-
sponding to the certificate is used to calculate a digital signature of the query plan
and some additional data.

Of course, usage of X.509 certificates is preferred, but until certificates are commonly
used, password-based authentication is supported as an alternative. The signature of a
query arriving at a provider is verified using the user’s X.509 certificate or the user’s
password. After that, the originator and the integrity of the query is known reliably.
Providers can use this knowledge to enforce their local authorization policy autonomously.
Of course, users and applications accessing only free and publicly available resources can
stay anonymous and no authentication is required. If a user wants to access a resource
that charges and accepts electronic payment, the user can remain anonymous as well (if
the electronic payment system supports it) and the electronic payment is shipped as part
of the plug phase.
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The last security-related action during plan distribution, which is needed by all systems
offering services to users, is admission control. ObjectGlobe’s admission control component
determines whether or not the estimated resource requirements of a query—calculated using
the cost models of the operators (see Section 3.5)—can be satisfied by the executing host.
This proceeding is advantageous insofar as queries can be aborted as early as possible if any
cycle provider executing a part of the query cannot satisfy the resource requirements of the
query. Queries whose resource requirements can be fulfilled are scheduled using a FCFS
(First Come First Served) scheduler considering only main memory usage of the operators.
We assume that a sufficient amount of all other resources such as secondary memory is
available. This scheduling approach works well, because every query is restricted to using
only a small fraction of the main memory of the server. Thus, a certain degree of parallel
execution is guaranteed.

3.5 Architecture of the Runtime Security System

After plan distribution, all involved cycle providers execute the operators assigned to them
to calculate the result of the query. Therefore, they must be protected from damage by
malicious or low quality operators as outlined above. To satisfy the security interests of
users, the security system must also be able to guarantee that data given to an operator
can only flow using communication channels which are obvious to and authorized by the
user. These security requirements are met using two techniques: guarding and monitoring.

The guarding mechanisms are realized using Java’s security architecture, i.e., security
manager and class loaders, to control and restrict access to resources of the cycle provider
and components of the ObjectGlobe system.

The class loader’s tasks are to load the bytecode of a class into memory, monitor the
loaded code’s origin (i.e., its URL), and verify the signatures of digitally signed code.
Additionally, every class loader generates its own name space. Normally, class loaders are
able to load further classes from the code’s origin at runtime. But to prevent external
operators from abusing a connection to a function provider as a covert communication
channel by requesting classes with data coded into the names of the classes, all (non built-
in) classes required by an external operator must be combined into a JAR2 file. This file is
loaded and cached by the class loader during the plug phase. Thus, there is no connection
to the function provider during plan execution. Furthermore, queries running concurrently
are separated from each other to prevent them from exchanging information with each
other via, e.g., static class variables. This is done by using a new class loader instance
(called OGClassLoader) for each query which implicitly separates the name spaces. In this
way, external operators are isolated and leakage of data is prevented, because they are only
able to communicate with their children and parent operators.

The security manager is used to create a sandbox in which untrusted code is executed.
It controls the access to safety-critical system resources such as the file system, network

2JAR (Java ARchive) is a platform-independent file format that aggregates many files (compressed)
into one (like ZIP) and is supported by the Java runtime environment.
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Figure 3.2: Protection of the Resources of Cycle Providers

sockets, peripherals, etc. Privileges can be granted to code based on its origin and whether
or not it is digitally signed. Of course, it would be unreasonable to grant unprotected access
to system resources to unknown code. Therefore, all user-defined operators are normally
executed in a “tight” sandbox. The sandbox, the name space separation, and the class
loaders are illustrated schematically in Figure 3.2.

Additionally, only selected classes of the name space of the ObjectGlobe system are
accessible to external operators. Access to other classes of the ObjectGlobe system is
prevented by the class loaders of external operators. Thus, vital components of the system
are protected. One of the classes available to operators is TmpFile. This class implements
a secure interface to the file system to enable operators to use temporary files. Figure 3.3
sketches the usage of temporary files by external operators.

Monitoring measures are necessary to avoid resource monopolization. We use our
own (platform-dependent) resource accounting library which supervises CPU and main
memory usage of external operators3, because Java does not offer such functionality. Ac-
counting of secondary memory and data volume produced by an operator is done using
pure Java. External operators must be endowed with (worst-case) cost models written
in MathML [CIMP03] for their CPU usage, consumption of main memory and secondary
memory, number of temporary files simultaneously in use, and the number and size of
tuples they produce. The last two cost models are necessary to prevent operators from

3Using our library, accounting results in overheads between 5% and 10%.
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Figure 3.3: Extending Privileged Access Rights to User-Defined Operators

blocking the network and from flooding their parent operators. If an external operator is
not equipped with its own cost models, ObjectGlobe uses default cost models, which of
course might not be very appropriate.

Figure 3.4 illustrates the monitoring for an external operator with two children. In
order to keep track of resource consumption, every external operator is executed by a
separate thread and is disconnected from other operators using buffers, each managed by
a send/receive iterator pair. The resource consumption of operators is traced by several
collaborating components: an RMAccount object is used to store the current resource
consumption and limits thereof, cost models, and information about number and size of
tuples delivered to the operator. The ResourceMonitor is used to interact with our resource
monitoring library to periodically determine the CPU and main memory usage of the thread
running the external operator. The send operator above the external operator updates the
number and size of the tuples produced by the operator, while the receive operators beneath
the operator measure the number and maximal size of tuples and the total data volume
delivered to the operator. TmpFiles (not shown in the illustration) register themselves
at the corresponding RMAccount and permanently report their current sizes. Thus, an
RMAccount is able to track the number and overall size of the operator’s temporary files.
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Figure 3.5 illustrates the workflow which is executed when a user-defined operator is
executed. The optimizer annotates query plans with estimated values for the number and
size of the tuples that the different operators will produce. Using these values and the
cost models, a cycle provider is able to calculate the initial resource limits for an external
operator. If there is any limit violation, the monitoring component verifies if the limits have
to be adapted dynamically, i.e., if changes to the initial calculation basis of the cost models
has occurred. For example, if the optimizer estimated that the underlying operator will
produce 100 tuples but it has produced 110 tuples so far, the limits are adapted dynamically.
If the newly calculated resource requirements of the operator exceed the upper resource
limits set by the cycle provider, the plan is aborted. The plan is also aborted if the newly
calculated resource limits are still too low to satisfy the current resource demand of the
operator. Otherwise, the operator is allowed to resume until there is another limit violation
or the operator terminates normally.

3.6 Correctness Issues of the Runtime Security

System

As already mentioned, users of the ObjectGlobe system are interested in the privacy and
integrity of data processed during query execution. Cycle providers could always manip-
ulate the system in order to access or modify data without authorization, so users can
restrict the cycle providers used to execute a plan to a set of trusted cycle providers.

3.6.1 Integrity of Data

There are two different situations in which the integrity of data is endangered: during
the transport of data from data providers via cycle providers to the client and during the
processing of data by operators at cycle providers.

Data integrity during transportation is warranted by secure communication channels
using MACs. These channels can be used to construct a virtual private network, e.g., to
always protect data in the Intranet of an enterprise. Another possibility is that the user
annotates a plan to force application of MACs. This way, it is possible for both providers
and users to be concerned with data integrity.

Integrity of data during processing of data by built-in operators is no problem because
these operators are tested and work as expected. If arbitrary user-defined operators are
used, integrity of data becomes a concern because ObjectGlobe cannot guarantee that
these operators do not modify data unintentionally. Therefore, the user can specify a set of
trusted operators by specification of their names, signatures, and/or function providers. A
signature can, for example, confirm that an operator is tested by the OperatorCheck server
(see Section 3.7). This way the user can minimize the risk of using malicious operators.
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3.6.2 Privacy of Data

In ObjectGlobe, privacy of data means that data can only flow in a predefined way from
data providers to users. There must not be any holes where an attacker or a malicious
user-defined operator can leak the data, or a copy of it, and make it available to someone
else. Unlike data integrity, ObjectGlobe can guarantee privacy of data even in case of
the usage of arbitrary user-defined operators. To justify this statement, it is necessary to
analyze in detail how a query is processed in ObjectGlobe.

Query processing in ObjectGlobe is composed of three stages: generation of the query
plan (parse/lookup and optimization), distribution of the plan, and execution of the plan.
In order to ensure privacy it is necessary to provide security during these three steps.

3.6.2.1 Plan Generation

Guarantee 1 The plan generation stage provides a plan which cannot be modified without
notice and which can only be executed once.

A plan is generated by a user of the ObjectGlobe system using an SQL-like language.
Assuming the parser and optimizer are working correctly, the user receives an XML rep-
resentation of the plan. The user can verify the plan which later can be annotated with
authentication information for, e.g., wrappers (where required). Additionally, the plan is
signed using the user’s private key (or a password), assuring integrity of the plan in the
remaining query processing stages. To prevent reuse of (wire trapped) signed plans, every
plan has a unique ID assigned containing a time stamp among other things. A signed plan
can only be executed for a specified amount of time, e.g., for 60 minutes. Cycle providers
store the IDs of processed queries until they are outdated.

3.6.2.2 Plan Distribution

Guarantee 2 The plan distribution stage ensures that the query is instantiated as specified
in the plan.

Query plans are distributed in a straightforward way using the host annotations of the
operators in the plan. Every cycle provider loads the code of external operators with
a specialized ObjectGlobe class loader (OGClassLoader); the URL of the code is given
in the codeBase annotation. If the plan or the cycle provider requires that the code be
digitally signed, the OGClassLoader will check the signature of the code. Furthermore, all
communication paths (including the paths for sending the plan) are established by built-in
send and receive operators. If desired (i.e., specified in the annotations of the plan or
required by the cycle provider), an SSL (Secure Sockets Layer) connection is established.

By using SSL, ObjectGlobe achieves not only the privacy and integrity of the plan dur-
ing network communication, but also authenticates both communication partners of con-
nections, assuring that a plan is distributed to the correct cycle providers. Cycle providers
can authenticate function providers and check the digital signatures of operators to ensure
that they receive and instantiate the expected operators.
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3.6.2.3 Plan Execution

Privacy during plan execution is achieved by granting user-defined operators access only to
controlled communication channels. These channels are presented in Figure 3.6, showing
two queries running at several cycle providers (the client is a cycle provider, too). The
arrows indicate the direction of data flow. As explained above, there is always a pair
of built-in send/receive operators between host boundaries, which is created during plan
distribution. Local communication between operators belonging to the same query is done
by calling the open, next, and close methods from the succeeding operators.

Guarantee 3 During plan execution there are no other connections except those shown in
Figure 3.6.

The communication channels shown in the figure are provided by ObjectGlobe core func-
tionality. Other channels are prevented by the security system of ObjectGlobe. User-
defined operators cannot access arbitrary classes of the ObjectGlobe core system because
they reside in a different name space. Furthermore, user-defined operators are not able to
load classes into packages belonging to ObjectGlobe or the Java API preventing them from
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superseding classes or achieving widened access rights based on the fact that the classes
belong to the same package. Thus, user-defined classes can neither manipulate the classes
of Java and ObjectGlobe nor can they access arbitrary methods of the ObjectGlobe core
system.

User-defined operators have no direct access to local resources like network sockets
due to the security manager. Even network connections from OGClassLoaders to function
providers are not available during plan execution any more. The classes of user-defined
operators must be combined into a single JAR file. During query distribution, the Ob-
jectGlobe system requests the JAR file for the operator specified in the query plan. This
file is loaded and cached. Subsequent requests of a user-defined operator to dynamically
load classes are satisfied using the JAR file. If the requested class is not available there it
cannot be loaded at all. Thus, user-defined operators cannot abuse class loaders as cov-
ered channels by requesting classes (which are actually not needed and do not exist) with
information about the processed data coded into the class name. Altogether, user-defined
operators are prevented from sending data to other hosts, restricting communication to the
local host.

The security manager also prevents communication between operators belonging to
different queries, e.g., via a local network connection or a file. The remaining way of
communication between different queries is the use of method calls. In order to do so,
an operator needs a reference to another operator, but these references are retained by
ObjectGlobe. Therefore, operators could only communicate using static members (class
members) or static methods. But every query is instantiated by a separate OGClassLoader
instance, implicitly separating the name spaces of queries. Thus, if several queries are
using the same operator, there are several independent instances of a class residing in
different name spaces. As consequence there are several sets of static members, restricting
communication to operators of the same query.

There is one possible communication channel left, namely the only available access to
local resources: temporary files. Access to temporary files is controlled by ObjectGlobe.
When a user-defined operator claims a temporary file, ObjectGlobe generates a new empty
file. The implementation of file access in Java prevents reading of data that was previously
stored at the location of the new file (just as it prevents reading from uninitialized vari-
ables). Thereafter, the operator does not have direct access to the file but only to streams
to write into and read from this file. Since user-defined operators do not have direct access
to the local file system, only the operator which created such a file can access it.

Guarantee 4 The connections shown in Figure 3.6 create no risk for privacy.

Method calls can only be used to transport data within the same query. The implementa-
tion of send and receive operators ensures that user-defined operators can only call methods
which are uncritical. The network connection between these operators is established in the
query distribution stage and cannot be changed afterwards. This connection can be en-
crypted to ensure privacy during transportation of the data.
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3.7 Quality Assurance for External Operators

Using the security measures presented so far, we are able to execute arbitrary external
operators without risk to cycle providers and privacy of data. Nevertheless, it would be
advantageous if the system could in advance verify the semantics of new external operators,
examine their behavior under heavy load, and compare their resource consumption with
given cost models. If an operator is well-behaved, ObjectGlobe could renounce security
measures and execute the code at full speed or it could relax the sandbox of an operator.
Several methods of software verification and testing have been developed so far (see [Mye79]
for an overview), but it has also been shown that in general the correctness of arbitrary
code cannot be proved [HH76].

3.7.1 Goal of Testing

Testing is a verification technique used to find bugs by executing a program. The testing
process consists of designing test cases, preparing test data, running the program with this
test data, and comparing the results to the correct results. An oracle is consulted for the
correct result of certain test data. This could be a human, a reference implementation,
or an interpreter of a (formal) specification of the program. While the design of good
test cases requires some ingenuity, test data can sometimes be derived automatically. For
automated testing, a test driver is necessary to feed test data to the function and to receive
and record the results.

Methods for deriving test cases can be divided into two classes—white-box and black-
box testing—depending on whether or not the source code is available. [Mye79] provides
a detailed description of the most important techniques. We are focusing on black-box
testing.

3.7.2 Methods of Formal Specification

As the correctness of a program depends on what it is specifically supposed to do, a com-
plete and consistent specification is necessary. If testing should be processed automatically,
a formal specification is required so that an interpreter can determine whether or not a
calculated result is correct. There are two classes of formal specifications: operational tech-
niques describe a way how the result can be calculated. Their advantage is that the correct
result can be determined in advance and compared to the result of the program. However,
they will not choose the most efficient way and hence are not a viable alternative to the
real program. In contrast to that, descriptive techniques specify what the result should
look like. Although the correct result cannot be calculated, the result of the program can
be checked against them. Moreover, they usually are even more concise than operational
specifications.

We have investigated several methods of formal specification, e.g., SQL, Haskell, Prolog,
and mathematical formulae. Table 3.1 shows these specification methods for the Skyline
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operator. For our purpose, the best choice is to use a purely functional language like
Haskell [Bir98] because coding is quite straight-forward and efficient.

Especially in the database context, not only is the correctness of the result important
but also the efficiency of its computation. Therefore, the specification of an external
operator is augmented with several cost models. For each supervised resource the user can
specify a worst-case cost model, which is a function of the extent of the input relations,
namely their number of tuples, their maximum tuple size, and their total data size. If any
resource is overconsumed, the operator is considered faulty and aborted immediately in a
real application. Nevertheless, the cost models chosen should not be too generous, because
then a cycle provider might refuse to instantiate the operator.

3.7.3 User-Directed Test Data Generation

As stated before, the design of good test cases requires some ingenuity. Thus, in our im-
plementation, it is possible to direct the generation of test data so that they fulfill the
preconditions of operators as well as meet the testers’ strategies. Testers may want to
specify single attribute values, enforce functional dependencies between attributes, estab-
lish relationships between relations, and control the order of the tuples. Therefore, the
generation is done in three steps. First, the relation is created and the attribute types and
number of tuples are specified. Second, all attribute rows are filled by random values or by
referencing other relations. Third, the relation can be sorted or permuted some other way.

Possible domains for attributes are Boolean, Integer, Real, and String. Boolean values
are true and false. Integers are taken from a set {min, . . . , max}, Reals from an interval
[min,max]. For Strings, only the minimal and maximal string lengths are defined. The
tester may also specify a set {x1, . . . , xn} from which the attribute values are drawn. Null
values are not supported yet, because Haskell cannot deal with them.

For a single attribute column the values can be generated randomly or deterministically.
The latter means that the values are taken one after the other in increasing order. If there
are more tuples than different values, the procedure is started cyclically again. Random
values can be taken uniformly from their possible values. In order to simulate functional de-
pendencies and primary keys, it is important that unique values can be generated. [DeW93]
presents an algorithm that produces random numbers with this property. For Real values,
other distributions are possible such as normal distribution or exponential distribution.
Foreign key relationships can also be simulated. For 1:1 relationships, the attributes of the
other relation can be copied one after the other or be referenced unique-randomly. For 1:N
relationships, a uniform random reference should be applied. Occasionally the order of the
tuples matters. Thus, the relation can be sorted by the values of an attribute. Moreover, a
shuffle operation has been implemented that permutes the tuples of a relation. This is use-
ful to create a slight disorder. A factor between 0.0 (identity) and 1.0 (completely random
shuffle) describes how far a tuple can move relative to the cardinality of the relation.
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Skyline (S,�) Explanation

Fo
rm

ul
a

{s | s∈S ∧ ¬∃t∈S : t �= s ∧ t � s} This formula can be derived directly from
the definition: “The Skyline of a set S con-
sists of all tuples s that are in S and for
which no tuple t exists in S that is differ-
ent from s and dominates s.”

C
on

di
ti

on
s

Pre ≡ true
Post ≡ ∀s∈Skyline(S) :

(s∈S ∧ ¬∃t∈S : t �= s ∧ t � s)
∧ ∀s∈S \ Skyline(S) :
(∃t∈S : t �= s ∧ t � s)

There is no precondition, i.e., the opera-
tor can be applied to any set on which a
partial ordering relation is defined.
The postcondition describes which tuples
may be in the Skyline (cf. the formula
above) and which must not be left out,
defining exactly the result.

SQ
L

SELECT *
FROM S s
WHERE NOT EXISTS (
SELECT * FROM S t
WHERE t�=s AND t�s);

This is the naive approach to calculate the
Skyline. Each tuple is compared to every
other and is only selected if it is not dom-
inated by any other tuple. �= and � must
be adapted to the specific scenario.

P
ro

lo
g

skyline(S,R) :- skyline’(S,S,R).
skyline’([],T,[]).
skyline’([X|S],T,R) :-
dominated(X,T),
skyline’(S,T,R).

skyline’([X|S],T,[X|R]) :-
not(dominated(X,T)),
skyline’(S,T,R).

dominated(X,[Y|T]) :-
dominance(Y,X).

dominated(X,[Y|T]) :-
dominated(X,T).

dominance(Y,X) :- Y�=X, Y�X.

The Skyline of a list S is R, if the result
of a function skyline’ that filters S with
itself, i.e., compares each tuple with each
tuple and deletes dominated tuples, is also
R. If the empty list [] is filtered, the re-
sult is also empty.
Now consider a list that contains at least
one element X. If X is dominated by any
tuple of the filter T , the result consists
only of the rest of the list still to be fil-
tered by T . Otherwise, X is taken over
into the result.
X is dominated by a non-empty list if it is
dominated by the first element or by the
rest. If the list is empty, X is not con-
sidered dominated (closed world assump-
tion).

H
as

ke
ll

skyline :: [α] → [α]
skyline ss = skyline’ ss ss
skyline’ [] ts = []
skyline’ (s:ss) ts =
if dominated s ts

then skyline’ ss ts
else s:skyline’ ss ts

dominated s [] = False
dominated s (t:ts) =
dominance t s || dominated s ts

dominance t s = (t�=s && t�s)

skyline is a function that takes a list of
elements of some type α and returns a list
of elements of the same type.
Like in Prolog, the Skyline of a list ss is
the result of a function skyline’ that fil-
ters ss with itself.
Again, there is a distinction between the
empty list [] and a list containing at least
one element. This element is only taken
over into the result if it is not dominated
by any element of the filter ts.

Table 3.1: Specification Methods for Database Operators (Skyline)
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3.7.4 The OperatorCheck Server

We have implemented a server that checks external operators in ObjectGlobe by performing
some tests on them. This server can be used by developers during development to test the
implementation of operators. Additionally, trustworthy independent associations can use
the server to check external operators and to generate digitally signed test reports.

Figure 3.7 shows the architecture of the server. The tester provides a JAR archive
containing the external operator to be tested, a formal specification of the operator in
Haskell (for a correctness test) or cost models (for a benchmark test), and some directives
on how the test data should look like. For a correctness test, the server generates test
data based on the directives and stores them on the hard disk. A Haskell program is built
from the formal specification and the ObjectGlobe query execution plan is assembled. Now
the test is performed: the Haskell interpreter and the ObjectGlobe system calculate their
results. Afterwards, the results are loaded and compared, and the user receives the results
of the test. For comparison, the semantics of the result must be taken into account. If the
resulting relation is a list, the order of the tuples, as well as their count, is important. A
multiset is a set where an element may occur several times. The order of the elements,
however, is arbitrary. In a set, neither order nor count of elements matters.

It is also possible to perform a reference test . Instead of providing a Haskell specifica-
tion, the user can also provide an ObjectGlobe query execution plan or an operator that
serves as the oracle. The testing process works in an analogous way.

In a benchmark test no oracle is consulted, but the test operator is executed several
times using different sizes of input data. Instead of a formal specification, the user provides
cost models for several resources. The consumption of these resources is measured and
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compared to the cost models. The test result shows the resources actually consumed and
the maximum consumption allowed by the cost models. Using large input sizes, a stress
test can be carried out that examines the behavior of the operator under heavy load and
checks whether its performance degenerates or is still in accordance with the cost models.

3.7.5 Limitations of Testing

E. W. Dijkstra noted that “program testing can be used to show the presence of bugs, but
never to show their absence” [DDH72]. Nevertheless, testing provides a practicable and
promising way to find bugs in a piece of code, thus improving confidence in it. Several
sophisticated methods of deriving “good” test cases have been developed. Under the hy-
pothesis that the tested program behaves the same way for all test data of an equivalence
class, the correctness can even be guaranteed by successful tests with one representative of
each class. Malicious operators, however, intentionally destroy the uniformity hypothesis.
This can only be detected by a white-box test which inspects the source code. Therefore,
it is still necessary to take further measures for absolute security.

3.8 Usage Scenarios and their Security Implications

As we have seen, ObjectGlobe offers a very powerful security system which can easily
be adapted to different scenarios. Thus, the amount of work to be done by the security
system can be kept as small as possible depending on the hostility of the environment.
The applications of an ObjectGlobe system can, e.g., be distinguished according to the
openness of the underlying network. In the following sections we describe three different
scenarios with varying levels of openness and the resulting security requirements.

3.8.1 Intranet

An Intranet is a controlled network within an organization and therefore access is restricted
to a limited group of authorized users, i.e., the employees of the company. ObjectGlobe’s
cycle, data, and function providers are located within the Intranet and all query operators
are implemented by employees of the company or obtained from trustworthy third party
suppliers. Therefore, it is not necessary to monitor the resource consumption of these
operators and they can be executed in privileged mode, e.g., these operators are granted
privileges to access the disk or establish network connections if necessary. To avoid that
operators are manipulated, they should be digitally signed (authenticated) by a responsible
security administrator of the ObjectGlobe system. Execution can then be restricted to
these digitally signed operators. If there is a need for secure communication (e.g., if there
are outposts), ObjectGlobe can establish secure communication channels itself or it can
rely on underlying network layers (e.g., hard- or software transparently enabling a virtual
private network).
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3.8.2 Extranet

An Extranet is a network that is used by different companies, e.g., by a company and
its suppliers, forming a virtual enterprise. An important example of an Extranet is an
electronic marketplace. There are many different scenarios in which virtual marketplaces
can be run, but we assume in this example that the core cycle and function providers of
the marketplace are operated by a trusted third party which is also responsible for the
digitally signing of external operators. Within the Extranet these authenticated operators
can be executed with additional privileges. Every participant of the marketplace operates
at least one data provider to supply its product catalog and offers operators to access it,
but it can operate additional cycle providers, too. The task of such cycle providers could be
to execute external operators developed by the participants themselves, either because the
marketplace does not trust the operators or because the participants do not want others to
execute their operators to prevent, e.g., decompilation of the operators. As in the Intranet
scenario there are several built-in possibilities to achieve secure communication.

3.8.3 Internet

The (global) Internet is the most challenging environment and it requires the full featured
security system of ObjectGlobe. As mentioned in Section 3.2, protecting the sensitive
resources of cycle providers is necessary because external operators could contain hostile
code. There are many external operators which are not signed or which are signed by
unknown third parties and, thus, cannot be trusted. With its effective security system,
ObjectGlobe is able to execute such operators in a restricted sandbox, thereby guaranteeing
security and availability of the system. Furthermore cycle providers are protected against
denial of service attacks by the resource monitoring component of ObjectGlobe.

3.9 Related Work

There are a lot of extensible database systems allowing the implementation of user-defined
functions as predicates or general functions/operators in C, C++, or Java. Examples
for such systems include Postgres [SR86], Iris [WLH90], Starburst [HCL+90], and our
distributed system of autonomous objects called AutO [KSKK99], but there are also several
commercially available systems like Informix, Oracle, and DB2. The AutO system was also
developed at the University of Passau and we adopted some fundamental results from the
security system of AutO for ObjectGlobe. The systems mentioned above are all more or
less exposed to the same security risks as ObjectGlobe, even if they do not load untrusted
code dynamically from function providers like ObjectGlobe does. The security measures
of most systems are not appropriate to guard the database system against attacks by
such code. Thus, only administrators are allowed to augment the functionality and they
must take care that the extensions are well-behaved and non-malicious. For example, DB2
implements the SQL99 standard for user-defined functions and provides the possibility to
specify a function as FENCED to execute it in its own process. In this way, the internal
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structures of the database system are protected, but denial of service attacks are still
possible. Recently, with the development of Java as a secure programming language, some
new considerations have been taken into account. [GMSvE98] have compared the efficiency
of several designs using the Predator database server: the naive approach of putting user-
defined functions directly into the server process, running them in a separate process and
communicating with the server process via shared memory, and accessing Java user-defined
functions via the Java Native Interface (JNI). Their conclusion is that Java is a bit slower
on average while being a viable and secure alternative, although it still faces the problem
of denial of service attacks. [CMSvE98] recommend to use a resource accounting system
like JRes to guard against denial of service attacks, bill users, and obtain feedback that
can be used for adaptive query optimization. To neutralize resource-unstable functions,
they restrict CPU usage, number of threads, and memory usage to a fixed limit which is
not appropriate for complex operators.

Beside database systems, there are, e.g., Java operating systems which must ensure
security because enforcing resource limits has been a responsibility of operating systems
for a long time. Another task of operating systems is to separate applications to avoid
interference. Using our security system, a Java operating system could limit the amount
of damage that a compromised application could do to the system and other applications
on the system as described in [DC01]. This paper proposes the usage of Trusted Linux as
secure platform for e-services application hosting because it adequately protects the host
platform as well as other applications if an application is attacked and compromised.

The OperatorCheck approach is used to validate the semantics and to analyze the qual-
ity of operators. Thus, the quality of service of validated operators is higher than that of
untested operators. This leads to a more reliable query execution, continuously available
cycle providers, and better result quality. A more detailed motivation for the importance of
these aspects can be found in [Wei01]. Obviously, for upcoming service platforms like the
Sun ONE framework [Sunb], IBM WebSphere [IBMb], and Microsoft .NET [NET], those
quality considerations will also play a very important role.

3.10 Conclusions

We presented an effective security framework for distributed and open systems and used
ObjectGlobe as an example. We focused on security requirements of cycle providers and
users. The security requirements of users are satisfied by the OperatorCheck server which
is used to rate the quality of external operators and test their semantics. Privacy of data
is guaranteed by isolating external operators and by using secure communication channels.
Cycle providers are protected using a monitoring component which tracks resource con-
sumption of external operators to prevent them from resource monopolization and an ad-
mission control system to guard providers against overload situations. A security manager
and class loaders are used to protect cycle providers from unauthorized resource accesses
and to shield the ObjectGlobe system from external operators. Additionally, we presented
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the authentication framework of ObjectGlobe which can be used by cycle providers to
determine the identity of users in a reliable way.

The security system can easily be adapted to other applications, e.g., Web application
servers using server-side Java components such as Servlets, Java Server Pages, or Enterprise
Java Beans to generate dynamic Web content. Nowadays it is common, to outsource one’s
own Web server to specialized suppliers. Using our security system, suppliers of such
services can set resource limits to, e.g., Java Server Pages. Of course, there are some
necessary adaptions to the security system. For example, server-side components usually
do not have real cost models. In most of these cases, however, it is sufficient to use fixed
resource limits. Additionally, the resource monitoring component can be used to establish
a “per-resource” instead of, for example, a flat-rate tariff structure.
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Chapter 4

ServiceGlobe - A Distributed and
Open Web Service Platform

Web services are a new technology for the development of distributed applications on the
Internet. By a Web service (also called service or e-service), we understand an autonomous
software component that is uniquely identified by a URI and that can be accessed by
using XML and standard Internet protocols like SOAP or HTTP [RV02]. Web services are
running within Web service platforms, also called service oriented architectures (SOAs).
A service may combine several applications that a user needs such as the different pieces
of a supply chain architecture. For a client, however, the entire infrastructure will appear
as a single application. Due to its potential of changing the Internet to a platform of
application collaboration and integration, Web service technology gains more and more
attention in research and industry; products like IBM WebSphere, Microsoft .NET, or
Sun ONE show this development. All these frameworks implement–respectively use–Web
service standards published by the World Wide Web Consortium (W3C) or other consortia,
e.g., SOAP, WSDL, and UDDI.

Parts of this chapter have already been presented in [KSK03a, KSK03b, KSK02]. A
demo of the ServiceGlobe system was given at the VLDB’02 conference [KSSK02].

This chapter is organized as follows: In Section 4.1 we give a short introduction to
Web service standards that are important for our work. In Section 4.2, we present the
architecture of our Web service platform ServiceGlobe. ServiceGlobe’s load balancing and
service replication framework is presented in Section 4.3. Finally, Section 4.4 presents
related work.

4.1 Web Services Fundamentals

There are several XML-based standards in the area of Web services. We will give a brief
survey of the most important standards needed to understand this work.
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Figure 4.1: UDDI Data Structures

4.1.1 Web Service Registry UDDI

UDDI (Universal Description, Discovery and Integration) is designed to “provide a
platform-independent way of describing services, discovering businesses, and integrating
business services using the Internet” [UDD00]. Four main data structures can be identified
which set-up the basic schema, as shown in Figure 4.1: businessEntity, businessService,
bindingTemplate, and tModel . While the first three data structures form a hierarchy, the
tModel can be seen as an independent structure providing concepts, ideas, and technical
fingerprints of services.

• businessEntity: This data structure gathers information about an entire company
or party which offers a family of services. For example, a dealer can register its
company name, address information, and contact persons. The concept of categories
allows for the classification of businesses in several dimensions, e.g., industry codes
or geographic locations. User-defined dimensions are also possible. Normally a busi-
nessEntity registers several services.

• businessService: This structure contains information about a particular service
offered by a businessEntity. For example, a dealer may have product information
and selling services. It also contains one or more bindingTemplates specifying binding
information for this service.

• bindingTemplate: The most important component of this structure is the access
point of a service, i.e., the actual URL, phone number, etc., by which a service can
be invoked. In ServiceGlobe each service host, i.e., host connected to the Internet
which is running the ServiceGlobe runtime engine, is specified by a bindingTemplate
with its URL as an access point. A bindingTemplate may have several references to
tModels.

• tModel: tModels describe as a technical fingerprint various concepts and classifica-
tions. In ServiceGlobe, for example, tModels are used as functionality descriptions
for services, like retailing or service hosting. The tModel may contain a link to a
WSDL document (see Section 4.1.3) which specifies the signature of the service in de-
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<Envelope encodingStyle="...">

<Header>

<!-- the header is optional -->

</Header>

<Body>

<!-- serialized object data -->

</Body>

</Envelope>

Figure 4.2: Basic Structure of a SOAP Message

tail [CER02]. Besides these service-classification-oriented tModels, concept-oriented
tModels like geographical locations or industry codes are possible as well.

Invoking a service requires knowledge of the signature and the access point of the service.
The signature of the service provides the structure of the SOAP documents to communicate
with the service (input parameters, output parameters, data types). This signature is
defined in the WSDL document referenced by the tModel of the service. The access point,
which is stored in the bindingTemplate structure, references an actual implementation of
a service.

4.1.2 Communication Protocol SOAP

SOAP (Simple Object Access Protocol) [BEK+00, Mit03] is an XML-based communication
protocol for distributed applications. SOAP is designed to exchange messages containing
structured and typed data and can be used on top of several different transfer protocols
like HTTP (Hypertext Transfer Protocol), SMTP (Simple Mail Transfer Protocol), and
FTP (File Transfer Protocol). The usage of SOAP over HTTP is the default in the current
landscape of Web services. SOAP itself does not define any application semantics and
therefore can be used in a broad range of applications. It can be used to simply deliver a
single message or for more complex tasks like request/response message exchange or even
RPC (Remote Procedure Call).

Figure 4.2 shows the basic structure of a SOAP message consisting of three parts: an
envelope, an optional header, and a mandatory body. The root element of a SOAP message
is an Envelope element containing an optional Header element for SOAP extensions and a
Body element for the payload. The Header element of a message offers a generic mechanism
for extending the SOAP protocol in a decentralized manner. This is used for extensions
like Web Service Security [ADLH+02].

SOAP offers a standard encoding style1, i.e., serialization mechanism, to convert ar-
bitrary graphs of objects to an XML-based representation, but user-defined serialization
schemes can be used as well.

1This standard serialization can be referenced by the URL http://schemas.xmlsoap.org/soap/
encoding/.
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4.1.3 Web Service Description Language WSDL

WSDL (Web Service Description Language) [CCMW01] is an XML-based language for
describing the technical specifications of a Web service. In particular it describes the op-
erations offered by a Web service, the syntax of the input and output documents, and the
communication protocol to use for communication with the service. The exact structure
of a WSDL document is complex and beyond the scope of this work, but we will give a
brief overview of the WSDL standard. At first, a service in WSDL is described on an
abstract level and then bound to a specific protocol, network address (normally a URL),
and message format. On the abstract level, port types are defined. A port type is a set
of operations. Every operation is associated with a number of input and output messages,
defining the order and type of the messages sent to/received from the operation. There
are four message exchange patterns defined within the WSDL specification: one-way, re-
quest/response, solicit/response, and notification. The messages themselves are assembled
from several typed parts. The types are defined using XML Schema [Fal01].

On the non-abstract level, port types are bound to concrete communication protocols
and concrete formats of the messages using so-called bindings . Messages are serialized
according to a set of rules defined by an encoding style. At last, a service in WSDL is
defined as a set of ports, i.e., bindings with associated network addresses (normally URLs).

4.2 Architecture of ServiceGlobe

The ServiceGlobe system is a distributed and open service platform. It is fully imple-
mented in Java Release 2 and is based on standards like XML, SOAP, UDDI, and WSDL.
Additionally, the system supports mobile code, i.e., services can be distributed and in-
stantiated on demand during runtime at arbitrary Internet servers participating in the
ServiceGlobe federation. Of course, ServiceGlobe offers all the standard functionality of
a service platform like SOAP communication and a transaction system. These areas are
well covered by existing technologies and are therefore not the focus of this work. In this
section, we present the basic components of the ServiceGlobe infrastructure. First of all,
we distinguish between external and internal services (see Figure 4.3).

External services are services currently deployed on the Internet which are not provided
by ServiceGlobe itself. Such services are stationary, i.e., running only on a dedicated host,
are realized on arbitrary systems on the Internet, and have arbitrary interfaces for their
invocation. If they do not provide an appropriate SOAP interface, we use adaptors to
transpose internal requests to the external interface (and vice versa), to be able to integrate
these services independent of their actual invocation interface, e.g., RPC. This way we are
also able to access arbitrary applications, e.g., ERP applications. Thus, external services
can be used like internal services.

Internal services are native ServiceGlobe services implemented in Java. They are using
the service API provided by the ServiceGlobe system. ServiceGlobe services use SOAP to
communicate with each other. Services receive a single XML document as input and gen-
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erate a single XML document as a result. There are two kinds of internal services, namely
dynamic services and static services. Static services are location-dependent , i.e., they can-
not be executed dynamically on arbitrary ServiceGlobe servers because they, for example,
require access to certain local resources like a DBMS. In contrast, dynamic services are
location-independent . They are state-less, i.e., the internal state of such a service is dis-
carded after a request was processed, and do not require special resources or permissions.
Therefore, they can be executed on arbitrary ServiceGlobe servers.

There is an orthogonal categorization for internal services: adaptors, simple services,
and composite services. We have already defined adaptors. Simple services are internal
services not using any other service. Composite services are higher-value services assem-
bled from other internal services. These services are, in this context, called basis services
because the composite service is based on them. A composite service can also be used
as a basis service for another higher-value composite service. Of course it is feasible to
use a specialized programming language, e.g., XL [FK01], or a GUI-based tool to draw a
representation (similar to a workflow graph) of a composite service, but that is not the
focus of our work.

Internal services are executed on service hosts, i.e., hosts connected to the Internet
which are running the ServiceGlobe runtime engine. ServiceGlobe’s internal services are
mobile code. Therefore, their executables can be loaded on demand from code repositories
into a service host’s runtime engine (this feature is called runtime service loading). A UDDI
server is used to find an appropriate code repository storing a certain service. Thus, the set
of available services is not fixed and can be extended at runtime by everyone participating
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in the ServiceGlobe federation. If internal services have the appropriate permissions, they
can also use resources of service hosts, e.g., databases. These permissions are part of
the security system of ServiceGlobe, which is based on the security system described in
Chapter 3. The permissions are managed autonomously by the administrators of the service
hosts. This security system also deals with the security issues of mobile code introduced
by runtime service loading. Thus, service hosts are protected against malicious services.

Runtime service loading allows service distribution of dynamic services to arbitrary
service hosts, opening optimization potential: several instances of a dynamic service can
be executed on different hosts for load balancing and parallelization purposes. Dynamic
services can be instantiated on service hosts having the optimal execution environment, e.g.,
a fast processor, large memory, or a high-speed network connection to other services. Of
course, this feature also contributes to reliable service execution because unavailable service
hosts can be replaced dynamically by available service hosts. Together with runtime service
loading this provides the flexibility needed for load balancing or optimization issues.

[KSK03a] describes a sophisticated technique called dynamic service selection which is
now an integral part of ServiceGlobe. It provides a layer of abstraction for service invocation
offering Web services the possibility of selecting and invoking Web services at runtime based
on a technical specification of the desired service. The selection can be influenced by using
different types of constraints. [KK04b, KK04a, KSKK03] present a context framework
that facilitates the development and deployment of context-aware adaptable Web services
in ServiceGlobe.

4.3 Basic Load Balancing and Service Replication

Framework

For large-scale, mission-critical applications such as an enterprise resource planning system
like SAP with thousands of users working concurrently, a single service host is not sufficient
to provide low response times. Even worse, if there are any problems with the service or the
service host, the service will be completely unavailable. Such downtime can generate high
costs even if a service host is only down for some minutes. Therefore, it is necessary to run
several instances of a service on multiple service hosts for fault tolerance reasons. Moreover,
a load balancing component is needed to avoid load skew. A server blade architecture (see
Section 6.1) is very beneficial for this purpose because scale-out of computing power can
be done on demand by adding additional server blades. Of course, a traditional cluster
of service hosts connected by a LAN can be used as well but with higher total cost of
ownership (TCO) and normally slower network connections.

Since it is very expensive and error-prone to integrate the functionality for the coopera-
tion of the service instances directly into every new service, we propose a generic solution to
this problem: a modular dispatcher service which can act as a proxy for arbitrary services.
Using this dispatcher service it is possible to enhance many existing services or develop
new services with load balancing and high availability features without having to consider
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these features during their development. All kinds of services are supported as long as
concurrency control mechanisms are used, e.g., by using a database as back-end (as many
real-world services do). The concurrency control mechanisms ensure a consistent view and
consistent modifications of the data shared between all service instances. Of course, if there
is no data sharing between different instances of a service, the dispatcher can be used as
well. An additional feature of our dispatcher is called automatic service replication and it
enables the dispatcher to install new instances of static services on demand.

4.3.1 Architecture of the Dispatcher

Our dispatcher is a software-based layer-7 switch2. Such switches perform load balancing
(or load sharing) using several servers on the back-end with identically mirrored content.
They use a dispatching strategy like round robin or more complex strategies which are
using load information about the back-end servers. Our solution is a pure software solution
and—in contrast to existing layer-7 switches—is realized as a regular service. Thus, our
dispatcher is more flexible, extensible, and seamlessly integrated into the platform.

Figure 4.4 shows our dispatcher monitoring three service hosts which are running two in-
stances of service S (both connected to the same DBMS). The database server is monitored
as well, using a stand-alone monitoring application. Using information from monitoring
services and monitoring applications, the dispatcher generates the dispatcher’s local view
of the load situation of the service hosts. Upon receiving a message (in this case for ser-
vice S), the dispatcher looks for the service instance running on the least loaded service
host and forwards the message to it. As already mentioned, our dispatcher is modular, as
shown in Figure 4.5. There are four types of modules:

• Operation Switch Module: This module controls the operation mode of the dis-
patcher on a per-service level. In our implementation, the standard operation mode
is forward . Other modes are buffer or reject . The latter two modes are set to pre-
vent the more expensive execution of the dispatch module when there are no suitable
service hosts.

• Dispatch Module: This module implements the actual dispatching strategy. It can
access the load situation of service hosts and of other resources for the assignment
of requests to service instances. Possible results of a dispatch strategy are an assign-
ment of a request to a service instance, a command to initiate a service replication
(see below), a reject command, or a buffer command. We implemented a strategy
which assigns requests to the service instance on the least loaded service host based
on the CPU load. We additionally implemented a more sophisticated strategy which
handles the load of CPU and main memory on different types of resources (e.g., ser-
vice hosts and database management systems) needed for the execution of a service.
This strategy prevents overload situations not only on service hosts but also on other
resources like DBMSs.

2This kind of switch is also used in the context of Web servers [CCCY02].
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• Advisor Modules: Advisor modules are used to collect data for the dispatcher’s
view of the load situation of all relevant resources. We implemented advisor modules
to measure the average CPU and memory load on service hosts (using the monitoring
services) and on hosts running database management systems (using the monitoring
applications). There are lots of different reasonable advisor modules. The simplest
kind of advisor module only knows two conditions of a resource: available or unavail-
able. For service hosts, this could be achieved by a simple ping on the host running
the ServiceGlobe system. More complex advisors can provide more detailed infor-
mation like CPU or main memory load of a service host, or the load of a database
management system depending on CPU, memory, disc I/O, and others.

• Config Modules: The configuration modules are used to generate the configuration
for new service instances (see Section 4.3.3). The modules can access the load situa-
tion archive which stores aggregated historic load information. This is very beneficial
if there are, e.g., several instances of a database system working on replicated data.
Using historic load information, a new service instance can be advised to connect to
the instance of the DBMS which had the lowest average load in the past.

To turn an existing service into a highly available and load balanced one, a properly con-
figured dispatcher service must be started. Additionally, the dispatcher must be registered
at the UDDI repository. Already existing UDDI entries of the service instances and service
hosts have to be modified so that all service instances and all service hosts can be found by
the dispatcher. After that the service instances are no longer contacted directly, but are
accessible via the dispatcher service controlling the forwarding of the messages. A cluster
of service hosts can easily be supplemented with new service hosts. The administrators of
these service hosts only have to install the ServiceGlobe system and register them at the
UDDI repository using the appropriate tModel, e.g., ServiceHostClusterZ, indicating that
these service hosts are members of cluster Z. The dispatcher will automatically use these
service hosts as soon as it notices the changes to the UDDI repository.

4.3.2 Load Measurement

The dispatcher’s view of the load situation is updated at intervals of several seconds to
prevent overloading the network. Thus, this view is constant between two updates. There-
fore, a service host SH will still be considered to have low load even if several requests
have been assigned to it after the last load update. Without precautions the dispatcher
might overload SH for this reason. To avoid these overload situations, the dispatcher adds
“penalties” to its view of the load once a request is assigned. Figure 4.6 illustrates the
load of SH, the load reported to the dispatcher (load without penalties), and the load with
penalties.

The grey, thick line represents the load LSH(t) of the service host SH. The dashed line
represents the dispatcher’s view D′

SH(t) of the load of SH, which is the average load of SH
over the last update interval of length Iu. This average load is calculated by SH and sent
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to the dispatcher at regular intervals. The function int(t) calculates the number of the
interval containing a given time t:

int(t) := 
t /Iu�

The dispatcher’s view can now be written as follows:

D′
SH(t) := avg

{
LSH(t′)

∣∣ int(t′) = int(t) − 1
}

The black, solid line shown in Figure 4.6 represents the dispatcher’s view including penalties
DSH(t). The initial (maximum) value of a penalty (represented by Pm

SH,S in the equations)
depends on the service S and the performance of the service host SH and is configurable.
This way, every assignment of a request Ri, i.e., every dispatch operation (represented by
di, i ∈ N; d7 in the figure), has an immediate effect on the dispatcher’s view of the load
situation. If there is a load update from SH shortly after an assignment of a request Ri

but before SH started to process Ri, the associated penalty is lost if the dispatcher replaces
its view with the reported load. This is due to the fact that the load does not yet include
the load caused by Ri. Thus, the load reported by the load monitors and the dispatcher’s
view of the load situation are remerged using aging penalties: the penalties decrease over
time and are added to further load values reported by the service host until the values
of penalties reach zero. The time Ip until a penalty is zero is configurable and normally
shorter than shown in the picture, e.g., twice the time a request Ri needs to arrive at
SH plus the time SH needs to start processing Ri. After Ip, we assume that a request Ri

arrived at SH and that the load caused by Ri is already included in the reported load so that
there is no need for the dispatcher to add penalties for Ri any longer. Using our notation
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and defining time(di) to indicate the time of the assignment di, host(di) to indicate the
destination host of the assignment di, and service(di) to indicate the destination service
of the assignment di, the view with penalties DSH(t) can be calculated as follows: the
penalty Pdi

for the assignment di is zero before the assignment. After Ip, it is zero again.
In between this interval the penalty is calculated using a linear function fdi

(t) with the
following constraints: fdi

(0) = Pm
host(di),service(di)

and fdi
(Ip) = 0.

Pdi
(t) :=

{
0 if t < time(di) ∨ t > time(di) + Ip

fdi
(t − time(di)) else

When receiving load updates from the service host SH, i.e., t = x ∗ Iu for x ∈ N, the
load including penalties is calculated by adding all aged penalties of assignments to SH to
the reported value:

AssSH :=
{
a ∈ N

∣∣ host(da) = SH
}

DSH(t) := D′
SH(t) +

∑
i∈AssSH

Pdi
(t) if ∃x ∈ N : t = x ∗ Iu

Within an update interval, penalties of new assignments to SH, i.e., assignments done
within the current update interval, are added to this load as soon as they occur:

NewAssSH(t) :=
{
a ∈ AssSH

∣∣ int(time(da)) = int(t) ∧ t > time(da)
}

DSH(t) := DSH (int(t) ∗ Iu) +
∑

i∈NewAssSH(t)

Pm
SH,service(di)

if ∀x ∈ N : t �= x ∗ Iu

4.3.3 Automatic Service Replication

If all available service instances of a static service3 are running on heavily loaded service
hosts and there are service hosts available which have a low workload, the dispatcher
can decide to generate a new service instance using a feature called automatic service
replication. Figure 4.7 demonstrates this feature: service hosts A and B are heavily loaded
and host C currently has no instance of service S running. Thus, the dispatcher sends a
message to service host C to create a new instance of service S. The configuration of the
new service S is generated using the appropriate configuration module. If no service hosts
with low workload are available, the dispatcher can buffer incoming messages (until the
buffer is full) or reject them depending on the configuration of the dispatcher instance and
the modules.

3Dynamic services can be executed on arbitrary service hosts and need not be installed, anyway.
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4.3.4 High Availability / Single Point of Failure

Using several instances of a service greatly increases its availability and decreases the
average response time. Just to give an impression of the high level of availability, we want
to sketch this very simple analytical investigation. Assuming that the server running the
dispatcher itself and the database server (in our example the database server is needed
for service S) are highly available, the availability of the entire system only depends on
the availability α of the service hosts. The availability of a pool of service hosts can be
calculated as follows:

α =
MTBF

MTBF + MTTR
(1) αpool =

N∑
i=1

αi(1 − α)(N−i) = 1 − (1 − α)N (2)

Equation 1 calculates the availability of a single service host based on its MTBF (mean
time between failures) and MTTR (mean time to repair). The availability of a pool of N
service hosts can be calculated using Equation 2. Even assuming very unreliable service
hosts with MTBF = 48h and MTTR = 12h a pool with 8 members will only be unavailable
about 1.5 minutes a year.

Because database management systems are very often mission critical for companies,
there are different approved solutions [Bre98, HD91] for highly available database manage-
ment systems. Thus, the remaining single point of failure is the dispatcher service. There
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are several options for reducing the risk of a failure of the dispatcher. A pure software
solution is to run two identical dispatcher services on two different hosts. Only one of these
dispatchers is registered at the UDDI server. The second dispatcher is the spare dispatcher
and it monitors the other one (“watchdog mechanism”). If the first dispatcher fails, the
spare dispatcher modifies the UDDI repository to point to the spare dispatcher. If the
clients of the dispatcher call services according to the UDDI service invocation pattern,
any failed service invocation will lead to a check for service relocation. Thus, failures of the
first dispatcher will lead to an additional UDDI query and an additional SOAP message
to the second dispatcher. Of course, there are many other possible solutions which are
adaptable for a highly available dispatcher service known from the fields of database sys-
tems [Bre98, HD91] and Web servers [CCCY02], including solutions based on redundant
hardware. These solutions are outside the scope of this work.

4.4 Related Work

The success of Web services results in a large number of commercial service platforms
and products, e.g., the Sun ONE framework [Sunb] and IBM WebSphere [IBMb], which
are both based on J2EE [J2E], and Microsoft .NET [NET]. All these products and plat-
forms rely on the well known standards XML, SOAP, UDDI, and WSDL. They all provide
tools for fast and straightforward deployment of existing applications as Web services.
Furthermore, there are research platforms like ServiceGlobe [KSSK02, KSK02] and SELV-
SERV [BDSN02] which focus on certain aspects in the Web service area. In SELV-SERV
services with equal interfaces are grouped together into service communities. This project
focuses on composing Web services using state charts. The main difference of ServiceGlobe
is that it offers mobile services which can be executed on every service host.

A lot of work has been done in the area of load balancing, e.g., load balancing for Web
servers [CCCY02] and load balancing in the context of Grid computing [Glo]. Grid com-
puting is focused on distributed computing in wide area networks involving large amounts
of data and/or computing power, using computers managed by multiple organizations.
Our dispatcher focuses on distributing load between hosts inside a LAN. In contrast to
dispatchers for Web servers [CCCY02], dispatchers for service platforms cannot assume
that all requests to services produce the same amount of load because the computational
demands of different services might be very different. There are also commercial products
available, e.g., DataSynapse [Dat] which offers a self-managing distributed computing so-
lution. One of the key differences of this system is that it works in a pull-based manner,
i.e., hosts request work, instead of using a dispatcher to push work to the hosts. Addi-
tionally, DataSynapse requires an individual integration of every application, which is not
necessarily an easy task for arbitrary applications.
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Chapter 5

Semantic Caching for Web Services

In this chapter, we present a semantic caching scheme suitable for caching responses from
Web services on the SOAP protocol level. Existing semantic caching schemes for database
systems or Web sources cannot be applied directly because there is no semantic knowledge
available about the requests to and responses from Web services. Web services are typi-
cally described using WSDL documents. For semantic caching we developed an XML-based
declarative language to annotate WSDL documents with information about the caching-
relevant semantics of requests and responses. Using this information, our semantic cache
answers requests based on the responses of similar previously executed requests. Perfor-
mance experiments—based on the scenarios of TPC-W and TPC-W Version 2—conducted
using our prototype implementation demonstrate the effectiveness of the proposed semantic
caching scheme.

This chapter is organized as follows: In Section 5.1 we describe how Web services are
deployed today and motivate the usage of Web service caches. In Section 5.2 we present
background information for semantic caching. Additionally, we introduce an example Web
service based on the TPC-W scenario. This service is used to explain our semantic caching
scheme. Several basic design decisions are described in Section 5.3. A detailed description
of our Web service cache SSPLC, the embedded control instructions of service providers,
and some sophisticated features of the SSPLC are presented in Section 5.4. Experimental
results follow in Section 5.5. Section 5.6 surveys related work and Section 5.7 presents our
conclusions.

5.1 Motivation

Service-oriented architectures (SOAs) based on Web services are emerging as the domi-
nant application on the Internet. Mission critical services like business-to-business (B2B)
or business-to-consumer (B2C) services often require more performance, scalability, and
availability than a single server can provide. Server side caching [YFIV00] and some kind
of cluster architecture alleviate some of these problems. Figure 5.1a) shows this central
architecture. The computers on the left-hand side represent the clients, the cloud repre-



48 Semantic Caching for Web Services
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Figure 5.1: Web Service Architecture Without (a) and With Distributed Caching (b) in a
Highly Accessed System

sents the Internet. On the right-hand side, there is a Web service (possibly running on a
cluster) using a database as back-end like many real-world services do. The local cache
shown in the figure can be, e.g., a cache for the DBMS and/or a cache for XML fragments.
A major drawback of this architecture is that all clients must still access the Web service
directly over the Internet, possibly resulting in high latency, high bandwidth consumption,
and high server load.

One solution to these scalability problems appears to be distributing Web service in-
stances across strategic locations on the Internet, i.e., edge servers. A similar approach is
already known in the context of traditional Web servers where static content like images,
text, or videos is replicated on servers around the world using content distribution networks
(CDNs) [INST02] like, e.g., Akamai [Aka]. This approach works well with traditional Web
content assembled from a composite HTML page and other resources like images, refer-
enced via URLs in the HTML page. Thus, static resources can easily be moved from the
origin server to a CDN. However, this approach is not particularly suitable for Web ser-
vices because their results are typically monolithic XML documents without links to other
documents. Thus, the distinction between static and dynamic content is more difficult
and the data is not available in predetermined fragments like images and HTML pages.
Furthermore, applying this approach to Web services including their back-end databases
requires replication of the application logic as well as utilization of some kind of distributed
DBMS or local database cache for the service instances [GDN+03]. This must be done in-
dividually for every service and is very time-consuming and costly. Therewith, this is one
of the main disadvantages of this approach.

There are many Web services characterized by many requests corresponding to read-
only queries on their back-end databases and only a small fraction of requests actually
initiating updates on the databases. One important category of services showing this kind
of access pattern is business services (B2C and B2B) offering query-like interfaces to, e.g.,
access product catalogues. Such services are also used in standard benchmarks for B2C
and B2B environments, e.g., TPC-W [TPPC02] and TPC-W Version 2 [TPPC03]. Users
normally send many read-only query-style requests to find the products they are interested
in before sending a few (generally not cachable) transaction-style requests to order the se-
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lected products. Another important category of Web services includes information services
like news services, weather services, etc., which typically offer read-only access. There are
Web services with different access patterns but since the Web service categories described
above are very common and important, this work focuses on them.

Our generic approach to achieving higher performance and scalability is called Semantic
SOAP Protocol Level Cache (SSPLC). The performance increase is based on semantic
caching of responses from Web services in request/response message exchange patterns on
the SOAP [BEK+00, Mit03] protocol level. The resulting Web service architecture is shown
in Figure 5.1b). Clients are not directly accessing the origin service anymore; instead they
are accessing instances of SSPLC. As long as requests can be answered based on cached
data, the origin server hosting the Web service is not involved anymore. Therefore, the
load at the origin server is reduced, bandwidth consumption is diminished, and latency is
reduced. The advantage of a semantic cache is that it reuses the responses to prior requests
to answer similar requests, not only the exact same requests. Thus, if request R1 retrieves
all books written by “Kemper” and afterwards a request R2 retrieves all books written by
“Alfons Kemper”, a semantic cache reuses the response to R1 to answer the more selective
request R2.

Our proposed cache can be used like traditional HTTP proxies, i.e., SSPLC instances
need not be hosted by service providers themselves, but can easily be run by, e.g., companies
and universities, just like HTTP proxies nowadays. However, SSPLC can also be used as
client cache, reverse-proxy cache, or edge server cache [RV02, RS01]. Because of synergy
effects, there are major savings when the cache is used by a large number of clients, i.e.,
is not used as client cache. Additionally, if used as a reverse-proxy or an edge cache,
server-driven cache consistency techniques are applicable.

Our approach relies on service provider cooperation. All instructions to control the
SSPLC are embedded by the provider of a service in SOAP result documents and in the
WSDL description of a service. The SOAP results are augmented with information about
cache consistency. This is the only modification to a Web service required for the use of
SSPLC. The effort necessary to generate these annotations depends on the consistency
strategy and the complexity of the application logic and is subject to further investiga-
tions. Simple annotations, e.g., TTL values, can be inserted by the SOAP-engine in a
post-processing step without modifications of the Web service. More complex annotations
demand some coding effort. Additionally, the WSDL document of the service is annotated
with information about the caching-relevant semantics of a service. This is done manually
using an XML-based declarative language because automatic reasoning about the seman-
tics normally results in a very conservative caching behavior. Developers of a Web service
should not have problems writing these annotations because they already have the required
knowledge. Using our declarative semantic annotations it is possible to formalize a consid-
erable amount of application domain knowledge and knowledge about the semantics of the
requests and responses of Web services to achieve effective caching behavior. Currently, we
are describing semantics of individual operations without considering semantic correlations
between different operations. Thus, SSPLC is internally organized as a set of virtual caches
such that every operation has its own private virtual cache instance.
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5.2 Background and Running Example

5.2.1 Fundamentals of Semantic Caching

Semantic caching is a client-side caching technique introduced in the mid 90s for DBMSs
to exploit the semantic locality of queries, e.g., [CB00, DFJ+96, LC99, LC01, LKRPM01].
A semantic cache is managed as a collection of semantic regions. Semantic regions group
together semantically related objects and are composed of region descriptor and region
content. The descriptor basically contains a region predicate (like ’author = “Alfons Kem-
per” ’) describing the region content. The region content stores the objects related to a
region descriptor. Access history is maintained and cache replacement is performed at the
granularity of semantic regions.

Every query sent to a semantic cache is split into two disjoint parts: a probe query and
a remainder query. The probe query extracts the relevant portion of the result already
available in the cache while the remainder query is sent to the origin server to fetch the
missing, i.e., not cached, part of the result. If the remainder query is empty, the cache does
not interact with the origin server. If a client wants to pose, e.g., a query A and the cache
already contains the result for the query A∧B, it sends a remainder query A∧¬B to retrieve
the missing results. In the context of DBMSs or Web sources, all participating components
have been full-fledged DBMSs. Since Web services normally have a more constrained query
interface, semantic caching must be adapted to these limitations (see Section 5.4).

5.2.2 Running Example

In this section, we will present an example Web service based on the TPC-W scenario.
This service is used to explain our semantic caching scheme. Amazon offers a SOAP-
based Web service interface [Ama] which is very similar to their broadly known HTTP
interface. Since Amazon is in fact a“real-world implementation”of the TPC-W benchmark,
we use parts of their interface for our example and the TPC-W benchmark scenario as
basis for performance experiments conducted using our prototype implementation.1 Our
example service is called Book Store Light and is a slim version of Amazon. The relevant
operation of this service is a search for books written by certain authors (author search).
The XML documents used by Amazon are too large to be presented entirely in this work.
We shortened and simplified them to a reasonable degree and removed all namespaces from
the presented documents for better readability and a more concise presentation.

Figure 5.3 shows an example SOAP response corresponding to the request shown in
Figure 5.2. As already mentioned in Section 4.1.2, SOAP offers a standard encoding
style, i.e., serialization mechanism, to convert arbitrary graphs of objects to an XML-
based representation, but user-defined serialization schemes can be used as well. Since the
techniques presented in this work are applicable independent of the concrete serialization

1We also used some other Web services listed by the online directory XMethods [XMe], e.g., Google
and a recipe service, to verify the capabilities of our caching approach.
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<Envelope encodingStyle="http://schemas.xmlsoap.org/soap/encoding/">

<Body>

<AuthorSearchRequest>

<AuthorSearchRequest type="AuthorRequest">

<author type="string">Alfons Kemper</author>

<levelOfDetail type="string">lite</levelOfDetail>

</AuthorSearchRequest>

</AuthorSearchRequest>

</Body>

</Envelope>

Figure 5.2: Example SOAP Request for Book Store Light

<Envelope encodingStyle="http://schemas.xmlsoap.org/soap/encoding/">

<Body>

<AuthorSearchRequestResponse>

<return type="ProductInfo">

<TotalResults type="int">4</TotalResults>

<DetailsArray arrayType="Details[4]" type="Array">

<Details type="Details">

<Title type="string">Object-Oriented Database Management</Title>

<Authors arrayType="string[2]" type="Array">

<Author type="string">Alfons Kemper</Author>

<Author type="string">Guido Moerkotte</Author>

</Authors>

</Details>

<!-- ...three more Details elements... -->

</DetailsArray>

</return>

</AuthorSearchRequestResponse>

</Body>

</Envelope>

Figure 5.3: Example SOAP Response from Book Store Light
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<message name="AuthorSearchRequest">

<part name="AuthorSearchRequest" type="AuthorRequest" />

</message>

<message name="AuthorSearchResponse">

<part name="return" type="ProductInfo" />

</message>

<portType name="BookStoreLightPort">

<operation name="AuthorSearchRequest">

<input message="AuthorSearchRequest" />

<output message="AuthorSearchResponse" />

</operation>

</portType>

Figure 5.4: Messages and Port Types (Book Store Light)

method (as long as the cache understands the encoding), we use the standard serialization
throughout this chapter.

As stated in Section 4.1.3, there are four message exchange patterns defined within the
WSDL specification: one-way, request/response, solicit/response, and notification. Our
SSPLC handles the most commonly used request/response message exchange pattern. In
fact, this is also the only message exchange pattern qualifying for caching. Such an op-
eration expects one message as input and generates one output message. Our prototype
implementation currently supports the SOAP 1.1 binding defined in the WSDL 1.1 spec-
ification which is the most commonly used binding today.2 Of course, the prototype can
be enhanced to support other bindings.

We will now present parts of the WSDL document of our Book Store Light ser-
vice. Since SSPLC is currently mainly based on annotations at the abstract level we
will focus on this level. Figure 5.4 shows a fragment of a WSDL document defining the
port type of the Book Store Light service (BookStoreLightPort) having one operation
(AuthorSearchRequest). This operation expects an AuthorSearchRequest message as in-
put and produces an AuthorSearchResponse message as an output document. These mes-
sages are defined just above the portType element. Messages are composed of several part
elements. As shown in the figure, the request message has one part of type AuthorRequest
and the response message has one part of type ProductInfo. These types are defined using
XML Schema [Fal01] in another fragment of the WSDL document, shown in Figure 5.5.
An element of type AuthorRequest has the elements author and levelOfDetail, both of
type string, in its content. In our example, levelOfDetail can be “heavy” or “lite” and
influences the level of detail of the result. Figure 5.2 shows an example SOAP message
requesting the most important information about books written by “Alfons Kemper”.

An element of type ProductInfo contains the two subelements TotalResults and
DetailsArray. The former is of type int, whereas DetailsArray is, in short, an array of

2An example for a SOAP 1.1 binding is presented in Section 5.4.
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<types>

<schema>

<complexType name="AuthorRequest">

<all>

<element name="author" type="string" />

<element name="levelOfDetail" type="string" />

</all>

</complexType>

<complexType name="ProductInfo">

<all>

<element name="TotalResults" type="int" />

<element name="DetailsArray" type="DetailsArray" />

</all>

</complexType>

<complexType name="DetailsArray">

<complexContent>

<restriction base="Array">

<attribute ref="arrayType" arrayType="Details[]" />

</restriction>

</complexContent>

</complexType>

<complexType name="Details">

<all>

<element name="Asin" type="string" />

<element name="Title" type="string" />

<element name="Authors" type="AuthorArray" />

</all>

</complexType>

<complexType name="AuthorArray">

<complexContent>

<restriction base="Array">

<attribute ref="arrayType" arrayType="string[]" />

</restriction>

</complexContent>

</complexType>

</schema>

</types>

Figure 5.5: Type Definitions (Book Store Light)
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Details elements. Details is another type defined inside the WSDL document, having
the three subelements Asin, Title, and Authors. The first two subelements are of type
string, the last one is of type AuthorArray which is an array of strings representing the
authors of the book. For our example, we assume that Asin is only present in a result if
levelOfDetail was “heavy”. Figure 5.3 shows an example SOAP response corresponding
to the request shown in Figure 5.2. Only one of the books (i.e., Details elements) is
shown.

5.3 Basics of the Web Service Cache SSPLC

The SSPLC features protocol level semantic caching, not application level caching. Thus,
the SSPLC a priori has no implicit knowledge about the applications, i.e., Web services.
It is therefore necessary to instruct the cache what to cache, how to cache, and how long
to cache. In our approach this information is specified by the provider of a service (see
Section 5.4). Of course, protocol level caching in general cannot be as efficient as an
application level cache, but added generic usability and good applicability to a wide range
of existing Web services is compensating for that.

We will now discuss our design decisions on caching aspects like replacement policy and
cache consistency strategy. These concerns are not the main focus of our work so we used
existing solutions as far as possible and adapted existing work where necessary.

5.3.1 Replacement Policy

Since cache memory is a limited resource, the cache may have to discard some regions
to free memory for new regions. There are several well known replacement strategies
available, e.g., FIFO (First In First Out), LRU (Least Recently Used), LRU-K [OOW93],
and a low overhead approximation to LRU-2 called 2Q [JS94]. After experimenting with
FIFO and 2Q, we decided to implement our own modified version of the 2Q strategy.
Empirically, standard 2Q is a smart choice because of good replacement decisions and low
CPU overhead, but this algorithm is designed to handle objects of uniform size.

The 2Q strategy (more precisely the simplified 2Q strategy) is based on two queues
which share the cache memory. The first queue (A1) is organized using a FIFO strategy.
Every object which is requested for the first time is inserted into this queue. If an object is
requested for a second time while it is still contained in A1, the object is considered a hot
spot and is moved to the other queue Am which is organized using the LRU strategy. Every
time an object contained in Am is requested, the corresponding entry is moved to the top
of the queue. Objects reaching the tail of A1 or Am are removed if memory is required for
new objects. Which queue is selected for deletion depends on a tunable threshold for the
size of A1. In our implementation, A1 and Am are of the same size.

As semantic regions can be of different size, it is obvious that purging a region from
the cache should not only depend on its usage but also on its size. Thus, we introduce a
simple but efficient cost-to-size ratio. This is done by dividing the queues into slots. Thus,
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large regions allocate multiple slots of the queues A1 or Am. Of course, every region exists
only once but is referenced from multiple slots. How many slots a region r uses is defined
by the tuning parameter slot size: slots(r) = �size(r)/slot size�.

Now, a large region r must be requested for slots(r) times before it is completely moved
from A1 to Am. The queue Am is still organized using LRU. After r has been completely
moved to Am, every time r is requested, the lowest slot of r contained in Am is moved to
the top of Am. If one of the slots allocated by r reaches the bottom of A1 or Am, r is
purged if memory is required, as described above. Thus, the larger a region r is, the more
often it has to be requested to preserve it from being purged.

5.3.2 Distribution Control and Cache Consistency

The replacement strategy determines which data to cache for how long. There are also
other cache consistency and legal issues affecting this decision [Ber02]. The SSPLC is
transparent to users and other Web services. Thus, for clients responses from the cache
look like responses generated by the origin Web service itself. Since Web services are often
used in business environments, ambiguity about who is liable for a response is not tolerable.
There are a lot of other problems related to caches, e.g., is it allowed to cache the response
of a pay-per-use service, or is it allowed to cache responses from a service at all? Therefore,
SSPLC gives providers exclusive control over distribution and cache consistency using a
SOAP header extension. As long as there is no consistency information, SSPLC won’t
cache a response as postulated by [Not01] and [Ber02]. Web services can also explicitly
forbid caching.

There are several techniques described in the literature offering weak or strong cache
consistency guarantees. The most commonly used weak consistency techniques are client-
driven and easy to handle: time-to-live (TTL) and expiry-time [Cz02]. Strong consistency
techniques, e.g., server invalidation or lease-based techniques [CAL+02, Cz02, INST02,
NKS+02], are typically server-driven and are more complex. As already mentioned, these
techniques can only be applied in a reasonable way if SSPLC is used as a reverse-proxy
or an edge cache. Using these techniques, SSPLC can even handle highly dynamic Web
services. Since cache consistency mechanisms are not the focus of this work, we assume
service-specific TTL in the following discussion.

If a provider allows caching, it must explicitly state some cache consistency information.
For example, the following CacheControlHeader element allows caching of the message and
states that the response is fresh for at least the given duration (12 hours). After this du-
ration, the cached version of the response must be removed from the cache.

<CacheControlHeader>

<CacheConsistency>

<TTL>P0Y0M0DT12H00M00S</TTL>

</CacheConsistency>

</CacheControlHeader>
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5.3.3 Physical Storage of Semantic Regions

Using a cache requires a large amount of memory to be able to serve lots of clients based
on a reasonably large number of semantic regions. Since disks are considerably larger and
cheaper than main memory, it is obviously a good idea to use them for the storage of
semantic regions. The simplest way is to keep only region descriptors in main memory
and to store region content on disk, e.g., by using a DBMS (a rudimentary one should
be sufficient) or a flat file system. Preferably, the replacement strategy should be aware
of disks in order to distinguish between “purge a semantic region” and “move a semantic
region to disk”, thus allowing“hot”regions to be kept in main memory while storing“cooler”
regions on disk.

Since it is orthogonal to the issues discussed in this work whether the cache is based on
main memory, disk, or both, we assume for the rest of the chapter that the cache is only
based on main memory. Our prototype system is main memory-based as well.

5.4 Semantic Caching in the Web Service Cache

SSPLC

Basically, semantic caching in SSPLC is done by annotating WSDL documents with
information about the caching-relevant semantics of services using the language presented
in the next section. This information is used for mapping SOAP requests to predicates, for
fragmenting responses, and for reassembling responses. Thus, adapted semantic caching
algorithms can be applied.

5.4.1 WSDL Annotations

Our language is designed both to cover common capabilities of existing Web service inter-
faces and to preserve efficient solvability of the query containment problem [GSW96, Ull89],
which is intrinsic to the semantic caching approach.

5.4.1.1 Fragmentation and Reassembling

Since Web services deliver monolithic XML documents rather than tuple-oriented re-
sponses, SSPLC needs some information about how to fragment such documents to obtain
fine-granular response units comparable to tuples in database caching. These units are
called fragments. We use an XPath-expression [CD99] to specify the fragmentation. Addi-
tionally, SSPLC needs further instructions regarding the generation of a complete response
document based on fragments of prior requests. This information is specified using the
XQuery language [BCF+03]. Both the XPath-expression and the XQuery, are provided
using an additional element (OperationCacheControl) inside the binding element of the
WSDL document of a service because it depends on the actual coding of the messages.



5.4 Semantic Caching in the Web Service Cache SSPLC 57

<binding name="BSLBinding" type="BookStoreLightPort">
<binding style="rpc" transport="http://schemas.xmlsoap.org/soap/http" />
<operation name="AuthorSearchRequest">
<operation soapAction="BookStoreLight" />
<input>
<!-- ...describes how the input message is mapped to XML... -->

</input>
<output>
<!-- ...describes how the output message is mapped to XML... -->

</output>
<OperationCacheControl>
<fragmentationXPath>
/Envelope/Body/AuthorSearchRequestResponse/return/DetailsArray/Details
</fragmentationXPath>
<reassemblingXQuery>
<!CDATA[
let $details := ##RESULT_FRAGMENTS##
return
<Envelope encodingStyle="http://schemas.xmlsoap.org/soap/encoding/">
<Body>
<AuthorSearchRequestResponse>
<return type="ProductInfo">
<TotalResults type="int">##COUNT_RESULT_FRAGMENTS##</TotalResults>
<DetailsArray arrayType="Details[##COUNT_RESULT_FRAGMENTS##]"

type="Array">
{$details}
</DetailsArray>
</return>
</AuthorSearchRequestResponse>
</Body>
</Envelope>
]]>
</reassemblingXQuery>
</OperationCacheControl>

</operation>
</binding>

Figure 5.6: Annotation of the AuthorSearchRequest Operation
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Figure 5.6 gives an example for our Book Store Light. The marked region depicts the
annotated information for the SSPLC while the rest of the document constitutes a standard
SOAP binding. Referring to our book store example, we are interested in the individual
books, i.e., Details elements, contained in a response document of our example service.
The XPath-expression shown inside the fragmentationXPath element in Figure 5.6 can
be used to fragment a response document accordingly. This XPath-expression can be
figured out by examination of the type definition part of the service’s WSDL document
(see Figure 5.5) and of an example response of the service (see Figure 5.3). The XQuery
to reassemble a response is shown in the figure inside the reassemblingXQuery element.
The macros ##RESULT_FRAGMENTS## and ##COUNT_RESULT_FRAGMENTS## are expanded by
the SSPLC before evaluating the XQuery and represent exactly the fragments (respectively
their number) which should be reassembled to a complete response document. Since an
introduction to XQuery lies outside the scope of this work, we will not explain the XQuery
shown in the figure. It should be obvious that the result of the XQuery is a SOAP response
like the one shown in Figure 5.3.

5.4.1.2 Predicate Mapping

We need predicates in region descriptors to describe the fragments stored in the region
contents. Thus, we need some information about the semantics of requests. Moreover, we
want to be able to filter semantic regions, e.g., if we are looking for all books written by
“Alfons Kemper” in a region storing all books written by “Kemper”. Therefore, we need
to know how to access the individual “attributes” (elements) of a tuple (fragment). This
information is annotated to the type definitions of requests in WSDL documents.

We will explain the annotations using our Book Store Light example. The original
type definition of AuthorRequest, which is the request type of our service, is shown in
Figure 5.5. Currently, we assume that if there are several parameters defined in a request,
i.e., levelOfDetail and author, they are combined by an AND operator. Thus, the
request shown in Figure 5.2 means that we are looking for all books written by “Alfons
Kemper”and we are only interested in the most important facts of the books. Additionally,
we assume that if there are several elements inside an array, the elements are logically
ANDed together, too. This is also true for responses (see the Author elements inside the
Authors element shown in Figure 5.3). The annotated version of the AuthorRequest type
is shown in Figure 5.7.

We annotate every parameter of the request using one or more CacheControl elements.
It is necessary to specify some context information because a message can be used for
several operations having different semantics. Also, if another binding is used, the coding
of the message might be different, requiring some modifications inside the CacheControl

element. Thus, the context information given by the attributes of CacheControl defines
when to use the information inside the CacheControl element. The information shown in
Figure 5.7 can only be used to analyze an input message for the AuthorSearchRequest

operation using the BSLBinding. A StringParameter element defines that the parameter
is of type string. The content of this element gives more detailed information about how
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<complexType name="AuthorRequest">

<all>

<element name="author" type="string">

<annotation>

<appinfo>

<CacheControl context="AuthorSearchRequest"

bindingContext="BSLBinding">

<StringParameter>

<required>true</required>

<fragmentXPath>

Authors/Author/text()

</fragmentXPath>

<implicitOperator>contains_wwo</implicitOperator>

<caseSensitive>false</caseSensitive>

<operators>

<and> </and>

<and>,</and>

</operators>

</StringParameter>

</CacheControl>

</appinfo>

</annotation>

</element>

<element name="levelOfDetail" type="string">

<annotation>

<appinfo>

<CacheControl context="AuthorSearchRequest"

bindingContext="BSLBinding">

<StringParameter>

<required>true</required>

<implicitOperator>equals</implicitOperator>

<caseSensitive>true</caseSensitive>

</StringParameter>

</CacheControl>

</appinfo>

</annotation>

</element>

</all>

</complexType>

Figure 5.7: Annotated WSDL Type Definition
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to handle this string parameter. We also defined elements for other parameter types, e.g.,
an IntegerParameter element. Each of these elements contains further information (e.g.,
operators) depending on the parameter type.

Looking at the example in Figure 5.7, we observe that the author parameter is manda-
tory (required element). If a parameter is optional, a default value of the parameter
that is used in case of absence of the parameter in a request must be specified using a
default element (not available in the example document). The fragmentXPath element
specifies how to extract the information from result fragments that correspond to this pa-
rameter (compare Figure 5.3). For example, if we ask for books written by an author,
the fragmentXPath can be used to find the authors in the result fragments. If, as in our
example, an XPath is specified, the cache can inspect the fragments to look up the actual
author(s) of a book. This information can be used to filter all fragments contained in a
semantic region. If there is no XPath specified, the cache is not able to do such filtering
because it is constrained to the information obtained from the request.

The element implicitOperator defines the operator of the parameter. Currently, we
support the following operators (for appropriate parameter types): >, ≥, <, ≤, = (or
equals), contains, contains wwo, starts with, and ends with. In our example, the operator
is contains wwo which is a contains operator that looks for “whole word only” occurrences
of the given pattern in a string, i.e., “Alfons Kemper” does not contain wwo “Kemp”, but
contains wwo “Kemper”. The comparison of strings is case insensitive as defined by the
caseSensitive element.

Additionally, we support the logical operators AND and OR to support complex predi-
cates. We also support parentheses for precedence control. Currently, we are not supporting
the ¬ operator (logical NOT operator)3 because there are virtually no Web services offering
this operator and we are interested in keeping the query containment problem efficiently
solvable. The operators element in Figure 5.7 defines two AND operators for the author
parameter: a space character and a comma.

The second parameter is levelOfDetail. This is also a mandatory string parameter.
The implicit operator is a case sensitive “equals”. There is no fragmentXPath defined
because in the response document of our Web service no explicit information about whether
it is a “heavy” or a “lite” result is contained. As this information is contained in the request
and therefore is stored as part of the region predicate, this information is not lost.

Using these annotations our SSPLC can figure out the semantics of a request and is
able to extract interesting elements from fragments. Also, it is able to generate a region
predicate from a request. For example, the request shown in Figure 5.2 is mapped to the
following predicate:

author contains wwo case insensitive “Alfons”∧
author contains wwo case insensitive “Kemper”∧

levelOfDetail equals case sensitive “lite”

3and hence we are not supporting �=,¬contains,...
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Figure 5.8: Flow Chart of the Caching Process

5.4.2 Matching and Control Flow

Using our annotations we are now able to understand the caching-relevant semantics of
requests and responses. We will now describe how this information is used for caching.
The control flow of our SSPLC is shown in Figure 5.8. First of all, a SOAP request R
is mapped to a predicate P as described above. Although the Book Store Light does
not offer a logical OR operator for the author parameter, we will use the following predi-
cate P (operator names are shortened) for demonstration purposes throughout this section:

(author contains “Kemper”∨ author contains “Moerkotte”) ∧ levelOfDetail =“lite”

After the mapping, P is transformed into disjunctive normal form (DNF) and split into
conjunctive predicates (CPs), i.e., predicates only containing simple predicates connected
by logical AND operators. If there is no logical OR in a request, P is processed as is. The
transformation of our example predicate P results in:

CP1 : author contains “Kemper”∧ levelOfDetail =“lite”
CP2 : author contains “Moerkotte”∧ levelOfDetail =“lite”

For every CP, the light gray actions shown in Figure 5.8 are executed in parallel. First,
match types of a CP with all semantic regions are determined, i.e., the correlation between
every semantic region S and the result of CP is determined. There are five different match
types (compare [CB00, LC01]) as shown in Figure 5.9. The best match type for a CP
and a semantic region S is, of course, the exact match. The next best match type is a
containing match because we only have to filter S by eliminating all fragments fulfilling the
region predicate but not CP to get the fragments for the response. The other three match
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Figure 5.9: Match Types

types require server interaction because we do not have all fragments cached to answer the
request. Since most Web services do not have adequate interfaces to be able to process
complicated remainder requests, we are sending a request generated from the CP to the
Web service even though there already might be some relevant fragments available in the
cache. Even if a Web service can process complicated remainder requests, processing of
such complex requests is likely to be costly. As one of the goals of SSPLC is to reduce
processing demands of the central servers, usage of complex remainder requests could be
counterproductive.

The response of the Web service is fragmented and afterwards stored in the cache. If
there are already regions in the cache containing some of the fragments of the response
(i.e., in the case of a contained match), these semantic regions are replaced with the new
(larger) semantic region. In all other cases, the fragmented response is inserted as a new
semantic region using CP as the region predicate.

After all CPs have been processed, SSPLC calculates the result of P as the union of
the results of all CPs. By default, duplicates are eliminated, i.e., SSPLC implements the
very common set semantics. Alternatively, SSPLC calculates the result without dupli-
cate elimination. This behavior is controlled by an optional distinct element inside the
OperationCacheControl element (not shown in the example document). The default be-
havior is to eliminate duplicates. Fragments are considered equal if their contents are equal
or if keys are defined, their keys are equal. Keys can be defined vi a key element inside the
OperationCacheControl element using the standard XML Schema syntax for keys. Usage
of keys considerably speeds up duplicate elimination. We do not further investigate keys in
the scope of this work. The result of P is (conceptually) written to an XML document D.
After that, the reassemblingXQuery is evaluated with the macro ##RESULT_FRAGMENTS##

expanded to D. Finally, the response is sent back to the client.
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We implemented some optimizations in our SSPLC, e.g., if P does not contain an OR
operator, there is only one CP to be processed. If there is no matching region for CP, we
send a request to the server. After that, we temporarily store its response and send it back
to the client instead of regenerating it from the fragmented response.

5.4.3 Sorting and Generalization

Since the order of elements can be important in XML documents, we enhanced our SSPLC
to be aware of it. XML documents are inherently ordered by the sequence of the elements
(document order). As long as the document order generated by a Web service offers no
real added value (e.g., lexicographical order by title), it does not matter in which order
the fragments emerge in the response. Also, as long as we are using fragments of only one
semantic region (filtered or not), order is abided and we can generate correctly ordered
results as in the Book Store Light example.

If a Web service orders fragments using some information available in the response,
there are two possibilities to establish the same order even if we are merging fragments of
several semantic regions to generate the response. First, if the order is fixed, i.e., always
the same, the reassemblingXQuery can be modified to do the sorting using the order by
clause of XQuery. Second, if the order depends on a request parameter, we can annotate
this parameter using a SortParameter element. This element contains a mapping from
the service’s sorting facilities to order by clauses of XQuery. For example, if a Web service
has a parameter sort and the value “+title” means “sort by title”, a mapping to XQuery
could look like “order by $fragment/Title”. The appropriate order by clause is inserted
into reassemblingXQuery before evaluation.

The value of a sorting parameter is stored in the region descriptor because it is relevant
for determining the match types. An exact or containing match is only usable if either
the sorting is already as it should be or we are able to establish the correct order using an
order by clause. If the response of the Web service does not contain an element that can
be used to reestablish the sorting of fragments, the SSPLC has to send a SOAP document
generated from the region predicate to the Web service for the correct order when frag-
ments from more than one semantic region are needed for the response. If only fragments
from one semantic region are needed, it must already have the required order, otherwise
the service must be contacted as well. To avoid several semantic regions containing the
same fragments in different order, SSPLC stores sorting vectors inside semantic regions to
remember alternative sortings for future use.

Another enhancement of our semantic caching scheme is the usage of generalization for
better decisions on the query containment/predicate subsumption problem. Our SSPLC
supports two different types of generalization. First, tree-structured containment relations
for values of parameters can be defined. For example, if there is a parameter defining
whether we are interested in paperback, hardcover, or both, we are able to annotate this
parameter to point out that“hardcover ⊆ both”and“paperback ⊆ both”. This information
is used during match type computation and for filtering of semantic regions.
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The second type of generalization can be seen in our Book Store Light example. There
is a parameter levelOfDetail that influences the level of detail of the response. Since
“heavy” fragments simply contain some extra elements, it is possible to define an XQuery
filter to transform “heavy fragments” to “lite fragments” by removing the surplus elements
like the Asin elements in our example. This information is also used during match type
computation and region filtering.

5.5 Performance Evaluation

We implemented a prototype of the Web Service Cache SSPLC for our service platform
ServiceGlobe using Java. We conducted several performance experiments based on the
scenarios of the TPC-W [TPPC02] and TPC-W Version 2 [TPPC03] benchmarks.

5.5.1 Benchmark Scenario 1 (TPC-W)

The first scenario is related to the online bookstore scenario of the TPC Web commerce
benchmark (TPC-W). Because TPC-W does not aim at SOAP Web services and semantic
caching, but instead at traditional Web servers and back-end servers, major modifications
to TPC-W (system architecture as well as data generation) are necessary to adjust the
benchmark to the context of our SSPLC in a reasonable way. Thus, we decided to model
our benchmark scenario on the SOAP interface of Amazon, just as the scenario of TPC-W
is modeled on the HTTP interface of Amazon. We chose to use Amazon’s author search re-
quest for our benchmarks because this search functionality is also addressed in the TPC-W
benchmark.

5.5.1.1 Experimental Setup

Our benchmark environment for the first scenario consists of two standard off-the-shelf
computers with an Intel Pentium 4 CPU, 2.8 GHz, 1 GB main memory, and 100 MBit/s
network adapter each. The operating system is Red Hat 9 and we use Java 2 SDK,
Version 1.4.1 from Sun Microsystems. One of the computers is used for the simulation
Web service (see below), the other one for the cache and the benchmark engine. We use
the QIZX/open Version 0.2 01 [Fra] as XQuery processor and a recent version of Xalan [Xal]
as XPath processor. A recent version of Xerces [Xer] is used as XML parser and Axis [Axi]
is used as implementation of SOAP.

To show the effectiveness of our semantic cache, we implemented a simulation service
rather than using Amazon directly because Amazon delivers its results page-wise (i.e., 10
books per SOAP response), which is an unusual behavior for Web services. The requests
and responses of our simulation service are identical to those of the Amazon service despite
the fact that our service delivers all results to a request in one response. For that purpose,
we materialized some of the data of Amazon to be able to work with real data. Since our
simulation service delivers these materialized results extremely fast, we are delaying results
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to simulate processing time of a Web service. We conducted some experiments to assure
that SSPLC is able to deliver its results as fast or faster on average than the origin Web
service. Since these results depend heavily on the performance of the origin server and of
the machine running SSPLC, we do not present quantitative results.

Our benchmark scenario is based on several top-300 bestseller lists (top selling science
books, top selling sports books, ...) of Amazon. We used these different bestseller lists
to generate different traces as described below and we always present the average of all
performance experiments conducted using these different traces. If an author’s book is
present on the bestseller list, people will be interested in other books published by the
same author, too. Thus, an author search request is more likely for authors whose books
are ranked high on the bestseller list. Since studies [AH02] have found that access to data
on the Internet often follows a Zipf distribution, we use a Zipf distribution (θ = 0.75) on
the top-300 bestseller lists to select books.4 Using the names of the authors of a book, we
generate a request for our simulation service. We randomly choose which names (surnames,
first names) are used for the request. Every request contains at least one surname of an
author. This is done to challenge semantic caching. We generated traces of 2000 requests
each for the performance experiments.

Some of the requests produce very large response documents containing up to 32000
fragments. Since the size of such documents is about 40 MB, it is very likely that Web
services do not generate such large responses. Rather, they generate a fault response
informing the caller that there are too many results and that the request has to be refined.
Thus, our simulation service sends fault messages for results containing more than 2000
fragments. SSPLC caches these fault messages because they are marked cachable in the
SOAP header.

4We conducted a second series of experiments using a Zipf distribution with θ = 0.86. These experiments
confirm the results and correlations presented in this section.
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Figure 5.10 shows the average distribution of the requests of our traces. The majority
of the requests produces responses containing up to 500 fragments (or fault messages as
described above). The term unique-trace refers to a trace where all duplicates are removed.
The figure shows that there are, e.g., only 19 unique requests producing responses contain-
ing between 1001 and 2000 fragments. So, each of these requests is only contained about
3 times in the full trace. Thus, for our Book Store Light, caching of large responses is not
very promising because they are requested very infrequently.

We conducted several performance experiments varying different parameters and we
present the results in this section. For the experiments in this section, the TTL of re-
sponses was set to 30 minutes, if not explicitly stated differently. The data volume of all
responses materialized by our simulation service was about 85.4 MB. Every execution of a
trace lasted for about 100 minutes. We conducted some longer running experiments which
demonstrated similar results. The maximum size for responses to be cached was set to
about 1000 fragments (1.2 MB). Larger responses were fetched from the remote Web ser-
vice and forwarded to the client without caching. One slot (see Section 5.3.1) had the size
of about 1/4 of an average response, i.e., 40 KB. We conducted the experiments using three
different cache sizes: small (10% of the data volume of the unique-trace), standard (20%),
and large (30%). The cache was warmed up by running every trace twice and measuring
the second one, although there are only minor differences between the two runs.

5.5.1.2 Experimental Results

The main goal of the SSPLC is to improve scalability of Web services. Figure 5.11 shows5

that already the smallest semantic cache is able to answer 43.5% (exact matches + contain-
ing matches) of all requests using data stored in the cache, reducing processing demands on
the central servers significantly. A traditional (non-semantic) cache (NSC) achieves much
smaller hit rates (28.8%). The bigger the caches are, the better the hit rates become even
though the increase rate is not linear with the cache size increment. This is due to the
fact that already the standard cache size is large enough to cache most of the hot spot
responses. The only advantage of a larger cache is that it is able to additionally store some
of the less frequently requested responses. SSPLC benefits more from a larger cache than
NSC because SSPLC can exploit the semantics of the requests.

Figure 5.12 demonstrates the reduction of bandwidth consumption. Running the trace
without cache results in the transfer of 298 MB across the network. The smallest semantic
cache reduces the transfer volume by approximately 28%, the standard semantic cache by
approximately 41%. The large semantic cache reduces the transfer volume even more, but
the difference is not linear with the cache size increment due again to the reasons above.
On average, the transfer volume of NSC is more than 12% larger than that of SSPLC.

Figure 5.13 shows results for varying time-to-live periods. Of course, the longer the
TTL period is, the more effective the caches are. Depending on the TTL, SSPLC performs
about 43% to 50% better than NSC.

5Please note that the sum of the rates of exact matches, containing matches, and other matches is not
always exactly 100% due to rounding errors.
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Figure 5.14 shows the influence of the slot size parameter (see Section 5.3.1) of the
replacement strategy on the hit rates of the caches. Smaller slot sizes lead to better hit
rates because only minimal cache memory is wasted by partly used slots (clippings). If
the slot size increases, the amount of wasted cache memory increases as well, leading to
comparably slightly lower hit rates of both SSPLC and NSC. The disadvantages of smaller
slot sizes are higher administrative costs. Thus, we decided to use a medium slot size for
our performance experiments.

The results for varying maximum cached response size is shown in Figure 5.15. Of
course, these results depend on the access trace of the cache. The average distribution of
the requests of our traces (see Figure 5.10) shows that large responses are accessed very
infrequently. Thus, the caching of large responses is not beneficial in the presented scenario.
Both NSC and SSPLC suffer equally from larger maximum cached response sizes.

Figures 5.16 and 5.17 show the results for varying value of the theta (θ) parameter of the
Zipf distribution for the SSPLC respectively for a non-semantic cache (NSC). The larger
the value of theta is, the more distinct the hot spots of a trace are. Thus, if θ = 0.99999
(this value is rounded to 1.0 in the figure), there are few distinct hot spot authors that are
accessed very frequently. If θ = 0.0, there are no real hot spot authors. The figures show
that SSPLC is always superior to a non-semantic cache by far. Additionally, Figure 5.16
demonstrates that SSPLC works very well even for small values of θ in this scenario.

5.5.2 Benchmark Scenario 2 (TPC-W 2)

The Transaction Processing Performance Council quite recently published a first draft of
TPC-W Version 2 (TPC-W 2) for public review. This new version of TPC-W is aiming
at Web services. Thus, we decided to conduct some additional performance experiments
based on TPC-W 2. Due to incomplete specifications and time constraints, we did not
implement the full benchmark. Rather, we chose the “product detail Web service inter-
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Figure 5.16: Match Distribution of SSPLC
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5.6 Related Work 69

action” of TPC-W 2 to conduct our experiments. The data was generated conforming to
the rules of TPC-W Version 2, i.e., 100000 books were generated and stored in the DBMS.
We configured our remote business emulator (RBE) to run 8 emulated businesses (EB)
concurrently. The TTL was set to 5 minutes6 and a total of 3000 requests were sent to
the SSPLC. The cache size was 4.6 MB, i.e., about 5% of the data volume available at the
origin server could be cached. The slot size was set to the maximum size of one book, i.e.,
the cache was able to store about 2500 books. Every request asked for detailed information
about a randomly chosen number (1 to 10) of books. According to the TPC-W 2 specifi-
cations, the books should be selected using a given non-uniform random distribution, but
this distribution generates values which are distributed too uniformly for any cache. Again,
we use a Zipf distribution to select the books.

If a client requests product details for, e.g., book 2 and book 8, SSPLC translates the
request to the predicate “book = 2 ∨ book = 8”. Thus, SSPLC splits up the request into
two CPs, as described above, and generates a request for every single book if not available
in the cache. For this reason, there are only exact matches and disjoint matches in this
scenario. If not all books of a request are available in the cache, the SSPLC rates the
request as exact match and disjoint match according to the ratio of books available in the
cache to books not available in the cache. For example, if a client requests details about
eight books and six books are available in the cache, the request is rated as 0.75 exact
match and 0.25 disjoint match.

Figure 5.18 shows the exact matches for the benchmark varying theta of the Zipf distri-
bution. A non-semantic cache (NSC) is virtually useless in this scenario because the cache
hits are less than 1%, even if θ = 0.99999. This is because NSC can only answer requests
from the cache if two requests are exactly the same, i.e., the number of product details
requested must be the same, the books must be the same, and the order of the books must
be the same. SSPLC works very well for sufficient large θ, even though the cache size is
small (about 5% of the data volume available at the origin server) and the TTL is short.
For a realistic θ, i.e., greater or equal to 0.8, the SSPLC is able to answer more than 23%
of the requests.

5.6 Related Work

Caching in the context of Web services has been addressed, e.g., by Akamai [Not01] and
by the usage scenarios S032 and S037 of the World Wide Web Consortium [HHO04]. The
proposed approaches are either described very abstractly, or are limited to a more or
less straightforward store-and-resend of SOAP responses. Our approach differs in that it
takes advantage of the fact that query-style requests can be cached more efficiently using
semantic caching. Thus, this chapter proposes an alternative solution which is more flexible
and powerful.

6Every benchmark run lasted for about 20 minutes.
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A solution for a similar but simpler problem in the area of Web sources and respectively
Web databases, was presented by [LC99, LC01]. They focus on wrapper7 level caching.
Therefore, they are able to take advantage of the semantics of the declarative query lan-
guage SQL, i.e., they automatically deduce region predicates from SQL queries. In the area
of Web services, no such standardized declarative language exists. Due to our declarative
language for the annotation of WSDL documents with information about caching-relevant
semantics, we are able to apply semantic caching to Web services in, e.g., B2B and B2C
scenarios. Additionally, we investigate sorting and generalization issues. Thus, our solu-
tion is more comprehensive and more flexible. The basic techniques of both SSPLC and
[LC99, LC01] are based on prior work on semantic caching, e.g., [DFJ+96].

A different usage of caching for Web services is presented in [TR03]. They use caching
techniques for reliable access to Web services from, e.g., PDAs or similar unreliably con-
nected mobile devices. While connected to the Internet, the cache stores requests and
associated results but does not answer them itself. In the case of a disconnection, the
cache tries to answer the requests and additionally caches them. The cache plays the
requests back to the origin server as soon as it is online again. The authors use one repre-
sentative service to demonstrate the benefits of a Web service cache and expose a number
of issues in caching Web services. They do not present a generic solution, but they do
conclude that extensions to WSDL are needed to support cache managers. We think that
the language presented in this chapter constitutes a good base for such extensions.

5.7 Status and Future Work

We presented the semantic cache SSPLC that is suitable for caching responses from Web
services on the SOAP protocol level. We therefore introduced an XML-based declarative
language to annotate WSDL documents with information about the semantics of service
requests and responses. We demonstrated the validity of our proposed caching scheme by
performing a set of experiments. The results of these experiments confirm the reduction of
processing demands on the central servers and the diminishment of bandwidth consump-
tion, as well as competitive average response time.

We currently conduct benchmarks to compare the performance of our semantic caching
scheme without sorting or generalization against the performance with sorting and general-
ization enabled. We plan to investigate some ideas on how SSPLC can be further improved.
First, the declarative language can be extended to integrate additional semantic knowledge
like fragment inclusion dependencies [LC01] to be able to transform as many overlapping
or contained matches as possible into exact or containing matches. Furthermore, we in-
tend to improve our caching scheme by taking advantage of richer interfaces of services.
Additionally, we plan to investigate techniques which enable Web services to load caches
with relevant data [KFD00].

7Wrappers are used to extract data from Web sources.



Chapter 6

An Autonomic Computing Concept
for Application Services

In this chapter, we present a novel autonomic computing concept which is hiding the ever
increasing complexity of managing IT infrastructures. For this purpose, we virtualize, pool,
and monitor hardware to provide a dynamic computing infrastructure. A fuzzy-logic-based
controller module supervises all services running on this virtual platform. According to
IBM’s vision of autonomic computing, this infrastructure is a step towards a self-managing,
self-optimizing, and self-healing virtual platform for services. Higher-level services such as
business applications profit from running on this supervised virtual platform. For example,
failed services are restarted automatically. A service overload is detected and remedied by
either starting additional service instances or by moving the service to a more powerful
server. The capabilities and constraints of the services and the hardware environment are
specified in a declarative XML language. We used our prototype implementation of Au-
tonomicGlobe for first tests managing a blade server configuration and for comprehensive
simulation studies which demonstrate the effectiveness of our proposed autonomic comput-
ing concept.

This chapter is organized as follows: Section 6.1 motivates and introduces our autonomic
computing concept. In Section 6.2 we present the architecture of AutonomicGlobe, which
relies on our ServiceGlobe platform for location-independent execution of Web services.
The basic concepts of fuzzy controllers are described in Section 6.3. A detailed description
of the fuzzy controller integrated in AutonomicGlobe is presented in Section 6.4. Simulation
study results follow in Section 6.5. After a discussion of related work in Section 6.6, the
chapter is concluded in Section 6.7.

6.1 Motivation

Complexity and consequently administration costs of IT infrastructures are ever increas-
ing. To overcome this, IBM coined the term autonomic computing [Hor01] for a concept
that refers to some kind of self-management of hardware and software. Comprehensive



72 An Autonomic Computing Concept for Application Services
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Figure 6.1: Architecture of the AutonomicGlobe Computing Concept

self-management capabilities for systems include self-configuration, self-optimization, self-
healing, and self-protection. Several global players conduct research in this area and have
already integrated some aspects of self-management into their hardware and software prod-
ucts.

We use a complex enterprise resource planning (ERP) environment as an example for
our autonomic computing concept. Figure 6.1 shows the layered architecture of Auto-
nomicGlobe. Application services such as business applications are conceptually running
on the application services layer. The services are virtualized, i.e., not running on a fixed
server. The self-management capabilities are provided by the infrastructure layer below. It
virtualizes, pools, and monitors hardware to provide an adaptive and dynamic computing
infrastructure which is supervised by a fuzzy-logic-based controller. This controller can, for
example, automatically restart failed services. It detects overloaded service instances and
remedies overload situations by either starting new service instances or by moving services
to more powerful servers. Available resources are shared between all services as appropriate
for a particular situation. Thus, by dynamically allocating the services, we improve the
average utilization of the available hardware and minimize idle times. Thereby, total cost
of ownership (TCO) is reduced either because more users can be handled using the existing
hardware or because less hardware is required initially.

The capabilities and constraints of the application services and the hardware environ-
ment are described using a declarative XML language. Among other things, with this
language the maximum and minimum number of instances of a service can be defined, the
performance of hosts can be related to each other, and the rules for the fuzzy controller
can be specified. As a decision finding component, a fuzzy controller is employed because
of its robustness, adaptability, and intuitive specification of rules.

Although AutonomicGlobe is designed to run in arbitrary heterogeneous computing
environments, we will use a blade server environment (see Section 6.2.5) for the presentation
of our autonomic computing concept and for some performance experiments.
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Figure 6.2: Architecture of the Controller Framework

6.2 Architecture of the Controller Framework

AutonomicGlobe is based on our distributed and open service platform ServiceGlobe (see
Chapter 4). More precisely, it is based on the dispatcher service presented in Section 4.3.
The ambition of the AutonomicGlobe project is to add an active control component for
autonomic service and server management to ServiceGlobe. The architecture of our con-
troller framework is shown in Figure 6.2. Load monitors run on every server and report
their measurements to advisors. These measurements are used to maintain an up-to-date
local view of the load situation of the system (see Section 4.3.2). Imminent overload situa-
tions1 are reported to a load monitoring system which observes the load changes for a while
and triggers a fuzzy controller in case of a real overload situation. This fuzzy controller
initiates actions to prevent critical load situations. For example, if a CPU overload on
a service host is detected, the controller can move services from this overloaded host to
currently idle hosts. A load archive stores aggregated historic load data. These modules
are described in more detail in the following sections.

The controller framework is a service itself, i.e., it runs in a ServiceGlobe environment.
Thus, this flexible and extensible controller framework is seamlessly integrated into the
ServiceGlobe platform.

6.2.1 Load Monitors and Advisor Modules

Every server and every service is monitored by a load monitor service.2 Whenever a new
service is started in the ServiceGlobe system, a new advisor is instantiated by the controller.

1The controller also reacts in failure and idle situations. Because the handling of these situations is
quite analogous, we focus on overload situations in the remainder of this chapter.

2Figure 6.2 only shows the load monitors and advisors responsible for the servers. For simplicity of the
illustration, services running on the servers and their load monitors and advisors are omitted.
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During instantiation, the advisor remotely executes the corresponding load monitor on the
service host running the new service. Load monitors are specialized services for resource
monitoring of service hosts and for monitoring of resource usage of services. The advisors
and corresponding monitors use the UDP protocol to send load messages from a monitor
to an advisor. These messages are used to maintain an up-to-date local view on the load
situation of the system. Service hosts report their current CPU and main memory usage,
whereas services report one numerical value representing their load.

6.2.2 Load Monitoring System

In real systems, short load peaks are quite common. If these peaks are relatively short,
the controller should not react because there may not actually be a real overload situa-
tion. If the system always reacted immediately, it would be very instable. Thus, if load
values exceed a tunable threshold, the advisor passes the load data to the load monitoring
system module for further observation. Then the load data is observed for a tunable time
(watchTime). After this period, the load monitoring system calculates the arithmetic mean
of the load during the watchTime. It determines a real overload situation if the average
load is above the threshold. If such an overload situation is detected, the fuzzy controller
module is triggered.

6.2.3 Fuzzy Controller

If an overload situation is detected by an advisor and verified by the load monitoring
system, the controller identifies an appropriate action to remedy the overload situation.
For this purpose, it initializes the fuzzy controller with information about the current load
situation of the affected services and servers. After that, the fuzzy controller calculates the
applicability of all actions. Our controller is able to handle the following actions: start,
stop, move, scale-in, scale-out, scale-up, and scale-down. If required, as for a move action,
the fuzzy controller then calculates the score of all suitable target service hosts. Finally,
the action with the highest applicability is executed and the host with the highest score
is selected as target host of the action. The fuzzy controller is described in more detail in
Section 6.4.

6.2.4 Load Archive

The load archive stores a persistent aggregated view of historic load data. This data is
used to calculate the average load of services during their specific watchTime. These values
are used to initialize all resource variables of the fuzzy controller before execution.

6.2.5 Environment and Service Virtualization

We use a blade server environment for the presentation of our autonomic computing concept
and for first performance experiments. This is because our research prototype is being field
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Figure 6.3: Blade Server and a Blade Server Rack

tested on a blade server environment. Blade servers are relatively cheap and the processing
power can easily be scaled to the current processing demand by adding additional blades
on the fly. Figure 6.3 shows a blade and a blade server rack containing infrastructure
hardware like redundant power supplies and network switches.

Further, administration costs of blade servers are low compared to traditional main-
frame hardware which was favored by large ERP installations in the past. Administration
overhead can be further reduced by implementing, e.g., NetBoot based on the PXE Proto-
col [Sch03]. Using NetBoot, new blades added to the rack are booted instantly by loading
a kernel and a software image over the network. After the boot process is finished, Au-
tonomicGlobe is started automatically on this blade to make the blade available to the
controller. Blade servers normally store their data using a storage area network (SAN) or
a network attached storage (NAS). Thus, CPU power and storage capacity can be scaled
independently and services can be executed on any blade because services can access their
persistent data regardless of the blade on which they are running.

Services running on the blade servers are virtualized by usage of service IP addresses,
i.e., every service has its own IP address assigned. This IP address is bound to the physical
network interface card (NIC) of the host running the service. Thus, if a service is moved
from one host to another, the virtual IP address is unbound from the NIC of the old
host running the service and afterwards bound to the NIC of the target host. Thus,
services are decoupled from servers. This service virtualization is a basic requirement for
AutonomicGlobe.
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Figure 6.4: Linguistic Variable cpuLoad

6.3 Fuzzy Controller Basics

In general, fuzzy controllers are special expert systems based on fuzzy logic [KY94]. Fuzzy
controllers are used in control problems for which it is difficult or even impossible to con-
struct precise mathematical models. In the area of autonomic computing, these difficulties
stem from inherent nonlinearities, the time-varying nature of the services to be controlled,
and the complexity of the heterogeneous system. Contrary to classical controllers, fuzzy
controllers are capable of utilizing the knowledge of an experienced human operator as
an alternative to a precise model. This knowledge is expressed using intuitive linguistic
descriptions of the manner of control.

Fuzzy logic is the theory of fuzzy sets devised by Lotfi Zadeh in 1965 [Zad65]. The mem-
bership grade of elements of fuzzy sets ranges from 0 to 1 and is defined by a membership
function. Let X be an ordinary (i.e., crisp) set, then

A = {(x, µA (x)) | x ∈ X} with µA : X → [0, 1]

is a fuzzy set in X. The membership function µA maps elements of X into real numbers
in [0, 1]. Thereby, a larger value (truth value) denotes a higher membership grade.

Linguistic variables are variables whose states are fuzzy sets. These sets represent
linguistic terms, such as low, medium, and high. A linguistic variable is characterized by
its name, a set of linguistic terms, and a membership function for each linguistic term. An
example for the linguistic variable cpuLoad is shown in Figure 6.4. The figure shows the
three linguistic terms low, medium, and high with their assigned trapezoid membership
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functions3. Other shapes of membership functions can be used as well, but since trapezoid
functions were empirically proven to be effective, we decided to use them.

Figure 6.5 shows the general architecture of a fuzzy controller according to [KY94].
The controller works by repeating a cycle of three steps. First, measurements are taken
of all variables representing relevant conditions of the controlled infrastructure. These
measurements are converted into appropriate fuzzy sets (input variables) in the fuzzification
step. After that, these fuzzified values are used by the inference engine to evaluate the fuzzy
rule base. At last, the resulting fuzzy sets (output variables) are converted into a vector
of crisp values during the defuzzification step. The defuzzified values represent the actions
taken by the fuzzy controller to control the infrastructure. We will now explain the fuzzy
controller mechanisms in more detail by way of an example from the area of autonomic
computing.

During the fuzzification phase, the crisp values of the measurements (e.g., CPU load
of a host) are mapped onto the corresponding linguistic input variables (e.g., cpuLoad) by
calculating membership rates using the membership functions of the linguistic variables.
For example, according to Figure 6.4, a host having a measured CPU load l = 0.6 (60%)
has 0.5 medium and 0.2 high cpuLoad.

In the inference phase, the fuzzy rule base is evaluated using the fuzzified measurements.
The form of the rules is exemplified by the two sample rules4

IF cpuLoad IS high AND

(performanceIndex IS low OR performanceIndex IS medium)

THEN scaleUp IS applicable

IF cpuLoad IS high AND performanceIndex IS high

3In the figure, triangular functions are shown which are a special form of trapezoid functions. Actually,
our controller can handle arbitrary trapezoid functions.

4These simple rules are only used to explain the inference phase. The rules used in our autonomic
computing system are generally more complex.
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THEN scaleOut IS applicable

where cpuLoad and performanceIndex (specifying the relative performance of a server)
are the input variables and scaleUp and scaleOut are the output variables. Typical fuzzy
controllers have dozens of rules. Actually, AutonomicGlobe’s fuzzy controller currently
comprises about 40 rules. The first sample rule states that it is reasonable to move a
service to a more powerful host (scale-up) if the host running the service has a high load
and a low or medium performance index (the higher the performance index of a host, the
more powerful it is). The second rule states that it is reasonable to start an additional
service instance (scale-out) if the host running the service is highly loaded despite being
quite powerful.

Conjunctions of truth values in the antecedent of a rule are evaluated using the min-
imum function. Analogously, disjunctions are evaluated using the maximum function.
Given a CPU load of l = 0.9, the membership grades for the linguistic variable cpuLoad
are µlow(l) = 0, µmedium(l) = 0 and µhigh(l) = 0.8. Given a performance index of i = 5, we
assume for this example that the membership grades for the linguistic variable performan-
ceIndex are µlow(i) = 0, µmedium(i) = 0.6 and µhigh(i) = 0.3. Thus, the truth value of the
antecedent of the first rule evaluates to min(0.8,max(0, 0.6)) = 0.6 and the truth value of
the antecedent of the second rule evaluates to min(0.8, 0.3) = 0.3.

In classical logic, the consequent of an implication is true if the antecedent evaluates
to true. For fuzzy inference, there are several different inference functions proposed in
the literature. We use the popular max-min inference function. Using this function, the
fuzzy set specified in the consequent of a rule (e.g., applicable) is clipped off at a height
corresponding to the rule’s antecedent degree of truth. After rule evaluation, all fuzzy
sets referring to the same output variable are combined using the standard fuzzy union
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operation:

µA∪B(x) = max (µA (x) , µB (x)) for all x ∈ X

The resulting combined fuzzy set is the result of the inference step. Figure 6.6 shows the
result of the inference for the linguistic output variable scaleUp.

During the defuzzification phase, a sharp output value is calculated from the fuzzy set
that results from the inference phase. There are several defuzzification methods described
in the literature. We use a maximum method such that the result is determined as the
leftmost of all values at which the maximum truth value occurs. Regarding our example
shown in Figure 6.6, the crisp value for the action scale-up is a = 0.6, i.e., the action is
applicable to a degree of 0.6. The linguistic variable scaleOut is defined analogously. Thus,
the action scale-out is applicable to a degree of 0.3. Therefore, the controller will favor the
scale-up action for execution.

6.4 Fuzzy Controller for Load Balancing

The fuzzy controller module in AutonomicGlobe consists of two separate fuzzy controllers.
The first one reacts on exceptional situations and determines an appropriate action. If the
selected action requires a target host, e.g., scale-out, a second fuzzy controller is triggered
to determine a suitable service host. Figure 6.7 shows the interaction of the two fuzzy
controllers selection of an action and selection of a host. After a rearrangement has taken
place, the involved services and servers are protected for a certain time, i.e., they are
excluded from further actions. This protection mode prevents the system from oscillation,
i.e., the moving of services back and forth.
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Variable Description
cpuLoad CPU load of the server (average load of all CPUs)
memLoad main memory load of the server
performanceIndex performance index of the server
instanceLoad load of the service instance
serviceLoad average load of all instances of the service
instancesOnServer number of services running on the server
instancesOfService number of instances of the service

Table 6.1: Input Variables for the Action-Selection

6.4.1 Action-Selection Process

In the first phase, the input variables of the fuzzy controller are initialized. Table 6.1 shows
the input variables of our controller. All variables of the fuzzy controller regarding CPU or
memory load are set to the arithmetic means of the load values during the service specific
watchTime. The other variables are initialized using the current measurements or using
available metadata, e.g., for the performanceIndex.

The fuzzy controller distinguishes between exceptional situations induced by a service,
and exceptional situations induced by a server (see Figure 6.8). If a service has triggered the
controller, it decides on the basis of information about the considered service, the service
instance, and the server on which it is executed. Other services running on the considered
host are not taken into account. If a server triggered the fuzzy controller, the gathered
information of all services running on the considered host must be taken into account.

Since the action-selection process depends on the specific situation, our controller is
able to handle dedicated rule bases for different exceptional situations (triggers). We dis-
tinguish between four different triggers: serviceOverloaded, serviceIdle, serverOverloaded,
and serverIdle. Further, our controller facilitates dynamic adaptations. For example, an
administrator can add service-specific rule bases for mission critical services to favor pow-
erful servers for these services.

A rule base comprises dozens of rules, each consisting of an antecedent and a conse-
quent. Figure 6.9 shows an example rule base for the serviceOverloaded trigger. The rules
presented are the same as in Section 6.3, given in XML format.

The fuzzy controller evaluates the appropriate rule base and calculates crisp values
for the output variables. Table 6.2 shows the output variables. These output variables
represent the actions executed by the controller to control the infrastructure.

The fuzzy controller only considers actions that do not violate any given constraint,
e.g., a database service normally does not support a scale-out. Thus, the action scale-out
is not possible for such a service. These constraints are defined using a declarative XML
language. The result of the fuzzy controller is a list of actions along with their ratings
between 0% and 100%. These ratings determine how applicable the actions are in the
current situation. In case a server triggered the controller, we execute the fuzzy controller
for each service running on the server and subsequently collect the possible actions of all
services.
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Afterwards, the actions are sorted by their applicability in descending order. Actions
whose applicability value is lower than an administrator-controlled minimum threshold are
discarded. The first action of the list is selected and verified once more. This is necessary
because the fuzzy controller is able to handle several exceptional situations concurrently.
Thus, if as an example the maximum number of instances of a service is currently run-
ning, no additional instance can be started. Consequently, a scale-out cannot be performed.

Variable Description
start starting of a service
stop stopping of a service
scaleIn stopping of a service instance
scaleOut starting of a service instance
scaleUp movement of a service instance to a more powerful host
scaleDown movement of a service instance to a less powerful host
move movement of a service instance to an equivalently powerful host

Table 6.2: Output Variables for the Action-Selection
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<ruleBase name="serviceOverloaded">

<rule>

<condition>cpuLoad is high and

(performanceIndex is low or performanceIndex is medium)

</condition>

<action>scaleUp is applicable</action>

</rule>

<rule>

<condition>cpuLoad is high and performanceIndex is high</condition>

<action>scaleOut is applicable</action>

</rule>

...

</ruleBase>

Figure 6.9: Rule Base for the serviceOverloaded Trigger

Variable Description
cpuLoad CPU load of the server (average load of all CPUs)
memLoad main memory load of the server
instancesOnServer number of instances on the server
performanceIndex performance index of the server
numberOfCpus number of CPUs of the server
cpuClock clock speed of the CPUs of the server
cpuCache cache size of the CPUs of the server
memory main memory size of the server
swapSpace size of the available swap space
tempSpace size of the available temporary disk space

Table 6.3: Input Variables for the Selection of a Server

6.4.2 Server-Selection Process

In the case of a scale-out, scale-up, scale-down, move, or start, an appropriate target server
must be chosen to specify where the action should take place. The selection of a server
proceeds analogously to the selection of an action. First, a list of all possible servers is
compiled. Initially, these are all servers on which an instance of the service can be started
and that are not in protection mode. For each server the fuzzy controller is executed with
the input variables initialized to the current values. Table 6.3 shows the input variables
for the server-selection.

Since the server-selection process depends on the specific action, our controller is able
to handle different rule bases for different actions. With these rules we determine the
applicability of a server for handling the given situation. In the defuzzification phase, the
controller calculates a crisp value for every possible host and selects the most applicable
server.
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Figure 6.10: Administrator Controller GUI

6.4.3 Execution of the Controller’s Decision

The controller can operate in two different modes: in the automatic mode, the actions are
logged and then executed. In semi-automatic mode, the human administrator is contacted
to confirm the action prior to execution. Before an action is actually executed, the controller
checks once more whether or not the concerned resources are in protection mode. This
is necessary because a concurrently running selection process might have resulted in a
conflicting action in the meantime. If all preconditions hold, the controller carries out the
action.

Otherwise, the execution of the action fails and the controller tries the next available
host respectively action. If there are no more possible hosts and actions with a sufficient ap-
plicability, the controller requests human interaction by alerting the system administrator.
For this purpose, our controller is coupled with a graphical control console which displays
the monitored state of the system. Using this console, the administrator can manually
execute actions normally triggered by the fuzzy controller. Figure 6.10 shows the GUI of
the controller console. There are three different views: the server view displays information
about the controlled servers, the service view is analogously displaying information about
the controlled services, and the message view lists administrative messages and notifica-
tions. The presented screenshot shows the server view. The panel on the left-hand side
shows a list of all controlled servers grouped by category. The upper right-hand panel
displays overview information about all servers belonging to the selected category. Finally,
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the lower right-hand panel displays detailed information about the selected server.

6.5 Simulation Studies

We performed comprehensive simulation studies using our prototype implementation of Au-
tonomicGlobe to assess the effectiveness of our autonomic computing concept. They have
been conducted using a simulation environment that models a realistic ERP installation.

6.5.1 Description of the Simulation Environment

The simulation environment models a realistic ERP system with the corresponding hard-
ware. Our simulated ERP system is based on an SAP installation. The simulated services
and servers are described using our declarative XML language, just like real existing ser-
vices and servers. Figure 6.11 shows the architecture of our simulated ERP installation,
which is—like, e.g., SAP ERP systems—divided into three layers: the database layer, the
application server layer, and the presentation layer. End-users communicate with the ERP
installation using clients in the presentation layer. The end-users’ clients themselves do
not affect the system, thus we only simulate the number of users connected to services
of our simulated ERP installation. Our installation comprises three subsystems in the
application and database layer: classical Enterprise Resource Planning (ERP), Business
Warehouse (BW), and Customer Relationship Management (CRM), each running its own
dedicated database and central instance. The central instance application servers (CIs) are
responsible for the global lock management of their particular subsystem. The other ap-
plication servers (BW, CRM, FI, HR, LES, PP) execute the application logic, i.e., process
user requests. Our controller supervises these application servers, databases, and central
instances.

In a real system, there is a great deal of communication between the individual services.
In our simulation environment, we neglect communication costs because we assume a local
high-bandwidth network connection. This is realistic in blade server environments which
are normally equipped with Gigabit Ethernet or Infiniband.

Our system simulates a varying number of users generating requests. As observed in
running SAP installations, the course of a request is simulated as follows. First, a request
increases the load of the affected service host for a short period. Before handling the request
in the database, the lock management of the central instance (CI) is requested. Therefore,
the load drops on the application server and increases on the central instance. In case of
a positive check the request is passed to the database. Thus, load drops on the central
instance and increases on the database for the processing time. Finally, the database sends
the answer back to the application server. Thus, for a short period, the load drops on the
database and rises on the application server. Since the load caused by a single request
depends on the specific service, e.g., an FI request produces lower load than a BW request,
our simulation system uses service-specific parameters to simulate the impact of requests.

In addition to the load produced by user requests, every application server itself induces



6.5 Simulation Studies 85

CI

CI: Central Instance

CRM: Customer Relationship Management

FI: Financial Accouting

PP: Production and Planing System

LES: Logistics Execution System

HR: Human Resources

Database Database Database

CICI

BW CRM

HRLESLESLESLES

FI FI FI PP PP

Presentation Layer

BW: Business Warehouse

Figure 6.11: Example of an ERP Environment

a basic load. The load curves generated by simulated services follow predetermined pat-
terns that can be observed in many companies running SAP software. Figure 6.12 shows
example load curves for an LES and for a BW application server over one day. At eight
o’clock, when the employees begin work, the number of requests sent to the LES applica-
tion servers increases. There are three peaks—one in the morning, one before midday, and
one before the employees leave. The load curve of a BW application server is different.
During the night, several heavy-load batch jobs are processed. During the day, only few
user requests have to be processed based on the aggregated data.

We assume a hardware environment that is scaled for peak load as that is quite com-
mon in today’s computing centers. A standard single processor blade in our simulation
(performance index = 1) is dimensioned to handle at most 150 users of one service. The
CPU load of the blades is between 60% and 80% during main activity in order to retain
reserves for unpredictable load bursts. Figure 6.13 shows the simulated hardware and the
initial deployment of the services. The simulated servers are5:

5The performance index values stated are based on estimations and do not necessarily reflect the true
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Figure 6.12: Qualitative Load Curve of LES and BW

Service Number of Users Number of Instances
BW 60 2
CRM 300 1
FI 600 3
HR 300 1
LES 900 4
PP 450 2

Table 6.4: Initial Number of Users

• 8 FSC-BX300 blades with one Intel Pentium III 933 MHz processor and 2 GB main
memory each (performance index = 1).

• 8 FSC-BX600 blades with two Intel Pentium III 933 MHz processors and 4 GB main
memory each (performance index = 2).

• 3 HP-Proliant BL40p servers with four Intel Xeon MP 2.8 GHz processors and 12
GB main memory each (performance index = 9).

Table 6.4 shows the number of users per service and the number of instances that are
started initially. These numbers are reasonable for a medium-sized company running an
SAP system, e.g., most departments use the LES application servers while only the staff
department uses the HR application servers.

Every simulation starts with the same reasonable initial deployment of the services
shown in Figure 6.13. We run different simulation series and continually increase the
number of users by 5% until the system becomes overloaded. The BW is an exception
because it processes batch jobs instead of interactive requests. Thus, we increase the load
per batch job by 5% and leave the number of jobs constant.

performance of the servers.
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Figure 6.13: Simulated Hardware and Initial Deployment

Service Conditions Possible Actions
database ERP exclusive –
database BW, CRM – –
central instances – –
application server minimum 2 FI instances scale-in, scale-Out

minimum 2 LES instances

Table 6.5: Services in the Constrained Mobility Scenario

We perform simulation series using three different scenarios. In the static scenario, a
computing environment with all services being static is simulated. This is the standard
environment used in most computing centers today. In the constrained mobility scenario, we
simulate an ERP environment supervised by our controller, where some but not all services
support the scale-in and scale-out action (Table 6.5 gives an overview). The exclusive
condition states that no other service may be executed on the host. The minimum instances
condition defines the minimum number of instances of a service allowed. In this scenario, all
databases and central instances are static. Users are distributed to the instances of a service
according to the performance indexes of the servers running the instances. Application
servers support scale-in and scale-out. After an scale-out, the system does not dynamically
redistribute the users, i.e., users are logged in at one service instance during their complete
session. We simulate a fluctuation of the users, i.e., users infrequently log themselves
off of the application server they are connected to and reconnect to the currently least-
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Service Conditions Possible Actions
database ERP exclusive –
database CRM – –
database BW minimum performance index 5 scale-in, scale-out
central instances – scale-up, scale-down,

move
application server minimum 2 FI instances scale-in, scale-out,

minimum 2 LES instances scale-up, scale-down,
move

Table 6.6: Services in the Full Mobility Scenario

loaded server. This behavior can be observed in real systems, too. In the full mobility
scenario, we simulate a system where the BW database can be distributed across several
servers. The central instances and the other application servers can be moved from one
host to another (see Table 6.6 for details). The minimum performance index constraint
defines the minimum performance index requirements of a service. Furthermore, users are
dynamically redistributed across all instances of a service if any instance gets overloaded.

Today, the movement of services as well as the dynamic redistribution of users are only
supported by few services because services must explicitly assist the movement or redis-
tribution. Movement requires that the service be able to store its internal state before it
is stopped, and that the newly started instance can restore the old state. Furthermore, it
must be guaranteed that the users can be reconnected automatically to the newly instan-
tiated service instance. Dynamic redistribution requires that the service be able to move
parts of its state to another instance. In the future, we expect that more services will
support dynamic relocation and redistribution and thus consider them in the full mobility
scenario.

To prevent the system from reacting too late, we set the controller’s threshold value
for a CPU overload to 70%, i.e., if a server has more than 70% CPU load it is considered
overloaded. In this case, the controller monitors the load values of the service for 10 minutes
(watchTime) in order to prevent the system from over-reacting on short load bursts. After
execution of an action, the affected services are protected for 30 minutes and affected
servers are protected for 60 minutes. The threshold value for an idle situation depends on
the performance index of the server and is 12.5%/performance index. An idle situation is
recognized after a watchTime of 20 minutes.

All simulation runs are carried out in 40-fold acceleration and are simulating a system
for 80 hours. The shown time intervals correspond to simulated time.

6.5.2 Results of the Simulation Studies

Figures 6.14, 6.15, and 6.16 show simulation results with the number of users increased by
15% compared to the user numbers shown in Table 6.4. This demonstrates how the ERP
installation handles an increasing number of users. The figures show the load curves of all
servers and the average load of the whole system, indicated by a thick line.



6.5 Simulation Studies 89

0 %

20 %

40 %

60 %

80 %

100 %

12:00 00:00 12:00 00:00 12:00 00:00

C
PU

 L
oa

d

Time

Figure 6.14: CPU Load of all Servers (Static Scenario)
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Figure 6.15: CPU Load of all Servers (Constrained Mobility Scenario)
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Figure 6.16: CPU Load of all Servers (Full Mobility Scenario)
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In the static scenario, several servers become overloaded, i.e., have a CPU load of more
than 80% for a long time6, at regular intervals, thus a non-adaptive computing environ-
ment cannot handle this situation satisfactorily. If a host running an interactive service
is overloaded, the service requires more time to process the requests and, therefore, de-
lays new requests. Thus, users cannot perform all their requests in a given period, e.g., a
working day, and requests will be delayed until the next day. If a BW application server
is overloaded, the batch jobs require more time. Thus, they may become conflicted with
other services and compete against them for resources.

The situation already improves in the constrained mobility scenario. The controller
reacts on arising overload situations by automatically starting additional instances of ser-
vices. Because the users are not dynamically redistributed after a scale-out has taken place,
the original servers remain quite loaded for a while. Due to user fluctuations, the load of
the initially overloaded services slowly decreases. Altogether, the overload situations are
on average shorter than in the static scenario, but due to the restrictions of the static user
distribution, the overload situations cannot be prevented completely.

In the full mobility scenario, the results are much better than in the constrained mobility
scenario. Idle resources are efficiently used to relieve the load on heavily used resources.
Thus, the utilization of the hardware is well-balanced. Due to the dynamic redistribution
of users across all service instances, the effects of controller actions are observable almost
instantly. Another advantage of the full mobility scenario is that the controller can react
more flexibly on overload situations. The remaining short overload peaks at the beginning
stem from the watchTime. If the instances of a service become overloaded, the controller
monitors the instances for 10 minutes before starting a new instance. Therefore, for a short
time, the existing instances stay overloaded. After the first day, there are normally more
instances of every application server running than in the beginning. Thus, if the controller
does not stop too many instances, the load can be distributed across a sufficient number
of instances, and overload situations can be avoided.

In order to demonstrate the behavior of our controller in more detail, we present the
FI application servers’ load curves of the above described simulations.

Figure 6.17 shows the load curve of the FI application servers in the static scenario.
There are three instances running on Belinda, Brewers, and Redsox. As services are static,
the controller cannot remedy the overload situations. Thus, the service instances running
on the less powerful blades become overloaded periodically. If a service or a server is
overloaded, it can no longer be used in a reasonable way because the processing of mission
critical OLTP-requests is slowed down.

Figure 6.18 shows load curves in the constrained mobility scenario. When the employees
begin to work, the instances on Belinda and Brewers become overloaded. The controller’s
reaction is to start an additional instance on Dagobert (“Out Dagobert”). Since users
are not redistributed dynamically, the load of Belinda and Brewers only decreases slowly.

6The controller considers a server already overloaded if it has more than 70% CPU load to prevent the
system from reacting too late. Actually, we consider a server overloaded if it has more than 80% CPU
load for a long time.
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Figure 6.17: CPU Load of the FI Instances (Static Scenario)
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Figure 6.19: CPU Load of the FI Instances (Full Mobility Scenario)

These two hosts are still overloaded after the protection time, thus the controller starts
another instance on Leia (“Out Leia”). Because these actions do not remedy the overload
on Brewers fast enough, the controller decides to stop the instance running on Brewers
(“In Brewers”) to protect the host from a continuous overload situation. This FI instance
is started again (“Out Brewers”) after a short period of time due to an overload situation
on Dagobert. Another FI instance is started on Braves (“Out Braves”). Further on, the
controller starts new FI instances as required and stops instances running on overloaded
blades and idle instances. During the second day, the controller needs only to execute
one scale-in action because the FI instances running on Belinda, Brewers, and Leia can
handle the load. The FI instance on Redsox is stopped (“In Redsox”) because Redsox is
additionally running a CRM instance and, thus, is overloaded. The FI instance running
on Leia is stopped (“In Leia”) in the night because the database of the BW subsystem uses
the resources of Leia heavily. Thus, at the beginning of the third day, the remaining FI
instances become overloaded. To remedy this overload situation, the controller starts new
FI instances as required. In summary, the controller can avert most imminent overload
situations from the FI. The remaining overload situation periods are short.

Figure 6.19 shows load curves in the full mobility scenario. Again, the controller adds
and stops instances as required. Additionally, service instances are moved from heavy
loaded servers to other servers. In this scenario, users are dynamically redistributed, thus
the effects of controller actions are observable instantly and overload situation can be
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Scenario Maximum Number of Users
static 100%
constrained mobility 115%
full mobility 135%

Table 6.7: Maximum Possible, Relative Number of Users

averted completely.

6.5.3 Summary of Simulation Assessment

We ran simulation series for the three scenarios and each time increased the number of
users by 5% until the system became overloaded, i.e., one or more servers had a CPU load
of more than 80% for a long time. Table 6.7 shows the maximum numbers of users that
can be handled by the existing hardware in the different scenarios. The values are relative
to the number of users stated in Table 6.4.

In the static scenario, the hardware is sized for the initial number of users. Thus, if we
increase the number of users by 5%, some servers immediately become overloaded. Using
our controller in the constrained mobility scenario, the ERP installation can handle 15%
more users because otherwise idle resources are used to remedy overload situations. Due
to the restrictions of the static user distribution and of the available actions, idle resources
cannot be used as efficiently as in the full mobility scenario. Nevertheless, our controller
already works quite well for the constrained mobility scenario. In the full mobility scenario,
our controller can push the number of users that can be handled by the ERP installation
to 135% compared to the static scenario. The number of users is higher than in the
constrained mobility scenario because idle resources can be used more efficiently.

The conclusion of our studies is that our controller can improve the capability of current
IT infrastructures if static services like databases and central instances are deployed well.
Additional degrees of freedom and dynamic user redistribution result in much more effective
controller actions and, thus, a higher number of users that can be handled by the available
hardware.

6.6 Related Work

Weikum [WMHZ02] motivates automatic tuning in the database area and concludes that
it should be based on the paradigm of a feedback control loop which consists of three
phases: observation, prediction, and reaction. [MLR03] presents IBM’s autonomic query
optimizer—based on a feedback control loop—that automatically self-validates its model
without requiring any user interaction to repair incorrect statistics or cardinality estimates.
[KMP93] developed a similar self-optimizing query optimizer that is based on a blackboard
architecture known from the area of artificial intelligence. [LL02] presents several self-
healing and self-optimizing features of IBM DB2. These features optimize, e.g., indexes
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and performance parameters. Rather than concentrating on a single software system, we
focus on the optimization of a complex adaptive computing infrastructure. This is necessary
as the complexity of current computer infrastructures is evermore increasing.

Since IBM coined the term autonomic computing [Hor01] in October 2001, several global
players initiated research projects in this area. An autonomic computing system provides
self-managing capabilities, i.e., it handles self-configuration, self-healing, self-optimization,
and self-protection. First results of this research area are already integrated in the IBM
Director 4.1 [IBMa]. Using this tool, administrators can view and track the hardware
configuration of remote systems and monitor the usage and performance of critical com-
ponents. Further, it contains tightly integrated tools, e.g., for monitoring the availability
of hardware and software and distributing system resources according to administrator-
defined policy entitlements, to optimize performance and maximize availability. Sun N1
Grid [Suna] is Sun’s vision, architecture, and product for optimizing network computing.
It virtualizes the data center and monitors the computing infrastructure. The HP Utility
Data Center [HP] is designed for on demand computing systems where processing needs
are constantly changing. It virtualizes, consolidates, and standardizes the hardware. Thus,
the administrators can dynamically allocate and reallocate resources via a Web-based in-
terface. While the commercial products depend on vendor-specific hardware-features, our
solution is independent of the underlying hardware. Further, our autonomic controller
supervises and controls a complex computing infrastructure without human interaction
and/or supports administrators by giving recommendations.

For the description of the servers and services we use a proprietary XML language
that is based on preliminary versions of an XML language for the description of servers
and services from the “Scheduling and Resource Management” project group of the Global
Grid Forum [GGF]. If this XML language becomes standard, we will adopt it.

The author of [Bou01] pragmatically explains the concepts and terminology of load
balancing. This book shows the complexity of load balancing in computing infrastructures.

Our work is also related to the academic projects Autonomia [DHX+03] and Auto-
Mate [ABL+03]. The Autonomia environment provides a core autonomic middleware
service to maintain autonomic requirements. Its methodology to achieve self-control and
management is based on three procedures: monitoring, analysis and verification, and adap-
tation. Until now, they have implemented a proof-of-concept prototype that handles several
aspects of self-healing. Currently, they are working on integrating self-optimizing features.
AutoMate is a framework for enabling autonomic grid applications. They use a decentral-
ized deductive engine, that provides the core capabilities for supporting autonomic compo-
sitions, adaptations, and optimizations. In their system, the monitored services themselves
communicate informations about their behavior, resource requirements, performance, and
adaptability to the AutoMate system. In contrast to Autonomia and AutoMate, our auto-
nomic controller uses an adaptive fuzzy controller. Thus, the load balancing and reaction
on exceptional situations is easy to configure and to administrate. Further, the monitored
services need not to be modified.
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6.7 Status and Future Work

We presented our novel autonomic computing concept which is hiding the ever increasing
complexity of managing IT infrastructures. AutonomicGlobe is based on our distributed
and open service platform ServiceGlobe. We described the architecture of AutonomicGlobe
and its controller framework, which enhances ServiceGlobe with an active control compo-
nent for autonomic service and server management. We presented a fuzzy controller which
generates actions to remedy imminent overload, failure, and idle situations. We demon-
strated the effectiveness of our proposed solution by performing a set of comprehensive
simulation studies using our prototype. The results of these studies confirm the applicabil-
ity of a fuzzy controller for the supervision of an adaptive computing infrastructure, and
the benefits of such an infrastructure even for already existing complex environments.

We implemented a research prototype of AutonomicGlobe and currently field test it on
blade server environments using a rule base comprising about 40 rules. Up to now, the
largest environment used for testing was a blade server system with 160 processors overall
(with 2 and 4 processors per blade, respectively).

We are currently working on real-world experiments and on further simulation studies
which are additionally simulating random one-time events and work loads which do not
recur on a daily basis (e.g., payroll accountings running at the last business day of every
month) to check the behavior of our controller. Additionally, we are investigating some
ideas on how the controller can exercise more comprehensive control. First, we will en-
hance the controller in such a way that it can manage explicit reservations, i.e., that an
administrator can register critical tasks along with their resource requirements. Second, we
will work on predicting the future load of services based on historic data stored in the load
archive using pattern matching and data mining techniques. Based on explicit reservations
for mission critical services and on the predicted load situation of services, we plan to de-
velop a landscape designer tool. This tool calculates a statically optimized pre-assignment
of all services to improve the dynamic optimization potential of the fuzzy controller. Ad-
ditionally, this information can be used to support (and improve) both the action-selection
and server-selection process of the controller. Thus, for example, the controller could avoid
starting a new service instance on a host which will most likely soon be heavily loaded by
another service.
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Chapter 7

Conclusions

In this thesis, several aspects of distributed information systems have been investigated:
security, caching, and self-management.

The substantial growth of the Internet led to the growing desire to be able to handle
the flood of information available online. Thus, more and more complex data integration
systems have been developed. Modern systems like ObjectGlobe are extensible by mobile
user-defined code. Of course, such code introduces specific security concerns. We presented
an effective security framework for distributed and open systems and used ObjectGlobe as
an example. The security requirements of users are satisfied by the OperatorCheck server,
which is used to rate the quality of external operators and test their semantics. Privacy of
data is guaranteed by isolating external operators and by usage of secure communication
channels. Cycle providers are protected using a monitoring component which tracks the
resource usage of external operators to prevent them from monopolizing resources, and
an admission control system to guard providers against overload situations. A security
manager and class loaders are used to protect cycle providers from unauthorized resource
accesses and to shield the ObjectGlobe system from external operators. Additionally,
we presented the authentication framework of ObjectGlobe which can be used by cycle
providers to determine the identity of users in a reliable way.

The second wave of integration currently rolling through the Internet makes service-
oriented architectures based on Web services broadly available. Although Web services
offer solutions to plenty of hard integration problems, there still remain several others to be
solved. One of these problems is the performance and scalability of globally accessible Web
services. We presented the semantic cache SSPLC suitable for caching responses from Web
services on the SOAP protocol level. We introduced an XML-based declarative language to
annotate WSDL documents with information about the semantics of service requests and
responses. We demonstrated the validity of our proposed caching scheme by performing a
set of experiments. The results of these experiments confirm the reduction of the processing
demands on the central servers and the diminishment of bandwidth consumption, as well
as competitive average response times.

Another problem which is currently not addressed by existing Web service standards
is the increasing complexity of managing IT infrastructures. We presented a novel auto-
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nomic computing concept which is hiding this complexity. We described the architecture
of AutonomicGlobe and its controller framework, which enhances ServiceGlobe with func-
tionality to generate an up-to-date view of the load situation of the system. This view is
used by a fuzzy controller to generate actions to remedy imminent overload, failure, and
idle situations. We demonstrated the effectiveness of our proposed solution by performing
a set of comprehensive simulation studies using our prototype. The results of these studies
confirm the applicability of a fuzzy controller for the supervision of an adaptive computing
infrastructure and the benefits of such an infrastructure.
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