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Abstract 

This work deals with certain performance aspects of wireless ad hoc networks. 
Statistical lifetimes of single- and multipath routes are theoretically and simulative 
evaluated. Simulations based on realistic propagation models characterize the 
performance of ad hoc networks within urban environments. A novel extension based on 
the IEEE WLAN 802.11 protocol guarantees fair medium access among participating 
nodes. For that purpose, mobile nodes and the central access point exchange information 
about the optimal access rates. This strategy achieves almost complete fairness in flat as 
well as in urban environments.  

Keywords: Ad hoc networking, wireless multihop, path lifetimes, geometric model, 
single path, multipath routing, diversity overhead, urban environments, propagation 
model, Walfisch-Ikegami, mobility model, performance measurement, evaluation, 
simulation, access point, fairness, medium access, queuing, protocol development. 

 

 

 

 

 

Zusammenfassung 

Diese Arbeit befasst sich mit verschiedenen Performanzaspekten von drahtlosen ad hoc 
Netzen. Statistische Lebensdauern von Einfach- und Mehrfachpfaden werden theoretisch 
und simulativ untersucht. Zur Charakterisierung der Leistungsfähigkeit von ad hoc 
Netzen in urbanen Umgebungen werden Simulationen auf Basis eines realistischen 
physikalischen Ausbreitungsmodells durchgeführt. Zur Gewährleistung eines fairen 
Medienzugriffs wird ein neues Verfahren entwickelt, das auf dem WLAN-Protokoll 
IEEE 802.11 beruht. Dazu tauschen die mobilen Knoten mit dem zentralen Access Point 
Informationen über die Zugriffsraten aus. In flachen ebenso wie in urbanen 
Umgebungen lässt sich damit nahezu vollständige Fairness erzielen. 
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1 Introduction 

In 1982, IBM introduced the first personal computer (PC) with an 8 MHz processor and 
512 Kbytes of RAM. It achieved just a few thousand floating point operations per 
second (Kilo-Flops). Even though, the PC could only fulfill some basic tasks, it was a 
milestone. It initially allowed everyone to own a computer. The performance of 
computers changed dramatically within the following 20 years. Common desktop 
computers have 3 GHz processor frequency and their computational power is rated in 
Giga-Flops, already approaching Tera-Flop regions. In 1965, Intel CEO Gordon Moore 
published his observation that the number of transistors and the computational power of 
common processors doubles every 12 to 18 months. This statement became famous as 
Moore’s Law [1]. It holds since 30 years and researchers expect that it will continue at 
least through the end of this decade. Consequently, mobile phones or PDAs already 
contain more computational power than standard PCs ten years ago.  

Another trend is the ubiquitous interconnection of PCs, notebooks and other electronic 
devices. This created and still creates new possibilities of usage and applications. 
Electronic mail, Internet, Voice-over-IP (VoIP), or remote maintenance are just a few 
applications which would be impossible otherwise. The miniaturization of devices 
together with these IP-based applications paved the way for the emergence of wireless 
interconnection possibilities. Wireless standards allow mobile computing without the 
need to be physically connected to a network. However, these standards for IP networks 
only support nomadic computing [2] scenarios, in which the position of participants is 
mostly static throughout a session, and handovers between different access points (AP) 
occur seldom. They particularly do not support the continuous mobility or the temporary 
connectivity of participants.  

Therefore, research is focusing on a different approach. Protocols do not integrate single 
users into an existing infrastructure, but a group of participants spontaneously form a 
self-organized network. As the mobility of users is not limited in any way, the topology 
continuously changes. Such a network is created on an ad hoc basis, and only for the 
purpose to interconnect all participating nodes. Therefore, these networks are referred to 
as mobile ad hoc networks (MANET). Due to the possibility to create and organize a 
network without central management entities, ad hoc networking is characterized as the 
art of networking without a network [3]. 

MANETs have several characteristics, which make them unique in comparison to other 
existing networks. In the following, the most important ones are briefly highlighted:  

• The main purpose of the network is the provisioning of a decentralized platform for 
the sake of information exchange between all participating nodes. 

• All participants are free to move independently from each other, without the 
necessity to inform others about their movement. For this reason, the network does 
not guarantee the availability of certain services in any way. 
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• Participating devices are interconnected via wireless links. Links are either uni- or 
bidirectional. In case of bidirectional links, all participating nodes must support 
them.  

• Devices can be of any size and may be portable. Due to their small form factors, 
their reduced weight, and their portability, they are referred to as nodes. As battery 
lifetime is a scarce resource for mobile devices, the radio transmission power is 
limited and hence the maximal radio range is limited as well.  

• Networks contain several nodes. The size of the network is not limited, only 
scalability issues may prevent an infinite number of participants. The diameter of 
networks may be magnitudes larger than the maximal radio transmission range. 

• Due to the limited radio range and the size of the network, paths between distant 
nodes consist of several node-to-node links of adjacent nodes. Participating nodes 
must act as routers or relays in order to forward data for other connections. This 
cooperating characteristic is the major attribute of MANETs.  

• They are without infrastructure. Consequently they do not rely on any fixed network 
entities to set up network connections or to maintain provisioned services. 

• Consequently, the network is self-organizing in order to allow the distributed 
maintenance and cooperation between all participating nodes. 

Figure 1 depicts a schematic example topology for common ad hoc network setups. It 
illustrates most of the above stated network characteristics. The source node S initiates a 
connection to destination node D. As its radio transmission range is limited and node D 
is too distant, the connection consists of a multi-hop path, utilizing node A and B as 
relays. Other nodes are participating within the network, but they are not used as relays 
for this particular path. Additionally, nodes may be out of the proximity of any other 
node, thus, they become physically disconnected and isolated. In case node B moves out 
of the transmission range of its relaying neighbors, the path between S and D breaks 
without any previous indication. After the notification of the permanent path failure, the 
source node must establish a different path, e.g. utilizing node C instead, in order to 
continue to communicate with node D.   
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 Figure 1: Schematic example topology of a mobile wireless ad hoc network. 

Since the first appearance of wireless ad hoc networks as DARPA packet radio networks 
in the 1970s [4], they became an interesting research object in computer industry. 
During the last couple of years, tremendous improvements were made in the research of 
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MANETs. The advance was driven by standardization bodies like the Internet 
Engineering Task Force (IETF) and the Institute of Electrical and Electronics Engineers 
(IEEE), but also from an ever increasing interest of the industry in the unique 
characteristics of MANETs. Research puts emphasis on the behavior of ad hoc networks 
within different scenarios as well as the optimization of communication between distant 
nodes. In order to achieve this optimization, several network parameters, like node 
connectivity and maximal path lengths were identified. Scalability limits of MANETs, 
with respect to the number of nodes, the network load, as well as the dynamics of 
topology changes, are key issues. Additionally, the investigation of performance 
degrading effects is essential. The impact of short path lifetimes, high overheads, as well 
as unfairness among participating nodes limit the general usability of ad hoc networks. 
In order to obtain reasonable results, which match real world observations, sufficient 
simulation models are necessary. These research issues are the foundation to establish a 
plain understanding of ad hoc networks and to explain its inherent attributes, 
characteristics, and effects.  

The thesis contributes to three performance degrading effects, which limit the usability 
of ad hoc networks. However, the path lifetime investigations are mostly independent 
from subsequent evaluations of the other two examined challenges:  

• Impact of different routing strategies on the path lifetimes  
Several previous publications identified the path lifetime of routes as a key 
parameter to improve the overall network performance with respect to throughput, 
overhead and packet loss. Certainly, the length of path lifetimes is a statistical 
parameter, but besides the coincidence of the route choice, it clearly depends on 
certain network parameters. In order to allow statements concerning the ability of 
routing strategies to improve the average path lifetime, theoretical as well as 
simulative evaluations were carried out.   

• Impact of urban environments on the performance of ad hoc routing protocols 
Existing research attempts mainly focus on flat environments, to evaluate the 
performance of ad hoc networks. However, the impact of different urban 
environments is not yet considered sufficiently. Therefore, a novel approach 
includes a physical wave propagation model to simulate ground plans with arbitrary 
building profiles. Results show new insights into ad hoc network behavior under 
various conditions. It clearly points out that the cooperation of nodes within city 
scenarios significantly differs from the interworking abilities within flat environ-
ments.  

• Link layer protocol extension to efficiently support ad hoc networks with APs 
Common MANET approaches focus on the performance of truly distributed 
networks, where sources and destinations are uniformly spread within the network. 
However, the presence of gateways allowing the utilization of Internet based 
services, changes the distribution of the network load. The novel protocol extension 
is particularly able to achieve almost perfect fair throughputs among the existing 
network sources, and therefore allows a superior performance in comparison to 
existing approaches. 
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The remainder of this thesis is structured as follows: 

Chapter 2 provides a description of the basic principles of ad hoc networks and the key 
features making it a unique approach. It includes the challenges of the novel network 
paradigm in comparison to existing network approaches. The chapter describes the 
impact of several ISO/OSI layers on the performance of MANETs and classifies some of 
the respective and most important methods into an overall system view. Additionally, it 
contains a short introduction into the network simulator ns-2 simulation suite and 
important simulation parameters. The chapter wraps up with several prevailing and 
discussed research topics.  

Chapter 3 focuses on the impact of path lifetimes on the performance of ad hoc routing 
strategies. The literature suggests that the path lifetime is the key parameter for network 
performance, as it is directly related to the throughput and to the packet loss. The initial 
theoretical analysis examines a two hop ad hoc route. The subsequent analysis extends 
the scenario towards paths with an arbitrary number of mobile nodes and disjoint 
multipath setups. For both scenarios, a mathematical analysis of the resulting path 
lifetime distributions is presented. Simulations of three different multipath routing 
strategies verify the analytical results. The evaluation comprises various network setups 
and illustrates the superior behavior of non-disjoint ad hoc routing strategies. The 
following section analytically determines the diversity overhead for all three multipath 
routing strategies in comparison to the shortest-path routing. The chapter closes with a 
summary, concerning the improved path lifetimes in comparison to the additional 
overhead.   

Chapter 4 investigates the performance of MANETs in urban environments. It contains a 
survey and validation of the currently existing ns-2 wave propagation models, as the 
ns-2 program suite is the utilized simulation tool. As none of the previous models is 
suitable as basis for simulation of urban scenarios, the following section presents 
numerous existing propagation models for non-flat environments. The Walfisch-Ikegami 
model proves itself as most appropriate and therefore it is described in detail. Although 
it shows some shortcomings as well, it achieves sufficient prediction accuracy with 
reasonable computational effort. The validation of existing mobility models shows their 
insufficiency to reproduce reasonable urban mobility traces. Therefore, a new mobility 
model for urban environments is introduced. Simulations were carried out, using the 
generic Manhattan grid, the original Munich city center, the common free-space, and a 
sparsely deployed scenario environment. Different building deployments lead to 
different ad hoc performance characteristics. They illustrate that the ground plan heavily 
affects the performance of MANETs.  

The following chapter 5 examines the behavior of MANETs in the presence of APs. The 
non-uniform load distributions around APs force networks to behave significantly 
different to networks with uniformly distributed load. It initially emphasizes the 
shortcomings of the existing MAC protocols. The queuing algorithm and the per-node-
fair medium access scheme are identified as unfavorable for MANETs containing 
central APs. The subsequent section discusses several known approaches and protocols. 
A validation pinpoints their inability to cope with frequently altering network topologies. 
In order to avoid both identified shortcomings, the following section presents 
circumventions which achieve fair throughputs, while they simultaneously do not 
degrade the overall network performance. The corresponding MAC protocol extension 
combines all necessary characteristics, while it does not increase the additional induced 
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packet overhead. Simulations in flat environments confirm the superior performance of 
the novel MAC extension in comparison to existing approaches. Subsequent simulations 
verify that the extension is even able to cope with urban ad hoc scenarios as presented in 
chapter 4. The conclusion summarizes the findings and gives an outlook of possible 
improvements. 

Finally, chapter 6 summarizes the contributions and provides some possible future work 
areas for further improvements.  

Appendix A contains a list of abbreviations, while appendix B introduces a terminology 
with necessary phrases. Appendix C briefly illustrates the impact of simulation time on 
the simulation results and describes its handling throughout this thesis. 

Parts of the results and concepts covered in this thesis were previously published in [5], 
[6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17] and [18] and have been 
accepted for publication [19]. Additionally, some protocols and algorithms have been 
published as patents [20], [21] or been filed as patent applications [22], [23], [24]. 
Beyond these, several new and yet unpublished results are presented in this work. 

 

 

 



 

2 Ad Hoc Networks: 
Principles and Challenges  

2.1 Principles and applications 

As mentioned in chapter 1, MANETs do not require central entities to setup operative 
communication platforms. Particularly, they do not rely on access points or base 
stations. The form factors of nodes may vary significantly, but they are usually at least 
portable like notebooks or even have packet compatible sizes like mobile phones and 
PDAs. All devices are wirelessly interconnected and generally move independently from 
other nodes. Due to the lack of any fundamental management control to organize the 
radio resource management, nodes are self-responsible for accessing the medium. To 
achieve this, all nodes must utilize a distributed medium access control (MAC), allowing 
to solve concurrent medium access from adjacent neighbors. Due to the limited battery 
power, the maximal radio transmission range of ad hoc nodes is magnitudes smaller 
compared to the coverage of cellular devices. Because of the size of networks in 
comparison to the short radio range, nodes are usually unable to reach communication 
partners within one hop. Therefore, sources set up connections over several intermediate 
nodes to exchange data with distant destinations. Nodes participating within a MANET 
commit themselves to relay packets for connections from other sources without 
expecting compensation.  

 

Figure 2: Possible application scenario for mobile ad hoc networks. 

Obviously, the utilization of unstructured and distributed MANETs includes several 
advantages as well as disadvantages. The most important disadvantage is that 
participants do not obtain a service guarantee. The uncontrollable characteristics of 
MANETS prevent the provisioning of hard guarantees for certain network availabilities. 
The lack of service is as common as an uninterrupted service experience. Even if a 
network is available in general, the particular participation cannot be taken for granted. 
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The unpredictability of the network in general and its participating nodes in particular 
impedes predictions about future network conditions. The decentralized approach 
generates more overhead than centralized networks. Consequently the ratio between 
exchanged data and overhead is worse. Due to the necessity of multi-hop routes and 
wireless transmissions, the objectionable monitoring of information exchange is simple 
to achieve. Special security precautions are necessary to prevent eavesdropping and 
detect packet tempering or dropping during the relaying. Additionally, a trust basis 
between communication partners is hard to set up without an initially trustful entity.  

One of the most important advantages is the possibility of instant information spreading 
among participating nodes. The absence of any central entity allows the spontaneous 
network setup. Participants only require their communication device, no additional 
expenses are necessary. In case the network utilizes an unlicensed frequency band like 
the 2.4 GHz industrial-scientific-medical (ISM) band, the creation of communication 
platforms at no charge is possible. The distributed approach of MANETs prevents single 
point of failures. From an end-to-end perspective, the network generally allows 
numerous resilient paths through the network. The failure of single nodes does not affect 
the operational basis of the complete network. Only numerous node failures, particularly 
if located in close proximity, impair the self-contained operation of the network. As 
presented, a secure ad hoc communication platform is difficult to achieve, but the 
distributed manner of ad hoc networks also has some advantages with respect to security 
issues. The eavesdropping of information with simple wiretapping of central 
infrastructure entities or the installation of security back doors is not feasible. The 
participation as part of the network is unconditionally necessary, with the likelihood of 
detection. Comparable to cellular networks, ad hoc networks allow the spatial reuse of 
frequency bands. But in contrast to their cellular counterparts, the distributed manner of 
MANETs allows a self-controlled distribution of bandwidth. However, the most 
important advantage is the possibility to spontaneously set up a network, without the 
need to configure it.  

In order to complete the general consideration about ad hoc networks, possible 
topologies and application scenarios will follow. Two fundamentally different topologies 
exist to form MANETs. The first topology is defined as pure ad hoc network. It perfectly 
follows the ad hoc network paradigm of networking without a network. Besides 
differences in form factors or computational power, all nodes are equivalent. 
Statistically, sources and sinks of information exchanges are uniformly distributed 
among the network participants. Hence the network load is as well perfectly uniformly 
distributed. Whereas infrastructure based MANETs always cooperate with some kind of 
existing communication entity. Consequently, the underlying network topology is not 
uniformly distributed anymore. It varies significantly and depends on the considered 
scenario. The cooperation with existing network infrastructure requires different 
approaches and solutions in comparison to pure MANETs. 

Although only two fundamental network structures exist, the possibilities of ad hoc 
networks allow several different application scenarios with, to some extent, strongly 
differing network parameters. Possible applications comprise pure networks, cellular 
extension, interworking with APs, military and disaster recovery applications as well as 
scenarios within vehicular environments. In the following, all of them are briefly 
described.  
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Within pure MANETs, all nodes simply participate for the sake of communication 
among each other. Possible scenarios occur in meetings or at conferences. The number 
of participating nodes may range from just a few to several hundreds while the mobility 
of nodes is very limited, and certainly does not exceed pedestrian speed.   

Further on, MANETs can be used to extend the coverage of existing cellular network 
infrastructures [18]. Figure 3 illustrates an example. In existing cellular network setups, 
mobile devices terminate connections. In contrast to that, the mobile station within an 
extension scenario acts as relay for connections to nodes within the ad hoc domain. 
Nevertheless, the cellular base station remains the gateway to the wired domain. The 
number of participating nodes in the ad hoc domain is limited. The few mobile devices 
which are simultaneously located within the cellular and the ad hoc domain must relay 
all the traffic to and from the base station. Additionally, devices require at least two air 
interfaces to participate in both domains. 

A similar scenario arises, when MANETs are situated around an AP. Chapter 5 
discusses this particular application and challenges in detail. Not only the direct 
neighbors of the AP participate, but all nodes within the network are able to utilize the 
Internet gateway service of the AP. Obviously, the network topology is similar to the 
previously mentioned cellular extension. Therefore, the requirements are related in both 
cases as well. However, in contrast to the support of cellular extensions, nodes require 
only a single air interface as long as the AP is a common part of the network. Possible 
applications are at airports, train stations or in city centers.  
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Figure 3: Cellular coverage extension and vehicular ad hoc scenario. 

MANETs are also very valuable for military information exchange purposes. Their 
ability to setup communication during out-of-area engagements without the necessity to 
deploy fixed infrastructure is an important advantage over previous solutions. Possible 
applications may contain pure ad hoc scenarios but as well cooperation scenarios with 
fixed wireless infrastructure. However the potential of eavesdropping attempts by hostile 
forces requires the usage of high security communication protocols. The number of 
potential participants can range from just a few to even thousands, while all kinds of 
node velocities must be supported.  

The advantageous usage of MANETs for civilian recovery operations is based on the 
assumption that any fixed infrastructure would be unavailable after the occurrence of 
disasters. However, the requirements are not as strict as for military operations. The need 
for a completely secure communication is unnecessary, and the number of participating 
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nodes is as well limited, but can also comprise hundreds of nodes. However, a simple 
usability must be guaranteed to ensure instant and uncomplicated information exchange.  

Research also discusses the vehicular environment as possible scenario. Ad hoc network 
enabled cars could exchange information to prevent or bypass traffic-jams. On 
highways, spontaneously created MANETs can inform subsequent cars about an 
accident (see Figure 3) and force them to slow down. Additionally, it can guide the 
emergency ambulance to the place of accident. Within another possible vehicular 
scenario, MANETs assist drivers to detect possibly dangerous driving situations. Cars 
exchange information among each other about their current driving status, and therewith 
are jointly able to prevent accidents. Due to the possible high velocities of cars, networks 
have to be robust against link breaks and rapidly changing network conditions. The 
transmitted amount of data can be just a few bytes to inform neighboring nodes about 
accidents or it comprises continuous flow of several MBit/s to entirely exchange driving 
status information. However, the number of participating nodes is limited, because 
driver assistance information only has to be forwarded several hops around the 
originator.  

As another application, peer-to-peer (P2P) overlay networks relying on MANETs are 
possible. They could greatly benefit from the distributed characteristic of ad hoc 
networks. The sharing of information among all participating nodes is one of the key 
characteristics of both networks [15]. The same idea leads to the conviction that location 
based services (LBS) as an application on top of MANETs outperform their counterparts 
based on cellular infrastructure. The limited spatial expansion of ad hoc networks easily 
allows the determination of the closest point of interest as well as the guidance towards 
it.  

As a last application, wireless sensor networks are introduced. The MIT Technology 
Review [25] has rated them as one possible technology that will change the world. 
Although they are quite similar to MANETs, their main purpose is the gathering of 
information and not the provision of communication possibilities between distant nodes. 
Sensor nodes are usually specialized devices to detect changing environmental 
parameters, like temperature, pressure, or vibrations. Additional applications cover home 
automation, the industrial sector (undersea exploration, power plants), and medical 
monitoring (vital body functions). These new applications consequently lead to novel 
network setups. In order to allow area-wide monitoring, nodes utilize wireless multi-hop 
connections towards a central processing device to forward their gathered information. 
Depending on the particular scenario, sensor networks could be significantly larger than 
MANETs, while individual nodes are usually static. Furthermore, the novel network 
setup and power constraints prevent the usage of existing MANET communication 
protocols and necessitate the development of new approaches. 

2.2 Challenges 

After the introduction of the principles and applications of ad hoc networks, the 
following section focuses on the network inherent challenges. Obviously, the paradigm 
of unrestricted and uncontrolled information exchange lets emerge novel challenges yet. 
In the following, the most urgent challenges are listed: 
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• Wireless network protocols: 
The exchange of status information about the currently utilized links and paths 
further limits the available wireless bit rate. Ad hoc network protocols always have 
to find a reasonable trade off between the continuous exchange of accurate topology 
information and the maximization of the achievable data throughput. In small 
networks with rarely changing topologies, the performance optimization towards 
maximal throughput is favorable. While in dynamic networks the exchange of status 
information is essential to allow at least some data communication between distant 
nodes.  

• Performance: 
The wireless multi-hop capability of ad hoc networks is novel. Path length and 
network conditions certainly affect the performance of ad hoc networks. Frequent 
topology changes due to node mobility cause numerous path breaks. Multipath 
routing algorithms can improve the network reliability by discovering additional 
backup routes. They also achieve a superior efficiency, because they minimize the 
necessity to perform overhead-prone route creations.  

• Scalability: 
Ad hoc networks certainly face a scalability challenge [26]. Within cellular 
networks, only the link between mobile and base station is wireless. It is 
independent from the network size and the number of participating devices. Besides, 
ad hoc connections contain numerous wireless hops. Their average number increases 
proportional to the square of the participating nodes within the network [27]. In 
order to allow large networks, scalability is one of the most urgent challenges [28]. 

• Distributed networking: 
Additional challenges arise from the distributed manner of ad hoc networks. 
Fairness among participating ad hoc nodes is a major challenge. The equal allocation 
of available throughputs as well as a comparable distribution of network 
management tasks is difficult to achieve. The absence of a central entity does not 
allow the coordinated distribution of network information. The usage of a call 
admission control (CAC) to limit the maximal conveyed number of connections is 
difficult [29]. Furthermore, the collaborative limitation of the maximal acceptable 
individual node throughput circumventing network overloading is difficult to 
achieve. 

• Mobility support: 
Another challenge is the support of high node mobility. As already raised, the 
support of vehicular environments [30] allows the creation of yet impossible 
applications. Obviously, the dynamics of topology changes increases with the 
average node velocity, if the average radio transmission range is kept constant. The 
average lifetime of links decreases and consequently that of routes as well. In order 
to allow reasonable networking within these highly dynamic networks, the selection 
of promising paths or static nodes is essential. The augmentation of routing 
protocols with additional information from the global positioning system (GPS) or 
from in-car sources like the speed indicator seems promising. However, these 
information sources are not at hand generally and therefore universal solutions are 
yet unavailable.  
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• Addressing: 
Routing protocols and higher layer applications require unique node IDs to address 
each participating node. While the assignment of fixed addresses is possible within 
closed user scenarios, it is unfavorable in scenarios with varying participants. 
Therewith, protocols must detect duplicate addresses and solve the ambiguity in a 
distributed manner [31]. The other challenge occurs, if two previously separated 
networks with different address domains merge. The protocol has to establish a 
common address space to ensure node accessibility from the Internet. Consequently 
it has to transfer the old addresses into the new space, while maintaining the 
uniqueness of individual node IDs. Obviously, this task requires notable overhead to 
perform, but in general is inevitable.  

• Power constraints: 
Although power-saving is often rated as indispensable for sensor networks, this 
issue is as well crucial for mobile ad hoc networks. Optimal power efficiency 
requires multi-hop connections to reduce the transmission power. However, multi-
hop forwarding generates as well an increasing amount of protocol overhead, which 
worsens the power efficiency [32]. However, there is always a trade-off necessary 
between multi-hop forwarding and low overheads. Initially, power-saving is a true 
multi-layer task, as all layers can contribute independently. All layers must keep 
their additionally induced protocol overhead as small as possible. The efficient 
transmission of information is in the responsibility of physical layer protocols. MAC 
protocols minimize the number of necessary transmissions, while routing algorithms 
have to discover short and durable paths.  

• Security: 
The organization of cellular networks guarantees secure Authentication, 
Authorization, and Accounting (AAA). Each network forms a closed user group 
with a commonly used infrastructure, which ensures the trust basis. Therewith, the 
network provider inherits the task of identifying each participant. To ensure privacy 
of individual participants against third persons, solely the unique International 
Mobile Subscriber Identity (IMSI) [33] of mobile phones is used to initially 
authorize the user at the system. Afterwards the temporary IMSI (TIMSI) is utilized 
for any further communication. The eavesdropping of a TIMSI does not allow the 
identification of the original IMSI. However, the absence of a common provider 
makes the organization of a distributed trust basis in MANETs difficult [34]. 
Authentication of identities always requires a higher computation effort to proves 
credentials and certificates as well as an increased data overhead to transmit them. 
Additionally, to prevent the eavesdropping of information between distant 
participants, the wireless data communication must be entirely encrypted [35, 36].  

• Inter-domain handover 
The currently used cellular networks utilize only a single wireless link between node 
and base station, the remaining route of a connection is entirely arranged within the 
fixed network domain. Consequently, terminal mobility only affects this single hop. 
The fixed network interconnection of adjacent base stations allows them to 
seamlessly handover moving mobile devices, before ongoing calls are affected or 
even interrupted. With only a single wireless hop between a node and an access 
point, the common topology of WLAN supported networks around access points is 
similar. However, they do not yet support seamless handovers between different 
access points [37]. 
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2.3 Enabling technologies 

The facilitation of the above described applications requires the utilization of particular 
underlying network technologies. These different network types are usually separated 
with respect to their intended purpose. The primarily considered wireless networks are 
the wireless personal area networks (WPAN), the wireless local area networks (WLAN), 
and the wireless metropolitan area networks (WMAN). As their notations suggest, they 
are utilized for short range, medium range as well as long range radio transmissions.  

For most network types, an IEEE as well as an ETSI standardization board exist. The 
IEEE developments are pooled within the 802.×× working groups, while the Hiper××× 
standards comprise the ETSI efforts. These standards mainly describe the physical 
(PHY) as well as the data link control (DLC) layer. Their key technology characteristics 
are listed in Table 1. 

Table 1: Key characteristics of distributed wireless networks. 

 short range medium range long range 
Standard 802.15 802.11, HiperLAN 802.16, HiperMAN 

Status deployed  widely deployed standardization 
Mobility pedestrian medium fixed, pedestrian 

Radio range ~10 m ~100 m 50 km 
Network capacity 1…500 MBit/s 54 MBit/s 70 MBit/s 

Spectrum 1…5 GHz 2.4 and 5 GHz 2…11 GHz, 
10…66 GHz 

Bandwidth 20..500 MHz 20..25 MHz 1.5…28 MHz 
 

The long range IEEE 802.16 [38] and HiperMAN standard [39] were originally 
developed as a wireless point-to-multi-point (PMP) alternative to the digital subscriber 
line (DSL) [40]. IEEE 802.16 and HiperMAN are formed in close cooperation and 
therefore interoperate seamlessly. The promotion efforts are concentrated within the 
WiMAX (Worldwide Interoperability of Microwave Access) forum [41]. The 802.16 
standard has a theoretical radio range of about 50 km and a shared network capacity of 
70 MBit/s. First standard compliant products are announced for 2006. While it was 
originally specified for fixed broadband access, the working group 802.16e (WG-e) 
extends it to support mobile clients and seamless roaming between service areas. The 
latest group WG-f targets on meshed multi-hop networks. It supports the relaying of data 
and therewith elegantly expands the service coverage. 

For WLAN networks, the IEEE develops the 802.11 [42] standards suite, while the ETSI 
proposes HiperLAN [43]. They utilize the unlicensed industrial, scientific, medical 
(ISM) bands at 2.4 and 5 GHz. However, widely deployed are only products supporting 
WLAN 802.11x. The prior 802.11b standard supports 11 MBit/s, while the latest 
extensions 802.11a/g and HiperLAN/2 offer up to 54 MBit/s. They have been originally 
developed as extension of fixed LAN networks. Their general usage is as “hotspot” 
protocol to provide wireless Internet access at airports, campuses, and train stations. 
Consequently they are optimized to support existing infrastructure. While the HiperLAN 
standardization favored a centralistic approach, the 802.11 protocols use a distributed 
medium access. Section 5.1 introduces the 802.11 protocol suite more in detail. 
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Although both standard suites support direct node-to-node communication without the 
presence of an access point, they do not achieve sufficient efficiency for reasonable 
multi-hop connections. Xu and Saadawi [44] illustrated some significant performance 
shortcomings. Therefore, the focus of the recently established WG-s [45] is to overcome 
these multi-hop inefficiencies at least for small networks with semi-mobile participants. 
In contrast, the attempt of the WG-n is to increase the bit rate of 802.11 even further. 
Although, the 802.11n standard is not yet accepted, proposed bit-rates are greater than 
100 MBit/s. Table 2 shows the most important existing and emerging 802.×× high-speed 
standards and drafts.  

To raise the bit-rates, the discussion focuses on the support of smart antennas. Multiple 
input, multiple output (MIMO) [46] devices use several antennas simultaneously during 
transmissions [47]. Obviously, an advanced signal processing on the receiver side must 
reconstruct the original data out of the linearly superposing transmissions. Siemens AG 
recently illustrated [48] the capability of MIMO by transmitting 1 GBit/s over a 
100 MHz channel. The other possible application for smart antennas is spatial division 
multiple access (SDMA) [49] as basic physical access scheme. Transmitters and 
receivers create certain antenna beam forms and increase the antenna gain for the 
designated direction, while at the same time minimize the impact from other 
transmitters. Therewith, receivers separate the signals from multiple users which are 
separated in space. 

Table 2: Existing and emerging 802.×× high-speed standards. 

Standard 802.11a 802.11g 802.11n 802.15.3a 
Access scheme OFDM OFDM OFDM,MIMO UWB 

Status products deployed draft draft 
Mobility stationary medium medium stationary 

Radio range ~50 m ~100 m ~100 m ~10 m 
Network capacity 54 MBit/s 54 MBit/s > 100 MBit/s 500 MBit/s 

Spectrum 5 GHz 2.4 GHz 2.4 GHz 3…11 GHz 
Bandwidth 20 MHz 25 MHz 25 MHz 500 MHz 

 

For short range networks, the most prominent protocol is Bluetooth [50]. As 
IEEE 802.15.1, it was the first standard within the 802.15 PAN standardization. It was 
originally developed as cable replacement technology. With relatively low bit rates of 
1 MBit/s, it is able to wirelessly connect headsets, printers, computer mice, and 
keyboards. As some of the proposed applications have certain QoS requirements 
Bluetooth supports the isochronous data exchange. In contrast to previous protocols, 
Bluetooth uses a master-slave technique for node-to-node communication. While it 
supports up to eight nodes, the differentiation between masters and slaves leads to 
difficulties to setup multi-hop connections. Therefore, Bluetooth as basic technology is 
inappropriate to support truly distributed ad hoc networks. The ZigBee alliance [51] 
promotes the 802.15.4 protocol of the same name. It uses a star topology to wirelessly 
connect up to 255 nodes. Its main purpose is in-house automation, and therefore its 
devices are designed to consume minimal energy and support low bit rate (<250 kBit/s) 
services.  

Two further standards within the WLAN 802.15 suite mainly focus on high-speed data 
communication. The 802.15.3 draft [52] utilizes the existing unlicensed ISM bands and 
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achieves data rates of 50 MBit/s. Additionally, the 802.15.3a  proposal [53] targets on 
the usage of ultra wide band (UWB). The UWB technique spreads transmission 
impulses so that they require significant bandwidth. Standard drafts propose up to 
500 MHz channels. As the combined transmitted energy remains constant, the spreading 
decreases the transmission energy per Hertz below the common noise level. 
Consequently, concurrent radio transmissions above the noise level are not affected and 
UWB seamlessly coexists with other radio transmissions techniques. In order to 
reconstruct the original information, UWB receivers use correlation methods. The 
802.15.3a drafts consider data rates of up to 500 MBit/s and radio ranges of about 10 m. 
Furthermore, Intel Corp. announced UWB as favored technique for its wireless USB 
(universal serial bus) standard [54].  

2.4 Routing protocols 

While the MAC layer protocol controls the node-to-node packet transmissions, the 
establishment of favorable paths through the network is within the responsibility of ad 
hoc routing protocols. Numerous protocols have been proposed to set up wireless 
connections between distant ad hoc nodes. Most of them are particularly developed for 
individual scenarios and applications, and therefore have special advantages and 
disadvantages. The literature [55, 56] divides the routing protocols based on their 
general routing strategy. Most protocols utilize proactive or reactive routing strategies. 
However, there also exists hybrid and cluster-based algorithms using both methods. 
Figure 4 notes some of the most important protocols, but does not give a complete 
comprehensive survey. Independent from the respective routing strategy, protocols must 
cope with topology changes due to unpredictable terminal mobility. The limited 
maximal radio range of the air interface intensifies frequent link breaks whenever nodes 
leave each others proximity. The consequence is a continuously changing network 
topology. 

Ad Hoc Routing Protocols

proactive hierarchical

HSR
ZHLS
CGSR

DSDV
OLSR
TBRPF

reactive

AODV
DSR

TORA

hybrid

ZRP
FSR

Lanmark  

Figure 4: Classification of various ad hoc routing protocols. 

2.4.1 Proactive routing protocols 

Proactive routing protocols maintain a full system view. Nodes discovering a 
modification of a particular link status forward this information to every participating 
network node. Every node stores one or more tables to cache routing information. 
Therefore, nodes are able to set up connections immediately after the upper layer 
requests them. In case of high mobility and frequent link changes, proactive algorithms 
require high signaling overhead to preserve the network.  
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In the following, three proactive protocols are briefly described. The Destination 
Sequenced Distance Vector Routing protocol (DSDV) was the first proposed proactive 
routing scheme [57]. It is based on the classical Distributed Bellman Ford (DBF) 
algorithm [58-60], but guarantees loop-freedom. Broadcasted route updates contain the 
address of the destination, the number of necessary hops to reach the destination, the 
sequence number of the route information regarding the destination, and a new sequence 
number unique to the broadcast. Sequence numbers guarantee that nodes are able to 
distinguish between new and aged information. Receivers update their own routing 
tables and, if necessary, broadcast the tables. As every node maintains all necessary 
information of the entire network topology, route setups can be processed very fast with 
the locally stored information.  

The ‘Topology Broadcast based on Reverse Path Forwarding’ (TBRPF) [61] is one of 
two proactive RFCs [62] standardized by the IETF. It is a link-state protocol and its 
main characteristic is the attempt to significantly reduce the number of necessary 
forwards of route update messages. In order to achieve this, each node maintains a 
minimum spanning tree of the network with itself as root. Figure 5 presents an example. 
In case of topology changes, nodes update their own tree information and spread the 
information among all participating nodes. Other nodes accept route update packets only 
in case the packet utilized the shortest path from the originator to itself, otherwise they 
discard the packet. Therewith, the protocol allows an early cancellation of unnecessary 
route maintenance packets and minimizes the induced overhead.  

The other IETF standardized proactive routing protocol is the ‘Optimized Link-State 
Routing’ (OLSR) protocol [63, 64]. As the name implies, it is as well a link state 
protocol. Instead of broadcasting topology control messages to all neighbors, nodes 
forward the information only to those nodes, determined as essential to achieve complete 
information spreading. All other nodes are able to overhear the information exchange 
between these multipoint relay (MPR) stations. With the help of periodically 
broadcasted hello-messages, nodes keep track about the network topology within their 
two-hop neighborhood and about the necessary MPR stations. With the help of the 
topology control messages, all nodes are able to determine a reduced network frame of 
MPRs, necessary to completely connect the network. Consequently, the network only 
maintains the MPR framework and therewith OLSR reduces the routing overhead.  
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Figure 5: Hierarchical State Routing cluster and TBRPF structure. 
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2.4.2 Hierarchical routing protocols 

The major advantage of hierarchical routing algorithms is the significant reduction of 
routing table storage and processing overhead. The Cluster-head Gateway Switch 
Routing (CGSR) [65] and the Zone-based Hierarchical Link State Routing Protocol 
(ZHLS) [66] use the DSDV routing algorithm described in the previous section as basis. 
In the following, the operational building blocks of hierarchical routing protocols are 
explained at the example of the Hierarchical State Routing (HSR) [67]. HSR is a 
physical clustering algorithm, as it relies on geographical and neighboring relationship. 
In hierarchical networks, nodes group themselves into clusters. Clusters contain a single 
cluster head CH, gateways GW, and multiple internal cluster nodes CN. Figure 5 
presents an arbitrary network section of a cluster. Cluster heads manage the group 
formation and afterwards maintain their cells. HSR allows first-level cluster heads to 
form clusters of higher levels. Cluster head election is not specified within the algorithm, 
but can be based on the highest MAC layer address. Within clusters, each node monitors 
the link states to its neighbors. Cluster heads collect this information and forward them 
to neighboring cluster heads and to their higher level cluster head. As nodes move, 
clusters may split, merge and change cluster membership. While moving, cluster nodes 
send location updates to new and previous CHs to inform them about the altered cluster 
membership. Cluster heads announce changes to the highest level cluster from which the 
alternating membership is visible. HSR introduces the hierarchical ID (HID) to address 
nodes on different levels. Therefore, gateways have multiple HIDs as they are 
addressable by different clusters. This logical partitioning of the network allows the 
maintenance of large networks, because network maintenance messages do not have to 
propagate through the whole network, but only to certain cluster heads. However, 
mobility and location updates management is the main drawback, as it again causes 
additional overhead. Therefore, clustering is most suitable in low mobility networks 
while in highly dynamic environments the additionally induced overhead of HSR 
exceeds the overhead of flat link state algorithms.  

2.4.3 Hybrid routing protocols 

The Zone Routing Protocol (ZRP) [68] is often referred to as hybrid ad hoc routing 
protocol. It combines proactive and reactive elements. The ZRP maintains routing 
information for a local zone, and establishes routes on demand for destinations beyond 
this local neighborhood. It limits the scope of the local zone by defining a maximal 
number of hops for the local zone. Using ZRP with a maximal hop count of zero for its 
local neighborhood creates a reactive routing algorithm, and using it with hop count 
greater than the hop diameter of the network creates a pure proactive routing algorithm. 
The routing algorithm used in the local zone can be based on every table-driven routing 
algorithm. To determine routes beyond its local zone, the source forwards the request to 
its border nodes, which define the maximal extension of the proactively cached local 
zone. Upon reception, border nodes check if the destination is contained in their local 
zones. If so, the node sends a route reply on the reverse path back to the source. 
Otherwise they add their own addresses to the route request packet and again forward 
the packet to their border nodes. The main advantage of the ZRP is a reduced number of 
required route request (RREQ) messages and further on the possibility to establish new 
routes without the necessity to completely flood the network. The main disadvantage is 
the increased complexity of the routing algorithm and the determination of the optimal 
size of the local zone.  
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Other hybrid ad hoc routing algorithms initially invented to achieve scalability have as 
well shortcomings. The Broadcast Based Routing Protocol (BCBR) [13, 20] requires an 
additional broadcast channel. In contrast to that, the Fisheye State Routing Protocol 
(FSR) [69] only maintains an accurate routing table for nodes within close proximity, 
while it keeps only approximate information about more distant nodes. It is based on 
DSDV and therewith suffers from fast changing topologies as well. Inaccurate routing 
information for distant nodes also cause longer paths. The Global State Routing (GSR) 
protocol [70] is a subset of FSR. LANMAR [71] is based on FSR but particularly 
supports group mobility. Hence it only improves network performance when nodes 
move within groups. 

2.4.4 Reactive routing protocols 

In contrast to proactive routing, reactive protocols only maintain necessary topology 
information to keep connections alive. They do not maintain a complete overview over 
the network. Hence they are unable to set up new connections without delay, but save a 
great amount of signaling packets. For the creation of new routes towards destinations, 
they flood the network to search for an appropriate path. However routes are only 
available after completing the route request – route reply cycle. The most common 
reactive algorithms are the Ad hoc On-Demand Distance Vector Routing (AODV) 
protocol [72] and the Dynamic Source Routing (DSR) protocol [73]. AODV is already 
an RFC [74], while DSR still has draft status [75]. As third, often referenced reactive 
protocol, the Temporally-Ordered Routing Protocol (TORA) [76] exists. An IETF draft 
originally described the TORA approach to create a directed acyclic graph for routing 
purposes. However, it is not yet further developed and the draft expired.  

Despite the initial route setup delay, reactive routing algorithms outperform their 
proactive counterparts under most conditions. Previous publications [73, 77] depict that 
AODV and DSR are favorable particularly for frequently changing network topologies. 
Additionally, they illustrate the inability of TORA to achieve a comparable network 
performance.  

Das et al. presents in [78] that AODV outperforms DSR within challenging scenarios. 
For increasing network loads, network sizes and maximal node velocities, AODV is able 
to achieve higher throughputs. Whereas DSR is more suitable for less challenging 
conditions and for situations, in which low routing overhead is essential. Both routing 
protocols are considered within this thesis and therefore, the following section 
introduces them more in detail. 

Ad hoc On-Demand Distance Vector Routing (AODV) 

The AODV protocol utilizes pure shortest-path routing. It combines the use of DSDV 
destination sequence numbers with an on demand route discovery mechanism. 
Therefore, it does not maintain a full topology overview over the network. In case source 
S requires a path to destination D, it initially checks its cache, whether it contains a fresh 
route to D. Otherwise it creates a route request (RREQ) and broadcasts it to all its 
neighbors. Figure 6 depicts an example scenario, and illustrates the route establishment 
mechanism between source S and destination D. After the RREQ reception, nodes store 
the source node ID together with the ID of their upstream neighbor. Afterwards, they 
check if they are the searched destination, and if not, again forward the message to all 
neighbors. In case nodes receive copies of the same RREQ, they discard them. Figure 6 
illustrates discarded messages as crossed arrows. The RREQ traverses through the 
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network until the RREQ reaches D or a node with information about a valid route to D. 
Upon reception, they create a route reply (RREP) message, and send it back to the nodes 
from which they initially received the RREQ. Nodes use the cached predecessor 
information and forward the RREP on the reverse path back to S. This time, every node 
saves the ID of the downstream neighbor from which it received the RREP. Therewith, 
relay nodes know the IDs of their downstream as well as their upstream neighbors. The 
path is established after S received the RREP. Nodes, not part of the established route, 
discard information about this particular RREQ after a timer expired. The distributed 
recording of path information allows the source to transmit data packets without 
knowing the absolute path towards D. This mechanism minimizes routing overhead, as 
data packets do not contain full path information. However, it requires extra memory in 
all intermediate nodes to store the routing table entries. In case of permanent errors of 
downstream links, the detecting nodes generate an RERR packet with S as destination. 
All upstream intermediate nodes delete the respective routes, and S creates a new RREQ 
to establish another path to D. 
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Figure 6: AODV routing scheme. 

Dynamic Source Routing (DSR) 

Comparable to AODV, DSR requires a route discovery and a route maintenance 
mechanism. As the name implies, it is based on the concept of source routing. A source 
S initiates the route discovery process, whenever it has to send data to a destination D. In 
case the routing cache of S does not contain a valid route to D, S broadcasts an RREQ to 
its neighbors. The RREQ only contains its own ID as initial route information. Figure 7 
depicts an example network and illustrates all forwarded routing information. In case a 
receiving node is not the destination, it adds its own address to the packet and forwards 
it. Additionally, nodes discard all subsequently received copies of the same RREQ. For 
example, node G in Figure 7 discards the RREQ packets received from node E. In case 
an intermediate node knows a valid route to the destination, it generates an RREP 
message back to S. The RREP contains a combination of the source route received with 
the RREQ and the cached route to D. Otherwise D receives the RREQ and gets 
knowledge about the full path back to S. Therewith, it creates an RREP packet back to S. 
In any case, the RREP contains the full path information from S to D. After the reception 
of the RREP packet, S also has the entire necessary route information towards D. In 
contrast to AODV, DSR includes the complete route information in every generated data 
packet. Consequently, intermediate nodes do not cache path information and therewith 
minimize memory consumption. Route error packets (RERR) fulfill the task of route 
maintenance. Upstream nodes create them, whenever the downstream link shows 
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permanent failures. Every node relaying RERR packets, deletes the broken hop and all 
routes utilizing this particular link. The source node deletes the stale route as well and 
initiates a new route discovery.   
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Figure 7: DSR routing scheme. 

2.5 Simulation environment  

Numerous different tools for ad hoc network simulations exist. However, some are 
unsuitable, because they are not supported any longer, like GlomoSim [79, 80], while 
others are not publicly available as open source, like QualNet [81] and OpNet [82]. The 
only tool which combines both characteristics is the network simulator ns-2 [83]. 
Therefore, the community widely supports and accepts it as research and as teaching 
tool. The original ns simulator was initially developed at the University of California at 
Berkeley in 1989 and is based on the REAL network simulator. In 1995, the DARPA 
supported the improvements through the VINT project which resulted in the 
development of the currently existing ns-2 program suite.  

The ns-2 is an object oriented event driven, packet based network simulator. It is 
implemented in two different programming languages, namely C++ and OTCL. Due to 
performance considerations, the internal and static part of the program is based on the 
C++ class hierarchy. The internal C++ object hierarchy is in accordance to the ISO/OSI 
reference model. The dynamic and variable programming interfaces are implemented in 
OTCL. Therefore, OTCL scripts determine the general behavior of certain program 
modules as well as individually created simulation setups. The scripts allow a simple 
modification of simulation parameters at simulation start and during the simulation. 
Besides numerous other parameters, the script defines the network size, the utilized 
routing protocol, as well as the individual mobility behavior of all nodes. Example 
scripts for general IP-based simulation setups are presented in [84], while the examples 
in [85] focus more on mobile ad hoc networks. The network simulator sequentially 
processes the input file and generates output files with details about all simulation 
events. The output files are utilizable to analyze the performance and to visualize the ad 
hoc network with the network animator NAM. Figure 8 depicts the individual simulation 
steps.  

The current version of the ns-2 program suite already contains numerous possibilities to 
simulate networks. However, as it is available in source code under an open source 
license, the program and single modules are continuously improved and extended. It is 
commonly used as simulator for local area networks (LAN), wireless LANs (WLAN), 
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and most interestingly ad hoc networks. It reproduces the behavior of certain network 
services like FTP and HTTP or the artificial packet generation with constant (CBR) and 
variable bit rates (VBR). Various different versions of the transport layer protocols UDP 
and TCP are supported. Furthermore, it is able to emulate the real time transfer protocol 
(RTP) as well as QoS extensions like IntServ, DiffServ and the ReSerVation Protocol 
(RSVP). Certainly, it supports the IP protocol but also various extensions like Mobile IP 
(MIP) or hierarchical MIP (HMIP) [86].  

OTCL: 
TCL interpreter

Ns-2 simulation 
library
- network setup
- event scheduling
- network components
- internal modulesOTCL script -

simulation setup
simulation results
trace files
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Figure 8: Operational process of ns-2 simulations. 

Most important for ad hoc network simulations, four different routing protocols, namely 
AODV, TORA, DSR, and DSDV are already included. Numerous others are available, 
but must be manually added to the code source. As MAC layer protocol, ns-2 provides 
several implementations of standards for fixed network interconnection. For the 
simulation of ad hoc networks, ns-2 contains all functionalities of the IEEE WLAN 
802.11b protocol and the Bluetooth stack is available as additional extension. Separated 
from the MAC layer protocol, different queuing schemes like Drop Tail, Random Early 
Detection (RED) und Class based Queuing (CBQ) are adjustable. For mobile wireless ad 
hoc simulations, the CMU monarch project [87] extended the ns-2 with wireless radio 
propagation models. Further details about the internal programming modules and a 
comprehensive description about all supported standards and protocols can be found 
in [88]. 

2.5.1 Mobility models 

The particular movement of ad hoc nodes is not modeled during an ns-2 simulation run, 
but is previously determined with an external program and then linked to the OTCL 
setup script. Therefore, the utilization of arbitrary mobility models is possible. Most 
previous publications used the random waypoint mobility (RWP) model for ad hoc 
network simulations. It was initially invented to evaluate the DSR routing performance 
and [89] describes the model in detail. However, various publications [90, 91] point out 
that the RWP model causes unfavorable node distributions. Over time, the node density 
in the center of the simulation area becomes greater than at the borders. Further on, the 
rate of network topology changes due to node mobility decreases because of RWP’s 
inherent characteristics. Both limitations prohibit a usage of RWP for reasonable 
evaluations. Figure 9 illustrates typical mobility traces for the RWP and the random 
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direction (RD) mobility model. It convincingly depicts the inability of RWP model to 
maintain a uniform node distribution.  

Simulations and theoretical analysis in [92] illustrate that the RD mobility model [93] 
with bounce back at borders of the simulation area has the most valuable mobility 
characteristics. Due to this superiority of the RD model in comparison to the RWP 
model, it is used as basic mobility model for all evaluations within this thesis. In the 
following, it is described briefly. As with the RWP model, RD controlled nodes are 
initially uniformly positioned within the simulation area. Thereafter nodes independently 
choose a random direction φ ∈ [0,2π], a random velocity v ∈ [0,vmax], and a random 
movement time tm ∈ [0, tmax] with tmax�TSim and TSim the simulation period. In case nodes 
approach borders, they bounce back into the simulation area and while keeping their 
movement angle. As a result, the average node density remains equivalent within all 
sectors of the simulation area while the dynamic of topology changes does not vary over 
time.  

random direction (RD) random waypoint (RWP)

 

Figure 9: Typical mobility traces for the RD and RWP mobility model. 

As already mentioned, several publications exist which comprehensively compared 
several ad hoc routing algorithms with the ns-2 simulation suite. They make qualitative 
statements about the performance of various protocols under certain simulation 
conditions and therewith illustrate the ability of the ns-2 to effectively compare the 
protocols. In the following the main contributions and the resulting conclusions are 
briefly presented. 

2.5.2 Ad hoc network performance evaluations 

Broch et al. [73] firstly use the ns-2 for performance measurements of ad hoc algorithms. 
They use the standard WLAN 802.11 as MAC layer and the two-ray ground (TRG) 
model for propagation predictions. They run simulations with 50 nodes. Their results 
reveal that all algorithms perform worst if they must cope with continuous node 
movements. DSDV and TORA as routing algorithms cause very high packet loss and 
routing overhead. Additionally, Broch’s simulations reveal that DSR outperforms 
AODV in terms of packet loss and routing overhead. 



22 2   Ad Hoc Networks: Principles and Challenges 

Similar simulations were carried out by Johanson [77]. Initial simulations again utilized 
the TRG as propagation model. It reveals that AODV creates less packet loss in 
comparison to DSR within low load scenarios, and shows comparable packet loss results 
when utilized within high load simulations. In general, AODV requires more routing 
packets, while DSR causes more byte overhead. Subsequent evaluations used a very 
simple non-line-of-sight propagation model based on the TRG. In case an obstacle 
conceals the receiver of a transmission, the signal strength is set to zero, otherwise the 
TRG determines the propagation loss. Therewith, packet receptions are only possible if 
transmitter and receiver are within line-of-sight. The evaluations illustrate the ability of 
both algorithms to cope with frequent link breaks. Besides, their results do not reveal 
new insights. AODV and DSR perform almost equal.   

The most recent evaluation was performed by Das et al. [78]. Their simulation setup 
slightly differs from previous evaluations. Results depict that AODV outperforms DSR 
within more challenging scenarios (higher network load, increased number of nodes, 
higher maximal node velocities). In less challenging conditions, DSR is more 
appropriate. Interestingly, the evaluations suggest that DSR is suitable for conditions, in 
which minimal routing overhead is crucial, e.g. when energy consumption must be 
limited. This is in contradiction to expectations, because DSR inherently creates more 
overhead by the usage of source routes. 

2.6 Open research issues 

Ad hoc networking is yet mainly a field of research, and only few universally utilizable 
solutions exist. While the enabling technologies already addressed some research issues, 
the above mentioned challenges are as well open topics. Therefore, many research issues 
remain unsolved, and the following section focuses on the most significant.  

Figure 10 illustrates a categorization of the different topics with respect to the layer 
structure of the ISO/OSI reference model. Obviously, the challenges cover all ISO/OSI 
layers, and additionally introduce some multi-layer topics, like fairness and energy 
efficiency. Due to the unique characteristics of ad hoc networks, some yet unknown 
research issues emerged as well. Especially the constraint to develop solutions that work 
in a completely decentralized, variable, and self-organized manner is difficult to achieve. 
Due to the vast variety of applications, there cannot be a common and unified solution 
for all requirements. Varying scenarios require variable solutions.  

Ad hoc networks and their participating nodes always suffer from scarce resources, like 
energy and frequency spectrum. Cross-layer approaches allow the optimization of 
network performance, although this violates the paradigm of minimal interworking 
between different ISO/OSI layers. The interworking with existing networks allows 
seamless services among different domains. Therefore, it presents another important 
research topic.   
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Figure 10: ISO/OSI reference model. 

Physical Layer 

The physical layer allows several improvements, requires certain design decisions and 
contains additional constraints. One of the major constraints is that the utilized 
frequency band is not arbitrarily selectable. This accompanies the design decision, 
whether an unlicensed (Industrial, Scientific, Medical: ISM) or a licensed band is 
preferable. The advantage of licensed bands is that national and international authorities 
grant exclusive access. For example, cellular providers solely use their GSM and UMTS 
bands. However, the charges for this service are significant. In contrast, unlicensed 
bands are free of charge. But in return, everyone has unrestricted access. Therefore, 
different protocols and standards may use the same frequency band. Standards have to 
consider the shared usage of the same frequency spectrum. Consequently, the 
coexistence of multiple standards in an uncoordinated manner is an important design 
issue. 

The acceleration and optimization of the physical layer access is always a goal. The 
maximization of the spectral efficiency (in Bits per second per Hertz) by the use of new 
access methods and coding schemes allows the transmission of more bits within the 
same frequency spectrum. However, it always requires higher power consumption due to 
an increased signal processing complexity. The usage of MIMO together with 
orthogonal frequency division multiplex (OFDM) recently reached a spectral efficiency 
of about 10 Bit/s/Hz [48]. However, this does not seem to be the maximal, and therefore 
ongoing research might achieve even higher spectral efficiencies.   

A yet open question is, if ad hoc networks require unique coding and modulation 
schemes. Or is a joint development for all kinds of wireless solutions optimal? 
Unquestionable is that different ad hoc scenarios and applications require different 
physical layer designs. Simple wireless single-hop connections to an AP have 
significantly different requirements than e.g. communication in vehicular environments. 
Physical layer necessities comprise high bit rates, large transmission ranges, robustness 
against bit errors and low power consumption. There will not be a general solution that 
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fits all circumstances. Optimizations are always application-dependent. However, the 
correct respective parameters are not yet evaluated and defined in all cases.  

Modifiable coding and modulation schemes allow the reduction of the achievable bit rate 
in return for an improvement in robustness. However, continuously varying conditions 
make the optimal adjustment of the modulation schemes difficult. A possible solution is 
software defined radio (SDR) [94]. It is able to adapt to all network parameters, but 
causes additional computational complexity, and it is not yet able to rapidly change its 
parameters. 

Medium Access Control layer 

As the name implies, the function of the medium access control is the coordination of 
the medium access. Its main goal is an efficient and performance optimized handling. 
However, fairness among concurrent attempts from participating nodes is as well an 
issue. The uncoordinated network structure of ad hoc networks requires the usage of a 
distributed random access scheme. The ‘carrier sense multiple access with collision 
avoidance’ (CSMA/CA), used by the WLAN 802.11 suite is one option but others are 
proposed and discussed. To overcome the hidden terminal dilemma, the distributed 
coordination function (DCF) of WLAN 802.11 utilizes an additional in-band signaling 
scheme. While it allows a true distributed medium access, evaluations in [44] show 
severe performance degradations when used for multi-hop communication. Therefore, 
one of the most urgent challenges is the optimization and extension of existing MAC 
protocols to efficiently support multi-hop communication. Thereby the minimization or 
even prevention of unnecessary exposed nodes during data exchange takes a prominent 
role.  

Out-of-band signaling offers the possibility to separate the channels for handshaking and 
data packet transmissions. This improves the efficiency, but also requires an additional 
radio transceiver. If multiple channels are utilizable, e.g. by the usage of OFDMA, a 
distributed radio resource management (RRM) and scheduling is necessary. Although 
some approaches [95, 96] are proposed, an optimal solution is not yet developed. 
Current MAC queues are usually organized in a FIFO manner. However, routing packets 
maintain the network management and therefore are important for the overall network 
performance. Therefore, the prioritization of these packets offers the possibility to 
achieve some performance improvements.  

Network layer 

The most commonly mentioned task of the network layer is routing. Due to the 
frequently changing topologies of ad hoc networks, existing routing approaches are 
unsuitable. Neither principles from the cellular network routing nor from the fixed 
network routing are applicable. The novel characteristics of ad hoc networks require 
completely novel approaches. For this reason, the IETF established the MANET 
working group [97] in 1997. Section 2.4 introduces the most important proposed and 
standardized ad hoc routing protocols. The three already standardized protocols only 
accomplish routing within pure ad hoc networks. They do not cooperate with existing 
fixed network infrastructure, nor do they profit from additional information sources. 
Therefore, reactive protocols always flood the network for a route discovery, while 
proactive protocols must continuously exchange topology information. This causes 
significant overhead and consequently reduces the available data rate. The usage of 
auxiliary information sources could prevent theses unintelligent network management 
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procedures and advantageous algorithms can perform similar tasks while saving bit rate. 
Particularly applications within vehicular environments greatly benefit from position and 
velocity information obtained from GPS and car sensors. Several position based routing 
protocols [98, 99] exist, but they are not yet standardized.  

Sensor networks cover completely different applications. With respect to routing 
protocols, two different approaches are discussed. Either sensed data is continuously 
gathered by a central entity or nodes request to receive sensed information from other 
nodes. In this case, nodes do not address an explicit communication partner, but specify 
the sensor information category. Therewith, these sensor routing protocols need not to be 
address driven but content driven. While for the first sensor routing approach, an 
adapted, proactive routing protocol might be applicable, the second one requires novel 
approaches.  

Besides routing, addressing is as well in the responsibility of the network layer. The 
challenge to uniquely address all participating ad hoc nodes is already considered in 
section 2.2. A global valid solution is not yet developed, and therefore it remains a field 
of research. Additional challenges arise when considering the necessity of interworking 
with existing fixed networks. In order to allow the access from the Internet, ad hoc nodes 
require IP addresses with the same subnet prefix as the gateway. Or the network address 
translation (NAT) protocol running on the gateways assigns local addresses to each 
node. In any case, the gateways must manage the address configuration. However, 
efficient protocols are not yet standardized nor even developed.  

If participants require accessibility independent from their current location, the 
interworking with Mobile IP (MIP) [100], or its enhancement Hierarchical MIP (HMIP) 
is essential. While MIP and especially HMIP are optimized for nomadic mobility, they 
do not allow seamless handovers between different domains. Further improvements are 
necessary to address this issue [101, 102]. Another research topic occurs, when 
considering large scale ad hoc networks with several gateways. As described, gateways 
must manage the address configuration of ad hoc nodes in order to ensure their 
accessibility from the Internet. However, if multiple gateways are present, which 
gateway is responsible for which node? It gets even worse when considering node 
movement. Nodes could move into new domains or from one provider to another 
provider. Keeping the addressing consistent, always causes overhead and consequently 
must be done efficiently.  

In order to allow interworking with fixed network infrastructure, a preliminary gateway 
discovery is essential. The routing protocol searches for explicit addresses for regular 
unicast communication. In contrast, the respective IP-address is dispensable for a 
gateway discovery, a certain node feature is important. Therefore, the search equals an 
anycast approach, and consequently existing ad hoc routing solutions are not applicable. 
One characteristic of anycast searches is that they may discover several independent 
gateways. The random selection of a gateway is simple but certainly not efficient. 
Therefore, the selection of the optimal gateway based on known network parameters is 
essential. This significantly reduces overhead and improves overall network 
performance.  

The interworking with fixed network infrastructure does not only cause difficulties, it 
presents new possibilities as well. Large scale ad hoc networks containing several 
gateways also offer novel approaches for routing. Routes between two nodes do not have 
to remain completely in the ad hoc domain. Fractions of the path can be routed through 
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the fixed network infrastructure, minimizing the ad hoc network load and improving the 
path reliability. However, it is not always advantageous, and therefore exact 
characteristics are necessary to determine the optimal switching parameters and values. 

The interconnection to cellular networks is also an open research topic. Ad hoc networks 
form a cost-efficient possibility to augment the services of existing cellular networks. 
The interconnection between both networks allows the extension of the coverage of 
cellular base stations. In addition, if the extending ad hoc networks overlap, a simple 
load balancing between cellular base stations is applicable. If base stations are 
overloaded and reject call attempts, the extended ad hoc networks may route the call to 
another base station within the proximity. As for the interworking with fixed networks, a 
gateway discovery algorithm is essential for the cellular interconnection. However, the 
cellular interworking also creates novel challenges. It must interconnect two completely 
separated and different networks. Cellular networks are designed to support highly 
mobile participants. Consequently, the extending ad hoc network must cope with them 
as well, although they represent unfavorable forwarding nodes. The ad hoc network only 
meets the QoS parameters of cellular networks, in case routing protocols circumvent 
these highly mobile nodes. However, the topic to discover the most durable paths is yet 
an open research issue, although some approaches exist [21, 103, 104]. Open topics are 
as well the handover between ad hoc networks controlled by different base stations or 
the possibility of fixed network originated call attempts. The consistent addressing of 
nodes presents again an inherent challenge. 

Transport and application layer  

Although most of the research issues are committed to the first three layers, some 
remaining issues are located in the higher layers. The most prominent open topic is the 
development of a TCP version, which efficiently supports ad hoc networks. Existing 
versions [105] efficiently support packet transport within fixed networks. They consider 
congestions within intermediate routers as main reasons for packet losses and delays. At 
least recent versions [106] achieve sufficient performance with single hops in the 
wireless domain. Besides the congestion in intermediate nodes, they must deal with 
wireless channel effects, like interference and fading, as additional reasons for packet 
losses. However, these solutions are not extendable to support true wireless multi-hop 
communication. For ad hoc networks, TCP must also consider network topology 
changes. Therefore, completely new approaches were developed [107, 108], but research 
is not yet completed.    

Accompanying topics comprise the provisioning of QoS. Up to now, ad hoc network 
protocols only provide best-effort traffic. It is questionable, if protocols will be able to 
assure certain QoS parameters, comparable to the IntServ or DiffServ frameworks in 
fixed networks. Alternatively they could provide soft guarantees based on some novel 
statistical approaches. 

Research does not focus on the development of services and applications solely for ad 
hoc networks, but existing ones have to work well within the novel environment. 
Evaluations [109] illustrate that the simple usage of existing fixed-network applications 
within ad hoc networks do not lead to reasonable results. It rarely scales and the induced 
overhead is significant. Existing applications are not aware of the new network 
environment. Therefore, they have to be tailored and adapted for seamless interworking. 
A possible solution is that network and application layer exchange status information to 
avoid duplicate network management tasks. Therefore, the ad hoc network application 
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research is always a cross layer issue. As described previously, application research 
comprises location based services and the cooperation with peer-to-peer networks [14, 
24, 110]. 

Cross and multi-layer topics 

As illustrated, most research issues mainly focus on a single issue in ad hoc networking, 
like routing or MAC layer protocols. Only recently, the research community started to 
discuss more integrated approaches [111], in which the packet transport, the routing, the 
link control, as well as the physical transmission cooperate. These cross layer methods 
violate the existing ISO/OSI reference model, as they support information exchange of 
non-adjacent layers. However, they achieve superior performance in comparison to 
existing approaches. This is necessary to widen the variety of possible application 
scenarios.  

• Energy efficiency: 
Through the advances in miniaturization, nodes become tiny devices. However, the 
energy density of batteries does not keep up with the speed of miniaturization. 
Consequently, the overall available battery energy decreases and becomes the main 
limiting factor. Therefore, an energy efficient design is essential [112]. Particularly 
sensor networks suffer from the scarce energy resource [113], because participating 
devices are usually not rechargeable. Long lasting usage is only achieved with the 
help of energy saving algorithms and protocols. Although protocols on all layers can 
contribute, the true potential only arises when considering cross-layer approaches. 
Obviously, protocols achieve the maximal energy savings when they partly turn off 
nodes. However, there is always a trade off between overall network performance 
and individual node energy consumption.  

• Performance improvements: 
Cross layer protocols spanning several OSI layers allow the exchange of status 
information and therewith allow the development of integrated solutions. These 
approaches are usually more efficient than their counterparts following the common 
OSI layer structure. However, supplementary modifications affect all participating 
layers and are thus more difficult to accomplish. Cross layer approaches avoid that 
protocols on different layers must perform similar tasks to maintain network 
integrity. Additionally, shortcuts between layers usually allow faster notification 
about network and topology changes. Therewith, time-consuming delay till timers 
expire is unnecessary and faster reactions are possible. The research focuses on the 
question, which layers have to exchange status information, and what kind of 
information is valuable. The physical layer can inform the network layer about the 
currently achievable data rates while the MAC layer notifies the transport and 
application layer about the link status. On the other hand, applications can inform 
the network and link layer about the type of service and expected data volume.    

• Security and privacy: 
As described previously, the provisioning of security and privacy is one of the major 
challenges of ad hoc networks. True multi-layer research is necessary, as all layers 
are affected by the provisioning of security. Either protocols on certain layers 
demand it or they must cope with the additionally induced overhead. However, the 
open questions are complex: How can security be guaranteed without a central 
entity? How is it possible to establish a trusted network environment? Is the 
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authentication of certain participants possible? Another scaring scenario would be, if 
privacy within ad hoc networks is not guaranteed. Malicious participants could 
identify certain nodes and continuously track them. This would ultimately lead to 
profiles of movement traces and an entire loss of privacy. The prevention of denial 
of service (DOS) attacks is also a security issue. Protocols must prevent the 
interruption of network communication and therewith the selective disconnection of 
certain nodes. This comprises as well secure routes. Even the eavesdropping of route 
information must be impossible, e.g. via the exchange of protected network 
management information.  

• Fairness: 
The ad hoc network paradigm requires that all or at least the majority of available 
nodes take over network tasks. Thereby the forwarding of packets for other 
connections is an essential function. If too many nodes refuse to participate, the 
whole network would collapse. Therefore, nodes generally have to participate, 
although it drains their batteries. Network protocols must ensure overall fairness 
among participants and exclude uncooperative nodes. These selfish nodes have to be 
permanently or temporarily banned from utilizing provisioned network services. A 
possibility is the introduction of a virtual currency [114]. Nodes purchase the 
cooperation of participating nodes and earn the currency for the provisioning of own 
assistance. However, this requires secure accounting and billing methods, and is 
difficult to achieve in a distributed ad hoc network. Obviously, it is directly related 
to the privacy and security topic described above. In provider managed networks, 
data forwarding can be directly beneficial through a refund or rebate policy of the 
provider. In any case, it forms an interface to business related topics. Additionally, 
protocols have to ensure that nodes share all available resources evenly. However, it 
also has to be guaranteed that none of the participants is overreached with respect to 
energy consumption or traffic load.  

 

 

 

 



 

3 Path Lifetimes in 
Mobile Ad Hoc Networks 

Mobile terminals spontaneously form self-organized MANETs. Routes between any 
source and destination consist of intermediate relays connected via wireless links. 
Generally, nodes move unrestrictedly and independent from each other. Within these 
continuously changing topologies, routing protocols create paths through the network. 
Stable routes last longer, and consequently the protocol must initiate less frequently 
route discovery cycles. For reactive routing protocols, the route discovery mechanism 
contains a network wide flooding. It generates notable overhead, causes long delays, and 
reduces the throughput of all other currently utilized connections. Increasing the time 
span between consecutive route discoveries would improve the overall network 
performance. Simulations with a reactive protocol as well as a theoretical analysis in 
[115] have verified that the basic behavior of ad hoc networks depends on the path 
lifetimes (PLT). It illustrates that the PLT is proportional to the throughput and inversely 
proportional to the induced overhead. Therefore, the overall network performance is 
directly related to the average PLT of routes. The average PLT of discovered routes is 
the main indicator for the quality of ad hoc routing protocols. Hence, the selection of 
stable routes with long PLTs is one objective of routing protocols. The challenge is the 
selection of promising routes, knowing only the current network topology.  

This chapter gives a detailed insight into link and path lifetimes in mobile ad hoc 
networks. Section 3.1 introduces single- and multipath route creation strategies and 
gives protocol examples. Similar analytical approaches for predicting PLTs are 
discussed in section 3.2. Section 3.3 mathematically analyzes link and path lifetimes for 
a two hop route. The following section 3.4 extends the analysis to routes with an 
arbitrary number of hops and also discusses the benefit of disjoint multipath. It depicts 
the imponderability of predicting exact PLTs for arbitrary paths, and gives advice for 
reasonable routing protocol developments. An evaluation of different ad hoc routing 
strategies with respect to the average PLTs follows in section 3.5. An exact modeling 
and investigation of numerous routing strategies needs simulative evaluations instead of 
an analysis. Since multipath ad hoc routing strategies cause more routing overhead than 
single path algorithms, section 3.6 discusses this diversity overhead. The overhead 
considerations are based on existing ad hoc routing protocols. This includes an 
theoretical model to determine the induced overhead for arbitrary network topologies. 
Additionally it contains simulative evaluations to verify the theoretical analysis. Finally, 
section 3.7 indicates which routing strategy permits longest PLTs under most 
networking conditions.  
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3.1 Applied routing strategies and 
algorithms 

Besides the theoretical analysis of PLTs, simulative considerations are necessary to 
determine the PLTs of certain multi-path algorithms. The particularly induced overhead 
for the routing protocols is important. For this reason, the following section introduces 
the various considered routing strategies examined by simulations. The section mainly 
focuses on multi-path algorithms, as the aspects of single path ad hoc routing algorithms 
are already described in section 2.4. However, the first subsection characterizes the 
underlying route creation strategies of the single- as well as the multi-path algorithms. 
The subsequent section briefly presents the protocol implementations of the examined 
routing algorithms. It presents the necessary information exchange between distant 
nodes and shows the particular design of the protocol messages.  

3.1.1 Route creation strategies 

This section introduces the before mentioned different route creation strategies. Besides 
the shortest path (SP) routing strategy, three multipath strategies are considered, namely 
the flooding based routing (FL), the disjoint multipath (DMP) as well as the non-disjoint 
multipath (NDM) routing. The section describes their general routing behavior and their 
key characteristics. Additionally, it briefly surveys the respectively created path sets.  

• Shortest path: 
As first and most basic routing strategy, the shortest path (SP) routing is introduced. 
The source node chooses its communication partner and the routing algorithm 
discovers the SP between these two nodes. The SP is defined as the path between 
source and destination with the fewest number of hops. In case different paths 
require equal number of hops, the algorithm randomly chooses one of these. In 
particular, it does not consider any additional metrics to improve the path selection. 
The major characteristic of the SP algorithm is that it discovers only one single path. 

Ad hoc routing algorithms commonly use flooding to discover the shortest path. In 
protocol implementations, the SP is commonly defined as the path with the shortest 
response time, not with the fewest number of hops. The average delay to detect an 
unoccupied wireless medium is almost constant for individual hops. This delay 
together with the processing time within each node adds up to the major delay 
component of the response time. Therewith, the hop distance is again the most 
important parameter for the delay as it directly affects the response time. 

• Flooding based multipath: 
As described above, reactive SP routing protocols utilize in general the flooding 
(FL) algorithm to create paths. Although the SP algorithm requires only a single 
path, the flooding algorithm often discovers multiple, non-disjoint, paths. The 
flooding algorithm extends the SP strategy with the yet unused non-disjoint backup 
routes. Characteristically, the flooding algorithm favors links on the shortest path. 
Therefore, backup routes often use the same first few links between source and 
destination as the SP. Only subsequent links are unique to the links on the SP. The 
trajectories of backup paths never cross the shortest path. Additionally, they never 
use the same links as the SP after they utilized unique links. Whenever links on the 
primary path and close to the source break, most backup routes break as well. Link 
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breaks close to the destination often do not affect the utilization of backup routes. 
Although, the found paths are suboptimal, the advantage of this strategy is its ability 
to keep the overhead almost as low as the SP algorithm. Further on, flooding based 
multipath route discovery algorithms generate less overhead than dedicated 
multipath algorithms.  

• Disjoint multipath: 
In comparison to the flooding based routing extension, the disjoint-multipath (DMP) 
algorithm is a true multipath strategy. The main characteristic of a set of disjoint 
paths is that any two path of this set do not contain any link or node in common. 
This guarantees that paths break independently. In case the primary path of the set 
breaks, all subsequent paths are still valid. Therefore, the algorithm is able to switch 
to one of the remaining paths, whenever a permanent error occurs. AODV Multipath 
(AODVM) [116] is a working routing protocol which utilizes the DMP strategy and 
is described in detail in the following section 3.1.2. 

However, the limitation to link or even node disjoint paths reduces the number of 
maximal discoverable path M during a route request to the minimum number of 
neighbors of the source Sn and destination Dn (M=min(Sn, Dn) ). In case the source 
has only a single direct neighbor, a link disjoint multipaths algorithm discovers only 
the shortest path.  

• Non-disjoint multipath: 
The non-disjoint multipath (NDM) strategy uses a similar algorithm as the DMP, but 
allows the utilization of links several times within the same set of paths. The 
utilization of non-disjoint paths adds an additional degree of freedom to the route 
discovery algorithm. The algorithm is not restricted to discover disjoint paths, but 
favors them. Therewith, it is independent from the minimal number of neighbors of 
source and destination. It always discovers the proposed number of paths. However, 
it requires a certain limit of requested paths. Otherwise the algorithm tries to 
discover an infinite number of paths, unable to detect that the particular path was 
already discovered during a previous reply. Nevertheless, NDM is more flexible 
because it is able to reuse certain important links to setup additional backup routes. 
A variation of the AODVM algorithm discovers these NDM paths. 

3.1.2 Routing algorithms 

The evaluation in section 3.5 focuses on reactive routing algorithms rather than 
proactive ones. Therefore, the following section describes all simulatively evaluated 
protocols and gives details about their main path searching mechanisms. As described, 
reactive or on-demand routing algorithms do not keep track of the overall network 
topology. The algorithm generates only route discovery requests to distant nodes upon 
demand from an upper layer protocol or an application. As nodes usually need only few 
simultaneous connections to other nodes, this limits the overhead and saves available bit 
rate. Particularly in dynamic networks, with frequently changing topologies, the 
algorithms do not have to maintain an overall network view. They simply exchange 
topology information to keep their own connections working. Hence, they are unable to 
set up new connections without delay, but require preceding route requests before they 
are able to transmit data packets. For the creation of new routes towards destinations, 
they flood the network to search for an appropriate path. However, the route is only 
available after completing the route request – route reply cycle. Several performance 
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studies [56, 73, 77, 117] of MANETs depict that on-demand routing algorithms cause 
fewer routing overhead. Hence they are able to maintain more nodes with an equivalent 
information exchange effort and therefore networks scale better.  

The examined five different routing protocols cover different aspects of reactive 
algorithms. Four algorithms are based on a table driven approach and one is a 
representative of the source routing paradigm. Further on, one algorithm strictly utilizes 
single path while the other four use different multipath search patterns. 

AODV is the only examined single route protocol and additionally forms the basis for 
the flooding extension AODV-FL. It allows the discovery of non-disjoint backup routes 
during route request (RREQ) floodings. The third algorithm is the dynamic source 
routing protocol (DSR) with the same ability to utilize flooded backup routes (DSR-FL). 
AODV-Multipath (AODVM) allows the detection of disjoint backup routes, and, as the 
name implies, is based on AODV as well. In contrast to AODVM, the non-disjoint 
multipath AODV (AODV-DMP) searches for non-disjoint backup routes.  

All evaluated algorithms have in common that they utilize network wide flooding to 
discover paths to the destination. In order to ensure loop free routes, every node 
maintains a monotonically increasing sequence number for itself. In combination with 
node IDs, this allows temporally and spatially unambiguous assignments of routing 
information. Every node maintains the highest recognized sequence number for each 
known node as destination sequence number (DSN). Source nodes send all routing 
messages together with a novel, increased sequence number. Receiving nodes discard all 
information with tagged DSNs lower than the DSN stored in the routing table. Nodes 
remove outdated routes and setup new routes whenever they receive information tagged 
to fresh DSNs. Every time nodes receive information in combination with DSN equal to 
the stored one, they update routes in case the information depicts a shorter route. Nodes 
discard copies of route requests and therewith ensure the loop freedom.  

The following subsections describe all five observed protocols, but particularly 
emphasize the four not yet introduced protocols. Besides, it discusses the necessary 
characteristics of the embedded protocol implementation.  

I. Ad hoc On-Demand Distance Vector Routing  

The AODV routing protocol is described in detail in section 2.4.4 and therefore only a 
short introduction is given to conceive the following considerations. AODV combines an 
on demand route discovery mechanism with pure shortest-path routing. Additionally, 
sources do not have information about the exact path through the network, as every 
forwarding node only maintains next hop information. Therefore, route information 
within data packets is unnecessary. Since intermediate nodes discard duplicate RREQ 
messages, the RREQ flooding generally does not detect possible additional node-disjoint 
paths. The gray edges in Figure 11 show links never considered as possible parts of 
routes, because receiving nodes discard these RREQ messages as duplicates.  
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utilized links discarded links unused links

source destination

utilized links discarded links unused links  

Figure 11: AODV path search query. 

II.  AODV and DSR multipath flooding extension 

An extension of simple shortest path protocols are flooding based multipath algorithms. 
Figure 12 shows possible paths of this protocol extension. Backup-paths are usually non-
disjoint. As described above, the flooding mechanism prevents the discovery of disjoint 
paths. Although these paths have links and nodes in common, they still improve the 
reliability while causing only little additional overhead. However, this extension is not 
usable in combination with AODV. It does not support the differentiation between 
multiple paths within intermediate nodes. An AODV flooding extension (AODV-FL) 
would require additional path-ID numbers together with the destination address within 
RREP packets. For different path-IDs, intermediate nodes must store the next hop 
information separately. Therewith, the source is able to switch to subsequent paths in 
case of errors on the primary path. However, as sources do not have knowledge about 
the exact path through the network, they are unable to determine which link is broken. 
Possibly, they switch to backup paths utilizing the same broken link. This in turn would 
cause further RERR packets and force the sources to switch to the next backup paths. 

source destination

utilized links discarded links

source destination

utilized links discarded links  

Figure 12: Discovered paths with a flooding based multipath extension. 

To circumvent this unnecessary broken-link reutilization, protocols can use an extension 
of DSR, which supports the source routing algorithm. It is also an on-demand protocol, 
but in contrast to AODV, it does not require link tables within nodes. All packets contain 
the full path between source and destination. The route-discovery starts with RREQ 
flooding messages. Every forwarding node adds its own address to the routing header, 
after it checked for already forwarded duplicates. The destination possibly receives 
multiple RREQ packets. Each packet contains unique path information between the 
source and itself. The DSR flooding extension (DSR-FL) uses these additional RREQ 
messages to set up additional backup paths. For each received RREQ, destinations 
generate a new RREP message utilizing the reverse paths of the RREQ. The RREP 
packets contain the entire path information through the network. The source receives 
these messages and picks the primary path. Data packets always contain the full path 
within the routing header. Consequently, the routing overhead increases with increasing 
path length, while intermediate nodes do not need to store their next-hop neighbors. The 
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failure procedure of DSR is equivalent to the processing of AODV. An intermediate 
node realizing a permanent link error towards a downstream neighbor informs the source 
node with an RERR packet about this failure. As described, DSR sources know the exact 
paths to destinations and therewith can omit backup paths utilizing the detected broken 
links. This avoids usage attempts of already broken routes as it would occur with the 
AODV extension. 

III. Disjoint Multipath AODV 

The authors in [116] propose an AODV extension to discover multiple node-disjoint 
routes. As described, AODV uses a route request – route reply mechanism to discover a 
path between communication partners. Nodes drop additional copies of flooding 
messages. Therewith, intermediate nodes discard messages showing possible backup 
paths. The novel AODV multipath (AODVM) algorithm circumvents this disadvantage. 
Figure 13 illustrates the discovered disjoint paths.  

source destination

utilized links discarded links

source destination

utilized links discarded links  

Figure 13: AODVM disjoint multipath discovery. 

Intermediate forwarding nodes save all received RREQ messages. These messages 
contain the number of hops back to the source as additional information. The destination 
generates for each received RREQ an RREP message and returns it to the source, 
utilizing the path with the fewest hops. Each intermediate node, which receives the 
RREP message, retrieves the RREQ information with the fewest hops to the source. It 
forwards the message to the next hop neighbor stated in this particular RREQ. 
Afterwards the node deletes any stored information about the utilized link from its 
RREQ message table, which guarantees node-disjoint paths. In case intermediate nodes 
do not have any further stored RREQ information, they generate a route discovery error 
(RDER) as negative acknowledgment and return it in the direction of the destination. 
Upon reception of an RDER, intermediate nodes try to forward the message via a 
different path. After the reception of an RREP message, the source generates a route 
confirmation message (RRCM) as positive acknowledgement. It returns this to the 
destination to confirm the established path. The RRCM forces all intermediate nodes to 
discard any additional stored RREQ information and requests the destination to generate 
another RREP message. To reduce the network load, the source piggybacks the RRCM 
message onto the first data packet.  

IV. Non-Disjoint Multipath AODV 

As the name implies, AODV-non-disjoint multipath (AODV-NDM), utilizes AODV as 
basis and discovers non-disjoint routes from source to destination. AODV-NDM is a 
novel extension of AODVM and utilizes the same messages and follows the same basic 
ideas. Despite the original algorithm, nodes do not delete RREQ table entries after using 
them as outgoing links for RREP messages. Instead, they increase the hop metric for the 
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utilized links and keep them within the table. Subsequent RREP messages favor unused 
links. However, nodes use previously utilized links in case yet unoccupied links are not 
available anymore. Therewith, the algorithm generates mostly disjoint paths, while it is 
able to reuse some important links. As an example, Figure 14 depicts the additionally 
discovered non-disjoint path. In case, the algorithm generates only as many RREP 
messages as it received RREQ packets, it could at most generate as many paths as the 
legacy AODVM protocol. The other option would be, to create a predefined number of 
paths, independent from the received RREQs. In any case, the algorithm must limit the 
maximal number of return messages. The source receives all RREP messages and 
consequently additional error procedures during route setup are unnecessary. Therewith, 
the forwarding of RRCM messages or the creation of RDER packets back to the 
destination is avoidable. The destination delays all but the first individual RREP 
message for some predefined period to prevent inconsistencies within forwarding nodes.  

source destination

Shortest path Non disjoint 
backup paths

source destination

Shortest path Non disjoint 
backup paths  

Figure 14: Route discovery with the non-disjoint extension of AODVM. 

As described, AODV-NDM does not require any additional packets besides the RREQ, 
RREP, and RERR packets. Furthermore, the source is unable to determine if an occurred 
error on a path affects subsequent paths as well. It must use all M discovered paths 
subsequently and intermediate nodes report M individual errors for all paths before the 
source initiates a new RREQ cycle. Therefore, from a routing information exchange 
perspective, it is comparable to AODV-FL. 

3.2 Related work 

3.2.1 Theoretical path lifetime considerations 

Several research groups investigate the link and path availabilities in MANETs. 
McDonald and Znati presented the first results in [118]. Their analysis utilizes an epoch-
based mobility model based on the random waypoint mobility (RWP) model. To allow 
statistical evaluations, the mobility parameters speed and movement time are 
exponentially independent and identically distributed (IID), instead of uniformly 
distributed as proposed within the RWP model. Their definition of the link availability 
predicts the future status of wireless links and therewith depicts the probability over time 
that two nodes are in direct transmission range at time t2, given that there is an active 
link at starting time t0. The availability distribution follows the Kummer-Confluent 
hypergeometric function. However, this evaluation does not ensure that the link exists at 
time t1 with t0 < t1 < t2. And therefore no forecasts are possible about the time interval in 
which links exist uninterruptedly. The particular path availability is the product of all 
independent link availabilities within each path. However, the theoretical analysis does 



36 3   Path Lifetimes in Mobile Ad Hoc Networks 

not consider that intermediate nodes participate in two links and therewith link 
availabilities within multihop paths are not independent from each other. 

The authors in [115] investigate the impact of different node mobility models on link 
and path lifetimes. They run excessive simulations with the network simulator ns-2 
under various network conditions. Simulations show that the link duration for the RWP 
model approximately follows negative exponential distributions, while other mobility 
models have a multi-modal behavior. Interestingly, PLTs always follow an negative 
exponential distribution, independent from the underlying mobility model. 
Accomplished simulations show the impact of the path length h, the average relative 
speed v and the radio range R on the average PLT. While R linearly increases the PLT, 
the reciprocals of h and v are proportional to the PLT. Their simple first order analytical 
model for PLTs depicts that the distribution function is f(x) = ψ·e-ψ·x with ψ = λ0·h·v/R 
and λ0 a constant. They verified their assumption with the Kolmogorov Smirnov test. 
The second analytical model covers the relation between PLTs and network 
performance. The Pearson correlation test suggests that there is a linear relationship 
between the reciprocal of the average PLT and the network performance in terms of 
routing overhead. The same test shows that the throughput is proportional to the negative 
reciprocal average PLT. Therewith, the PLT is a good indicator to predict the 
performance of reactive routing algorithms. Although the authors introduce simple 
analytical models to predict average PLTs, they do not show a comprehensive 
theoretical analysis. 

3.2.2 Further existing multipath routing protocols  

The On Demand Multipath Distance Vector Routing (AOMDV) [119] is another 
multipath routing algorithm based on AODV. Unlike AODVM, it discovers link disjoint 
routes rather than node disjoint ones. Link disjoint routes may have nodes in common, 
and therewith do not guarantee that routes fail independently. In case the first hop of 
each path is unique, the flooding algorithm guarantees node disjoint paths between 
source and destination. AOMDV-RREQ packets contain a first hop field indicating the 
ID of the node after the source. Intermediate nodes maintain a list of unique first hops 
for each RREQ, representing disjoint paths to the source. The destination replies to the 
first arriving request and to a predefined number of additional requests received via 
unique neighbors, regardless of the first hop field. Intermediate nodes, receiving more 
than one reply, forward the packet via different return paths. This guarantees multiple 
link disjoint paths between source and destination. However, this certainly does not 
generate node disjoint paths, as the trajectories of different paths cross in intermediate 
nodes. The evaluation shows that the frequency of RREQs is significantly reduced in 
comparison to the legacy AODV. An improved packet delivery ratio and lower overall 
routing load comes along with it. Additionally, the average packet delay is reduced by 
more than 50%, because nodes do not have to interrupt packet delivery due to a route 
reestablishment.  

The optimal number of disjoint paths to maximize the overall, combined paths lifetime is 
limited. The achieved benefit in path lifetimes shrinks with any additional succeeding 
path. Any backup path must be valid when used. Due to continuous topology changes, 
this becomes more unlikely for increasing times between route discovery and usage. The 
authors in [120] observed that the optimal number of paths within a set of paths is three 
for link-disjoint paths. 
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The caching and multipath (CHAMP) routing protocol [121, 122] is a non-disjoint 
multipath algorithm. It is based on the temporally-ordered routing algorithm (TORA) 
[76] and therewith is a pure on-demand routing algorithm utilizing direct acyclic graphs 
(DAG). Every node maintains not less than two paths to every active destination. In case 
of link breaks on both paths, nodes reply RERR packets containing the header of the 
undelivered data packet to the previous node. This node uses the still cached packet and 
its remaining second paths for continuous packet delivery without the necessity to 
inform the source about the path break. During the RREQ, nodes create a DAG with the 
source as root node. Each node maintains a table with the number of forwardings for 
every source-destination pair and the node IDs of previous hops towards the 
destinations. CHAMP only utilizes paths with hop length equal to the length of the SP. It 
expects nodes to forward packets to the least used next hop neighbor in order to spread 
packets in a round robin fashion. This behavior optimizes the usefulness of caches in 
intermediate nodes and nodes keep their routes fresh. However it also induces notable 
overhead and causes difficulties with standard TCP versions. Due to the variable packet 
run times over different routes, destinations receive packets out of sequence and initiates 
congestion avoidance mechanisms to reduce the data rate. CHAMP does not utilize 
optimized multipath strategies during the route discovery process and therewith the 
strategy is comparable to AODV-FL. Intermediate nodes utilize RREQ as well as RREP 
packets to update their distances to sources and destinations. However, both packets only 
reveal the shortest path to the originating nodes. It remains unknown, how intermediate 
nodes get knowledge about additional paths. As described, the algorithm necessitates 
that all contributing nodes utilize at least one additional route to each destination. This is 
difficult to fulfill, especially when considering that backup routes must use an equal 
number of hops compared to the shortest path. MANETs often have just a single route 
between source and destination, and therefore the requirement of equal hop numbers 
remains unconsidered.  

The authors of [123] evaluated different multipaths routing strategies for wireless sensor 
networks (WSN). As mentioned, sensor devices usually are stable in their position and 
therewith significantly different to mobile ad hoc nodes. Therefore, the utilizable routing 
algorithms are optimized for stable networks and link and node failures are not 
necessarily isolated. However, the proposed simulation results show some new insights. 
The authors consider resilience, energy efficiency, and overhead as the most important 
parameters for WSNs. Braided (non-disjoint) routing strategies are more resilient than 
disjoint strategies. They improve the resilience by 50% for isolated failures and by 30% 
for patterned failures. Additionally, braided routing strategies require less maintenance 
overhead and therewith consume less energy than their disjoint counterparts. As 
described, WSN differ from MANETs and therefore the shown results are not 
completely adaptable to MANETs.   

The Split Multipath Routing (SMR) protocol [124] is based on DSR. It creates two 
maximally disjoint paths which are not necessarily of equal length. Both paths are used 
in a round robin fashion for data packet delivery. SMR utilizes flooding for route 
discovery. Unlike DSR, it prevents intermediate nodes from replying cached routes back 
to the source and it does not always drop duplicate RREQ messages. Instead a node 
forwards every RREQ packet, on the condition it has received the duplicate from a 
different neighbor, but with an equal hop length compared to the path of the original 
RREQ message. Therewith, the destination certainly receives multiple RREQ messages 
over non-disjoint paths. It chooses the path of the first incoming message as primary 
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paths and chooses a second one utilizing maximally disjoint nodes and with the fewest 
number of hops. The evaluation depicts that the initiation of a route recovery after the 
first route break is unfavorable. The additional induced overhead of more frequent route 
discoveries cause more packet loss and even larger overall packet delays. As shown in 
previous comparisons of MANET routing algorithms, the source routing of DSR and 
SMR causes notable overhead. Additionally, the forwarding of RREQs multiple times 
worsens the difficulties with RREQ broadcast storms and therewith induces even more 
overhead and packet drops. Whereas the above proposed AODV based multipaths 
routing algorithms improve the network performance, while they simultaneously 
circumvent all theses shortcomings.  

The prediction of link lifetimes saves overhead, in case permanent route errors occur 
more seldom and consequently routing algorithms must initiate RREQs less frequently. 
A straight forward approach is the utilization of GPS information to improve route 
stability. However, the utilization of geocast [125] routing algorithms like GeoTORA 
[126] or GeoGrid [127] requires the approximate position of the destination. In case the 
destination positions are unknown, the results in [8] depict that the necessary efforts to 
obtain position information exceeds the advantage of exact link lifetimes.  

In order to circumvent the utilization of peripheral information, the authors in [128] 
introduce an algorithm to predict the future status of wireless links without the help of 
external sensors. They investigate different link caching schemes to improve the overall 
network performance. The algorithm is able to distinguish between low and high 
mobility nodes. It certainly prefers reliable nodes with many uninterruptedly available 
links. The continuous examination of connectivity to neighboring nodes enables the 
algorithm to predict the future movement behavior. The selection of reliable nodes for 
paths through the network improves paths lifetimes and therewith saves considerable 
network resources. However, the authors only introduce an algorithm and verify its 
usefulness with simulations, but do not describe any analytical model. The paper does 
not discuss the relation of paths lengths on route lifetimes and the impact of different 
routing strategies on the overall network performance.  

The authors in [129-131] propose a framework to use a set of multipath routes 
simultaneously. The algorithm splits information among the multitude of paths. It adds 
redundancy information to each packet and transmits them over all available paths in a 
round robin fashion. Even in an error prone environment with numerous topology 
changes the destination receives some packets and therewith is able to reconstruct the 
complete information. Obviously, the algorithm causes more overhead than single paths 
algorithms and therewith restricts the processing to fewer simultaneous connections. The 
proposed scheme does not include a routing algorithm, but expects the presence and 
knowledge about multiple node disjoint paths. The papers do not evaluate different 
routing strategies. The authors depict that their algorithm performs best with up to 30 
node-disjoint paths. This setup increases the probability of successful transmissions by 
25%. However, following the evaluations in [132], the optimal throughput and minimal 
routing overhead is reached with about ten nodes on average within direct radio range. 
Simulations in section 3.5 show that networks with this node density rarely contain more 
than five node disjoint paths. Increasing the node density causes a significant increase in 
overhead due to broadcast storms [133] during route discoveries.  
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3.3 Path lifetime analysis for two-hop 
connections 

The generally induced overhead within MANETs occurs during route discoveries. The 
flooding approach of reactive routing algorithms requires that all participating nodes 
forward the request once. Therefore, the lifetime of a route is a crucial parameter for the 
overhead calculation. The path lifetime (PLT) is defined as time from path setup 
between source and destination and the occurrence of a permanent failure on any utilized 
link. A route failure occurs whenever any of the utilized links breaks. This definition is 
based on the description given in [6]. Consequently, the link lifetime (LLT) is defined as 
the period between the setup of a route and the occurrence of a permanent error of this 
particular link. Thereby, the point in time of the initial emergence of a link is 
unimportant, as reactive routing protocols use links only on demand. Within multipath 
sets, the PLT represents the time between the route discovery and the route break of the 
most durable path. As link errors occur statistically independent, backup paths may 
break before source nodes intend to utilize them. Therefore, the most durable path is not 
necessarily the last one within the set. As described, the LLT and PLT distributions 
depict the probability that an arbitrary link or route (set) exists after a certain time. It can 
be represented as a complementary cumulative density function (cdf). The probability 
distributions are one at startup and monotonically decrease over time. Theoretically they 
reach zero at time t→∞. 

The utilization of local repair algorithms as proposed in all ad hoc routing protocols is 
irrelevant, as they only allow a temporary improvement. Repaired routes usually are 
longer than the original paths and they reutilize most of the previously used links. The 
algorithms do not induce network wide route reestablishments and therefore path breaks 
occur more quickly than with recently discovered routes. Additionally, as all protocols 
are able to utilize local repair algorithms, none of the protocols improve their 
performance in comparison to other algorithms. 

The first examination focuses on simple ad hoc scenarios with only two hops. The 
scenario is derived from the observation that a mobile user wants to start an online 
application on its wireless terminal. For simple operation the user stops moving, takes 
the device out, and starts the application. In order to setup a connection, the routing 
protocol of the terminal searches for a local ad hoc–Internet gateway in its proximity.  

Protocols supporting uni-directional links usually create non-symmetric routes between 
sources and destinations, as nodes may not receive any information from downstream 
neighbors. However, common ad hoc routing algorithms require bidirectional links 
between neighbors, otherwise they fail to function properly. Therefore, the following 
analysis only considers bidirectional links. This implies that all nodes transmit radio 
wave signals with identical energy. Consequently the radio transmission range R is equal 
and constant for all nodes. Additionally, a simplified channel model is considered. The 
coverage area around each node forms a perfect disk with radius R. Nodes within the 
coverage are able to directly communicate with this node, while greater distances 
prevent direct links. 

The user terminal n2 searches for an AP within its neighborhood. In the scenario 
depicted in Figure 15, the distance a between the node n2 and the AP n0 prevents a direct 
node-to-node connection. The limited radio transmission range R (R < a) is insufficient 
to achieve direct access to n0, and therefore n2 reaches n0 only over a two hop path. 
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Since the Internet gateway is certainly fixed in position and the user does not move as 
well, source and destination are stationary.  

a

n0
n1

n2
R

a

n0
n1

n2
R

 

true path

direct
path 

d

n0 n2 x

y

a
P1

P2 true path

direct
path 

d

n0 n2 x

y

a
P1

P2

 

Figure 15: Connection between the nodes n0 
and n2. Node n1 relays the connection. 

Figure 16: Relation between true movement 
pattern and the direct path nodes. 

Terminal n2 uses its routing algorithm to discover the shortest path to the AP. All 
existing routing algorithms perform equal in this simple scenario, independent whether 
they are based on a proactive or a reactive scheme. Nodes utilizing proactive routing 
constantly receive topology update messages. Therefore, they are aware of the route over 
node n1 in advance. In contrast to that, reactive routing algorithms usually do not cache 
information about certain routes and therefore create an RREQ. Source n2 forwards it to 
the intermediate node n1. It receives the packet and forwards the request to the 
destination n0. The destination receives the RREQ and creates an RREP back to n0, using 
n1 as relay. Thus, node n2 gets knowledge about the route to n0 as well. Following 
packets bound for gateway n0 always use n1 as relay. Considering the channel model, the 
intermediate node n1 must be inside the coverage of the source node n2 and the 
destination node n0 to act as relay. Concerning the shape of the combined coverage area, 
this is called the “eye of coverage” (see Figure 15).  

In order to obtain reasonable PLTs, knowledge about realistic node movements is 
necessary. However, mobility algorithms to model real world ad hoc node movements 
are currently not available in the literature. The vast variety of scenarios makes it 
impossible to create one model which covers all environments. For simulations of 
MANETs, numerous different approaches exist reproducing human movement under 
various conditions [134]. The movements of general mobile ad hoc nodes are 
independent from other nodes and they are not restricted in any way. Therefore, nodes 
within the following scenarios choose their velocities, moving angles and pause times 
independent from other nodes. As most ad hoc network simulations utilize mobility 
generators based on the random direction (RD) model, the following evaluations utilizes 
it as well (see Figure 16). More details about the mobility model can be found in section 
2.5 or e.g. in [135].  

Within the proposed scenario, the relaying node is not restricted in its position. Hence it 
moves independently, and after a certain period of time T it leaves either the proximity 
of n0 or n2. However, while node n1 is within the transmission range of both other nodes, 
it relays the connection. Following the definition of PLTs, the moving node n1 starts 
relaying the connection between n0 and n2 at time T1 at the random initial position P1. 
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The relaying node moves with constant velocity v1 in direction φ1 for a period of time τ1, 
remains stationary for pause time τp and starts moving again with the parameter 
triple [v2, φ 2, τ2]. This continues infinitely in the model.  

The analyzed connection of n2 to n0 breaks as soon as n1 leaves the proximity of either 
node n0 or n2, at the exit point P2 and time T2 with T2 = T1+T. The movement pattern of 
node n1 depends on the average node velocity vav, the average movement period τm of 
node n1, and the pause times τp between consecutive movements. However, it is 
independent from the movement angles φ, as they are uniformly distributed with 
0 ≤ φ ≤ 2π. In order to allow a straightforward analysis, the proposed simplified model 
[118] does not contain turns during movements. Therefore, node n1 moves linearly with 
the constant velocity v. It starts moving from P1 in direction θ and leaves the proximity 
of either node n0 or n2 at the exact same exit point P2 as in the original model.  

Both scenarios are similar, in case only restricted areas of interest (the eye of coverage) 
are considered and simple scenarios are modeled. To create comparable models, the 
moving speed v of node n1 within the simplified scenario must be adapted to the 
mobility parameters [vav, τm, τp] of the previous scenario. Due to the pause times τp and 
the zick-zack movements of RD controlled nodes, velocities for the simplified model are 
below the velocities of an equivalent RD movement. For any further calculations the 
evaluation uses the simplified scenario. Within this simplified model, the coordinates x 
and y of the initial point P1 as well as the moving direction θ are uniformly distributed.  

The following section theoretically analyses the probabilities that node n1 leaves the eye 
of coverage after a certain distance d. It includes scenarios with fixed distance a between 
source node n0 and destination n2 as well as a uniformly distributed distances a. In order 
to obtain an universally valid analysis for this scenario, the subsequent section 3.3.2 
considers arbitrary node movement velocities as well.  

3.3.1 Leaving-probabilities for certain 
node movement distances 

As depicted in Figure 15, R is the maximal distance for a single hop connection. Further 
more a is the distance between both stationary nodes n0 and n2, with R < a < 2·R. The 
coordinates of the initial node position P1 (see Figure 16) lie in the eye of coverage. 
They are uniformly distributed over all possible values x and y.  

At the exit point P2, node n1 leaves either the scope of node n0 or n2. The exit point can 
be any point on the dashed lines in Figure 16. It depends on the moving direction of 
node n1 and therefore depends on the movement angle θ. The value of the length d is the 
Cartesian distance 1 2PP  between the start point P1 and the exit point P2 of node n1’s 
movement within the scope of both other nodes. In order to calculate the distribution 
function for the PLTs, the distance d and the initial node position P1 are assumed to be 
known. The probability p that the node remains within the scope of both nodes is 
proportional to the angle γ = 2·π-α of the segment of a circle cP around P1 with radius d, 
which does not intersect with both coverage circles (see Figure 17 right). In case both 
circles do not intersect, γ is maximal and is given through γmax = 2·π. Therefore, the 
exact probability is given through 

 1
γ 2π α( , )
γ 2πmax

p d P −
= =  (1) 
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As described, the node may leave the coverage of either node n0 or n2. Due to the 
symmetry of the scenario, the probability that n1 leaves the coverage of n0 is equivalent 
to the probability that n1 leaves node n2’s neighborhood. Therefore, without loosing 
generality, the theoretical analysis omits the calculation of the probability that n1 leaves 
node n2’s proximity. As a result, the maximal angle γmax alters, and is not the full circle 
2·π anymore. The new maximal angle γmax is limited to the opening angle formed by the 
points Φ1 and Φ2 together with P1. The coordinates of the intersection points Φ1 and Φ2 
of both areas of coverage are given through 

 1/ 2
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whereas the initial node position P1 has the distance r from the origin with r2 = x2+y2. 
Figure 17 clarifies the relation. The lines R, r and l1 form a triangle, with l1 the distance 
between Φ1 and P1 and δ1 the opening angle between r and l1 (δ1 = Ë(r, l1)). With the 
help of the law of cosine, δ1 is calculated as  
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The other angle δ2 is calculated accordingly. As depicted in Figure 17, the new maximal 
angle γmax depends on the intersection points Φ1 and Φ2 and is given through 2·π-δ1-δ2. 
Additionally, the combined striped angle in Figure 17 depicts the new angle γ, which is 
described as 2·π-α-δ1-δ2. Consequently, the calculation for the probability p changes as 
well. The probability p is now calculated as  
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Figure 17: Deviation of the probability p that node n1 stays within the  
eye of coverage for known P1 and d. 

To calculate the angle γ, the knowledge about the intersection points between the circle 
cP with radius d around P1 and the circle cn, depicting the coverage area around n0, are 
necessary. Depending on the initial node position P1, the equation to calculate the 
intersection points I1 and I2 is either without solution, has one or has two solutions.  
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The discussed scenario is symmetric to the x-axis as well. Therefore, and without 
loosing generality, calculations only consider initial node positions P1 with y>0. For the 
evaluation of the PLT-probabilities, three different calculations are necessary. The 
appropriate scenario depends on the considered distance d. Figure 18 shows all 
scenarios. In case a<6·R/5, the term (2·R-a)2 is greater than R2-(a/2)2 and therewith the 
middle scenario in Figure 18 is unnecessary. For all other cases, all three scenarios are 
required.  

For distances d smaller than 2·R-a, the scenario on the left is essential. In case r<R-d, the 
circle cP does not intersect with cn .The grey region in the left picture depicts this area. 
Circles cP with larger distances r from the origin basically have two intersections with 
cn. However, one intersection I between cP and cn may be out of the observed range of 
angels. These areas are striped as grey regions in Figure 18. The center of this area is 
always the intersection point Φ1 with radius d. All points P1 within the remaining region 
of the eye of coverage generate two valid solutions for the intersection calculation. Both 
other figures are illustrated accordingly. 
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Figure 18: Necessary scenario differentiations for variable distances d. 

The complementary probability q = 1-p that n1 leaves the scope of n0 when moving a 
distance d is α/γmax (see the grey shaded area in the right picture of Figure 17). Together 
with the radio range R, r and d form a triangle. Again, with the help of the law of cosine, 
the opening angle β between r and d (β = Ë(r, d)) is 

 ( )
2 2 2

cos
2

R r d
r d

− −
β =

⋅ ⋅
 (5) 

Both triangles for both intersection points I1 and I2 are equivalent and therewith β as 
well. In case, both intersections are within the valid sector of cn the probability q2 for 
two solutions is  
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 2 1
1 2

2 2( , )
2

q d P ⋅ π − ⋅β
=

⋅π − δ − δ
  (6) 

Otherwise one angle β must be replaced with δ1 and the single solution probability q1 is 
calculated as 

 1
1 1

1 2

2( , )
2

q d P ⋅ π − β − δ
=

⋅π − δ − δ
  (7) 

For large distances d with d2> R2-(a/2)2, both intersections may be outside of the 
observed sector of cn. In this case, both angels β must be replaced with δ1/2. Therewith, 
the contrary probability is constant and  

 qmax (d, P1) ≡ 1  (8) 

The black striped region in the right picture of Figure 18 depicts the area where q is 
equal to one. The area borders y1, y2, and y3 within the respective scenarios can be 
calculated solving simple rationale equations of the second order. With the knowledge 
about the probabilities q for certain triples (x,y,d) and the belonging areas within the eye 
of coverage, the distribution function f(d) for the PLTs is the 2D-integral over all 
possible initial node positions A(x,y).  

 ,
( , )

( , ) 1 ( , , )d a
A x y

f d a q d x y dxdy= − ∫∫  (9) 

A closed form solution of this integral is not possible. Further evaluations are based on 
numerical calculations. The formula in (9) is only valid for a known distance a between 
both communication endpoints. Obviously, the exact distance a is unknown but the 
probability for a certain distance is uniformly distributed. Therewith, the general 
distribution function for arbitrary distances between both communication endpoints can 
be calculated as 

 
2 2

,
( , )

( ) ( , ) 1 ( , , )
R R

d d a
a R a R A x y

f d f d a da q d x y dxdy da
= =

= = −∫ ∫ ∫∫  (10) 

After the exact description of the used theoretical model, some results follow for various 
relative distances a/R between both communication endpoints as well as for the variable 
case. The radio range R is constant and one. Figure 19 shows the distribution functions 
that the node n1 remains within the proximity of the source and the destination node after 
a certain distance d. The left picture depicts the probabilities for some distinct a/R ratios, 
whereas the right figure depicts results for the variable case. Both graphs show 
simulation results as well. The simulations for certain fixed a/R ratios are based on 106 
independent results whereas the simulations with variable a/R contain 108 replications. 

The graphs in both figures clearly depict that the simulation corresponds with the 
theoretical analysis. The differences are marginal. The results in [11] proof that the mean 
E as well as the variance σ is proportional to the radio range R (E~R and σ~R). 
Therefore, the behavior of both parameters is independent from the radio range.  

The first theoretical analysis examines the characteristics of fd,a(d,a) for a fixed a/R ratio. 
As expected, both values E and σ have their maximal with a minimal (a = R). From their 
maximals, both parameters decrease and turn to zero at the maximal distance between n0 
and n2 (a = 2·R). The characteristic of the deviation show that randomly created 
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movements can heavily differ from the calculated average. Especially if r→2·R, σ is 
greater then E (σ > E).  

Obviously, the largest probabilities fd(d) occur at d = 0. The probability equals one that 
the node remains within the eye of coverage if the node is stationary (d = 0). Greater 
values of d become more unlikely. The probabilities near the possible maximal distance 
dmax are almost zero. The occurrence of a distance d = dmax is only possible twice. The 
initial node position P1 must be at Φ1 or Φ2 and the node movement must be exactly 
parallel to the y-axis towards the opposite coverage intersection point Φ1/2. 
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Figure 19: Complementary cdf distributions that node n1 remains within the proximity of 
both other nodes after a certain distance d.  

Left: constant a/R ratio, Right: variable a/R ratio. 

The probability that a randomly measured distance d is greater than the average E(d)  
(P(d > E(d))) decreases with increasing a/R ratios. Distances larger than the mean E  are 
more unrealistic, even if the mean E(d) decreases with increasing a/R as well. This 
behavior is verifiable in all distribution functions fd(d), independent from the used a/R 
ratio. For small a (a→R), distances greater than dmax/2 have higher probabilities than for 
large values of a (a→2·R). This indicates an over-proportional reduction of probability-
values from 0 to dmax with increasing a/R ratios. The shape of the eye of coverage causes 
this behavior. For small a/R ratios, the eye is approximately a circle, and large distances 
d are common. Whereas for large a/R ratio, the eye has more the shape of a rectangle 
with unfavorable width-to-height ratios. Thereby, large values of d become almost 
impossible.  

After the evaluation of the behavior of fd,a(d,a) for a fixed a/R ratio, an evaluation with a 
uniformly distributed a/R ratio follows. As in the previous section, the calculated values 
are independent from the used radio transmission ranges R and are valid in general. The 
distribution function fd(d) has an extreme progression. Distances d close to zero are 
highly probable, whereas values greater then dmax/2 are unlikely. The probability for 
distances close to dmax are almost zero. Despite the high probabilities for small values of 
d, the mean E(d) is 0.29·R. The deviation σ(d) is nearly as high as the mean E(d), and 
has the value 0.27·R. Therefore, it is very likely that a randomly measured distance 
heavily differs from the mean E(d). The probability of measuring smaller values than 
E(d) is much higher, than the probability of receiving larger values. The probability to 
measure distances greater than the mean E is only about 40%. Consequently, particular 
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lifetimes will always differ significantly from a statistical mean value and paths will 
frequently have lifetimes below the average. 

3.3.2 Path lifetimes for arbitrary node movements 

The above introduced functions only concern the random variable d. They fail to make 
any assumptions about the time a path exists between the source node n0 and the 
destination node n2 using the node n1 as relay. 

Hence, some further calculations are necessary to get some results regarding the PLT t 
of a connection within this scenario. The time t is calculated as the division of d with the 
velocity v of node n1. Fortunately, the random variables d and v are independent of each 
other, thus the calculation for the PLT function ft(t) can be split into two steps, the first 
one for fd(d) and the second one for ft(t). Therefore, ft(t) can be expressed as  

 
0

( ) ( ) ( )
max max

min

d v

t v d
d v v

df t f v f d v d
v= =

= ∂ ∂∫ ∫  (11) 

The random variable v is always positive (v > 0), as negative velocities are equivalent to 
positive velocities in the opposite direction. A velocity equal to zero leads to infinite 
PLTs. Therefore, the minimal velocity vmin must always be above a minimal threshold 
value. Within the following calculations, velocities are uniformly distributed with the 
finite limits vmin and vmax, and have an average E(v) of 

 ( )( ) 1 2 min maxE v v +v= ⋅  (12) 

As described above, the assumed velocities within this model are below the velocities 
used for a regular RD scenario. To calculate the minimal and maximal velocities of the 
simplified model, pedestrian speed is assumed. The maximal velocity for the RD model 
would be vmax ≈ 5 km/h = 1.39 m/s. Hence the decreased velocity parameters to calculate 
(11) are set to vmax = 1.2 m/s and vmin = 0.2 m/s with E(v) = 0.7 m/s. 

For a reasonable approximation of PLT times and corresponding probabilities a constant 
radio transmission range R of 100 meters is assumed. Further on, the mentioned 
parameters for the maximal and minimal velocities are considered. Table 3 shows 
various characteristics for certain distances a between source and destination node. The 
time Tmax = dmax/vmin is the maximal time a connection can last with the above made 
assumptions, the minimal time Tmin is always zero. P(t < ½ E(t)) is the probability that a 
randomly measured time t is smaller than half of the mean E(t), whereas P(t > E(t)) is the 
probability that a measured time t is larger than the mean E(t). 

Table 3: average PLT for different distances a between source and destination. 

a in [m] tmax in [s] E(t) in [s] 
P(t<½E(t))  

in [%] 
P(t>E(t))  

in [%] 
100 866.0 131.8 15.7 36.7 
140 714.1 83.9 19.3 36.7 
170 526.8 44.2 23.0 34.0 
195 222.2 8.3 26.1 29.3 

variable 
distance a 866.0 34.1 54.9 30.0 
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Figure 20: PLT distributions for constant and uniformly distributed distances a between 
source and destination node. 

As shown in Table 3, the average PLT is 34.1s, for a variable distance a between source 
and destination. This implies that a two hop connection between two stationary users and 
a mobile relay will last for about 35 seconds on average. After that time, the link from 
the relay to either the source or the destination node usually breaks and a new route 
discovery process is necessary. However, the possibility that a link will last for more 
than 35 seconds is only 30%, whereas the possibility that a link break happens within the 
first 17 seconds is about 55 %. Figure 20 shows the PLT- function for the variable a/R 
case and for several constant a/R cases. The y-axis depicts the probability that an 
arbitrary path is still functional after a certain amount of time. 

The unpredictable terminal mobility of the moving node n1 prevents reasonable 
predictions of PLT times even within this simple scenario. However, even this basic two 
hop ad hoc network scenario permits basic statistical investigations. The expected failure 
times show large deviations and the probabilities for PLTs below the average are more 
likely. The average achievable path lifetime is unexpectedly low (34s), when keeping in 
mind that the source as well as the destination is stationary and the relay only moves 
with pedestrian speed. As this scenario is not valid in general, the following section 
contains an extended model to theoretically analyze path lifetimes with an arbitrary 
number of participating mobile nodes. 

3.4 Path lifetime evaluation for 
arbitrary multi-hop connections 

The previous evaluation only covers a simple and particular scenario. The theoretical 
analysis in this section extends the scenario and investigates the PLT for general 
MANET connections with an arbitrary number of hops. Therefore, all nodes within the 
recent scenario are mobile, and are initially uniformly distributed within a simulation 
area. As described in section 3.3 and in [11], only the time of the first link break is 
relevant for the determination of PLTs. This limitation simplifies the model behavior, as 
further calculations beyond the first link break are unnecessary.  
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In contrast to the previous mobility model, not only the relaying node moves, but all 
nodes. However, the simplified mobility behavior remains equivalent. Nodes move on a 
straight line with a uniformly distributed direction between 0 and 2π as well as a uniform 
distributed velocity between 0 and vmax. Therefore, any two nodes will leave each other’s 
proximity after a certain time ∆t. In case both nodes have an initial velocity equal to zero 
(v1 = v2 = 0) or both nodes are moving in the same direction with identical velocities 
(|v1| = |v2| ∩ φ1 = φ2), the LLT between these two nodes will turn to infinity. This 
behavior leads to unrealistic lengthened LLTs, but only for single hop networks. In 
multihop scenarios, the probability of multiple infinite LLTs between any two nodes 
contributing to a route is almost zero, and therefore negligible.  

3.4.1 Link lifetime distributions of the initial hop  

The following section 3.4.2 will illustrate that the lifetime probability distributions of 
different links within routes are not identical. The lifetime probability for the first hop is 
unique, while the lifetime probabilities for all subsequent hops are identical. Therefore, a 
differentiation is necessary and consequently this section initially focuses on the link 
lifetime distribution of the first hop.  

The difficulty with two independently moving nodes can be converted into an approach 
with one node in motion and one stationary node [118]. Therefore, without loosing 
generality, the relative difference between both velocity vectors 1vG  and 2vG  is 

 1 2v v v= −
G G G  (13) 

with v the absolute value of the velocity vector vG . 

v1

v
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Figure 21: Relative velocity vector v. 

Following [136], the probability density function fv(v) of the absolute value v is 

 ( )
1 2

1 2 1 2
, ,

1( )v
v v

f v v v v dv dv d
α

= δ − − α
π ∫∫∫

G G  with 2 2
1 2 1 1 1 22 cos( )v v v v v v− = + − ⋅ α
G G  (14)  

in which δ(…) describes the Dirac delta function. The function gives the probability that 
two randomly chosen velocity vectors result in a subtracted absolute value v, with v1 and 
v2 the corresponding absolute values of the initial vectors 1vG  and 2vG and α the angle 
between both. The integral parameters v1, v2 are within the range [0..vmax] while α 
covers [0..π].  

The formula in (14) is a general description. To solve the integral a different approach is 
necessary. The probability distribution fv(v) solely depends on the velocity v. To 
calculate fv(v), v is initially set constant. In case, v1 is set constant as well, the ranges of 
the remaining velocity v2 and the angle α forms a disk with radius vmax. The disk is 
colored grey in Figure 22. With known v and v1, the arrangement has solutions located 
on the circle with radius v. The respective solution L is the length of the covered 
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segment of the circle v. The author in [137] illustrates that uniformly distributed random 
variables on a circle do not rise linearly but are proportional to their square root. 
Therewith, L is 

 1L v= ⋅β ⋅
π

  (15) 

Due to the symmetry of the configuration, only the upper part of circle v is considered. 
Depending on the parameters v and v1, three differentiations are necessary. Table 4 
shows the respective cases. The disk with radius v2 = vmax either covers the full circle v, 
covers parts (as depicted in Figure 22) or does not intersect at all. In case the solutions 
describe a circle segment, the lines v, v1 and v2 form a triangle with βseg describing the 
opening angle between v and v1. With the law of cosine, βseg is 

 
2 2 2

1 1

1

cos
2

max
seg

v v v
v v

−  + −
β =  ⋅ 

 (16) 

 

 

Table 4: Case differentiations for the angle β. 

β = ? v < vmax v > vmax 

  v1 0 [0, |vmax-v|] π 0 
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v 2
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Figure 22: Velocity distribution. 

Therewith, the remaining integral is  

 
1

1( )v
v

f v L dv= ∫   (17) 

As the integral (17) has no closed form solution, a transformation of (16) with the help 
of a Taylor series is necessary. A fifth order approximation shows sufficient accuracy. 
Therefore, the function cos-1(x) has the Taylor series  

 1 3 5 61 3cos ( ) ( )
2 6 40

Taylorx x x x O x− π
→ − − − +  (18) 

Therewith, a closed form solution is possible. Solving the integral in (17) is straight 
forward, but creates a large formula, and therefore is not presented. The resulting pdf 
function fv(v) of the new velocity vector vG  is shown in Figure 23. It has been calculated 
with a maximal node velocity vmax = 1. For displaying purposes, the following pdf 
functions fv(v) is scaled in order to meet the requirement max(f(x)) = 1. The figure 
additionally shows simulation results. The simulation includes 106 independent 
replications with randomly generated initial velocity vectors. The simulation uses the 
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random number generator presented in [138]. The simulative results of Figure 23 are 
shown in [16] as well.  
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Figure 23: Theoretical analysis and simulation results for the  
relative velocity distribution fv(v) between two moving nodes. 

The maximal difference of v = 2·vmax is reached, in case both nodes move in opposite 
directions with the maximal velocity vmax. The figure shows that about 80% of the values 
lie in the interval between [0.3·vmax, 1.3·vmax]. The mean E is calculated as 

 
1 2

1 2 1 2
, , 0

1( ) ( ) 0.725
maxv

v max
v v v

E v v v dv dv d v f v v
α =

= − α = ⋅ = ⋅
π ∫∫∫ ∫

G G  (19) 

with 1 2v v−
G G  from (14). Solving the integral reveals E(v) = 0.725. This perfectly matches 

the results illustrated in Figure 23.  

As described in [139], the LLT for a single hop path is the time, when the distance 
between two nodes, initially within each other’s proximity, becomes greater then R and 
consequently, both nodes are unable to communicate directly with each other anymore. 
Figure 24 shows this correlation.  
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Figure 24: Calculation of tLLT with known mobility parameters d0, φ, and v. 

The LLT time tLLT between any two ad hoc nodes obviously depends on their initial 
distance d0 and the relative velocity vector vG , with an absolute value v and a movement 
angle φ. With the law of cosine, the LLT depends on  

 ( )22 2
0 02 cos( )LLT LLTR d v t d v t= + ⋅ − ⋅ ⋅ ⋅ ⋅ ϕ  (20) 
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Solving (20) to tLLT, the general description for the distribution of the LLTs f1(t) between 
a node assumed stationary and one node with the relative absolute velocity v is   

 ( ) ( )
0

0

1 0 0
, ,

( ) ( ) ( )LLT d v
d v

f t t t f f d f v d vϕ
ϕ

= δ − ⋅ ϕ ⋅ ⋅ ∂ ∂ ∂ϕ∫∫∫  (21) 

with 1( )fϕ ϕ =
π

, 
0 0 2( ) 2 o

d
df d
R

=  and fv(v) from (17). 

Obviously, the integral cannot be described in closed form. In order to calculate this, 
another approach is necessary. The author in [136] depicts that two random variables 
and their respective probably distributions depend on each other in a way that 

 ( ) ( ) ( ) ( )x y x y
yf x dx f y dy f x f y
x

∂
= ⇔ =

∂
 (22) 

Therewith, the probability distribution f1(t) is 
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1 0 02
,

2( ) ( )v
v d

f t d f v d v
R t

∂ϕ
= ⋅ ⋅ ⋅ ∂ ∂

⋅π ∂∫∫  (23) 

with φ from (20) as  
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 (24) 

 

0

10

20

30

40

50

60

70

80

90

100

0.0 1.0 2.0 3.0 4.0 5.0 6.0
link lifetime t LLT  [s]

pr
ob

ab
ili

ty
 P

 [%
]

first hop

 

Figure 25: LLT-distribution function 
showing tLLT for the first hop. 
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Figure 26: LLT-distribution function 
showing tLLT for the second and  

any following hop. 

The differentiation of φ as well as the integration of d0 is straightforward, while the outer 
integration with v requires a differentiation for t greater and smaller than 2·R/vmax. Due to 
the complexity of fv(v), the complete formula is not presented. Figure 25 shows the 
corresponding LLT distribution function for the first hop. The figure depicts the graph 
for R = 1 m and vmax = 1 m/s. It can be observed that the probability rapidly decreases 
with increasing times tLLT. The proof in [11] shows that the LLT times are proportional 
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to R and inverse proportional to vmax. Therefore, the LLT probability for varying basic 
network parameters can be expressed as  

 ( )1 1
1 /

1 max

R m sf t f t
m v

 ′ = ⋅ ⋅ 
 

 (25) 

3.4.2 Distribution of link lifetimes for subsequent hops 

The flooding mechanism of reactive routing algorithms usually discovers the shortest 
path from source to destination. Any node receiving a request for the second time 
discards this message. Whereas, a node receiving the flooding message for the first time 
is certainly not a neighbor of nodes, which have previously forwarded the request. 
Otherwise, it already had received the message from one of these nodes. This behavior is 
system immanent when assuming an error free radio transmission. Unlike the description 
in [16], where LLT times of arbitrary hops are equivalent, the LLT times depend on the 
link position within the path. The reason for this necessary differentiation is the varying 
position probability of link neighbors. Positions of downstream nodes within the path 
depend on the positions of previous nodes. The position of the first downstream 
neighbor after the source is uniformly distributed within the coverage of the transmitting 
node. In contrast to that, the positions of subsequent nodes ni+1 (with i > 0) are limited. 
A node, receiving the message for the first time and not directly from the source, can 
only be located inside an area, covered by the radio range of its predecessor ni, minus the 
area covered by the transmission disks of any upstream node nj (with j ≤ i-1) which 
already forwarded the request message. Figure 27 clarifies the relation between the 
positions of neighboring nodes. Consequently, the distance relationship between nodes 
participating in a route discovery can be expressed as  

 +1 +1- - 1i i i jn n R n n R j i≤ ∩ > ∀ ≤ −
JJJG JG JJJG JJG

 (26) 

with xn
JJG

 being the position of node nx, and i, j the node numbers relative to the source. 
Therefore, flooding based route discoveries cause different behaviors of link lifetimes 
for the first hop and any subsequent hop.  
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Figure 27: Possible area for a next nodes location,  
depending on the positions of previous nodes. 

Additionally, the node position probability varies slightly with the overall network node 
density. Due to the numerous node selection possibilities in dense networks, the routing 
algorithm creates paths with nodes having maximal distances between each other. 
Therefore, in highly dense networks, paths are shorter, and the probabilities of positions 
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for the following relay node are usually not uniformly distributed. As the effect occurs 
only for high node densities, it is neglectable.  

The flooding algorithm prevents the selection of nodes violating the second constraint in 
(26). After the route discovery between source and destination, intermediate nodes are 
free to move into areas previously prohibited. The path breaks, whenever the distance 
between adjacent nodes exceeds the maximal transmission range R. In order to allow 
statements concerning the expiration times of links between intermediate node ni and 
ni+1, the probability distribution describing the distances between them is necessary. 

Figure 27 depicts equidistant circles around node ni. The lengths Li of these circle 
segments determine the distance probability between node ni and ni+1. The length 
depends on the distance di and on the distance di-1 between the nodes ni and ni-1. With the 
law of cosine, the radial length Li of a circle segment is calculated as    
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1
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2
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i i

R d dL d
d d

− −

−

 − −
= ⋅ ⋅  ⋅ ⋅ 

 (27) 

The probability function for the distance between any two nodes can be calculated as 
integral over the distance Li together with a probability factor 

1 1( )
id if d
− − . This factor 

determines the probability that node ni has a certain distance di-1 to its own predecessor. 
Therefore, the integral for the distance probability function is defined as  
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1

1 1( ) ( )
i i

i i

R

d i i d i i
d R d

f d L f d d
−

−

− −
= −

= ⋅ ∂∫  (28) 

Equation (28) is recursive and therefore certainly not memory free. The distance 
distribution between every two nodes depends on the distance distributions of all 
preceding nodes. Since the second node within a path can utilize the full transmission 
disk of the fist node, the pdf function for the distance between the first two nodes is 
again the distribution fd0(d0). 

Furthermore, with the help of this initial node distance distribution, any following 
distance distribution can be calculated. The evaluation of (28) again requires the Taylor 
series transformation of the cos-1(x) –term given in (18). The computation shows that 
only the pdf-functions for d0 and d1 significantly differ from following distance 
distributions di. For i ≥ 2 the function reaches its steady state, which is shown in Figure 
28 as well.  

Hence, following the calculation in (21), the LLT function for a further hop within an 
already existing path from source to the predecessor node can be determined as 
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, ,

1( , ) ( ) ( ) 1
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i i

i d i v i i
v d d

g t i L f d f v d d v with i
t −

−

− −

∂ϕ
= ⋅ ⋅ ⋅ ∂ ∂ ∂ >

π ∂∫∫∫   (29) 

Due to complexity reasons, the evaluation does not take into account the possibility, that 
other nodes than the one before the direct neighbor covers the transmission disk of the 
current node. In other words, it does not consider any node position limitations caused 
by nodes more then two hops away, as requested in (26).  



54 3   Path Lifetimes in Mobile Ad Hoc Networks 

0

20

40

60

80

100

0.0 0.2 0.4 0.6 0.8 1.0
distance d  [m]

pr
ob

ab
ili

ty
 P

 [%
]

i=0
i=1
i=2
i=16

 

Figure 28: Distance distribution between any two nodes for different hop values i. 

The graphs in Figure 26 indicate that the LLT distribution for the second hop g(t,2) is 
similar to distributions g(t,i) for links with more than two upstream nodes (i > 2). An 
additional analysis shows that the induced error, caused by using only the distribution 
g(t,3) for any hop but the first one, is about 0.7% for a two hop scenario, and decreases 
with increasing hop numbers. The induced error is already neglectable for paths with 
three or more hops. Therefore, it is unnecessary to distinguish between the second and 
any further hop. Using the distribution of the third link g(t,3), the special function g(t,i) 
simplifies to a general g(t) for all possible values of i. 

3.4.3 Distribution of path lifetimes for 
arbitrary hop numbers 

After the evaluation of the LLT for a first hop and for any subsequent hop, the following 
theoretical analysis evaluates the distribution of path lifetimes with arbitrary hop lengths. 
As described in [12], the PLT for a path with h hops and h+1 participants is the 
minimum of h LLTs of all individual links, and can be described as 

 tPLT = min(t1, t2, t3,…, th) (30) 

with ti being the LLT of the i’th hop. As all link breaks are independent of each other, 
the distribution for a path with h hops fh(t) is sum of all conditional probabilities 

 ( )
1

1 h

i

P P link i breaks all other links exist
h =

= ∑  (31) 

The distribution function fh(t) depicts the respective distributions of PLT. Therewith, the 
pdf-function for any path with h hops is created when utilizing  
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with F1(t) and G(t) being the complementary cdf-functions of the corresponding LLT 
distributions f1(t) and g(t).  

As described in section 3.4.2, the PLT-function g(t) is used for all links but the first link. 
Figure 29 shows that the probability of large PLTs for paths with more than two hops 
decreases rapidly. The probability of maintaining a single hop path for more than 2 
seconds (with the conditions of R = 1 m and vmax = 1 m/s) is around 25%. However, the 
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probability to reach an equivalent PLT with two hops already decreased to 6 %, whereas 
it drops to only 0.4% with 4 hops.  

3.4.4 Validation of the theoretical assumptions  

This section compares results from the previous theoretical analysis with simulations to 
verify the accuracy of the made assumptions and to show that the introduced 
simplifications are valid.  

The source node creates a path to a destination over h hops. Every downstream node ni 
(0 < i < h+1) is uniformly and randomly placed within node ni-1‘s coverage area, but 
outside of any other upstream node. This consecutively forms a random path from 
source to destination and ensures that the simulation only considers paths, which are 
initially utilizable. This procedure is comparable to a flooding request within real 
networks. A real node forwards a request by sending it to any node within its 
transmission range, while the simulation creates a new node to receive this request. The 
simulation uses the same mobility model and parameters as described in section 3.4.1. 
They have sufficient runtimes and the evaluation includes 106 independent simulation 
runs.  

Figure 29 shows the differences between selected graphs from the theoretical analysis 
and the simulations. Solid lines depict the theoretical analysis, whereas the dotted graphs 
show the corresponding simulative results. The largest difference between simulation 
and theoretical analysis occurs for the two-hop path. This arises from the simplification 
made for the velocity distribution fv(v) in section 3.4.1. While this simplification 
perfectly matches for a single hop path, it does not hold for two or more hops. The 
velocity of a relaying node is certainly equal for the incoming as well as for the outgoing 
link. However, the simplifications do not consider this dependency, and consequently 
assume both hops as independent. However, Figure 29 illustrates that the impact lessens 
with increasing numbers of hops. 
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Figure 29: Comparison between PLT 
distributions for various hops h. Theoretical 

results are depicted as lines while points 
indicate simulation results. 
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Figure 30: Expected PLT times with a 
transmission range R = 100, comparison 
between correct and unrestricted node 

positioning and theoretical analysis. 

As described in section 3.4.2, another simplification contains a small additional error. It 
only considers the restricting node positioning effect caused by the node before the 
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direct neighbor ni-1, and not caused by all previous nodes. This error is not neglectable, 
although it happens seldom. However in the rare cases of its occurrence, it considerably 
reduces the area for the next node’s position. As Figure 29 presents, its disregard slightly 
falsifies the path lifetime distributions. 

For every additional hop the PLT distribution changes and significantly reduces the 
average PLT. Unpredictable node movements within mobile ad hoc networks prevent 
forecasts about path lifetimes of particular paths. The large degree of freedom of node 
movements prevents forecasts of individual PLTs. However, the statistical method gives 
an estimate for PLT in case external informations are unavailable. Especially longer 
paths have unfavorable PLT distributions. The possibility is greater than 50% that 
particular paths do not remain valid as long as the average lifetime  

Figure 30 shows the average PLT times E(tPLT) for various path lengths h. The figure 
contains the theoretical evaluation, simulations with the correct as well as simulations 
with unrestricted node positioning. The expected mean path lifetime E(tPLT) is in 
accordance to   

 ( )( ) f xE x x x
x

∂
= − ⋅ ∂

∂∫  (33) 

with f(x) the complementary cdf function of the PLT distribution. In contrast to previous 
evaluations, the radio transmission range is set to R = 100 m in order to create realistic 
network conditions. The maximal node velocity is kept constant with vmax = 1 m/s.  

Despite the theoretical analysis overestimates the probabilities for a certain PLT and hop 
number, it gives a good estimate for E(tPLT). The introduced error increases with 
increasing hop numbers. With two hops, the divergence is only 3% while it 
overestimated the simulative result by 15% for six hops. However, with six hops, the 
average PLT time already dropped below 40 seconds, with an unfavorable PLT 
distribution. The probability that those paths break within the first 20 seconds is almost 
40%. As a conclusion it can be stated that routes with six or more hops are ineffective. 
The average PLT is too short, and reasonable communication is impossible. Frequent 
route requests or reestablishments would cause network congestion and high packet loss 
rates. 
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Figure 31: Euclidian distance between source and destination for h hops. 
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Completing this section, Figure 31 presents simulation results for the Euclidian distance 
distribution between source and destination for a certain path length. It again assumes a 
radio transmission range of R = 1 m. It illustrates the distributions for the first nine hops 
and compares two different node distributions approaches. The first distribution set 
considers that node positions depend on the position of previous nodes. The second 
function set presents the behavior of the Euclidian distance for an unrestricted node 
positioning. 

As described in section 3.4.2, the distance distribution for single hop paths is equal in 
both cases. Yet it differs for all other path lengths. Assuming an accurate node 
distribution, the Euclidian distance between source and destination is always greater 
than R for paths with more than one hop. At route setup, all relaying nodes, but the first 
one, must be beyond the coverage of the source. When considering an accurate node 
positioning, longer path lengths create larger Euclidian distances. In contrast to that, 
results derived from simulations with an independent node distribution, illustrate that 
positions of destination nodes remain within closer proximity to the source node’s 
position. 

3.4.5 Multipath Connections 

The knowledge about probability distributions of certain path lengths allows the 
calculation of disjoint multipaths distributions as well. As described in section 3.1.1, 
disjoint multipath ad hoc routes do not have any links in common. Therefore, routes fail 
independently and the probability functions of the path lifetime for individual paths do 
not correlate. The combined PLT time is the maximal PLT of all m paths, and therewith  

 tPLT = max(t1, t2, t3,…, tm) (34) 

The function fh1…hm(t) describes the PLT distribution for a multipath system with m 
routes consisting of h1, …, hm individual path lengths. With fhi(t) the PLT function for a 
path with hi hops and Fhi(t) the respective complementary cdf function, fh1…hm(t) is 
calculated as 
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Assuming that all m routes have equal path length h, the calculation in (35) can be 
simplified to  

 ( ) 11( ) 1 1 ( ) ( )m
m h h hf t f t F t

m
−

× = − − ⋅  (36) 

Figure 32 contains PLT distributions for up to five disjoint paths with a path length 
h = 2, while Figure 33 depicts the respective behavior for h = 4. Both figures use the 
parameter set with R = 100 m and vmax = 1 m/s. The pictures depict the possible 
improvement of PLTs for a certain probability P = 50%.  

Obviously, the achievable additional lifetime improvement decreases for increasing 
numbers of paths within a set. The possibility that an additional path remains valid 
longer than all other previous paths becomes more unlikely for larger numbers of paths.  
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Figure 32: Distribution of lifetimes for a 
multipath system with m paths,  

utilizing two hops. 
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Figure 33: Distribution of lifetimes for a 
multipath system with m paths,  

utilizing four hops. 

An evaluation of the expected PLTs for different route lengths and numbers of paths 
reveals that the achievable relative improvement is maximal for a single backup route. 
Within a two hop multipath system, it achieves about 45% longer combined PLTs, while 
it permits almost 60% for a four hop system. The variation of relative improvements for 
varying route lengths is almost insignificant Subsequent paths do not achieve 
comparable improvements. The relative improvement is about 10% for the third path, 
while the fourth and fifth path allow for only 6% and 4% superior results respectively. 
The variations between different path lengths are insignificant. Figure 34 shows the 
behavior of the average PLT for path sets with different route lengths and an assumed 
radio range R = 100 m. Instead of enhancing the overall achievable average PLT with 
additional backup paths, they could as well improve the possibility that at least one path 
within a set is still utilizable after a certain period of time. Therewith, backup routes 
improve networking with respect to certain connection availability requirements. The 
network layer is able to ensure minimum lifetimes for a set of routes with a certain 
probability.  
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Figure 34: Behavior of average PLT for path sets with different individual route lengths. 
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By definition, backup routes are at least as long as their primary paths. However, 
additional backup routes are often longer than any previous route, and therewith their 
individual probability distributions f(t) are more disadvantageous. Consequently, the 
achievable lifetime improvement is not as good as shown in Figure 32 and Figure 33. 
Both cases imply optimal conditions, where backup routes have the same length as the 
primary path. Any additional path improves the PLT, however the necessary effort to 
discover additional backup routes rises as well. Therefore, the optimal number of routes 
is certainly limited. Section 3.5.3 discusses the optimal number of backup routes while 
section 3.6 focuses on the respective route diversity overhead. 

3.5 Simulative evaluation of multi-hop and 
multi-path scenarios 

After the theoretical analysis of link and path lifetimes for SP and disjoint multipath, the 
following section focuses on the performance of the remaining non-disjoint routing 
strategies. However, theoretical analysis attempts are not considered in this work, and 
therefore simulations have been carried out as presented in [19] to evaluate the 
performance of these algorithms in comparison to the previous two strategies. 

As introduced in section 3.1, the following evaluation considers four different types of 
path creation algorithms: the shortest path (SP), disjoint multipaths (DMP), the non-
disjoint multipaths (NDM) and the flooding algorithm (FL). Figure 35 illustrates the 
different discovered paths. 
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Figure 35: Route discoveries for single path, flooding extension, disjoint,  
and non-disjoint multipaths algorithms.  

3.5.1 Modeled routing strategies 

Section 3.1 introduces the behavior of routing strategies in real world environments. 
However, for an also realistic simulative approach, an efficient and accurate modeling of 
the routing strategies is necessary. Therefore, the following section gives a short 
introduction, how the examined strategies are included: 

• Shortest Path (SP): The simulator has an overall network view, and therefore it 
utilizes the Dijkstra [140] algorithm to discover the shortest path between source and 
destination. The Dijkstra shortest path is equal to the path discovered with the 
regular ad hoc flooding algorithm, but requires less computation effort than the 
simulation of an entire flooding mechanism.  

• Flooding (FL): To generate multipath sets, equal to the sets discovered by the 
flooding strategy, the Dijkstra algorithm is unsuitable. It is unable to model the 
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characteristic path trajectories obtained with the RREQ flooding mechanism. In 
order to generate suitable multipaths sets, a detailed implementation of the flooding 
mechanism is necessary. The included extension follows exactly the AODV RREQ 
flooding as proposed in [74]. It uses the same mechanisms and maintains the same 
routing tables. Obviously, this requires much more computational effort than the 
Dijkstra algorithm, but guarantees exact results.  

• Disjoint multipath (DMP): In contrast to the implementation of the flooding 
mechanism, the Dijkstra algorithm together with a connectivity matrix is used as 
basis to model the DMP routing strategy. The virtual connectivity matrix contains all 
links between neighboring nodes. Due to the fact that the simulator has full 
knowledge about the topology, it is able to create the matrix. In order to generate 
multiple node disjoint paths, the DMP model executes the Dijkstra algorithm 
multiple times. The first call of the Dijkstra subroutine again discovers the SP path. 
After each execution, the DMP algorithm removes all utilized links and nodes from 
the previously created connectivity matrix. Therewith, the connectivity matrix forms 
a new virtual network of nodes and links not yet utilized by any previously 
discovered path. The following call of the Dijkstra procedure discovers the SP of the 
remaining virtual network. The DMP algorithm repeats these steps until it has 
discovered the designated number of routes or the source or the destination becomes 
disconnected within the virtually formed connectivity network. 

• Non-disjoint multipath (NDM): The model for the NDM algorithm is a variation of 
the DMP strategy. With the first route discovery call, it again determines the SP. 
However, in contrast to the DMP algorithm, it does not remove all the utilized links 
from the connectivity matrix. The links remain within the matrix but the simulation 
program increases the weights of all utilized links. Therewith, subsequent Dijkstra 
calls inherently try to prevent these links due to their increased costs, while they are 
still able to reuse them. In case yet unutilized links are inappropriate, new routes 
reuse already utilized links again. Therewith, subsequent paths are not necessarily 
node and link disjoint to previous paths. The initial weights of all links are one and 
the additional virtual costs ∆wNDM for all utilized links is constant. In contrast to 
DMP, the source never becomes disconnected form the destination within the created 
virtual network. Therefore, NDM sets always contain the designated number of 
backup paths. 

Obviously, DMP and NDM path sets outperform the SP with respect to path 
availabilities. The DMP and the NDM path sets always contain the SP. As described in 
section 3.1.1, additional backup paths always lengthen the path expiration time in 
comparison to the single path. Therefore, their combined path lifetimes are always 
superior to those of the SP.  

3.5.2 Description of the PLT Simulator  

The PLT-simulator developed at the Lehrstuhl für Kommunikationsnetze is based on the 
Library of Efficient Data Types and Algorithms (LEDA) [141]. LEDA contains the 
necessary data types and procedures, e.g. the Dijkstra algorithm, to perform the required 
evaluations easily. Additionally it provides a graphical interface to visualize the 
discovered paths within arbitrary network topologies. The left picture in Figure 36 
depicts the established paths with the flooding algorithm at startup time, whereas the 
right snapshot shows the discovered path obtained by the DMP strategy. The optimized 
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implementations of algorithms in LEDA allow numerous repetitions with varying 
starting parameters within reasonable time.  

       

Figure 36: Snapshots of the PLT simulator. 
Left: the DMP strategy. Right: the FL algorithm.  

To compare the theoretical results with results obtained from simulations, the simulation 
environment again uses a simplified real world model in terms of the used mobility 
model. The variable parameters are the number of nodes N, the average number of 
neighbors n, the maximal node velocity vmax, and the radio transmission range R. As a 
simplification, the transmission area again forms a perfect disc around each node. 

Neighbors are nodes within the maximal transmission range and therewith capable to 
setup direct node-to-node communication. The definition of the average number of 
neighbors n is shown in Figure 37. It is derived from the overall node density ρ within 
the network. The average number of neighbors n is equivalent to the node density ρ 
multiplied with the covered area of a radio transmission π·R2 and subtracted by one, to 
consider the transmitting node within the covered area. Therewith, the number of 
neighbors is  

 n = ρ·π·R2-1 (37) 

Obviously, the square of the radio range R is proportional to n for large n (R2 ~ n 
for n�1). 

The overall node density ρ is defined as the fraction of the number of nodes N with the 
size of the simulation area a2  

 2 2

1N n
a R

+
ρ = =

π
 (38) 

Assuming N and n as given, the edge length of the simulation area is constant and a is 
computed as  
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Figure 37: Definition of the neighbor node density n. 

As node mobility model, the simulations utilize a simplified random direction (RD) 
mobility model [93]. A random process assigns all nodes an initial position within the 
simulation area, and an initial velocity vector. Node i∈[0..N-1] moves towards direction 
θi∈[0..2π] with speed vi. The velocity is uniformly distributed between 0 and vmax. 
Therewith, the average node velocity vav is vmax/2. After start-up, all nodes immediately 
start moving towards their direction θi with their constant velocity vi. The mobility 
model does not induce nodes to change their velocities. Additionally, nodes do not 
change directions or pause between consecutive movements. Only in case nodes 
approach the borders of the simulation area, the movement algorithm reverses the 
velocity vectors at the perpendicular. This guarantees that the overall node density is 
constant throughout the complete simulation.  

The parameters n and vmax depend on R. The number of link changes (emerging links and 
disconnections) per time interval directly depends on the average time tav a node requires 
to move through another node’s radio coverage. With [142], the average distance Lav of 
two random points on the circumference of a circle with radius R is calculated as  

 Lav = 4·R/π (40) 

With tav = Lav/vav, and tav set constant, R is proportional to vav and therewith proportional 
to vmax as well. As already depicted, the radio range R2 is proportional to n. Hence, the 
neighbor node density as well as the dynamic of a network is changeable without 
modifying the radio range. Consequently, the radio range as additional parameter is 
unnecessary and consequently is kept constant within all evaluations. 

Although the proposed model is very simple, it does not significantly vary from the 
simulation environment of the standard ns-2 networks simulator. An ns-2 simulation 
contains a predefined number of nodes and all nodes have the same radio coverage. 
Commonly, this coverage is a perfect disc around each node. Therewith, link breaks only 
occur when the distance between two nodes exceeds the radio range.  

Nodes move in accordance to the RD model. Therefore, nodes controlled by this model 
pause and turn after consecutive movements to obtain some variations in the network 
topology. However, on a short time scale, the differences to the above described 
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movement model are marginal. As the examined simulation periods are always short, the 
made simplifications are valid. While ns-2 allows in depth evaluations of protocols on 
the network layer or above, the possibility to evaluate the node connectivity is limited. 
Hence, the underlying connectivity models of both simulators do not significantly differ.  

For each simulation run, the simulator creates a new arbitrary network. With the 
knowledge about the initial positions of all nodes and the radio transmission range R, the 
simulator calculates all available links between nodes. Hereafter, it randomly chooses a 
source and a destination node and calculates all routes between both endpoints. The 
characteristic and the number of calculated paths depends on the currently utilized 
routing strategy. The required route setup time is much smaller than the PLT 
(troute-setup � tPLT) and therefore the simulator neglects movements during route creation. 
The term PLT is used for SP as well as for multi paths simulations. Within a multi paths 
set, PLT depicts the failure time of the most durable path, which is not necessarily the 
last path within the multipath set. 

As all calculations use exact node positions and all links are operational, the simulated 
routing scheme always generates the optimal available paths. In order to achieve realistic 
network conditions, the simulator is able to use error prone links. With the error 
threshold elink, a random process decides about link errors, and the simulation removes 
defective links from the network. With a link error probability of 50%, statistically every 
other link shows errors. Therewith, the tested routing strategies do not always discover 
the shortest physically available path and consequently the average number of hops 
between source and destination increases.  

As described, the edge length a of the simulation environment depends on the radio 
range, the average number of neighbors, and the number of nodes. Therewith, the initial 
simulation area varies for different simulation setups. The common parameter set defines 
a network with N = 100 nodes, assumes a radio range of R = 100 m, and a node density n 
of ten neighbors on average. Further on, the maximal node velocity v is 2 m/s and the 
network does not contain defective links (elink = 0). The multipath algorithms try to 
create up to five paths and the NDM paths calculation uses a link-
weight increment ∆wNDM of 0.5 for each utilized path. If not otherwise stated, all 
following simulations use this common parameter set.  

The evaluation of a certain parameter set contains 10000 independent simulations in 
order to allow statistically significant results. Additionally, the 95% confidence intervals 
are computed. However, due to the large number of simulations, the sizes of the 
confidence intervals are neglectable, and therefore the following figures do not contain 
the intervals. 

3.5.3 Evaluations 

The first simulation compares the path calculation algorithms with respect to different 
network sizes. Figure 38 shows the behavior of PLTs for networks with 50 and 500 
nodes. The average path length increases with increasing network sizes, as source and 
destinations are uniformly distributed within the simulation area. Certainly, the PLT 
depends on the path length. If all other simulation parameters are constant, smaller 
networks have more favorable PLT distributions than large networks. It is also evident 
that connections with multiple backup routes allow longer lifetimes in comparison to the 
single path. Obviously, the simulated PLT distributions of the SP and the DMP sets 



64 3   Path Lifetimes in Mobile Ad Hoc Networks 

depict behaviors comparable to those theoretically determined. Only the scaling varies 
due to different assumed radio ranges and maximal node velocities.  

With 50 nodes within the simulation, 30% of all SPs are still valid after 20 seconds and 
at least 50% of the multipath connections. This turns worse for 500 nodes networks. The 
probability of an unbroken SP after the same time (20s) is only 10% and 20% for 
multipaths systems. For all network sizes, the NDM route selection outperforms the 
DMP and the FL selection. For small networks, the FL algorithm significantly 
outperforms the SP, although it never reaches the performance of both other multipath 
algorithms. Within large networks, the improvement in comparison to the SP algorithm 
is not as considerable. As described, FL backup paths often utilize the same first couple 
of links as the primary path. Therefore, link breaks close to the source often destroy 
complete path sets. The relative number of disjoint links within backup paths is 
significantly higher within networks consisting of 50 nodes than within a 500 nodes 
network.  
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Figure 38: Path lifetime distributions for 50 and 500 nodes networks and for  
different routing strategies. 

In order to emphasize this correlation, Figure 39 shows the average path lifetimes for 
varying network sizes. As described, the node density is ten neighbors on average and 
remains constant. Within 50 node networks, NDM increases the average connection 
lifetime by more than 50% compared to SP. With 500 nodes, NDM allows 80% longer 
lifetimes than SP. The improvement of NDM to DMP is always about 8% and 
independent from the network size. Within small networks, the FL algorithm achieves an 
equivalent average PLT as the DMP strategy. However, it fails to achieve comparable 
results for larger networks. Consequently, multipaths algorithms show good results in 
large networks, in which numerous backup routes are available. However in small 
networks the simple flooding protocol already achieves sufficient PLT improvements 
with significantly reduced routing efforts.  

The higher flexibility of the NDM routing strategy allows better performance than the 
DMP algorithm, although routes have links in common and multiple paths can break 
simultaneously. The degrading factor of common links within subsequent paths is 
smaller than the advantage of greater flexibility during route discovery.  

With constant node densities, the diameter of networks increase proportional to N . 
The average length of the shortest path rise with this factor and consequently the average 
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path length of all three multipath strategies rise equivalently. The average path length of 
a multipath set is the arithmetic mean of all individual path lengths at startup. Figure 39 
shows the average path length for different network sizes and for all four routing 
strategies.  
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Figure 39: Average path lifetimes as function of simulation sizes. 

Obviously, SP routes have the shortest paths. The average length of DMP paths is about 
15% greater than NDM or FL routes, whereas NDM and FL require only about 10% 
more hops than the SP. The differences are independent from the network size. The 
greater flexibility of NDM route discovery allows shorter average paths than the DMP 
algorithm. The DMP algorithm mandatory requires disjoint paths and therefore DMP 
backup routes in general are longer than NDM routes. Subsequent paths are significantly 
longer, because the route discovery must circumvent all previously utilized links. As 
shown in section 3.4, longer routes statistically break earlier than routes with fewer hops. 
Therefore, the combination of greater flexibility during path selection together with short 
backup routes allows NDM superior performance. 
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Figure 40: Correlation between network size and average path length. 

Figure 41 shows the behavior of the average path length with respect to PLTs. Within 
this case, the average path length is the average of the individual path lengths of all still 
functional paths at time tPLT. The initial lengths of paths in 500 nodes networks are about 
three times larger than routes in 50 nodes networks. After 40 seconds, the average path 
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length of unbroken routes is almost equal in both networks. Connections with five or 
less participating nodes contain unbroken routes, whereas routes with more hops rapidly 
show errors within all discovered paths. The network acts as “low pass filter” for path 
lengths.  
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Figure 41: Average path lengths as a function of path lifetimes  
for 50 and 500 nodes networks. 

As depicted, connections with more than five hops break within the first 20 seconds (for 
this parameter set). The connection between sources and destinations requiring routes 
with many hops significantly downgrades the overall network performance. The higher 
number of connection reestablishments congests the network and constrains even 
connections with fewer hops. A possible solution can be the usage of a time-to-live 
(TTL) function within route request packets would limit the maximal route length. It 
excludes connections requiring longer routes. As a consequence, it avoids these network 
performance degrading effects.  
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Figure 42: Average path lifetimes with respect to maximal node velocities.  

As depicted by Figure 42, the expected PLT decreases with increasing maximal node 
velocities. The necessary movement period for a certain distance decreases inversely 
proportional to v, and therefore the average PLT decreases with the same relation. The 
probability that backup routes still exist, in case primary routes show permanent errors is 
higher in low mobility networks than within highly dynamic environments. Therefore, 
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the performance benefit of backup routes is greater under low mobility conditions. In 
this case, the usage of the NDM route discovery improves the path lifetime by 80%. 
Within highly dynamic environments, the improvement drops to 50%. The benefit of 
NDM in comparison to DMP is about 8%, again more favoring low mobility scenarios. 
Additionally, the FL algorithm performs almost as good as the DMP strategy. 

Figure 43 clarifies the benefit of multiple backup routes. With up to two backup routes 
(three paths) and a node density of ten neighbors on average, the DMP algorithm is as 
good as the NDM strategy. The requirement of disjoint links does not avoid the 
discovery of short, favorable paths. With lower node densities or more routes, NDM 
again shows better results than DMP. In these cases, the DMP algorithm is unable to 
create routes with short path lengths or even does not find enough disjoint backup routes 
at all. The FL algorithm always performs about 5-10% worse than DMP. Even so it does 
not use any kind of multipath routing strategy the average PLT improvements are 
significant.  

With a node density of ten neighbors, the DMP algorithm is able to calculate only four 
disjoint paths on average. Therefore, the expected PLT does not increase further with 
more than four requested paths within a multipath set. With a reduced node density of 
only five neighbors, DMP just discovers two routes. Only with 20 or more neighbors, it 
is able to calculate five disjoint paths. The NDM algorithm is more flexible within all 
kinds of network environments. It allows the creation of numerous backup routes. Figure 
43 depicts that all backup routes improve the average PLTs of NDM, although the 
improvement rate decreases with an increasing number of backup routes.  
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Figure 43: Average path lifetimes as a function of number of simultaneous paths. 

Figure 44 shows the PLTs as well as the average path length with respect to the node 
density. As described, with only few neighbors, the path setup is difficult. Even the 
NDM algorithm is unable to create the necessary number of different non-disjoint 
backup routes. With three neighbors, the mean PLT is higher than within networks with 
five neighbors. Although this reduction seems unexpected, the sparse node distribution 
limits the path length. The network environment only allows the discovery of short 
routes with only few hops. Networks are often disconnected, and therefore favor 
connections with few hops. Consequently, the majority of found routes is short and quite 
durable. The short average path length emphasizes this behavior. The average path 
length is lower with three neighbors than with five neighbors. However, the average 
paths lengths would decrease with further decreasing node densities. Within very sparse 
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networks, the SP is the most useful path calculation algorithm, as other strategies are 
unable to setup valuable backup paths.  

With five neighbors, the network discovers longer routes and consequently the overall 
average PLT decreases. The average path length is about seven hops for all three 
multipaths routing algorithms. Higher node densities lead to a probability of almost zero 
that disconnected networks occur and the average path lengths decreases rapidly. 

Between five and ten neighbors, the achievable improvement of NDM in comparison to 
the DMP algorithm is most significant. With respect to the belonging SP, NDM 
increases the average path length only by about 20%, whereas it improves the mean PLT 
by at least 50%. Further on, the NDM algorithm improves the PLT by 15% in 
comparison to both other multipath protocols. This additional achievable PLT 
improvement is maximized for networks with five neighbors, whereas ten neighbors 
enables the algorithm to setup numerous additional paths with almost optimal path 
lengths.  

With further increasing node densities, networks allow numerous and short disjoint multi 
paths and the benefit of non-disjoint paths are neglectable. Therefore, with more than 20 
neighbors on average, DMP path calculation is equivalent to the NDM algorithm with 
respect to the average PLT. As the simulations suggest, the DMP is the optimal path 
calculation algorithm in crowded networks. 
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Figure 44: Expected PLT and average path length as a function of node densities. 

The expected PLTs for varying link error probabilities are presented in Figure 45. For 
low link error probabilities (up to 20%), the PLTs do not degrade. Only with even higher 
error rates, the PLTs of multipath algorithms shorten slightly, whereas the SP route 
discoveries are not affected from these errors. The DMP lifetimes degrade significantly 
but only by about 17% with a 50% link error probability. While NDM outperforms DMP 
by 9% for error free scenarios, it even shows 14% improved PLTs within highly error 
prone scenarios. With fewer available links, the more flexible NDM algorithm is able to 
create a sufficient number of backup paths with reasonable hop lengths. DMP must use 
long path or even does not detect enough backup routes and therewith its PLTs degrade 
faster with increasing link error probabilities. The flooding algorithm is able to cope 
with all kinds of error probabilities and its average PLT is almost constant.  

With increasing link error probabilities, the path lengths of NDM increase faster than the 
lengths of DMP paths. Without errors, NDM connections have 20% shorter paths than 
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DMP, whereas this advantage drops to only 8% with every other link broken. This is 
unexpected, as the inflexible DMP algorithm should calculate much longer backup 
routes within error prone scenarios than the NDM algorithm. The DMP algorithm often 
does not even find a single backup route. This in turn is the reason for the slow rising 
path length average. The average path length of DMP with only a single path is always 
the optimal/shortest path. However, this does not benefit the PLT. In contrast to DMP, 
the NDM algorithm finds multiple backup routes. They are certainly longer than the 
primary path and increase the average path length, but improve the PLT as well.  
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Figure 45: Average path lifetime for varying 
link error probabilities. 
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Figure 46: Inaccessible destinations as a 
function of link error probabilities. 

The average number of neighbors is an important parameter for reasonable ad hoc 
networking. Figure 46 shows the probability Pdc that arbitrary sources and destination 
are disconnected for various node densities and link error probabilities. This probability 
is closely related to the network connectivity described in [143]. The network 
connectivity depicts the theoretical probability that parts of a network become separated. 
The probability that a network is disconnected is higher than the probability that any two 
nodes are unable to discover a path between each other, because even if the network is 
disconnected, both nodes can still be within the same part of the network. Therefore, 
from a user’s point of view, only the probability that his node becomes disconnected 
from its destination is of importance.  

With only five neighbors, 20% of all requested connections are impossible due to 
partitioned networks. With ten or more neighbors on average, networks are usually fully 
connected. With five neighbors, the number of impossible paths rises from 20% without 
link errors to almost 70% for 50% link error probability. With ten neighbors, the number 
of disconnected node pairs increases from zero to only 8% with every other link broken 
(Figure 46). For denser node distributions (more than 20 neighbors on average), the link 
error probability has no impact on the number of inaccessible destinations. 

An average of only three neighbors already results in 70% of all destinations 
inaccessible. In case of coincidental link errors, the network is not functional anymore. 
Networks with node distributions smaller than five neighbors are unsuitable for 
reasonable ad hoc networking. On the other side, with high node densities, the 
possibility of undisturbed communication between adjacent nodes decreases rapidly. 
Nodes often block transmissions of neighboring nodes and the overall performance of 
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the network decreases again. Therefore, a node density of ten neighbors is a good trade 
off between both contrary requirements. 

For all analyzed simulation setups and with assumed transmission ranges of 100 m, 
PLTs last usually much shorter than 100 seconds. Paths with many hops break even 
more premature. As only short paths allow reasonable PLTs, the usage of TTL 
extensions is proposed, in order to limit the maximal path length. This certainly limits 
the usability of MANETs. However, the unrestricted route setup with distant nodes 
increase the combined routing overhead while it does not increase the overall network 
performance. As described, DMP shows best results with up to four consecutive paths, 
whereas NDM slightly increases the PLTs with each new path. However, the achievable 
improvement decreases with every additional path. 

For varying network conditions, different routing algorithms are most suitable. In very 
dense networks, the DMP algorithm outperforms NDM, as numerous disjoint paths 
exist. In networks with sparse node distribution, the SP is the best alternative. It simply 
discovers a single path and performs almost as good as the other algorithms. Under these 
conditions, all multipath strategies fail to discover reasonable backup paths to improve 
the average PLT.    

In all other cases, the NDM algorithm shows better results, due to its greater flexibility. 
It improves results with respect to PLTs and average path length. Especially the reduced 
average path lengths also decrease the energy consumption for data packet 
transmissions. It also copes better with error prone networks, as it is able to reuse certain 
important links, rather than avoiding these links, as the DMP routing strategy demands. 
NDM is equivalent to the DMP within dense networks and equivalent to the SP in sparse 
networks. Hence it shows best results within all kinds of network environments. The 
flooding algorithm significantly outperforms the SP, while it never reaches the 
performance of the DMP strategy. Even so, as it does not cause any additional routing 
overhead, it is a good alternative within congested networks.  

3.6 Routing overhead analysis 

In order to allow estimations about the necessary route diversity overhead, the following 
section briefly describes and evaluates the caused overhead for a complete route request 
(RREQ), route reply (RREP) and route error (RERR) cycle. The analysis considers 
packet and byte overheads as well. The packet overhead OP takes into account all 
packets solely bound for routing issues. Data packets with additional routing information 
are not considered as packet overhead. Whereas the byte overhead OB adds up all 
message sizes of routing packets plus the additional routing information within data 
packets.  

As additional packets cause much more overhead on the physical and medium access 
layer than piggybacked information in existing packets, the packet overhead OP affects 
the overall network performance more significantly. In contrast to that, the byte 
overhead depicts the overall complexity of a routing protocol. Therewith, small OP 
values are an indicator for the ability of a routing protocol to scale well with increasing 
network sizes while small OB values show the capability of the algorithm to minimize 
the necessary transferred information between all involved nodes on a route.  
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The evaluation simplifies the routing behavior, to reduce the complexity of the 
theoretical overhead analysis. The network is always connected, and therewith at least 
one route exists between source and destination. Additionally the theoretical analysis 
omits the case that paths break during route setups. RREPs always contain valid routes 
back to the source and they are theoretically able to reach the source.  

In order to keep the number of variables within the calculations transparent, a reduction 
to essential network parameters is necessary. Common ad hoc networks can be 
differentiated using two major network inherent parameters, their size, and their average 
neighbor node density, which is equivalent to the average node connectivity. Therefore, 
the considerations are based on these two parameters. 

Although, the comparison includes different routing algorithms and extensions, the main 
function blocks (RREQ–RREP–RERR) of all proposed routing algorithms are 
comparable. Therefore, the theoretical analysis basically utilizes the packet structures of 
AODV as described in the IETF RFC 3561 [74]. 

Table 5: Necessary parameters for the theoretical overhead analysis. 

Name Description 
OP Packet Overhead 
OB Byte Overhead 
OSR Source routing overhead 

SRREQ Size of route request packet 
SRREP Size of route reply packet 
SRERR Size of route error packet 

N number of nodes within the network 
n average number of neighbors per node 
M number of discovered multipaths 
m number of used multipaths 
hi hop length of path i 
τ Number of data packets over a set of path 
∆S Size of additional information, like node ID or hop number 
η Proportional number of forward ratio for all route discovery error packets 
F Number of forwardings during a route request ring search cycle 

 

Additionally, the evaluation considers the expanding ring search mechanism as 
advanced route request mechanisms within the evaluations. This algorithm does not 
perform a full network wide search for the destination node in the first place. However, 
it starts with e.g. a hop maximal of four hops. Each forwarding node decrements the 
time-to-live field (TTL) within the route request. In case the TTL field reaches zero, the 
node discards the packet. If the destination is not within the four hop radius, the source 
initiates a new search with a larger hop limit. Only as final option, it launches a network 
wide route request. In case the source node previously was connected to the destination 
and thus knew the hop distance, it can reinitiate a route search with a hop limit slightly 
greater than the original hop distance. The possibility is high that the destination has not 
moved outside this radius. This significantly reduces the number of necessary 
forwardings F during a route request. However, the route request overhead still depends 
on the number of nodes within the network, as the average route length depends on the 
network size. 



72 3   Path Lifetimes in Mobile Ad Hoc Networks 

Table 5 presents the parameters necessary to describe the different overhead calculations 
for all examined ad hoc routing algorithms. 

To simplify the formulas for multipath algorithms, the average path length ψh  for a 
number of paths ψ in a set is introduced as  

 1( ) i
i

h h h
ψ

ψ = ψ =
ψ ∑  (41) 

3.6.1 Theoretical routing protocol overhead 

The following subsections explain the calculation of the respective overheads and show 
the particular formulas. 

AODV 

A full cycle of AODV messages contains the flooding, the route reply, the data packets, 
and the route error message. The packet overhead for a cycle thus includes all RREQ 
messages, the RREP, and the route error message.  

As described above, the route discovery utilizes the ring search mechanism and the 
combined number of RREQ packets is F. Obviously, the average number of necessary 
hops to return the RREP to the source is equal to the average path length h  between 
arbitrary nodes in the network. In addition, the average distance between a broken link 
and a source is half of the complete path length. Therewith, the RERR error message 
causes only half of the packet overhead compared to the route reply. The byte overhead 
OB contains the same packets as the packet overhead OP, multiplied with the size of the 
routing packet. AODV data packets do not contain additional routing information and 
therewith do not increase the overhead. Following the AODV RFC, a route request 
requires 24 Bytes, a route reply contains 20 Bytes and the size of a route error message 
SRERR is 12 Bytes.  

 ,
1
2P AODVO F h h= + + ⋅  (42) 

 , 2B AODV RREQ RREP RERR
hO F S h S S= ⋅ + ⋅ + ⋅  (43) 

AODV Flooding Extension 

The packet and byte overhead of the AODV flooding extension contains the same basic 
parts as the original AODV overhead calculation. However, as the AODV extension 
utilizes each additional path, the number of discovered paths M is equivalent to the 
number of used paths m (M = m). Therewith, M is the basic path set for the overhead 
calculation. It solely depends on the number of received RREQ packets. 

 , 2
M M

P AODV FL
MO F M h h− = + ⋅ + ⋅  (44) 

 , 2
M M

B AODV FL RREQ RREP RERR
MO F S S M h S h− = ⋅ + ⋅ ⋅ + ⋅ ⋅  (45) 
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DSR Flooding Extension 

The overhead calculation for the flooding extension of DSR is more complex. DSR only 
utilizes a subset of originally discovered paths and therewith both numbers M and m are 
not the same. While the route reply overhead depends on M, the route error overhead 
depends only on the number of used paths m with M ≥ m. The number of discovered 
paths M again depends solely on the number of received RREQ packets. Additionally, 
the byte overhead for the DSR protocol must consider the source route overhead. As 
described, the ring search prevents network wide searches for destinations. Therewith, 
only the necessary numbers of RREQ forwardings F cause additional source routing 
overhead. Each node adds its own node address to the source route, and the path length 
increases by one for each additional hop. The combined additional byte overhead for the 
source route during the complete RREQ ring search cycle is OSR, which is a function of 
the average RREQ hop length h  and the structure of the search tree. A large fraction of 
the additional routing information is occupied by IP addresses. Therefore, the size of the 
additional information field ∆S is adjusted to the size of IP addresses. Consequently, ∆S 
encloses 32 Bit or 4 Byte respectively. Beside the regular routing information, DSR 
RREP packets include the source route twice, once as routing information back to the 
source, and for the second time within the payload field. In contrast to the RREQ, the 
routing information within these packets has a constant size. The route error packets 
generally have only 50% the length of the original source routes, and therewith add only 
half to the overhead calculation. All data packets contain source routes as well. The 
additional byte overhead ∆S is multiplied with the average number of data packets τ per 
set of routes times the square of the average path length of all used paths. The first 
multiplication in (47) is for the additional size of each individual packet, while the 
second multiplication is to represent the necessary number of hops between source and 
destination. 

 , 2
M m

P DSR FL
mO F M h h− = + ⋅ + ⋅  (46) 
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 (47) 

Disjoint Multipath AODV 

The packet overhead calculation for AODVM includes the same fundamental parts as 
the legacy AODV, and additionally the new component η·M· Mh . This component 
models the additionally introduced packet overhead for route discovery errors. The 
variable η is the proportional RDER packet forward ratio. It depicts the proportional 
number of forwarded RDER packets traversing through the network during a complete 
routing cycle. It is the multiplication of the proportional number of hops an RDER 
traverses through the network ηL and the average number of unsuccessful route setup 
attempts ηM. Both values are defined as 0 < ηM, ηL < 1. The overall number of necessary 
forwardings of these packets clearly depends on the average route length Mh  and the 
number of discovered paths M. Since route confirmation information are piggybacked on 
data packets, they do not influence the packet overhead. Therefore, the packet overhead 
is calculated as 
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 , 2
M M M

P AODVM
MO F M h M h h= + ⋅ + η⋅ ⋅ + ⋅  (48) 

The first data packet traversing a newly discovered path contains piggybacked 
confirmation information. The part SRRCM·M· ML  within (49) models this additional byte 
overhead. The authors of the AODVM protocol do not specify the size of the RRCM 
information, but their description in [116] implies that the RRCM packet size contains 
4 Byte of overhead. Following previous overhead calculations, the byte overhead for 
RDER packets is computed as number of routing packets multiplied with the size of a 
single RDER packet (SRDER·η·M· Mh ). Again, the protocol description does not contain 
any exact values for the RDER packet size but the explanation implies 16 Byte of extra 
overhead.  

 , 2
η

M M
B AODVM RREQ RREP RERR

M M
RDER RRCM

MO F S S M h S h

S M h S M h

= ⋅ + ⋅ ⋅ + ⋅ ⋅

+ ⋅ ⋅ ⋅ + ⋅ ⋅
 (49) 

Non-Disjoint Multipath AODV 

Following the previous calculations of AODV overheads, the non-disjoint extension of 
AODV requires the following packet and byte overheads to maintain the network. 

 , 2
M M

P AODV NDM
MO F M L h− = + ⋅ + ⋅  (50) 

 , 2
M M

B AODV NDM RREQ RREP RERR
MO F S S M h S h− = ⋅ + ⋅ ⋅ + ⋅ ⋅  (51) 

As shown in the description of the routing algorithms in section 3.1.2, AODV-FL and 
AODV-NDM require equal routing information to maintain the network. Additionally, 
both protocols must consecutively utilize all M available paths. They are unable to detect 
prematurely broken routes. Therefore, they forward equal routing information and 
consequently cause the same amount of packet and byte overhead. 

3.6.2 Simplifications 

In order to verify the following assumptions and simplifications, simulations should 
validate the theoretical analysis. The simulation environment is simplified to allow 
sufficient repetitions and to receive statistical reasonable results. It contains N randomly 
placed nodes. The program chooses a random source and calculates the shortest path to 
each node. It utilizes a simplified route-request mechanism to discover each route. The 
source emits a request token with a certain time stamp. Each node within transmission 
range receives it and adds its own supplementary period at which it will forward the 
token again. The supplementary period is a uniformly distributed random number 
between 0.99 and 1.01. This emulates the internal processing time within each network 
node. The chosen range of the delay period prevents that the program discovers paths 
between source and destinations with more hops than the shortest path.  

As with regular RREQ packets, nodes forward these tokens only once, and discard any 
subsequent received packets. After each node received the token, the program evaluates 
the average hop distance, the necessary RREQ overhead and the tree depth with respect 
to the neighbor density and the number of nodes within the network. It evaluates the 
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average Euclidian distance between the source and any destination for various node 
densities as well. To prevent border effects, the simulation considers only those paths 
with nine or less hops within networks with 900 or more nodes. For each individual set 
of node numbers and densities, the evaluation contains 5000 independent simulations. 
Therewith, the sizes of the 95% confidence intervals are always below 0.1% of the 
respective absolute value and therewith neglectable.  

The average shortest path length 

Obviously, the length h of the shortest path is equivalent to the average route length h  
within a random network. The average route length of all discovered paths Mh  within a 
set of routes is in general larger than the length of the utilized multipaths mh . The used 
paths are mostly the shorter paths, while the discovered paths contain unused paths as 
well, and therefore these paths tend to be longer. Nevertheless, it is assumed that both 
path sets have equal average route length. The same relationship is present for the 
average multipath length and the length of the shortest path. The shortest path is by 
definition the path with the fewest hops. Therefore, any set of multipaths must utilize 
more forwarding nodes between source and destination on average. However, in case the 
number of multipaths within a set is small, the difference between the average path 
length of the shortest path and those within the multipath set is small. Therefore, we can 
assume with minor simplifications that   

 M mh h h h≈ ≈ ≈  (52) 

The probability density function (pdf) fs(s) of the Euclidian distance s between two 
random points on a square plane of size A = a×a is 
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  (53) 

The complete description is in [144] and in [145]. Further on, the average distance E(fs) 
between two points on a square of size A = a×a is 

 ( )( ) 1( ) 2 2 5ln 1 2 0.5214
15 2s
aE f a a= + + + ≈ ⋅ ≈  (54) 

Consequently, E(fs) depicts the average distance between any two nodes within the 
simulation field. With (38), the size of the simulation square a2 can be substituted with 
the number of nodes N within the network divided by the node density ρ (a2 = N/ρ) . 
Therewith, the average Euclidian distance d(N, ρ) solely depends on N and ρ. In case, ρ 
is sufficiently large, the network is dense enough to approximate the ad hoc shortest path 
between two nodes with the distance d(N, ρ). Therewith, d(N, ρ) is equivalent to the 
average path length h  multiplied with the average neighbor distance D  

 1( , )
2

NE N D hρ = ⋅ =
ρ

 (55) 

To further simplify (55), the average neighbor distance D is necessary. The pdf-function 
for the radial neighbor location probability is f(d) = 2·d/R with the distance d∈[0,R] and 
R describing the maximal radio transmission range of each node. The average distance D 
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between two adjacent neighbors within a uniformly distributed network is the expected 
value E(d). Solving the integral in (56), the result for the average normalized distance D 
is 2/3·R.  

 2
2

0 0

1 1 2( ) ( ) 2
3

R R

d d

D E d d f d d d d R
R R= =

= = ⋅ ∂ = ⋅ ∂ =∫ ∫  (56) 

However, this result is only valid for a single hop communication. The Euclidian 
distance DE for a path with more than one hop does not follow the simple rule 
DE = 2/3·h·R, with h describing the number of hops within the route. As known from 
previous sections, DE additionally depends on the node positions of all previous relays 
and on the neighbor node density.  
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Figure 47: Average hop distance for various node densities. 

As described, simulations determine the average distance between nodes for various 
numbers of hops and neighbor densities. Figure 47 shows these results. As expected, the 
first hop distance is 2/3. For all subsequent hops, the average distance varies with the 
node density. Increasing node densities lead to larger distances for each hop as well. The 
majority of neighbors causes forwarding nodes to be more far away from the sender 
during the route request flooding process. As nodes forward flooding messages only 
once, shortest paths tend to cover long distances between adjacent nodes. Within very 
dense networks, neighboring nodes must be close to the maximal transmission range, 
otherwise it is very likely that they have already received the flooding message. This 
correlation shows the graph in Figure 47. However, although the simulation considered a 
wide range of node densities, the absolute differences in Euclidian distances between 
different node densities are very small. Consequently, it is acceptable to use the results 
from (56) as a first approximation. Therefore, the average Euclidian distance can be 
approximated as  

 2
3

D R=  (57) 

for all network sizes and reasonable node densities. With d(N, ρ) from (55), the average 
hop distance h  between two terminals is 

 ( , ) 3
4

E N Nh
D R

ρ
= =

⋅ ρ
 (58) 
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To further simplify (58) the definition of the average number of neighbors replaces the 
node density ρ. Consequently, ρ in (58) is substituted with (n+1)/(π·R2) . The formula in 
(59) depicts the average number of hops between any source and destination node within 
an ad hoc network with given number of nodes and known neighbor density 

 3 π
4 1

Nh
n

⋅
=

+
  (59) 

The necessary condition is that the node density is large enough so that a straight line 
(Euclidian distance) approximately matches the route of the shortest path. To fulfill this 
requirement, the number of neighbors must be greater than five.  

The left graph in Figure 48 shows the theoretical results, the right depicts results 
obtained from simulations. Obviously, the theoretical results match the simulations very 
well. Due to the simplification with the average Euclidian hop distances, the theoretical 
analysis underestimates the average path length for small node densities, while it 
overestimates the route length in dense environments. Therefore, the introduced 
theoretical forecast of average route lengths within a broad range of network 
environments is utilizable for the following theoretical overhead analysis.  

 

 

  

Figure 48: Average hop length h  between source and destination for  
various network environments. Left: theory. Right: simulation.  

The route request ring search overhead 

The expanding ring search mechanism decreases the overall routing overhead during a 
route request. In order to determine the remaining overhead of the ring search instead of 
a full network wide search, a new approach is necessary. To keep the complexity of the 
deviation moderate, only a single ring search request is modeled. The average route 
length h  determines the limit for the request as well. The number of necessary packet 
forwardings for a ring search is determined by F.  
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The sources of RREQ messages are the roots of virtual trees. All, but the destinations 
forward the requests exactly once. Hence, all nodes receive the RREQ messages, except 
those nodes solely accessible via a path through the destination. Additionally, nodes 
within close proximity to the destination may receive the RREQ over a path omitting the 
destination, although the shortest path would utilize the destination as relay. Therefore, 
virtual RREQ trees do not always represent the shortest path between sources and each 
other node within networks. Nevertheless, for simplification, it is assumed that each 
node receives the flooding message over the shortest possible path. Figure 49 depicts 
such a tree. Therewith, the average number of RREQ forwardings depends on the 
created tree structure during the route search and on the average route length h . 
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Legend:
n: number of neighbors
R: transmission range
A: covered area for next broadcast
D: distance between adjacent neighbors
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Figure 49: Generated tree structure of 
RREQ message. 

Figure 50: Coverage area for a  
RREQ forwarding. 

As described, the first RREQ broadcast from the source towards its neighbors reaches 
about n nodes in general. Each subsequent broadcast does not reach a comparable 
number of new neighbors. Some nodes already received the message via a different path. 
Figure 50 highlights this relationship. In case nodes are uniformly distributed within the 
network, the number of undiscovered neighbors and the yet uncovered area of the RREQ 
broadcasts correlate.  

With the above made assumptions, the RREQ tree is symmetric for all levels but the first 
two levels. Obviously, the first level contains only the source node, and the number of 
branches for level 2 depends solely on the number of neighbors n. For succeeding levels 
l, the number of nodes b(l) within each level depends on the size of the covered area A 
and the number of neighbors. It is assumed that within all levels equal or greater than 
three, one third of the available nodes do not reach successors with their RREQ 
broadcasts. Consequently they are leafs within the tree. Following the approximation in 
(57), nodes have an invariant distance from their predecessors. The average distance is 
two thirds of the radio transmission range R. Consequently, A(l) is an annulus with a 
width of 2/3·R. The outer radius is  

 2( ) 1 ( 2)
3outR l R l = + − 

 
   for l ≥ 3 (60) 
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while the inner radius is  

 2( ) 1 ( 3)
3inR l R l = + − 

 
 for l ≥ 3 (61) 

Therewith, the size is  
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Utilizing (62) we can compute the number of nodes b(l) within each level of the routing 
tree. It depends on A(l) and on the average node density. As described, within the first 
and second level, all nodes are forwarding nodes. For all subsequent tree levels, two 
thirds of the nodes are forwarding nodes (non-leaf nodes), with  
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  (63) 

 

While the remaining one third of the nodes within each level are leaf nodes, and 
consequently bleaf is defined as  

 bleaf(l) = 8/27·n·(l-1)   for l ≥ 3 (64) 

The tree depth is the average route length h  and consequently F is determined as 
follows 
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Solving (65), F can be simplified to   

 ( )2161 5 2
54

F n n h h= + + ⋅ − ⋅ −  (66) 

with h  from (59). Again assuming N � n, F can be simplified to  

 1 2
6 9

F N n N= π ⋅ − π ⋅ ⋅  (67) 

Therewith, F is still proportional to N, while the ring search reduces the overhead by 
about 70% compared to a full network wide search with N necessary RREQ forwards. In 
order to verify the RREQ tree model, simulations determine the average tree depth of 
arbitrary networks. To compare these results with the theoretical analysis, the maximal 
number of tree levels is necessary. Therefore, all nodes within the network receive the 
broadcast messages, and consequently the number of messages is constant N. With ε the 
maximal number of tree levels, N is  
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With the help of the finite geometric series 
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ε is calculated to 
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n
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The second theoretical solution of the parabolic equation always has negative results, 
and therewith is invalid. The tree depth Nh  is equivalent to the average number of hops 
to all leaf nodes within the RREQ flooding tree. Therewith, the average tree depth is the 
sum of the path length to all leaf nodes bleaf(l) divided by the number of leaf nodes 
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with bleaf(l) from (64) and ε from (70).  

It is possible to simplify (71), for network environments satisfying the requirement that 
the number of nodes N is much greater than the neighbor node density n (N � n). 

Therewith, the average tree depth Nh  is 

 3 2
2

N Nh
n

≈ +  for N�n (72) 

  

Figure 51: Average depth of an RREQ flooding tree for varying node densities n and 
network sizes N. left: theory, right: simulation. 

The graphs in Figure 51 show the theoretical outcome from (72) and the simulation 
results. The results consider a different aspect of the network than those in Figure 48. 
They solely depict the average route length to all leaf nodes within the network, and not 
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the paths to all nodes. For large N, the average tree depths is proportional to the square 
root of network nodes ( Nh N∼ ), while it is inversely proportional to the square root of 
neighbor nodes. Although, the proposed model is simple, it meets the expectations. The 
simulative obtained results and the theoretical results match well. This proofs the 
validity of the simplified ring search model as well.  

The source routing overhead 

The additional overhead OSR for source routing based requests depends on the depth of 
the request tree and the branching of the tree b(l). The tree level l depicts the size of the 
source route within each RREQ packet, and the branch size b(l) represent the number of 
forwarded messages within this tree level.  
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Rewriting the above equation leads to 
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containing an altered finite geometric sum. With the help of a combination of two 
geometric series, 
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and a substitution of the sum in (74) to fit the series in (75), the equation (76) with h  
from (59) can be computed. 

 ( )311 66 16 16
81SRO n h h= + ⋅ − ⋅ + ⋅   (76) 

Figure 52 shows the results of the source routing overhead for different network 
conditions. As expected, the overhead depends heavily on the depth of the flooding tree. 
The overhead rises with increasing number of nodes, although it does not follow the 

N  proportionality of the tree depth, but is proportional to N N⋅  for large N.   

For network sizes much greater than the average node density, the simplified overhead 
formula is 

 3

12SR
N NO

n
= ⋅ π  for N � n (77) 

Therewith, the number of nodes within the network has a much greater influence on the 
overhead than the node density. For small networks, the overhead is neglectable, as only 
few packets traverse the network, and the size of the source route within each packet is 
short. Obviously, for large networks, the utilization of source routing algorithms 
accompanies with a severe disadvantage in routing overheard compared to protocols 
based on link-state routing.  
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Figure 52: Theoretical analysis of the source routing overhead for an  
RREQ ring search flooding for various network configurations. 

To consider the additional source routing overhead introduced by data packets, the 
average number of packets for a set of paths is necessary. The evaluation assumes a data 
rate of 100 kBit/s and a data packet payload size of 512 Bytes. This leads to 25 packets 
per second on average. From the previous section, the average path lifetimes for 
different network conditions is known. The path lifetimes depend on the route length and 
therewith is a function of the number of nodes and the node density Therefore, a 
combined path lifetime of 50 seconds for a complete set of routes is considered. 
Consequently, the average number of packets per path set is 1250 (τ = 1250).  

3.6.3 Overhead results 

The following packet overhead considerations are based on the description of packet 
sizes and structures within the AODV RFC 3561 [74]. Table 6 contains all necessary 
values to accomplish the estimation. Additional overhead introduced by other routing 
algorithms is directly considered within the respective calculations.  

Table 6: Overhead relevant parameters for AODV and multipath routing packets. 

Type Value Description 
SRREQ 24 Byte Size of route request packet 
SRREP 20 Byte Size of route reply packet  
SRERR 12 Byte Size of route error packet 
SRDER 16 Byte Size of route discovery error packet 
SRRCM 4 Byte Size of route confirmation message 
∆S 4 Byte Additional overhead 
η 0.2 Proportional RDER packet forward ratio  
τ 1250 Number of data packets over a set of path 
M 3 Number of discovered multipaths 
m 2.5 Number of used multipaths 

 



3.6   Routing overhead analysis 83 

  

Simulations in the previous section show additional backup paths improve the overall 
PLT. However, the extent of improvements from utilizing four or five paths instead of 
three paths is not significant. Therefore, the number of discovered multipaths M is 
limited to three. As described in 3.6.1, some algorithms are able to detect already broken 
back-up routes and remove them from their list of available paths. Therewith, they 
employ only a subset of these M paths. In order to regard this behavior within the 
following analysis, the number of used path m is set to 2.5.  

The inventors of AODVM do not provide simulation results for the frequency of 
unsuccessful establishments of backup routes. Therewith, the number of emitted RDER 
packets and the average hop distance between the emitting node and the destination 
remains unknown. For the following consideration, it is assumed that 40% of all routes 
show errors during setup and require the emission of RDER packets. Additionally it can 
be estimated that each individual RDER packet requires half the hops of the average 
path length to return to the destination. Therewith, the evaluation utilizes ηM with 0.4 
and ηL with 0.5. The multiplication of both parameters leads to a value of 0.2 for the 
proportional RDER packet forward ratio η.  

All following overhead considerations illustrate the byte and packet overheads caused by 
a single route request-reply-error cycle with respect to different network sizes and node 
densities. As described, the algorithms AODV-FL and AODV-NDM cause equal 
overheads. Without the loss of generality, all figures depict only the AODV-NDM 
graphs, but results are valid for AODV-FL as well.  

Figure 53 depicts the packet overhead for all examined routing protocols under various 
network conditions. The left figure depicts the overhead for different network sizes and a 
constant network density of ten neighbors on average. Obviously, the overhead heavily 
depends on the network size. The initial route request ring search causes most of this 
routing overhead. Due to the fact that the number of routing packet forwardings F is 
proportional to N, the packet overhead rises at least proportional to N as well. As 
expected, AODV requires the least number of routing packets under all kinds of network 
conditions. It requires about 9% less packets than the other protocols considered in this 
work. AODVM requires slightly more packets, but the difference to the other two 
remaining algorithms is insignificant.  
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Figure 53: Left: Packet overhead for varying network sizes with ten neighbors on average. 
Right: packet overhead for varying node densities with a network size of 200 nodes. 
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The right picture of Figure 53 shows the results for a constant network size of 200 nodes 
and varying node densities. It depicts that the packet overhead does not significantly 
change with increasing node densities. The overhead of AODV remains almost constant 
for all kinds of network densities, while the overhead of the other four algorithms 
decrease with an increasing number of neighbors. The overhead reduction of AODV is 
in the range of 7% to 20% compared to the other algorithms. Additionally, the worse 
performance of AODVM is more obvious than in the left picture. Its RDER and RRCM 
messages require about 3% more packets than AODV-NDM and DSR-FL. However, the 
overhead difference between AODV-NDM and DSR-FL is irrelevant. 

Figure 54 presents the byte overhead for the same network conditions as in the previous 
figure. The left side again depicts the overhead for increasing network sizes. Obviously, 
the overhead rises again almost proportional to the number of nodes within the network. 
In contrast to the packet overhead consideration, the flooding extension of DSR 
performs significantly worse than the other protocols. Its overhead increases with a 
factor of three, compared to all other algorithms. Because of the source routing 
approach, not only the routing packets but also data packets cause byte overhead. 
Therewith, the increasing number of bytes to store source routes combined with the 
enlarged number of necessary forwardings between source and destination cause this 
distinction.  

As mentioned above, during the evaluation of the packet overheads, AODVM produces 
slightly more overhead in comparison to the other table-driven routing algorithms. 
Again, the additional RRCM and RDER routing packets cause this growth in byte 
overhead. The reason therefore is that increasing network sizes lengthen the average 
route length and therewith the effort to acknowledge found routes. The right part shows 
results for a constant node density of ten neighbors on average. Obviously, DSR-FL 
again performs worst for all node densities. However, the byte overhead is inverse 
proportional to increasing node densities. The decreasing average path lengths reduce 
the additional source routing overhead as well. The overheads of all other algorithms are 
almost independent from the node density. They mainly depend on the effort to perform 
route requests. As it is illustrated in (67), the ring search overhead F is proportional to 
the network size N, and almost independent from the neighbor node density n. The 
difference in byte overhead between the remaining three algorithms is insignificant.  
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Figure 54: Left: Byte overhead for varying network sizes with 10 neighbors on average. 
Right: Byte overhead for varying node densities with a network size of 200 nodes. 
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Concluding, the non-disjoint multipath algorithm AODV-NDM improves the overall 
network performance in comparison to all other routing strategies. It causes a maximal 
multipath diversity overhead of 27%, but simultaneously increases the average PLT of 
more than 50% under most circumstances. The achieved benefit exceeds the necessary 
overhead. The usage of fully disjoint paths does not offer comparable improvements. It 
requires slightly more information exchange between nodes and therefore causes more 
overhead. Additionally, it degrades the performance in comparison to NDM algorithms. 
The requirement of disjoint path forces the algorithm to select backup paths with more 
hops than necessary and therewith leads to shorter PLTs. 

3.7 Summary 

The achievable PLT drops considerably with increasing path length. Simulations as well 
as the theoretical analysis in section 3.4 depict the negative behavior of PLTs with 
respect to the number of hops. Therefore, the utilization of a time-to-live field within 
RREQ packets is preferable. This TTL extension limits the maximal number of 
forwarding of RREQ packets and therefore restricts the maximal path length as well. A 
single user would notice the disability of his terminals to connect to distant nodes. 
However, otherwise discovered connections with numerous hops would create frequent 
route breaks and therefore cause an unacceptable user experience anyway. With a TTL 
extension, the overall network performance would improve while users with shorter 
connections would not be affected by frequent route request floodings. As expected, the 
number of multipath for reasonable networking is limited. One or two backup routes 
show best results, while more routes degrade the performance again. Utilizing more 
backup routes causes more overhead while not improving the PLT considerably. The 
additionally induced overhead exceeds the achievable improvement in PLT.  

Results in section 3.5 illustrate that the non-disjoint multipath routing strategy allows an 
average PLT improvement of at least 50%. The DMP as well as the FL strategy improve 
the PLTs in comparison to the SP as well. However, the NDM routing strategy performs 
best under most networking conditions. Especially within large networks or within 
networks with a low mobility profile, multipath algorithms show significantly better 
results than the SP algorithm. In contrast to that, in highly dynamic networks, the SP 
performs almost as good as its counterparts. The achievable improvement with backup 
paths is not as significant. In these cases, backup paths often break before the primary 
paths shows permanent errors. Consequently, multipath algorithms must switch to 
another subsequent path and packet delivery is even more delayed and additional 
overhead is induced. Flooding based multipath algorithms do not discover optimal 
backup paths, but they still improve the PLT while not inducing considerably more 
overhead. Additionally, the utilization of FL algorithms does not require the usage of 
completely novel algorithms. As presented in 3.1.2, with some minor modifications 
AODV is able to enhance its performance with backup path based on the FL strategy.  

The theoretical overhead analysis in section 3.6 shows that multipath algorithms based 
on AODV do not degrade the overall network performance due to increased overheads. 
The additional packet overhead ranges from 9% for 1000 nodes networks to 27% for 50 
nodes networks. The additional byte overhead is almost neglectable. The major overhead 
is induced during the RREQ flooding. Subsequent route reply and route error packets do 
not affect the behavior of the overhead significantly. In contrast, the overhead heavily 
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depends on the network size. AODV causes least overhead in comparison to the other 
algorithms. This is independent of the network size or the node density. Obviously, the 
discovery of backup paths causes additional overhead. Although the packet overhead of 
source routing algorithms is as high as the packet overhead of distance vector protocols, 
the byte overhead is significantly increased. The inclusion of the complete route within 
all routing and data packets increases the size of all packets. In contrast to DSR-FL, the 
caused overhead variations between different AODV based multipath algorithms are 
neglectable.   

Summarizing, the NDM routing strategy achieves 50% longer PLTs with 27% more 
routing overhead at most. Therefore, its performance exceeds the performance of 
existing SP strategies within most environments. In contrast to that, the DMP algorithm 
causes slightly more routing overhead and its discovered paths break earlier in 
comparison to NDM. Therefore, it is not the optimal choice for most circumstances. 
Within very small networks, the induced multipath overhead is much higher in 
comparison to single path algorithms. The RREQ flooding does not induce as much 
overhead and the fraction of overhead for multipath diversity is more significant. 
Therefore, within these environments the usage of SP is more appropriate.  

 

 



 

4 Evaluation of 
Ad Hoc Networks in 
Urban Environments 

After the analysis of path lifetimes in MANETs, the following chapter focuses on a 
further aspect in ad hoc performance evaluation. Existing performance evaluations [73, 
77, 78] mainly consider the impact of routing algorithms on the packet loss or the 
routing overhead. The important results are summarized in section 2.5 as well. 
Following this argumentation, evaluations usually alter the number of nodes in a 
network, their respective maximal node velocities, as well as the induced network load. 
However, the impact of different environments (e.g. LOS, NLOS, urban or rural) on the 
network performance is usually not considered. Most evaluations assume line-of-sight 
between all nodes. Therefore, the packet reception mainly depends on the distance 
between transmitter and receiver. Although some simple initial approaches exist to 
analyze networks within non-line-of-sight environments, the published results do not 
allow an in-depth analysis. The environmental conditions are not yet recognized as one 
of the most important parameters for MANET performance. Therefore, this chapter 
introduces a reasonable simulation environment to allow in-depth evaluations of ad hoc 
networks within urban scenarios. It deals with all aspects of ad hoc performance and 
shows that different urban ground plans significantly impact the behavior of networks. 

The remaining chapter is structured as follows: Section 4.1 gives a more general 
introduction into the ad hoc networking within urban scenarios. The following section 
4.2 presents the existing ns-2 propagation models, and shows their inability to allow 
reasonable simulations within non-line-of-sight conditions. Some known network 
evaluations from the literature and their shortcomings to perform well within the 
proposed scenarios are discussed in section 4.3. Additionally, some reasonable node 
mobility models for urban environments are introduced in the same section. Existing 
path loss prediction models for various urban scenarios are presented in section 4.4. 
Additionally, the section examines the usefulness of the proposed models to achieve 
accurate predictions, while allowing short simulation periods. Section 4.5 presents a 
detailed description of the Walfisch-Ikegami propagation model, as it is the most 
suitable model. Moreover, a new urban mobility model is introduced to support 
characteristic node movements. Thereafter, the evaluation in section 4.6 considers all 
aspects of urban MANET conditions. The simulations include different urban scenarios 
as well as various known network parameters. Section 4.7 gives a conclusion and 
possible further work items.  

4.1 Introduction 

Ad hoc routing protocols are usually divided into proactive and reactive protocols, based 
on their respective route creation algorithm. As described in section 2.5.2, most existing 
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evaluations focus on the performance of ad hoc protocols in flat environments. They 
revealed the basic protocol behavior under certain network conditions. Proactive 
protocols are favorable for static networks or networks in which node mobility is low in 
comparison to the radio transmission range. In contrast, to that, reactive protocols 
usually outperform proactive algorithms in dynamic networks with frequent topology 
changes. Thereby, AODV achieves superior results under high load or in large networks. 
Evaluations predict that AODV scales well for networks with several hundreds of 
participants. In contrast to that, DSR is supposed to be optimal in small networks or with 
connections demanding lower packet rates. However, all evaluations were carried out 
with flat LOS-environments as simulation basis. This is obviously an artificial network 
setup and therefore depicts unlikely scenarios.  

After years in which MANETs were primarily regarded as a research field, first real 
world applications emerge, either in military considerations, in vehicular scenarios or as 
coverage extension around access points. Certainly, these networks must cope with more 
challenging environmental conditions than those currently investigated. With the 
consideration of buildings and obstacles within the simulation area, algorithms must 
cope with higher network dynamics. Link breaks are more common, because the 
maximal radio range does not determine the link lifetime anymore. Obstacles may 
prematurely cause permanent link errors. Topology changes occur more frequently and 
therewith have negative effects on average path lifetimes. Consequently, routes must be 
shorter or the maintainable networks smaller. Additionally, the used routing algorithm 
must reestablish the paths which cause more routing overhead. The maximal packet rate 
requirements are more stringent, otherwise the networks becomes overloaded.  

The novel consideration of building arrangements should clarify whether reasonable ad 
hoc networking is possible within urban environments. If so, it gives new insights into 
the behavior of algorithms and allows the development of improved protocols. The 
evaluations reveal whether different building arrangements have a varying impact on the 
overall network performance. Additionally, as open research issue, it has to be clarified 
which network parameters, like network size or maximal node velocity, behave 
differently in urban and unobstructed environments. In this case, the limits of the 
network have to be determined again, beyond which networking is not possible 
anymore.  

4.2 Existing ns-2 propagation models 

After the illustration of the particular challenges of urban ad hoc networking, the 
following section focuses on the existing possibilities to setup wireless simulations with 
the ns-2 network simulator. It solely concentrates on the channel and propagation model, 
a detailed introduction into the ns-2 is given in section 2.5. As described, the internal 
class structure of the ns-2 follows the ISO/OSI reference model. The channel class is 
responsible to forward transmissions to every node within the simulation area. An 
instance of the PHY-class within each node determines the receiving power Pr for every 
transmission, depending on the given propagation model and further simulation 
parameters. Therefore, the used propagation model has great impact on wireless network 
performance.  

Obviously, simulations are unable to exactly reproduce real world environments. They 
must simplify, while still creating reasonable conditions. Especially the propagation 
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models must reduce the complexity and lessen the required computation to a minimum. 
This is necessary to accomplish reasonable simulations within acceptable time periods. 
They generally depend on various parameters. Some are directly determinable within 
simulations, like the distance between sender and receiver or the utilized frequency. But 
others must be represented as random functions or constant factors, like interference or 
fading effects. Currently, the network simulator ns-2 contains three different propagation 
models [88] to simulate wireless ad hoc networks, the free space (FS) model, the two ray 
ground (TRG) model and the shadowing model (SM).  

The underlying transmission and reception model in ns-2 is simple. With the help of the 
transmitted power Pt, the simulator calculates the receiving power Pr for every 
transmission between two nodes with the chosen propagation model. The channel model 
distinguishes primarily between three cases. In case Pr is greater than the receiving 
threshold RXThresh, the transmission has enough power to allow proper reception at the 
receiver side. Figure 55 illustrates this context. Other simultaneous transmissions with 
reasonable transmission powers may certainly interfere with the current transmission and 
make a valid reception impossible. If Pr is below RXThresh but greater than the carrier 
sense threshold CSThresh, the receiving node is unable to correctly reconstruct the 
information and drops the packet. However, the receiving power of this transmission is 
still strong enough to corrupt other simultaneous transmissions. Another threshold 
determines whether simultaneous transmitted packets interfere. In case the receiving 
power of another packet is a factor of CPThresh greater than the power of interfering 
packets, the valid reception is possible. Usually, CPThresh is set to 10dB. Otherwise, both 
interfered packets are damaged and nodes drop them. Transmissions with receiving 
powers Pr smaller than CSThresh do not even interfere with other simultaneous 
transmissions at the same node. This case is only considered to improve simulation 
performance and to simplify packet processing during simulation. As the channel model 
of the ns-2 forwards all transmissions to all nodes, this is the most probable case.  
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Figure 55: Physical layer model of the ns-2 network simulator. 

4.2.1 Free space model  

The FS model is the simplest implemented model. It is based on the considerations of 
Friis in [146] and only assumes the direct line-of-sight (LOS) path between transmitter t 
and receiver r. The receiving power Pr depends on the transmitted power Pt, the gain of 
the receiver and transmitter antenna (Gt, Gr), the wavelength λ, the Euclidian distance d 
between both nodes, and a system loss coefficient L with L ≥ 1. All parameters, except 
the distance d, are system wide constant parameters and set at simulation start-up. 
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Usually, simulations assume omni-directional antennas with a gain of one and without 
additional system loss (L = 1). During simulation runs, the receiving power Pr only 
changes with the distance between sender and receiver. As both receiving parameters 
RXThresh and CSThresh are constant throughout simulations as well, receiving nodes are 
inside a perfect disc. Otherwise, they are unable to collect packets properly. The free 
space model calculates the receiving power as described in section (78). 
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4.2.2 Two ray ground model 

The TRG model extends the FS model. Besides the direct ray between sender and 
receiver, it considers the ground reflection as well. Figure 56 contains a schematic 
illustration. The considerations in [147] illustrate that this model gives more accurate 
prediction than the FS for long distances. As with the FS model, both nodes are assumed 
to be in LOS. The heights of both antennas over the ground are depicted with ht and hr. 
They are set at start-up and thereafter they are constant throughout simulations. 
However, the TRG model does not achieve acceptable results for short distances due to 
the oscillation caused by the constructive and destructive combination of both rays. 
Instead, the TRG model is equivalent to the FS model up to the crossover 
distance dThresh = 4π·ht·hr/λ. Beyond this distance, the ground reflection destructively 
interferes with the direct ray at the receiver and further reduces the field strength. The 
receiving signal strength is then inverse proportional to d4. Just like the FS model, TRG 
contains only the distance between sender and receiver as the variable parameter. 
Consequently, the TRG model calculates the receiving power as 
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Figure 56: Two ray ground propagation model with its direct ray and the reflection. 

4.2.3 Shadowing model 

As described, throughout simulations, the sender-receiver distance is the only variable 
parameter for both described models. Therefore, the coverage area forms a perfect disc 
around sending nodes with exactly determinable range limits. Beyond this range, further 
receptions are not possible. To overcome this shortcoming, the shadowing model (SM) 
introduces a random component. The model contains two parts. The first comprises the 
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path loss while the second consists of a function with a random component. The first 
part contains the average receiving power Pr(d) as a function of the distance d and the 
path loss exponent β. 
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The term Pr,FS(d0) calculates the FS signal strength for the reference distance d0, which is 
usually set to 1 m. The path loss exponent β depends on the simulated environment and 
is constant throughout simulations. Table 7 presents some reasonable values taken from 
[88].  

In order to achieve a random characteristic, the SM model introduces the random 
variable X. The probability distribution ξ(x) of the random variable X is normal 
distributed with N(µ, σ2). It has an average µ of zero. The standard deviation σ is called 
the shadow deviation and is invariant throughout simulations. Characteristic values for 
various environments are again depicted in Table 7. The values for the path loss 
exponent β as well as for σ were empirically determined. 

Table 7:  Typical values of path loss exponent β and the shadowing deviation σ [88]. 

Environment β  Environment σ in [dB] 
LOS 2  outdoor 4…12 

 office, hard partition 7 outdoor shadowed  
urban area 2.7…5  office, soft partition 9.6 

LOS 1.6…1.8  factory, LOS 3…6 indoor obstructed 4…6  factory, obstructed 6.8 
 

The receiving power of the shadowing model is calculated as 
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The model calculates the receiving power for every packet reception independently. 
Therewith, the shadowing model introduces some kind of unpredictability for data 
transmissions. Correct receptions are guaranteed for close proximities. However, they 
are impossible over long distances, whereas receptions over medium distances are 
unpredictable. Nevertheless, the statistical coverage area still forms a disc when 
considering numerous transmissions.   

The unpredictability is also the great disadvantage of this model. The signal strength 
variations are not direction-dependent and possible errors can occur during every 
transmission. It varies significantly between consecutive transmissions and even differs 
for the reception of the same transmission at different receivers. This might force ad hoc 
routing algorithms to establish new routes, even if packet losses are one-time events and 
following packets would be successfully received.  

As shown, the receiver signal strength of all currently implemented propagation models 
for the ns-2 solely depend on the distance between sender and receiver as variable 



92 4   Evaluation of Ad Hoc Networks in Urban Environments 

parameter. All other parameters are constant throughout simulations. Only the SM 
model is able to approximate real environmental conditions. But it sets the parameters 
already at startup, and therefore, the behavior within the complete simulation is 
predefined again. Its introduced variations in radio transmission ranges do not rely on 
current environmental and network conditions. 

With those simplified models, reasonable simulations of the behavior of ad hoc routing 
algorithms in urban areas are impossible. Within metropolitan environments, radio 
transmissions are heavily direction dependent. Correct packet receptions do not only rely 
on the distance between sender and receiver but also on the surrounding conditions. A 
LOS situation has significantly longer transmission ranges than a path screened by 
obstacles, like buildings. Additionally, urban simulations may contain transmissions 
through walls, if one or both participants are indoor. A reasonable propagation model 
must distinguish between all those cases on a per packet basis and not globally at startup.  

4.3 Related work 

4.3.1 Ad hoc simulations in non-flat environments 

A comprehensive number of papers exist, focusing on the performance of ad hoc routing 
protocols. Section 2.5 presented the main contributions and gave insights into the 
behavior of ad hoc routing algorithms under various network conditions. However, the 
major drawback of these simulations is their simulation setup. Although application 
scenarios for MANETs are mostly situated in urban areas or indoor, they assume flat 
simulation areas. All nodes are within line of sight (LOS) and correct packet reception 
depends only on the distance between sender and receiver. Therefore, this section 
presents existing work focusing on performance measurements within non-flat 
environments. 

The earliest work considering non-flat environments for ad hoc network simulations is 
from Johansson in [77]. Besides common performance considerations with the TRG 
propagation model, it carries out simulations with a simple LOS model. Waves are 
unable to penetrate walls or reflect at them. Therefore, communication is completely 
prevented in case obstacles separate both communication partners. The authors carried 
out simulations within three scenarios, mostly differing in the grade of node mobility. In 
general, AODV as well as DSR are able to cope with all three scenarios. With the first 
two low mobility profiles, both algorithms show very low packet loss, only marginal 
differing from previous results within flat environments. The high mobility case causes 
frequent link breaks and requires continuous route reestablishments. Both algorithms 
perform almost equal and show significant packet loss rates of about 40%. However, 
results do not reveal new insights, because mainly the higher network dynamic causes 
higher packet losses. It remains unknown how MANETs perform within different urban 
environments.  

Seet et al. in [148] for example, uses the same simple LOS model with no wall 
penetration within a Manhattan grid scenario. The authors choose a grid distance 
between street intersections of 400 m. Common WLAN 802.11b usually does not 
support transmissions over those distances. When assuming only outdoor connections, 
the model is reasonable. However, it is again insufficient for arbitrary building 
arrangements.  
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Another model to simulate urban environments is based on the possibility to directly 
vary links between adjacent nodes. Therewith, the approach is related to the already 
existing ns-2 shadowing model. However, instead of varying the link quality on a per 
transmission basis, the new model alters the existence of links between nodes on a 
temporal basis. The ns-2 shadowing model does not allow statements about the reception 
probability of two consecutive transmissions. On the contrary, an ON/OFF process on 
link basis usually achieves a high reception probability of packet transmissions under the 
assumption that the previous transmissions were successful as well. The authors in [149] 
use a static network setup and model the mobility of nodes as well as terrain conditions 
with the link up-time fluctuations. They use an independent Markov-modulated Poisson 
process to model the link up-times. A more advanced model could utilize a random node 
mobility model and then in addition the link up-time fluctuations to model the terrain. 
However, as with the ns-2 shadowing model, the Markov process is unable to simulate 
certain local environmental conditions, but only global situations. Therefore, it is again 
unsuitable for MANET simulations in urban environments. 

To our knowledge, no further publication exist, considering the impact of more 
advanced propagation models on wireless ad hoc network performance.  

4.3.2 Urban mobility models 

Section 2.5 explains the commonly utilized random direction mobility model for flat 
environments. This model assumes open, unobstructed areas, in which nodes move only 
in accordance to the characteristics of the mobility model. Besides, a few models are 
available to model node mobility in city environments. 

The city section mobility model in [134] is closely related to the Manhattan model in 
[150]. Both simulate streets within a city or on a campus. The ground plan is usually a 
building grid and node movements between buildings are limited to a single dimension. 
Only at intersections, nodes are able to change directions. A random process assigns 
each node a starting position and afterwards they move towards their next destination on 
the shortest path. When assuming a vehicular network, nodes are able to follow safe 
driving characteristics, like speed limits and a minimum distance between any two 
nodes. However, the model does not support random city ground plans, but only 
Manhattan grid style scenarios.  

An extension to the above models is the M-grid presented in [151]. It utilizes cars and 
buses as two different types of vehicular nodes and assigns both different characteristics. 
Buses show higher movement regularity and a lower mobility compared to cars. They 
accomplish predefined round trips whereas cars move randomly. The model assumes 
that all streets utilized by buses are main streets. Cars give a higher preference to turn at 
intersections into main streets than into regular streets. The model tries to precisely 
imitate city traffic. However, new simulations with varying ground plans cannot be 
created automatically, because the bus routes have to be predetermined.  

The authors in [152] present the obstacle mobility (OM) model, which supports arbitrary 
ground plans. It is based on the assumption that pathways lie “halfway-in-between” 
adjacent buildings. The graph in Figure 57a) illustrates these pathways for an urban 
environment with three buildings. The vector based Voronoi diagram of the two-
dimensional ground plan is able to exactly describe these pathways. The corners of all 
obstacles are the basis to determine the movement graph. The Voronoi diagram has the 
characteristic that its calculated line segments are equidistant to two corners and 
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intersections are equidistant to three corners. The OM model uses the line segments as 
possible pathways for node movements. It randomly assigns each node an initial position 
and a destination. Nodes move towards their destinations utilizing the shortest path 
between both locations. The edge weight of each line segment is its Euclidian length. 
Additionally, nodes are able to move through buildings to reach their destinations. Upon 
reaching these, nodes pause for some rest period before they get assigned a new 
movement destination. The great advantage of the OM model is certainly its ability to 
cope with any arrangement of buildings. However, the calculated Voronoi graph limits 
the node movements again to a single dimension, whereas turns are only possible at 
intersections. 

a) b)

 

Figure 57: Left: Obstacle Mobile Model, Right: Voronoi Mobility Model. 

In [17], an improved mobility model based on the OM model is presented. Instead of 
using the corners of obstacles as basis points it uses the building walls as basis for the 
Voronoi graph. Therewith, the resulting graph does not contain line segments but curves 
as pathways. These curves of the pathways together with the walls of buildings are again 
used as basis for an additional second order Voronoi diagram. The result is a corridor 
between the buildings, in which nodes can move according to e.g. the RD model with 
bounce back at the corridor boundaries. Therewith, the resulting mobility model is 
simple, as it only assigns each node an initial direction, velocity, and movement 
duration. The graph in Figure 57b) presents the mobility corridor of the improved 
Voronoi mobility model. The depicted results are based on the same building 
arrangement as in the left graph. Nodes are able to move into buildings with a certain 
transition probability and back again. The model combines the advantages of the OM 
model with the possibility of unrestricted node movements from flat node mobility 
models. However, it was just recently invented and therefore could not be used as 
mobility model for the ad hoc network simulations described in the following section.  

4.4 Existing path loss prediction models 

As depicted, neither the ns-2 integrated propagation models nor the propagation models 
used for previous non-flat ad hoc network simulations are able to allow reasonable 
statements concerning the performance of MANETs within urban environments. 
Therefore, the following section should give an insight into existing path loss prediction 
models and evaluate them for further usage.  
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Within the literature, numerous path loss models for various applications are introduced. 
As described, the environment invariant models like the free space [146], the one-slope 
[153] or the dual-slope model [154] are not applicable. Therefore, only those models are 
useful as basis for an integrated model, which predict the field strength with respect to a 
certain ground plan. Besides this adaptability, a chosen model must meet several 
requirements. It has to be fairly accurate, allows a simple computation to achieve short 
simulation times, and is deterministic to permit the reproduction of certain simulation 
results. The existing models can be divided into methods for three different scenarios. 
The first set is suitable to predict the coverage in small macro or micro cells in dense 
urban areas, the second is solely utilizable for indoor propagation, while the third 
focuses on outdoor-to-indoor propagation. The authors in [155] and [156] give a 
comprehensive overview over several existing propagation models for all three scenario 
setups.  

4.4.1 Outdoor prediction methods 

The propagation prediction in small macro-cells can be subdivided into vertical plane 
models (VPM), multipath models (MPM) and horizontal plane models (HPM).  

For VPM models, the most important propagation effects are along streets in the LOS 
case, and the diffraction over roof-tops in case of NLOS situations. The Walfisch 
Ikegami model (WIM) [157, 158] can be classified as VPM method. It was especially 
designed for cellular network propagation prediction and achieves small deviations 
compared to real-world measurements. It is applicable when buildings are approximately 
of equal heights and the mobile nodes are located within street canyons (below roof-top). 
It assumes LOS propagation and over-roof diffractions for the NLOS situation. Figure 
58 depicts the propagation in the NLOS case. It requires only few calculations to achieve 
sufficient accuracy for signal strength predictions in urban areas [159]. The ‘European 
Co-Operation in the field of Scientific and Technical research’ (COST) developed the 
model and the International Telecommunication Union (ITU) accepted it as propagation 
model for cellular networks. The COST 231 project [160] enhanced it for predictions in 
urban cells with small to medium radio transmission ranges.  
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If the heights of the diffracting edges are not homogenously distributed, knife-edge 
models [161] are more appropriate. They utilize the WIM model for LOS situations, but 
use another heuristic model for NLOS scenarios. Additionally, the impact of vegetation 
on the wave propagation can be modeled with a single-knife-edge diffraction over the 
tree next to the receiving node. However, the calculation of these more exact path loss 
values becomes more complex as well.  

MPM models are mainly utilized for scenarios where the locations of transmitter and 
receiver are in close proximity. Multipath signals are dominant and contribute 
significantly to the received energy. Therefore, only buildings within a certain diameter 
around the sender are of certain relevance. However, the model fails to forecast path 
losses for single-path transmissions, e.g. in case two nodes are separated by a building, 
and the transmission paths are multiple diffracted. 

Unlike the WIM model, the Berg model [162] is especially suitable to predict path losses 
in urban micro cells. It assumes building heights, which are considerably higher than the 
utilized antennas, and therefore are always below roof-top. It solely assumes wave 
propagations within the horizontal plane and therewith is disjoint to VPM approaches. 
Additionally, it does not consider propagations through buildings. The predicted wave 
propagation always follows the street canyons (see Figure 59). Along a street with LOS 
between sender and receiver, the Berg model utilizes the free space or the dual slope 
model. In an NLOS situation, the model divides the path into several LOS sections si and 
diffractions di at the transitions. Transition points are always in the center of the 
respective street intersections. Each LOS section again predicts the additional path loss 
with the help of a LOS model. To determine the diffraction loss, the model uses a 
function of the opening angle ϕi between streets. Therewith, the model recursively 
determines the imagined distance between sender and receiver. Figure 59 shows an 
example with two diffractions and three LOS sections. The berg model especially allows 
accurate predictions in the 5 GHz band, in which over-roof propagations with multiple 
screen diffractions are neglectable. Besides the WIM model, the ETSI standardization 
institute proposes it as model for UMTS test scenarios [163].  

The simplest urban propagation model considers only LOS propagation. Therefore, in 
NLOS situations with obstacles between sender and receiver, the model assumes field 
strengths of zero at the receiver side. Johansson utilizes this model in [77] for indoor as 
well as for outdoor simulations. Section 4.3.1 presents further details. However, the 
model is only utilizable for high frequencies beyond 5 GHz or very low power 
transmissions, in which wall penetration, diffractions, and even reflections are 
neglectable. Broadband wireless access scenarios in urban pico cells usually assume 
very short transmission ranges and therefore a LOS communication. Therefore, the 
model only has to distinguish between LOS and NLOS cases, and is able to quickly 
predict path loss values. However, the proposed scenario is an urban ad hoc network 
with WLAN 802.11b as MAC protocol. With its 2.4 GHz frequency, not only the LOS 
propagation contributes to the signal strength. Consequently, this model is 
oversimplified and therefore insufficient.  

4.4.2 Outdoor-to-indoor prediction 

The second type of models focuses on the prediction of indoor coverage from outdoor 
transmitters. Two different empirical approaches are known [164]. The first approach 
uses a model in which indoor path losses are calculated as function of all surrounding 
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outdoor path loss values. An empirical determined penetration loss factor describes the 
signal strength difference between adjacent outdoor and indoor positions. The received 
indoor energy level varies from floor to floor due to outdoor diffraction effects. An also 
empirically developed height-gain model forecasts the variations between the path loss 
at ground level and the path loss at a certain building heights. The height-gain model in 
[164] reports a gain of about 2dB for regular floor heights and 7dB for floor heights of 
up to 7 m. Therewith, a set of heuristics calculate the predictable path loss for all 
positions within buildings. The challenge is the determination of the relevant outdoor 
path loss values to achieve suitable results. The second semi-empirical method extends 
the previous model. In case of a LOS situation between sender and the building, it 
considers the angular incidence of a wave to predict the indoor propagation.  

4.4.3 Indoor prediction 

Indoor radio propagation models assume both, sender as well as receiver, within the 
same building. They usually do not consider certain ground plans but only take the 
penetrated number of walls and floors into account. The multi-wall (MW) model [164] is 
especially suitable for these situations. It calculates the indoor path loss as free space 
loss and adds losses for penetrated walls and floors. A value of 37 dB as minimal path 
loss results from an empirical evaluation for UMTS indoor environments within a single 
floor. A similar model is the Keenan-Motley approach which utilizes the one-slope 
model with additional penetration losses for supplementary floors. However they 
suggest a minimal path loss of 21dB. The multi-wall-and-floor model (MWF) extends 
the MW model. It considers that each preceding penetration alters the penetration loss. 
The authors in [165] introduce reasonable parameters for 1.9 GHz indoor environments.  

The theoretical analysis in [166] presents a uniform mathematical model of diffraction 
for complex indoor radio environments for WLAN systems. Additionally, [167] 
characterizes the channel for a broadband 17 GHz indoor WLAN scenario. However, 
both introduced models are too complex and too specific to be utilized in a combined 
indoor-outdoor propagation model for ad hoc simulations. 

4.4.4 Ray Tracing 

Ray tracing models are special among the suitable models, because they are solely based 
on geometric considerations. They are applicable to predict wave propagations within all 
scenarios. The only limitation is that the utilized wavelength must be magnitudes smaller 
than the geometric objects within the area. This is necessary to allow the simplified 
characterization of electromagnetic waves as simple rays. For each sender position, rays 
are homogenously transmitted from a unit sphere with the sender at its center. Rays are 
followed until they reach an object and there they get diffracted or reflected. The field 
strengths and the new directions of rays are determined by the objects’ geometries and 
electrical and magnetic characteristics. Rays approaching a thought detection sphere 
around the emitter account to the received signal. Obviously, the predicted propagation 
is highly accurate, as 3D ray tracing methods exactly reconstructs the wave propagation. 
However, as shown in [168], the computational effort is significantly higher, as each 
tuple of sender and receiver position requires an individual complex calculation to 
determine the path loss. Additionally, the accurate determination of the geometric and 
electro-magnetic characteristics of objects is crucial, and not always possible. The 
computational effort can only be reduced when considering only a limited number of 
reflections and diffractions, but then the field strength predictions again lose accuracy.  
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4.4.5 Rating and validation 

As described in the previous section, the ray tracing approach allows the most accurate 
results, in case exact environmental information is available. In case geometric and 
physical information is imprecise or even incorrect, this approach shows severe 
shortcomings. Then, more generalizing models achieve superior results. 

The Berg model is especially suitable for high frequency transmissions in street canyons. 
However, the model requires the determination of the dominant wave propagation path. 
Obviously, this is difficult to determine, and especially in dense urban environments 
several different paths may exist. The correct path determination is only achievable in 
homogenous environments, but almost impossible for arbitrary scenario profiles. In 
these cases, the computational complexity certainly is beyond an acceptable range. As 
last negative item, the path loss predictions to and from nodes are usually not equivalent. 
Two nodes may encounter a different connectivity status, and therefore routing protocols 
supporting unidirectional paths are necessary. AODV as well as DSR do not support 
those paths. 

The recommendation of the ITU-R shows the common acceptance of the WIM model. 
However, the final COST report notes that the model is most appropriate for transmitters 
above roofs and in case of a regular building deployment. If the transmitter is below the 
roof of buildings, wave propagation within street canyons becomes more dominant and 
therefore, the prediction errors of VPM models increase. However, the modeling does 
not consider these errors. Nevertheless, although the WIM model was originally 
developed to forecast field energies in urban cellular networks, this model is also 
reasonable to predict signal strengths in MANET simulations. The few and simple 
calculations allow fast simulations even in large network environments. And in contrast 
to the previous Berg model, the path loss table is symmetric, additional considerations 
for unidirectional links are unnecessary. The knife-edge models achieve more accurate 
results compared to the WIM model. However, the additionally achieved accuracy does 
not justify the significantly increased computational complexity. As conclusion, the 
WIM model is elected as most suitable outdoor propagation model, although it has some 
shortcomings as well.   

All previous models are focusing on outdoor predictions, and therefore are unsuitable to 
predict indoor or outdoor-to-indoor coverage. However, the proposed outdoor-to-indoor 
models simply use the outdoor field energy to determine the indoor field strength. The 
complexity lies in the determination of the dominant wave propagation path. Indoor 
propagation models usually predict the field strength with respect to the penetrated 
indoor walls and floors. More advanced models do not exist. For the sake of simplicity 
and to achieve fast simulations, both cases are neglected. The penetration loss for 
building walls are simplified with a constant value and indoor propagations are assumed 
to be always LOS. 

4.5 WIM model and urban mobility model 

As described, the WIM model is most appropriate to simulate ad hoc networks within 
urban environments. The following section gives a short introduction into the basic 
calculations and necessary model parameters. The subsequent section presents 
improvements to achieve reasonable simulation periods with acceptable path loss 
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prediction accuracy. Section 4.5.3 introduces a new urban node mobility model to allow 
simulations with reasonable network dynamic.  

4.5.1 Walfisch-Ikegami path loss model 

The European research project COST 231 combined the path loss models of Walfisch 
and Ikegami. The WIM model was initially developed to predict the path loss of GSM 
mobile communication infrastructure within micro and mini cells in urban environments. 
It is based on the assumption that the over-roof propagation is dominant within urban 
environments. Therefore, the model creates a vertical cut through the ground plan. It 
solely considers the buildings between sender and receiver for the path loss prediction. 
The original WIM model for GSM base stations supports sender positions over and 
below roof-top. The building profile of the vertical cut determines the values of the 
heights of building roofs hroof, the average street width w, and the buildings separation b. 
The antenna heights of the transmitter ht and the receiver hr and their respective 
distance d are necessary as well. The model assumes a uniform building development 
and equal building heights. Figure 60 visualizes all parameters.  

ht hr

d

hroof
w

b

 

Figure 60: Necessary parameters for the WIM propagation model.  

The path loss for the LOS case within street canyons is determined as 

 [ ] [ ]35.4 26 lg( ) 20 lg( )LOS m MHzL d f= − + ⋅ + ⋅    (82) 

For the NLOS case, the WIM model only considers diffraction effects for the wave 
propagation over roofs. The approach of Walfisch and Bertoni [157] determines the path 
loss of the multiple screen diffraction (see Figure 58), while the model of Ikegami [158] 
determines the diffraction loss at the edge of the last building’s roof.  

Consequently, the NLOS path loss LNLOS between transmitter and receiver superposes 
three independent path loss terms. It contains the free space loss LFS between the 
transmitter and the first roof, the multiple screen diffraction loss LMSD, and the final roof-
to-street diffraction loss LRTS  
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with  

 [ ] [ ]27.6 20 lg( ) 20 lg( )FS m MHzL d f= − + ⋅ + ⋅    (84) 
 [ ]16.9 10 lg( ) 10 lg( ) 20 lg( )RTS MHz roof rL w f h h= − − ⋅ + ⋅ + ⋅ −    (85) 

 ( )[ ] [ ]lg( ) 3 lg( ) 9 lg( )MSD A D m F MHzL K K d K f b= + ⋅ − + ⋅ − ⋅    (86) 

The expression KA in (86) is responsible for a lower loss prediction, in case the 
transmitter antenna is above roof top. For varying distances r and frequencies f, the 
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terms KD and KF adjust the behavior of the path loss prediction over roofs. However, as 
the proposed ad hoc network evaluation contains only vehicular or pedestrian nodes, the 
common antenna heights for hr and ht is 1.5 m and therefore certainly below roof-top. 
Additionally, the field energy of ad hoc node transmissions in distances beyond 500 m is 
minimal, and hence the parameterization of KD is unnecessary as well. Consequently, for 
MANET evaluations in urban environments, different adjustments for all three 
parameters are unnecessary. Therefore, the following formulas contain only the 
parameters for ad hoc network specific path loss predictions 

 [ ]
154 ( )

625A m roof rK r h h= − ⋅ ⋅ −    (87) 

 3 15 t
D
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h

= − ⋅    (88) 

 [ ]
1.55.5
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Following the COST 231 evaluation, the predictions obtained by the WIM model are 
only valid for certain parameter ranges. Table 8 depicts these parameters. 

Table 8: Valid parameter ranges for the WIM model. 

Parameter Range 
frequency f 0.8…2 GHz 
distance r 20…5000 m 

transmitter heights ht  4…50 m 
receiver heights hr 1…3 m 

 

Obviously, the frequency range and the suitable transmitter heights are not within their 
valid parameter ranges. The common transmission technique IEEE 8021.11b for ad hoc 
communication utilizes the 2.4 GHz band. Hence, it is higher than the proposed 
2000 MHz maximal frequency. As described, the transmitter heights of ad hoc nodes are 
usually 1.5 m, while the minimal transmitter height for optimal signal strength 
predictions is 4 m. The WIM model was originally developed to predict the signal 
strength of cellular base station and hence the COST project only verified reasonable 
parameter ranges for those networks. The accomplished evaluations never comprised ad 
hoc scenarios. However, both parameters are only slightly out-of-bounds. Therefore, the 
calculation errors are within reasonable ranges and the predictions are still suitable for 
ad hoc simulations. 

4.5.2 Improvements 

The usage of a modifiable building data base allows the evaluation of different urban 
scenarios without the need to recompile the ns-2 program suite each time. The exact 
structure of the data file containing the building profiles can be found in [169, 170].  

It contains a sequence of an arbitrary number of buildings. Each set includes the number 
of edges followed by the X- and Y- coordinates of each edge separated by commas. As 
described in section 4.2, the ns-2 PHY-class calculates the field energy separately for 
each transmission and transmitter-receiver combination. Therefore, the computation 
effort is too high for a simultaneous calculation during ns-2 simulations, although the 
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WIM model allows fast and efficient path loss predictions. However, with the 
knowledge about the exact positions of buildings, the calculation of path loss values is 
separable from following simulation runs. This allows the preceding computation of the 
path loss within the simulation field. As a pre-computation could not cover an infinite 
number of possible combinations of transmitter-receiver positions, the program must 
divide the simulation field into tiles. All tiles have an equal rectangular size. A multiple 
of the edge lengths of the tiles defines the size of the simulation field. Additionally, the 
center of each tile determines the path loss of the complete tile. Hence the computational 
complexity only depends on the number of tiles within the simulation area. The program 
must calculate the path loss value between any two grid elements. With δx the number of 
tiles in x-direction and δy in y-direction, the number of necessary loss computations C is  

 
( )2

·( · +1)
= · ·  

2 2
x yx y

x yC
δ δδ δ

δ δ ≈  (90) 

With δx = δy = δ, the computational effort increases with O(δ4). The bisectioning of edge 
lengths requires eight times more path loss calculations. To allow fast provisioning of 
the necessary tables, to minimize the size of output files, and to save memory during ns-
2 simulation runs, δ must be as small as possible. Obviously, the reduction of the 
number of tiles has some disadvantages as well. In case a tile is partly covered by a 
building, the program must either recognize the tile as indoor or outdoor. Figure 61 
illustrates an example for different tile sizes. The center of a tile solely defines its path 
loss value. Therefore, fractions of tiles are outside of buildings but have loss values as 
they would be inside or vice versa. Smaller tile sizes reduce the error, but again increase 
the computational effort. To determine a reasonable grid element size, multiple 
simulations with 5 m, 10 m, and 20 m edge length were carried out in [169]. Packet loss 
and routing overhead of various ad hoc routing algorithms differ only by 2% for varying 
element sizes. However, large edge length occasionally causes NLOS conditions for 
clear LOS situations. This falsification obviously increases with increasing edge lengths, 
although these variations only slightly influence performance. Therefore, an edge length 
of 20 m seems too simplistic and inappropriate. On the other hand, a tile size of 
5 m × 5 m already requires long computation periods while it does not achieve a 
significant increase in accuracy. Therefore, simulations suggest an optimal tile size of 
10 m × 10 m. 

Tile considered 
outdoor

Tile considered
indoor Center of tile

 

Figure 61: Impact of tile sizes on the accuracy.  
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As described, the WIM model only predicts the accurate path loss for transmitters and 
receivers outside of buildings. In order to allow simulations with nodes inside of 
buildings, some further computational methods are added. The program distinguishes 
between six different scenarios. The first is the WIM-LOS case, while the second covers 
the regular WIN-NLOS case. For loss calculations between positions inside buildings 
and locations outside, the program assumes LOS but adds an additional 20dB path loss 
to the result to consider the wall penetration. This assumption is a simplified method of 
the outdoor-to-indoor models presented in section 4.4.2. The propagation model does not 
consider walls and floors within buildings, and therefore two nodes within the same 
building are in LOS. For nodes in different buildings, the model again assumes LOS, but 
adds two times 20dB for both walls. In case one node is within a building and the other 
is outdoors with the direct path cut by an additional building, the model assumes NLOS 
with an additional 20dB for the necessary wall penetration. The last two cases usually 
lead to path losses of more than 100dB, and therefore surely do not allow packet 
reception.  

The computation program saves all obtained path loss values ∆pl in [dB] in a separate 
data file. As described, the number of computations depends on the dimension of the 
simulation and the size of the tiles. Therefore, the size of the data file depends on the 
same parameters as well. However, with the help of subsequent optimizations, memory 
and hard disk requirements could be reduced significantly. Evaluations in [170] illustrate 
that both are limited to less than 10% of the original consumption.  

During simulation, the ns-2 program completely caches the path loss data base within its 
memory. Thereafter it is able to determine the path loss between any two positions 
without the need to recalculate it. During a transmission, the program detects the 
positions of both participants and selects the respective loss value ∆pl from the data base. 
Subsequent to the calculation of the loss factor floss in (91), ns-2 computes the resulting 
receiver energy Pr. The labeling of variables in (92) follow the same nomenclature as 
presented in section 4.2. Thereafter, the receiving power is further computed to 
determine the ability of the node to properly obtain the transmission.  

 1010 pl
lossf ∆=  (91) 

 t t r
r

loss

P G GP
L f
⋅ ⋅

=
⋅

 (92) 

Figure 62 illustrates the direction dependent transmission range, as well as the 
connectivity of an arbitrary network. For illustrative reasons, the maximal LOS 
transmission range is set to 300 m. Both plots depict the Munich city center with a 
500 m × 500 m simulation area. The left figure presents the radio coverage 
(Pr > RXThresh) around node 57. Obviously, it is able to reach more distant nodes in case 
they are within LOS, whereas it only achieves short ranges in NLOS cases or to indoor 
nodes. The right figure depicts the connectivity plot for the same network. The node 
connectivity is high for outdoor nodes within main streets, while the order of 
connectivity is low for nodes in side roads or indoor. Node 89 is even disconnected, as it 
is positioned indoor and afar from other nodes.  
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Figure 62: Munich scenario:  
left: Transmission range of node 57; right: Connectivity plot of the network. 

4.5.3 Urban Mobility Model 

As described in section 4.3.2, only a few urban mobility models exist, but all show some 
serious shortcomings. On the other hand, several mobility models with different 
characteristics exist for flat environments. Section 2.5.1 presents the most important 
ones. These movement patterns work well for flat simulation areas, but show unrealistic 
behaviors in urban environments. Participants would not interfere with their surrounding 
environment. The model allows them to enter and leave buildings at any place and 
participants not try to sidestep obstacles. In order to generate characteristic node 
movements, the original City Motion (oCM) mobility model was introduced in [9]. It is 
based on the RWP mobility model presented in [89]. As described, the behavior of the 
RWP model is disadvantageous, and therefore [10] presents an improved version of the 
City Motion (CM) model, which is based on the RD mobility model. This implies that 
CM controlled nodes randomly select movement directions, velocities and movement 
times rather than destination points. As border behavior, the CM model uses the bounce 
back algorithm to allow uniform node distributions.  

Figure 63 illustrates a possible movement path of a node. At point A, the random process 
stops the current movement and assigns a new mobility vector to the node. Thereafter 
the node starts moving towards this direction with its assigned velocity. In these cases, 
the CM model behaves equivalent to the RD model. However, it behaves different in 
case nodes approach obstacles. A random process decides with the probability pin 
whether it bounces back (point B) or enters the building (point C). In case nodes bounce, 
they maintain their movement velocity and angle of arrival α, but change their 
directions. When entering buildings, velocities and movement directions stay constant. 
The combined movement time for an individual movement episode never changes 
because of e.g. bouncing events. If nodes are already inside of buildings and touch walls, 
they leave the building with a probability pout or stay inside with a probability 1-pout. 
Besides the maintenance of an almost uniform node distribution within the simulation 
area, the bouncing characteristic at walls has another advantage. It allows nodes to travel 
through even very narrow street canyons. They are able to identify a path back to the 
main street and therefore are never trapped within streets. In order to force nodes to stay 
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mainly outside pout > pin and pin < 0.5 is recommendable. For all following simulation 
scenarios, the variables are set to pin = 0.2 and pout = 0.8. Therewith, nodes enter or stay 
within buildings with 20% probability.  
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Figure 63: Behavior of CM controlled nodes at walls of buildings. 

Figure 64 depicts a movement trace of an arbitrary node within the Munich city 
environment. Obviously, nodes show realistic movement behaviors. Therewith, CM is 
especially suitable as mobility model to test and classify ad hoc routing algorithms in 
urban environments. Whereas, for flat environments, CM mobility traces are equivalent 
to movement traces of the RD model.   
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Figure 64: Exemplary node movement within the Munich scenario. 

4.6 Simulations 

The previous section described a realistic and suitable path loss prediction model and 
additionally presented a novel mobility model to create characteristic node movements 
in urban environments. Therefore, all necessary parts are introduced to accomplish 
reasonable ad hoc network evaluations under NLOS conditions. 
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4.6.1 Urban environments 

To verify the impact various ground plans have on the performance of ad hoc routing 
protocols, simulations consider four different building deployments. The Manhattan 
scenario as proposed in [171] has a dense building deployment. Each building has an 
edge length of 80 m and a street width of 20 m separates every two buildings. As the 
name implies, this scenario imitates the regular block structure of New York City (see 
Figure 65 left). Due to its structure, connections favor paths in either horizontal or 
vertical directions. It leaves little space between buildings and therefore most 
connections require more hops than within a free space scenario.  
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Figure 65: Deployment of buildings within the Manhattan and the Italy scenario. 

The right picture of Figure 65 presents the Italy scenario. It has only a few and sparsely 
deployed buildings and therewith numerous connections allow LOS links. The scenario 
has an unstructured building deployment with large space between each. Connections 
should require fewer hops on average than e.g. within the Manhattan scenario. As a 
result, routing protocols should achieve a better performance within this scenario than in 
other scenarios. The third scenario exactly reproduces the pedestrian-only area of 
downtown Munich (see Figure 64). The scenario has numerous, patchy organized 
buildings with little space between each of them. In contrast to the Manhattan scenario, 
it does not favor any direction. Most connections have NLOS links, and therewith 
require many hops compared to free space scenarios. The last environment used, is the 
free space scenario. As the name implies, it does not contain buildings. All nodes are 
within LOS to each other and the transmission coverage area again approximately forms 
a disc around the transmitter.  

The transmitting power Pt is determined so that the maximal radio transmission range is 
about 150 m in all scenarios. Depending on the transmission range, evaluations based on 
the free-space scenario are comparable with previous results from the literature.  

Summarizing the properties of the above scenarios, the number of adjacent neighbors 
heavily depends on the building ground plan and on the current position of the 
transmitting node. The average node density is equivalent in all scenarios. Usually, one 
terminal is within each 50 m × 50 m square. Therefore, the edge length l of the 
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simulation area depends on the number of nodes within the simulation. With the help of 
the number of nodes N, the edge length is calculated as 50l m N= ⋅ .  

Nevertheless, the average node connectivity heavily depends on the building profile. 
Although the initial transmission power Pt is kept constant within all scenarios, the 
respective radio transmission range varies. While nodes within flat environments 
commonly have 28 neighbors, they have 17 neighbors in the Italy scenario. The 
Manhattan environment achieves an average node connectivity of 13 neighbors and the 
Munich scenario averagely permits only 11 neighbors with otherwise equal parameters. 

4.6.2 Simulation parameters 

Evaluations in chapter 3 and previous considerations in [78] depict that AODV 
outperforms other single-path ad hoc routing algorithms like DSR in highly dynamic 
scenarios. Preliminary simulations and evaluations in [9] and [10] confirm the superior 
performance of AODV in urban environments. Additionally, it is the only yet 
standardized ad hoc routing protocol. Therefore, the following evaluation solely utilizes 
AODV as routing algorithm and tests how it copes with urban environments. The main 
mobility model is the CM mobility model and nodes do not pause between consecutive 
movements. To minimize start-up effects, the initial start-up phase is set to 20s. In 
accordance to the description in appendix C, the program run is terminated whenever 
results show sufficient confidence levels. The results illustrated below present the 
average out of ten independent simulations with varying traffic and mobility traces. 
Additionally, the figures contain the respective 95% confidence intervals. Again 
following previous publications, the evaluation utilizes the existing WLAN 802.11b 
implementation of the ns-2 2.1b9a version with a maximal throughput of 11 MBit/s. As 
already mentioned, the maximal radio transmission range obviously varies with the 
environment, but LOS communication covers about 150 m. Additionally, the AODV-
UU ns-2 extension [172] from the University of Uppsala is used, as it is fully compliant 
to the RFC. As described in section 4.5.2, a tile size of 10 m × 10 m is optimal. It allows 
the best tradeoff between simulation accuracy and memory constraints.  

During simulation, 20 sources simultaneously generate packets with a payload of 
1024 Byte. If not otherwise stated, simulations contain 100 nodes and each source 
generates ten packets per second. Data traffic flows are constant bit rate (CBR) flows, 
packets are unacknowledged, and therefore sources never retransmit lost packets. During 
simulation, source-destination pairs alternate randomly with an average holding time of 
50 seconds and a five second cool-down phase between consecutive connections. 
Therefore, the overall generated traffic of all sources is about 1450 kBit/s, when 
assuming common scenario parameters. The overall MAC traffic is much greater, as 
data communication mostly require multi-hop connections and implies routing overhead. 
Nevertheless, it is noticeably below the maximal throughput of WLAN 802.11b, thus, 
the network is never saturated. Additionally, simulations use the CM mobility model 
with 2 m/s maximal node velocity as common parameters.  

The simulations evaluate the performance of AODV within various scenarios. The 
evaluation is based on three different metrics, which are briefly described in the 
following. 
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• Packet loss:  
The packet loss p is the ratio between lost data packets and generated data packets. 
The packet loss ratio is presented in [%]. Packet losses occur because of queue 
overflows in intermediate nodes or collisions on the wireless medium. 

• Throughput:  
The throughput T is the overall received data rate of all destinations. The metric 
counts all packets equally, independent from the necessary number of hops and the 
additional induced overhead. Obviously, the throughput and the packet loss 
correlate, because higher packet loss leads to lower throughput and vice versa.  

• Routing overhead: 
Routing packets are packets solely used to setup and maintain network connections, 
they do not contain data. Consequently, the routing packet overhead OP is the ratio 
between transmitted routing packets and all transmitted packets. Multiple 
forwardings count multiple times and the overhead OP is in the range between zero 
and one. 

4.6.3 Simulation results 

Figure 66 depicts the impact of varying urban environments and network sizes on the 
performance of ad hoc routing algorithms. As expected, the packet loss is lowest within 
the free space scenario. Moreover, it perfectly scales with increasing node numbers N. 
The throughput results impressively illustrate that, because they remain almost constant 
and close to the optimum of 1450 kBit/s. In contrast to that, AODV has some difficulties 
with urban environments. All three scenarios cause significantly higher packet losses in 
comparison to the free space simulations. While the Italy scenario only causes 5% 
packet loss with 50 nodes and reaches 22% for 200 nodes, while the Munich scenario 
causes even higher loss rates in all cases.  
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Figure 66: Packet loss and throughput for varying network sizes and scenarios.  

The Manhattan scenario causes the highest loss within the 50 node scenario, while it 
achieves a smaller loss with 200 nodes. The increasing number of nodes does not cause a 
significant impact on the packet loss. The regular block structure of Manhattan allows 
radio transmissions along street canyons to span large distances. Therewith, it is 
irrelevant, whether the destination is just around the block, or a couple of blocks away. 
The average path length between two nodes does not alter considerably with the network 
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size and therefore minimizes the impact of increasing node numbers. The throughput 
graphs emphasize the accuracy of this evaluation. When considering 200 nodes in urban 
environments, AODV achieves the highest throughput within the Manhattan scenario.  

In contrast to that, AODV causes an increasing packet loss above average within the 
Munich and Italy scenario. AODV is only able to maintain small networks with few 
hops between sender and receiver. With increasing network sizes, the hop distance 
between both communication endpoints increases as well. However, connections do not 
exist as long as in flat environments and sources must frequently reinitiate route 
requests. This in turn increases the routing overhead and congests the network, which 
raises the possibility of collisions on the physical medium. Consequently the network 
load increases again. As expected, ad hoc networking is much more difficult within 
urban environments. Routing protocols must cope with unfavorable conditions more 
often. The self-organized network approach comes closer to its limits or even passes 
them.   

As mentioned in chapter 3, the limitation of the maximal length of routes seems 
promising. Although it prevents certain connections, it greatly improves overall network 
performance. The described introduction of a time-to-live field within route requests 
(RREQ) decreases the average occurring number of route errors per time. Therewith, the 
necessary number of route reestablishments is reduced as well and minimizes the 
additionally induced network load. Relaying nodes can focus more on data forwarding 
rather than RREQ broadcasting, and consequently the remaining connections within the 
network achieve higher throughputs.  

The packet rate depicts the frequency of generated packets of each individual source. 
Obviously, it varies the overall induced data traffic load. Figure 67 illustrates its impact 
on the network performance. With a twice as high packet rate in comparison to the 
common parameters, the overall generated data traffic raises to about 2900 kBit/s. 
Comparable to the previous free space evaluations, AODV is able to keep the packet 
loss close to zero for all kinds of network loads. Consequently, the throughput rises 
almost linearly. In contrast to free space scenarios, AODV experiences difficulties to 
keep the loss rate minimal in all other scenarios. The loss rate within all these scenarios 
is worsened by a factor of 2.5 when doubling the packet rate from 10 to 20 packets per 
second. Obviously, the network is overloaded and the loss rate increases above average. 
Among the urban environments, the Italy scenario achieves lowest packet losses with all 
kinds of network loads, whereas AODV performs worst in the Manhattan environment. 
However, with 20 data packets per second, the achievable throughout of AODV already 
reaches saturation. With even higher packet rates, the throughput does not increase 
anymore, only the packet loss ratio asymptotically approaches 100%. 

With these environmental conditions, reasonable networking is only possible with 
packet generation rates of ten packets per second or less. The other possibility to reduce 
the overall network load is the limitation of the number of sources. However, this would 
require the introduction of some type of call admission control, which obviously violates 
the ad hoc paradigm of an unrestricted and fair network access.  



4.6   Simulations 109 

  

0

10

20

30

40

50

0 5 10 15 20
packet rate r  [packets/s]

pa
ck

et
 lo

ss
 p

 [%
]

Italy
Manhattan
Munich
Freespace

0

500

1000

1500

2000

2500

3000

0 5 10 15 20
packet rate r  [packets/s]

th
ro

ug
hp

ut
 T

 [k
bi

t/s
]

Italy
Manhattan
Munich
Freespace

 

Figure 67: Packet loss and throughput for varying network loads and scenarios. 

As expected, the underlying mobility model and the maximal node velocity significantly 
impact the performance of ADOV. Figure 68 illustrates the packet loss rates of AODV 
with respect to the maximal node velocity. It presents results for scenarios with 100 
nodes within the Manhattan and Munich scenario. Additionally, the figure distinguishes 
between the random direction (RD) and the city motion (CM) mobility model. It is 
obvious that the packet loss rises with increasing maximal node velocities due to an 
increasing network dynamic. But it is unexpected that the CM model has packet loss 
rates well below the values for the RD model. This behavior is independent from other 
parameters.  
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Figure 68: Impact of the node velocity and the mobility model on the  
network performance of AODV. 

 A detailed analysis shows that packet loss often occurs in case nodes move inside of 
buildings. This significantly alters the propagation loss between transmitter and receiver. 
Routes frequently break during these events and thereafter require new route setups. 
This generates additional routing overhead and network load, and consequently worsens 
the overall performance. As the CM model prevents frequent transitions between 
positions outside and positions inside of buildings, it achieves better results than the 
RD model.  
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For maximal node velocities beyond 5 m/s, the packet loss is above 20%, even for CM 
as mobility model. With those loss rates, reasonable communication turns impossible. 
This again limits the usability of MANETs within urban environments to scenarios with 
a pedestrian like average node mobility.  

As final evaluation, Figure 69 depicts the impact of varying network sizes and packet 
rates on the induced overhead OP. Obviously, with increasing network sizes the induced 
overhead increases as well. The routing overhead rises proportional to the average route 
length, and the route length depends on the network size. Therefore, the overhead rises 
as well linearly with the number of nodes. The behavior of the AODV packet overhead 
within the free space scenario impressively emphasizes this characteristic. The overhead 
of AODV within the three urban environments is significantly higher. With only 50 
nodes, the Italy scenario causes the fewest overhead, while it is highest for 200 nodes. 
Both other scenarios induce almost equivalent overheads. The induced overhead is 
already beyond a certain limit. Due to the large number of routing packets, the wireless 
medium is overloaded, and numerous collisions occur. Nodes try to solve the congestion 
by delaying packet transmissions, which causes packet drops in queues. In case routing 
packets get lost, the routing algorithms do not receive vital information and may choose 
unfavorable routes, which again worsens the performance.  
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Figure 69: Impact of network size and packet rate on the AODV routing overhead OP. 

The routing overhead OP is the ratio between routing packets and all transmitted packets 
while the number of routing packets per second is unaffected by the data packet rate.  
Therefore, OP must be inverse proportional to the packet rate, when neglecting all other 
influences. Because AODV is easily able to achieve loss rates close to zero within the 
free space scenario, its overhead exactly pictures this behavior. The AODV routing 
overhead shows a different performance in urban environments. Instead of a decreasing 
routing packet ratio, it remains constant or even increases with increasing packet rates. 
To explain this behavior, previous observations are necessary. As already mentioned, 
networks in urban environments are usually fully overloaded at high packet rates. Figure 
67 illustrates that the packet loss rises above average, while the number of received data 
packets (the throughput) does not increase with the same proportionality as the packet 
rate. Consequently, the number of routing packets must increase, so that the maximal 
achievable network capacity is again fully occupied. The number of generated data 
packets and the number of routing packets rises, hence, the ratio OP between both 
remains constant in urban environments.  
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4.7 Conclusion 

AODV is able to perform perfectly well within free space scenarios. It scales 
independent from the network size and the network load. It causes only marginal packet 
losses, while the throughput is optimal and close to the achievable maximal. However, 
AODV encounters difficulties to perform its tasks in NLOS urban environments. Within 
large networks, the packet loss is significantly higher, while the throughput degrades. 
Additionally, the achieved throughput in urban scenarios declines in comparison to the 
free space scenario for high packet loads. Even higher packet rates do not increase the 
throughput any further, only the packet loss asymptotically approaches 100%. As a 
result, the urban scenario significantly reduces the threshold, after which a network is 
overloaded.  

To circumvent the negative impacts of overloaded networks, certain extensions are 
possible. Network layer protocols could limit the maximal packet rate. However, this 
would also limit the maximal throughput within free space scenarios. Consequently, the 
network layer protocol must consider the environment to determine the maximal 
throughput, which is difficult. Another possibility is the introduction of a jointly used 
call admission control. However, this requires a distributed knowledge about all flows 
within the network and violates the MANET paradigm of unlimited and free network 
access.  

As described in chapter 3, the usage of routes with numerous hops does not allow 
reasonable communication between network participants. The results in this chapter 
confirm that this is especially true for urban environments with frequently changing 
network topologies. The limitation of route length with a time-to-live field circumvents 
the shortcomings, but again unnecessarily limits the usage of ad hoc networks within 
non-urban environments. The utilization of the encountered packet loss as indicator for 
the quality of a route might be possible. In case the packet loss is beyond a certain 
threshold, packet destinations independently limit their connections in order to allow 
concurrent network participants to experience an improved network service. However, 
such a threshold certainly depends on the network conditions and environments. It 
would be vital and fundamental for the overall network performance, and therefore must 
be set carefully. The determination of the correct threshold for arbitrary network 
conditions would be an open research issue. 

Increasing maximal node velocities have a negative impact on the packet loss and the 
achievable throughput. However, as depicted in the previous section, urban scenarios 
worsen this relation. They limit node velocities to pedestrian speeds. Even the otherwise 
suitable statement that an increasing radio transmission range can cope with higher node 
velocities is not valid anymore. The path loss through buildings or around them limits 
the radio range so rigorously that an increasing transmission power does not 
significantly enlarge the radio coverage. Hence, network layer protocols must again limit 
the number of hops or identify static or slow moving nodes as favorable connection 
relays. 

As a conclusion, urban scenarios dramatically alter the network conditions and certainly 
reduce the usability of ad hoc networks. Consequently, reasonable network connections 
require shorter paths and must limit their maximal packet rate. However, even with those 
limitations, MANETs within urban environments still allow reasonable data exchange 
between distant nodes and communication remains possible. 



 

5 MAC Layer Extension 
Providing Fair Throughput 

After the consideration of urban environments, and the determination of their impact on 
the performance of ad hoc networks, the following chapter focuses on the fairness within 
networks as another possible source for user dissatisfaction.  

Following the ISO/OSI reference model, the task to establish favorable paths through 
networks is within the responsibility of routing protocols. In contrast to that, the medium 
access control (MAC) protocol has the obligation for direct node-to-node packet 
transmissions. Therefore, the quality of the MAC protocol also has severe impact on the 
overall network performance.  

Within distributed ad hoc environments, the network load is evenly spread. All nodes 
statistically uniformly act as source, destination or as forwarding node for connections. 
However, scenarios without fixed infrastructure are uncommon in future considerations. 
It is unlikely that access points (AP) with gateway functionality to the Internet are 
unavailable. Scenarios with mobile networks grouped around an AP are much more 
probable. The gateway allows connection to the Internet, while the MANET enables 
distant nodes to communicate with this gateway. Possible scenarios are airports, train 
stations, university campuses, or downtown areas. Thus, single APs can provide Internet 
access to tens or even hundreds of mobile nodes.  

Networks containing an AP as in the right illustration of Figure 70 show radial 
symmetric load distributions and increasing loads towards the central AP. Therefore, 
algorithms performing well in pure ad hoc networks may fail within these networks. The 
distributed coordination function (DCF) of the IEEE WLAN 802.11 [173] standard suite 
only considers pure ad hoc networks. It allows balanced per-node fairness, but is unable 
to adapt to networks with different load distributions. The round robin medium access is 
especially suitable for distributed network loads. The point coordination function (PCF) 
is an extension of the DCF and permits an AP to control the network. However, it solely 
supports single hop connections and therefore is inappropriate for multi-hop ad hoc 
networks around APs.  

However, WLAN standards as well as routing algorithm developments put emphasis on 
distributed multi-hop ad hoc networks without any infrastructure. Up to now, research 
did not consider different environments. Therefore, it is necessary to investigate the 
behavior of IEEE WLAN 802.11 in networks with central APs and optimize its 
performance. Simulations illustrate that overall network performance is insufficient 
within these scenarios. The new Fair-MAC protocol extension developed in this thesis in 
cooperation with existing routing algorithms outperforms the above mentioned 
combination of legacy WLAN and routing algorithm.  
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Figure 70: Load distribution within a distributed ad hoc network and a  
network with central gateway. 

Section 5.1 gives a general introduction to the 802.11 standard. It generally introduces 
the distributed shared medium access scheme. The following section 5.2 describes the 
shortcomings of existing protocols to perform well within a network with unevenly 
spread load distribution. It identifies two independent reasons for the observed 
performance degradations. Some known approaches from the literature and their 
shortcomings are discussed in section 5.3. Section 5.4 depicts approaches to circumvent 
both reasons of the performance degradations. A novel fair-MAC protocol extension is 
introduced in section 5.5. It combines the above mentioned solutions and allows perfect 
flow fairness within radial symmetric networks. Section 5.6 presents simulation results 
in order to verify the ability of the proposed protocol to perform well under LOS and 
even NLOS conditions. The chapter sums up with a conclusion in section 5.7. 

5.1 Introduction 

The wireless local area network (WLAN) standard IEEE 802.11 became the most widely 
used protocol for wireless connections between mobile terminals. Most sold notebooks 
as well as an increasing number of desktop PCs have an in-built WLAN protocol stack. 
The IEEE as standardization organization continuously increases the achievable data 
rate. The first standard version was released 1996 [42] and allowed a maximal bit rate 
of 2 MBit/s. Since then, the bit rate increased to 11 MBit/s [174] and currently 
allows 54 MBit/s with the most recently released versions 802.11a/g. The next 
substandard 802.11n should achieve bit rates beyond 100 MBit/s [175, 176]. This 
maximal bit rate is available only for a single hop connection with exclusive medium 
access. The rate for each node degrades, in case APs serve several different connections 
or data exchange requires multihop transmissions. However, the usage of multihop 
connections provides the possibility to increase the serving area of an AP, without the 
need to establish additional APs with gateway functionality. A decentralized ad hoc 
network utilizes nodes in the proximity of the AP for data relaying of more distant 
sources. It presents a cost-saving probability to connect a larger number of users to a 
single AP. 

As described in section 2.3, the other technique to wirelessly connect nodes to an AP is 
HiperLAN/2 [177-179]. However, the current HiperLAN/2 standard does not include a 
protocol for a decentralized medium access. The literature proposes several extensions to 
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allow distributed ad hoc networking with HiperLAN/2 [180, 181], but a standard is not 
yet defined. Therefore, and because 802.11 has a significantly broader installed basis, 
the following considerations focus on the shortcomings of 802.11. 

Section 2.3 only gave a brief introduction into the functionalities of IEEE 802.11 and 
therefore the following section introduces it in more detail. The original standard was 
released in 1996 and used direct sequence spread spectrum (DSSS) or frequency 
hopping spread spectrum (FHSS) as access scheme to achieve a bit rate of up 
to 2 MBit/s. Besides the physical layer, the standard defined the MAC protocol as well. 
It contains the mandatory DCF function [173] as well as the optional point-coordination 
function (PCF). Nodes using the DCF as access mechanism independently compete for 
the carrier access. Detailed analysis and simulative results can be found e.g. in [182-
184]. 

In contrast to the DCF, the PCF allows an AP to control its proximity. The AP divides 
timeframes in two parts. The first allows a synchronized access; the second uses again 
the distributed DCF function. The ratio between both parts is variable and the AP 
determines it. While the PCF is active, every node registers its transmission attempt at 
the AP, and the AP grants exclusive medium access for every demanding station in a 
round robin fashion. However, as the DCF function is especially designed for distributed 
multi-hop ad hoc networks, it will be discussed further.  

Within uncontrolled networks, nodes try to access the wireless carrier simultaneously. 
The MAC protocol on each node must prevent these uncoordinated accesses. Otherwise 
data loss occurs, because terminals receive interfered and corrupted signals from 
multiple senders. Therefore, the DCF function uses the carrier sense multiple access with 
collision avoidance (CSMA/CA) [185] as access scheme. It is based on the previously 
invented CSMA with collision detection (CD) method [186], which is mainly utilized in 
Ethernet 802.3 networks. With only a single antenna and transceiver, nodes cannot 
detect simultaneous transmissions during ongoing own sending attempts. Hence, the 
WLAN standard must use the collision avoidance method to reduce the necessary 
number of retransmissions. Figure 71 depicts the details of the CSMA/CA protocol. 
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Figure 71: CSMA/CA with RTS/CTS of the 802.11 MAC protocol.  

Before a node activates its antenna for a sending operation, it senses the carrier. The 
sensing period contains the constant DCF interframe space (DIFS) and an additional 
backoff period. Every node randomly calculates its own backoff period. The contention 
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window (CW) defines the maximal possible backoff. This random delay reduces the 
probability that two neighboring nodes start transmitting at the same time. Whenever a 
packet collision occurs, both transmitting nodes double their CW to reduce the 
possibility of recurring errors. In case the medium is unoccupied till the backoff timer 
expires, the node transmits its data packet immediately. If the node overhears 
transmissions from other nodes while the backoff timer is running, the protocol 
postpones the timer expiration and therewith the transmission. 

Transmitting nodes expect an acknowledgement (ACK) from the receiver after the error-
free transmission of the data packet. In order to detain other nodes from starting 
transmissions between the DATA and ACK packet, the receiving node waits only a short 
interframe space (SIFS) period, which is shorter than the DIFS period. 

In a CSMA/CA system occur two primary phenomena that reduce the achievable overall 
throughput. Both of these exist due to the fact that unlike wire-line networks, terminals 
in a region may not see the same state of the medium. Only if all stations are within each 
others radio range, the CSMA/CA method operates error-free. The first problem happens 
when a node senses the carrier as unoccupied and starts its transmission, while the 
receiver already gets a packet from a different station. Usually, both sending stations are 
on opposite sides of the receiving node and not within each others radio range. The 
literature refers to this as hidden terminal problem [187]. 

To circumvent the hidden terminal, the 802.11 standard optionally allows the usage of a 
ready-to-send/clear-to-send (RTS/CTS) method [188, 189]. Before the sending node 
forwards its data, it transmits an RTS packet. The RTS packet contains the proposed 
receiver of the data packet as well as the necessary transmission period. All nodes within 
the proximity overhear this packet and calculate the network allocation vector (NAV). 
With the help of the NAV vector, uninvolved nodes postpone all their scheduled 
transmissions. The proposed receiver answers with the CTS packet. Neighboring nodes 
overhear the packet and adapt their NAV vector again. Thereafter, the sending node 
transmits its data. Figure 71 depicts all necessary packet transmissions for a complete 
sequence in a timely manner.  

The usage of RTS/CTS packets is especially useful for large data packets. The additional 
overhead induced by the RTS/CTS packets is acceptable in comparison to the high 
possibility of packet errors and necessary following retransmission. While the RTS/CTS 
mechanism prevents the occurrence of hidden terminals, it introduces the second 
dilemma. The literature refers to it as exposed node problem [190]. As all neighboring 
nodes of the sender as well as of the receiver are blocked, they are unable to transmit 
data, even if the network configuration would allow an error-free transmission. Figure 
72 depicts the transmission sequence as well as the blocking status. However, the 
RTS/CTS still improves the overall performance in distributed networks compared to 
protocols without a hidden terminal avoidance algorithm.  
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Figure 72: RTS-CTS-DATA-ACK mechanism of WLAN 802.11. 
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5.1.1 The 802.11 standard suite 

The 802.11 standard does not define a single protocol, but comprises several different 
parts. Besides protocols achieving superior data rates it contains improvements for 
higher ISO/OSI layers and regulatory issues as well. Parts of the standard are 
differentiated by subsequent characters. The IEEE 802.11 working group still develops 
new sub-standards. The following list should give a short overview over the currently 
existing standards and their scope. It does not consider currently discussed draft versions 
of upcoming parts. Figure 73 presents existing sub-standards and contains a 
classification into the ISO/OSI reference model. 
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Figure 73: Overview over the 802.11 standard suite. 

Physical layer (PHY) 

• 802.11 legacy: It is the original standard and achieves up to 2 MBit/s in the 2.4 GHz 
Industrial-Science-Medical (ISM) band. 

• 802.11a: This high speed WLAN standard for the 5 GHz ISM band utilizes the 
orthogonal frequency division multiplexing (OFDM) access scheme to achieve gross 
bit rates of up to 54 MBit/s.  

• 802.11b: Improves the DSSS modulation scheme and allows a maximal bit rate 
of 11 MBit/s with complete downward compatibility to the 802.11 legacy standard. 
It is the most widely utilized and supported standard.  

• 802.11g: Extends the achievable bit rate within the 2.4 GHz band to 54 MBit/s via 
the usage of OFDM carriers. It generally has a broader application area in 
comparison to 802.11a, because the lower frequency band allows better propagation 
characteristics. 

• 802.11k: This extension enables higher layers to perform radio and resource 
measurements (RRM). 

 

Medium access control layer (MAC) 

• 802.11d: This standard is responsible for the compliance of 802.11 protocols with 
regulatory specifications. It mainly limits the maximal transmission power in certain 
countries to achieve this compliance. It allows a worldwide usage of 802.11 
hardware. 
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• 802.11e: It extends the 802.11 MAC protocol to allow networks to forward traffic of 
real-time critical applications. It uses multiple MAC queues with different priorities 
to achieve certain quality of service (QoS) requirements. 

• 802.11i: It closes the existing security loopholes of the originally developed wired 
equivalent privacy (WEP) protocol [191]. It circumvents the shortcomings of the 
authentication and allows the usage of Wi-Fi protected access (WPA). Additionally 
it substitutes former encryption methods with 802.1x functionality, the temporal key 
integrity protocol (TKIP) and the advanced encryption standard (AES).  

• 802.11h: It defines the spectrum management to use 802.11 compliant hardware 
within the 5 GHz band in Europe. 

• 802.11j: Defines a similar spectrum management for the Asia-Pacific region. 
 

Higher layers 

• 802.11c: This substandard allows APs to retrieve information about bridging 
operations. Correct bridging is necessary to extend the AP with Internet gateway 
functionalities. 

• 802.11f: The Inter-AP-to-AP protocol defines the necessary communication between 
neighboring APs. Therewith, it allows a simple AP-to-AP handover of mobile 
nodes. 

5.1.2 The 802.11e QoS extension 

Voice over IP (VoIP) like Skype [192] or streaming are new real time critical 
applications. They require more challenging QoS parameters than existing best effort 
applications like web browsing or file downloads. Therefore, the IEEE defined the QoS 
extension 802.11e [193, 194]. It allows the definition of various priority classes to 
achieve certain QoS levels. 

The standard modifies the legacy PCF function to become the hybrid coordination 
function (HCF) and the DCF to the enhanced DCF (EDCF). Again, only the usage of the 
EDCF is valuable in distributed MANETs. It introduces eight priority classes for various 
traffic types. Each class utilizes its own protocol instance with MAC queue and backoff 
parameters. All eight protocol instances compete for exclusive medium access. The 
backoff parameters are independently modifiable and allow different possibilities for 
medium access. The delay period before a protocol instance gets exclusive access 
comprises the random backoff as well as the new arbitration interframe space (AIFS). 
Dependend on the traffic classes (TC), the AIFS varies, but it is as least as large as the 
original DIFS. High priority packets wait short AIFS periods, while best effort traffic 
packets experience longer AIFS delays. Figure 74 depicts the competing protocol 
instances and illustrates the different AIFS times after a successful packet transmission. 
Additionally, the 802.11e standard modifies the initial minimal CW values with respect 
to the priority classes, while the binary exponential backoff behavior is unchanged. 
Therefore, 802.11e hardware is fully backward compatible with previous standards and 
networks with a mixed usage of protocol versions are possible.  
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Figure 74: 802.11e enables different priorities with the help of   
variable medium access timers (from [194]). 

The protocol instances work independently from other instances, and therefore behave 
equivalent to protocol stacks within two competing terminals. In case the protocol grants 
a priority instance exclusive access, all other instances postpone their transmission 
attempts. A subsequent scheduler prevents internal collisions, in case two instances start 
their transmission at the exact same time. The 802.11e protocol stack obtains the packet 
priority from the yet unused type-of-service (ToS) field within the IP header. According 
to their priority, the protocol enqueues packets in certain queues. Therefore, the 
extension forwards packets with high priority more often than those packets with best-
effort characteristics. It usually achieves the expected QoS requirements without 
providing hard guarantees. 

The 802.11e extension was mainly developed to improve typical WLAN scenarios, in 
which all nodes are within the transmission range of an AP. For these scenarios, 802.11e 
enabled terminals show significant improved performance characteristics in comparison 
to legacy 802.11 terminals. It outperforms the original standard especially with respect 
to delay and jitter constraints [195, 196]. Unfortunately, the literature does not discuss 
the performance impact on distributed MANETs up to now. Theoretical or simulative 
results are not available yet. However, the protocol extension does not address the 
fairness among nodes and additionally it is fully backward compliant to the original 
802.11. Therefore, it is also not able to perform well in networks with non-uniform load 
distributions.  

5.1.3 Ad hoc networks with central APs 

The PCF function enables an AP to control the network, but it supports only single hop 
connections. Therefore, it is inappropriate for multi-hop ad hoc networks around an AP. 
In contrast to that, the DCF function considers pure ad hoc networks, but scenarios 
without any fixed infrastructure are unusual. It is much more likely that mobile nodes 
are grouped around an AP. The combination of an AP with a distributed MANET allows 
the connection of all participating nodes to the Internet. Possible scenarios are airports, 
train stations, university campuses, or downtown areas. The advantage is that the AP 
serves not only its close proximity as Internet gateway, but also nodes several hops 
away. Thus, single APs can provide Internet access to tens or even hundreds of mobile 
nodes. Therefore, connections to APs within these scenarios usually require multi-hop 
routes.  
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However, the ad hoc network paradigm expects network configuration without the need 
of central entities. This includes the maintenance of frequently changing network 
topologies because of node movements or terminal switch-offs. Therefore, the medium 
access and routing must be controlled in a decentralized way. The AP is unable to obtain 
all information about the network wide radio resource management.  

The routing protocol can be any existing or future ad hoc protocol. The determination of 
the optimal routing protocol depends on the proposed scenario. As presented in 
section 2.4, proactive protocols like DSDV or OLSR are advantageous in small and 
stable network environments. On the other hand, reactive protocols like AODV or DSR 
are most useful in larger and more dynamic networks. 

Although the physical topology is uncoordinated, the solely reasonable logical topology 
for the network around the AP is a tree structure with the AP as root node. The 
disadvantage of this topology is that interior nodes must forward all traffic from and to 
exterior nodes, and therewith usually have much higher loads to handle than exterior 
nodes (see Figure 70). Consequently, the network load has a radial symmetric 
distribution. However, WLAN standards as well as routing algorithm development put 
emphasize on distributed multi-hop ad hoc networks without any infrastructure. 
Simulations illustrate that the overall network performance is insufficient within 
networks with central APs utilizing WLAN 802.11. It is necessary to investigate the 
behavior of WLAN within these scenarios, and to optimize its performance. The 
following section indicates shortcomings of WLAN 802.11, especially occurring in 
radial symmetric networks. 

5.2 Shortcomings of the conventional 
WLAN 802.11 standard 

As presented, the DCF function of the IEEE 802.11 legacy protocol contains a 
distributed shared medium access method for MANETs. However, in case data flows 
mostly traverse to and from an AP, the overall performance of the network and the 
fairness between different sources degrades significantly with 802.11. Based on these 
observations, the following section presents and illustrates the shortcomings of the DCF 
function. The performance degradations result from shortcomings of the packet queuing 
mechanism within the link layer and from an unbalanced medium access scheme. The 
theoretical analysis assumes any of the currently used WLAN standard 802.11a/b/g as 
MAC protocol, but also considers the QoS extension 802.11e for certain cases.  

5.2.1 Shortcomings of the queuing algorithm 

As described in section 5.1.1, the WLAN 802.11 standard follows the ISO/OSI reference 
model. The logical link layer control (LLC) is on top of the MAC layer. Between both 
layers resides a forwarding queue (MAC queue) to cache packets before they are 
transmitted. In case the MAC protocol successfully transmits a packet, it dequeues a new 
packet. The queue within the MAC layer certainly has a limited size, and therefore drops 
packets whenever the queue is overflowing. The dropping algorithm is not standardized, 
and can follow any scheme like drop tail [197] or random early detection (RED) [198]. 
More sophisticated algorithms may prioritize important routing packets by placing them 
on top of the queue. All ad hoc scenarios require that intermediate nodes act as relays 
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and forward packets from other sources towards distant destinations. Obviously, MAC 
queues must cache these packets and therewith contain forwarding packets as well as 
packets from their own applications. Both types of packets are stored within the queues 
in a “first-come-first-serve” order.  

In the following, a simple example illustrates the unfairness of the existing queuing 
algorithm. Figure 75 depicts a small ad hoc network with sources and an AP. The 
exterior node creates packets with a data rate D2 of 50% of the maximal access rate 
while the interior node has a variable data rate.  
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Figure 75: Network consisting of two nodes, illustrating MAC 802.11 queue unfairness. 

Node n1 and n2 simultaneously transmit packets to the AP. Because only these two nodes 
transmit packets and both nodes have equal probabilities to access the channel, the 
available medium access time is fairly divided. The very balanced per-node fairness of 
the MAC DCF function prevents unequal access rates between competing nodes. 
Obviously, the medium access rate of both nodes is 50% of the theoretical maximal 
throughput (TMT). As described, the source data rate of node n2 is limited to 50% of the 
TMT. This certainly prevents packet drops within the MAC queue Q2 of node n2. A 
detailed description of the TMT is given in [199]. 

Figure 76 illustrates the queue occupancy of node n1 for various data rates D1. The queue 
occupancy depicts the relative share of packets from n1 within its own queue. The figure 
contains the results from theoretical analysis, simulation, and the fair queue occupancy 
under the assumption that the queue contains sufficient but not an infinite number of 
slots. Without packets from node n1 (D1 = 0) the networks operates with the optimal 
packet throughput. Node n1 receives packets 50% of the time, and with the remaining 
50%, it forwards these packets to the AP. The queue in n1 never drops packets. 
However, with even a small source data rate D1, the combined data rate of both nodes 
exceeds the available TMT. Therefore, node n1 contains an always-filled queue Q1 and 
in addition, the queue must drop packets. While this example seems quite constructed, 
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with more sources and longer forwarding paths, queue overflows occur even at low data 
rates.  
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Figure 76: Ratio of packets from source node n1 within queue Q1 for  
different source data rates D1. 

Therefore, (93) depicts the relative shares R1
fair of packets from n1 within Q1 in order to 

achieve fair packet throughput for different data rates D1 and D2. Figure 77 visualizes 
the different queue filling rates for a fair ratio of packets R1

fair. This does not prevent 
queue overflows, but achieves fair queue fill ratios and therewith an equal probability 
that all flows experience comparable packet loss rates.  
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Figure 77: Fair queue fill rate R1
fair of packets from n1 within Q1. 

Following the formula in (93), the queue occupancy is fair as long as the data rate of 
node n1 is below 50%. However, with increasing data rates, the occupancy becomes 
unfair. Above data rates D1 of 50%, Q1 should be equally filled with packets from both 
nodes. However, packets from n1 prevail. If node n1 requests exclusive utilization of the 
access rate (100%), it stops communication of exterior nodes to the AP. The queue 
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contains only 17% of packets of node n2. A data rate twice as large as the access rate is 
obviously without practical usage. It causes considerable packet drops of own packets 
within Q1. However, WLAN 802.11 does not prevent this behavior. Allowing the 
network layer to enqueue packets at such high rates completely suppresses any kind of 
data forwarding of exterior nodes. The queue Q1 does not contain any packets of 
subsequent nodes. Hence, malicious nodes close to APs are capable to prevent 
communication by simply generating infinite numbers of UDP packets. The example 
clearly depicts the ability of an uncooperative or malicious node n1 to prevent any 
exterior node to connect to the AP.  

To determine the queue occupancy theoretically, we assume constant data rates. Further 
more, the queue of n1 is already filled. All slots contain packets and the enqueuing 
algorithm drops every subsequent packet. Within the example environment above, the 
queue reaches this state after a short period, depending on the size of the queue. 
Thereafter, the algorithm only enqueues new packets, after it had dequeued a packet. 
Therefore, node n2 and the upper layer of n1 compete for this currently unoccupied slot. 
Before the MAC algorithm of node n2 is able to forward a packet, it must probe the 
medium, probably requires some back off, and must cope with collisions. Therefore, the 
forwarding of packets requires significantly more time than the basic physical 
transmission. In fact, the transmission time is the least significant part of the forwarding 
time. Average forwarding times between two nodes for various data rates are given 
in [199].  

The network layer of node n1 generates packets with a constant rate. After the MAC 
algorithm dequeued a packet, the network layer statistically requires half this generation 
period before requesting to enqueue its packet. With known data rates, the average 
queue arrival times tq for packets from both nodes can be calculated. The probability that 
the algorithm enqueues a packet from its own network layer rather than a forwarded 
packet from n2 is the queue fill rate R1. It is the quotient between t1

q and t2
q with  

 1
1

2

q

q

tR
t

=  (94) 

Figure 78 shows a schematic example for the queue filling probability. The legacy 
802.11b standard achieves 11 MBit/s gross data rate and a net-rate or TMT of 
6.5 MBit/s. Assuming packet sizes of 1024 Byte and a designated data rate D1 of 100% 
of the TMT, the upper layer protocol of n1 generates every t1

q = 5.2 ms a new packet and 
requests enqueuing within Q1. With the results from [199], n2 is able to transmit every 
t2

q = 6 ms a packet towards n1. The relative queue fill rate R1 is 5.2 ms / 6.0 ms and 
therewith 86.6%. Packets from n2 are enqueued with a probability of 13.4%. This 
obviously confirms the additionally obtained simulation results. It prevents a fair 
allocation of the available resources between n1 and n2. 

As explained in section 5.1.2, the QoS extension 802.11e augments the basic DCF 
algorithm with additional queues for different priorities. These queues improve the 
fairness among packets with different priorities. For packets of the same priority class, 
the unfairness problem remains unsolved. All packets are again cached in the same way 
as with the single queue of the legacy 802.11 protocol.  
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Figure 78: Schematic example for the queue filling probability. 

This clearly depicts that high traffic load scenarios causes forwarding queues of 
intermediate nodes to drop packets and the common DCF/EDCF algorithms to fill up 
queues unfairly. The existing MAC protocols favor nodes with direct links to APs. The 
number of own packets often exceed the number of relayed packets and therefore 
relayed flows experience higher packet drop probabilities. In particular cases, interior 
nodes have the possibility to completely prevent communication of exterior nodes with 
the AP. Simulations as well as theoretical considerations prove this observation.  

5.2.2 Shortcomings of the distributed medium 
access scheme 

The current implementation of IEEE WLAN 802.11 allows very balanced per-node 
fairness. As described, the DCF with its CSMA/CA access method guarantees a round-
robin access to the physical medium. It is the optimal access scheme for distributed 
networks with fair load distributions between all nodes in the network. However, 
MANETs with APs at their centers have radial symmetric distributions of network load 
and require different access schemes for optimal performance. The load constantly 
increases towards the AP, as all nodes must communicate via this central gateway (see 
Figure 70). Thereby it is of no consequence if packets traverse the network to the AP or 
away from the AP towards mobile nodes. Interior nodes always forward packets for the 
communication of leaf nodes. The per-node fairness of the DCF function allows leaf 
nodes within a centralized network to access the medium over proportionally. They are 
unable to detect the inability of interior nodes to provide the expected throughput. 
Consequently, interior nodes frequently drop packets of exterior nodes.  

Figure 79 depicts a typical scenario with a couple of nodes grouped around an AP. 
Without loosing generality and to simplify the example, it only considers flows towards 
the AP. The numbers below the nodes depict the access rate with the RTS/CTS collision 
prevention mechanism activated. The arrows depict the number of individual flows from 
different sources forwarded at any node. As RTS/CTS mechanism blocks medium 
access attempts within a two-hop radius around transmitters, the access rate of interior 
nodes is lower than the rate of edge nodes. Consequently, leaf nodes are more seldomly 
blocked than interior nodes and therefore have the highest medium access rate. 
However, interior nodes must forward their own traffic and the traffic of all exterior 
nodes, but achieve the lowest access rates. This constellation leads to queue overflows 
and high packet loss probabilities. It is obvious that this configuration is not able to 
allow optimal performance. As a result, leaf nodes must reduce their data rate in order to 
stabilize the network. 
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Figure 79: Flows through nodes and their individual access rates when  
utilizing the RTS/CTS mechanism. 

To allow a more detailed analysis, Figure 80 presents a simpler example scenario with 
four nodes and an AP. Each node acts as source node and in addition nodes n3 and n4 
must forward the traffic of the other nodes as well. All nodes generate packets with the 
maximal possible data rate of 100%. Utilizing the RTS/CTS mechanism within the 
depicted scenario implies that all other nodes block node n1. As four nodes compete 
simultaneously for exclusive medium access, n1 achieves an average medium access rate 
of 25%. Reusing the above assumptions, it turns out that all four nodes have the same 
equal access rate of 25%. The round-robin access mechanism of 802.11 does not 
consider the necessity that n3 and n4 must forward packets for the other nodes. As a 
consequence, especially n1 is unable to access the medium as often as required, and 
therefore its forwarding queue overflows. The considerations in section 5.2.1 depict that 
single queue implementations favor own packets rather than forwarded packets, and 
therefore node n4 drops most of the packets from other nodes.  
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Figure 80: Scenario with four uncooperative source nodes and equal MAC access rates. 

In order to verify the above made assumptions and statements, simulations with the 
network simulator ns-2 are carried out. Figure 81 depicts the results and confirms the 
statements. To prevent simulator internal shortcomings, each flow starts one second after 
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the previous one. Thereafter, the induced data rates remain constant till the end of the 
simulation. The throughput of flow f1, f2 and f3 drops to zero, while node n4 is able to 
transmit almost all packets of its own flow f4 to the AP. On the one hand, this behavior is 
caused due to the unfairness of single queue caching methods. However, the unfairness 
occurs especially when nodes receive more packets than they are able to forward. They 
must cope with excessive load. The exterior nodes inject too many packets and hence 
overload the complete network. The unfairness initially occurs due to this overload. The 
simulation results in Figure 81 confirm that the access rates of all nodes are between 
20% and 40% (average about 25%) and therewith verify the above made derivations.  
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Figure 81: Throughputs and access rates for the scenario in Figure 80. 

The simulation results for this simple scenario illustrate that the unfairness with the 
common DCF access method is already detectable within small and static network 
configurations. The impact increases with increasing network sizes and packet loads and 
the missing per-flow fairness becomes severe.  

In order to circumvent the fairness challenge of the DCF function, an advanced protocol 
must limit the MAC access rates of exterior nodes. As the network topology within 
mobile ad hoc networks constantly changes, a control mechanism is necessary which is 
able to quickly adapt to new network conditions. An improvement like the QoS 
extension 802.11e does not circumvent the behavior as it basically utilizes the same 
distributed access scheme as the legacy 802.11. 

Therefore, fair queuing does not guarantee low packet loss. Even if the protocol fills 
queues perfectly fair, packet losses still occur because of overloaded networks. Only a 
mechanism circumventing both misbehaviors prevents queue overflows and unnecessary 
collisions on the physical medium.  

The following section discusses protocols and algorithms from the literature to prevent 
the performance degradations of 802.11 in radial symmetric networks.  

5.3 Related Work 

The throughput improvement of the WLAN 802.11 legacy protocols is a widely 
discussed research issue in recent years. Solutions for the fairness dilemma in ad hoc 
networks based on WLAN are analyzed as well (see [200, 201]). However, the proposed 
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optimizations are generally designed for distributed multi-hop MANETs without the 
availability of an AP. However, the above mentioned challenges of networks with AP 
are not covered by these publications.  

Xu and Saadawi [44] originally examined the unfairness of the IEEE 802.11 within 
multihop ad hoc networks. They simply simulated a network comprising seven static 
nodes forming a string topology. All nodes use TCP Reno as transmission control 
protocol. An initially created multihop connection achieved constant throughputs, before 
a second single hop connection is setup. Shortly thereafter, the multihop connection fails 
to achieve any throughput at all. A subsequent analysis reveals that an intermediate node 
of the multihop connection drops an ACK packet. Thereafter, the flow control of the 
source reduces the data rate, while the other TCP connection continuously increases its 
data rate. This effect amplifies with every additionally dropped packet, till the single hop 
connections utilize the entire available data rate. As conclusion, the shortcomings of 
WLAN 802.11 occur independent from the utilized transport protocol. TCP as well as 
UDP connections are affected.  

The authors in [202] emulate a self-clocked fair queuing scheme in a distributed manner. 
The algorithm is comparable to the legacy WLAN 802.11, it only modifies back-off 
timers, and intervals for the shared medium access challenge. Hence, nodes transmit 
packets with highest priority tags first. However, the proposed protocol is unsuitable for 
networks with APs, since it assumes uniformly distributed network load. Further, the 
protocol does not support multiple flows as it does not support per-flow fairness. 
Consequently, it is unsuitable to achieve variable access rates for leaf nodes with single 
flows and intermediate nodes with many simultaneous flows. 

The literature refers to multi-hop scenarios with an AP often as wireless mesh networks. 
This term is usually used for network environments with static nodes or at least very 
slow moving nodes. Section 2.3 already discussed that the IEEE originally developed the 
802.16 [40] standard for fixed broadband wireless access systems. The extension 
802.16e allows for node mobility, but it solely supports single hop connections. Hence, 
it is unsuitable for multi-hop connections. On the other hand, the proposed 802.16f 
extension deals with multi-hop connections, but again focuses primarily on static 
network topologies. It does not rely on continuously retrieved network information to 
optimize the overall data throughput. Both extensions do not cover all characteristics of 
a mobile wireless multihop ad hoc network with AP. Therefore, both extensions are 
unable to allow fair multihop connections within these environments.   

The publications [203-206] introduce the challenges inherent for scenarios with dynamic 
topology changes and present some interesting new approaches. The authors in [203] 
propose a new protocol to improve QoS in mobile meshed networks. It is based on the 
QoS extension WLAN 802.11e [196] and supports networks with an AP within its 
center. Nodes constantly classify themselves to a certain priority class. The decision 
depends on the node’s current throughput, its current class and its throughput bound. 
This indicates that an optimized scheduling together with a prioritization of certain data 
packets improves the overall throughput and reduces the packet delay. The algorithm 
demonstrates good results within small scenarios with up to 20 nodes and a low mobility 
profile. Simulations illustrate that the overall packet delivery ratio does not increase, but 
the algorithm improves the in-time delivery of delay constrained packets. The 
publication does not consider high packet loads as additional challenge. Further on, the 
authors admit that the protocol may not converge in all cases, especially within heavily 



5.3   Related Work 127 

  

loaded networks. Simulations only use scenarios with few nodes and connections require 
only single-hop transmissions. Additionally, nodes are static or continue along certain 
repetitive paths. The paper does not make performance statements for large networks 
with highly dynamic nodes and frequently changing topologies. It remains questionable, 
whether this algorithm is able to maintain larger networks with faster moving nodes. 

The challenge of fair individual throughput among all participating nodes within 
MANETs with AP is explained in [204]. The network layer individually prioritizes each 
data stream and exclusive queues for each flow in the MAC layer allow perfect fairness 
among different flows. However, in real world environments, the maintenance of 
individual queues in all participating nodes for any data stream is unrealistic. Some P2P 
clients for example open as many TCP connections as possible. 

The authors in [205] indicate the shortcomings of per-node fairness strategies. As 
depicted in section 5.2.2, the particular structure of MANETs with AP reduces the 
overall available throughput rate of the network. The advantages of spatial reuse 
mechanisms do not improve the capacity of the network as in distributed ad hoc 
networks. The authors theoretically prove that most parts of the data communication to 
and from the AP must use the same few links. Consequently, these links create a bottle 
neck for the overall throughput. They show that optimally calibrated network parameters 
reduce packet loss and delay and improve the overall throughput in comparison to the 
legacy 802.11 protocol. However, the calculation of optimal parameters require a global 
knowledge about the current network topology and therefore network nodes with only a 
local view are unable to set the parameters correctly. Simulations only demonstrate the 
ability of the protocol to improve the network performance in static and small networks. 
The mobility of nodes is not considered as a simulation parameter. 

The work in [206] uses a different approach to improve the performance in networks 
with AP: The extension requires multiple transmission channels for signaling and data 
communication. Therefore, it is especially suitable for Orthogonal Frequency Division 
Multiple Access (OFDMA) systems like WLAN 802.11a. The RTS-CTS mechanism 
necessary for shared medium accesses is substituted with a four-way handshake. The 
initial signaling requires a common channel to negotiate a dedicated data channel. 
Therewith, the subsequent data transmission is able to use a channel exclusively. The 
dynamic channel selection allows a significant performance improvement within small 
and static networks. Again, with larger and dynamic scenarios, the results severely 
degrade.  

The proposed MAC algorithm in [207] allows a distributed packet scheduling to meet 
delay bounds. The RTS/CTS as well as DATA/ACK packets contain additional 
information to optimize scheduling of differently prioritized MAC packets. Nodes 
overhear communication of neighboring nodes to optimize their own scheduling. The 
authors illustrate that their algorithm reduces delay by 50% for high loaded network. 
However, all simulations run again with static nodes, therefore, statements about 
performance in mobile environments are impossible. Especially the impact of frequent 
route breaks and reestablishments on the behavior of the algorithm remain unanswered.  

The analysis of the shortcomings in section 5.2 indicates that the legacy-MAC protocol 
does not allow flow fair throughputs within networks with APs. Especially the queuing 
within the MAC layer and the shared medium access shows insufficiencies. The 
literature introduces some interesting approaches, but fails to give a commonly utilizable 
solution. Neither of the above extensions and protocols is able to improve the 
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performance in the mentioned scenarios. Therefore, the following sections indicate 
optimizations and new protocols to circumvent the above mentioned performance 
degradations. They generally optimize the overall throughput and allow very balanced 
per-flow fairness. 

5.4 Enhancements achieving fair 
throughput distributions 

5.4.1 Optimization of the MAC queue 

Section 5.2.1 describes the inability of the current MAC protocol to fairly fill up its 
queue. Nodes favor own packets rather than forwarded packets and as a result, packet 
ratios in queues are unbalanced. Especially under high traffic loads, forwarding flows 
experience high packet loss probabilities. To prevent the unfair enqueue ratio, the 
separation of both types of packets seems promising. Instead of using multiple queues 
for different priority classes, as 802.11e does, the differentiation criterion is the origin of 
packets. The primary queue is for own packets while the secondary queue is the relaying 
queue, containing only packets from other nodes. The two queues do not distinguish 
between different priority classes yet. However, an optional extension with this 
functionality would require only minor changes. Before separating packets in different 
priority queues, the protocol must distinguish between own and forwarded packets. 
Following the 802.11e standard, the new MAC layer protocol contains two independent 
protocol instances to access the medium. Comparable to 802.11e, a subsequent scheduler 
behind the queues prevents internal packet collisions. Both instances dequeue packets 
only from their assigned queue and maintain their own backoff timer and contention 
window. Figure 82 presents the functional blocks for the legacy-MAC as well as the new 
MAC with separated queues and protocol stack.  
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Figure 82: Queues and protocol stacks for the legacy 802.11 and  
for the fair-MAC extension. 
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In case both instances use the same timer settings for the CW and for the DIFS value, 
they are equivalent. The utilization of two queues within a node is transparent for other 
nodes, as both queues block each other and therewith the overall medium access rate for 
the node remains unchanged. Both instances have an access probability of 50%, when 
assuming that a combined stack has an access rate of 100%. The probabilities are 
variable when modifying the CW and DIFS parameters. In case one queue is empty, the 
other queue is able to achieve full access. 

Figure 83 depicts a simple static network scenario with three nodes and an AP. Two 
sources send with 100% data rate and the third node forwards both flows. The queuing 
algorithm is able to distinguish between marked packets from node n1 and n2. This 
scenario already verifies the ability of two independent queues to improve the fairness 
among different flows. Following previous considerations, all nodes have the RTS/CTS 
mechanism turned on, and therefore should achieve an overall access rate of 33%, 
independent whether they utilize a single protocol instance or two. However, the two-
queue implementation divides the available access rate in all nodes different. 
Simulations in [208] verify that the assumptions are valid and the combined access rates 
are 33%. The queues in each node are self-controlled and therefore can block 
themselves. 
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Figure 83: Static network scenario with two sources and a forwarding node. 

The results in Figure 84 depict averages for simulations over 50 seconds with the above 
introduced example network. The left figure depicts the overall achievable throughput 
for both flows f1 and f2 utilizing the single queue stack of 802.11 and the new optimized 
two-queue solution. With respect to the queuing solutions, both flows experience 
different achievable throughputs. As described in section 5.2.1, with the single queue 
solution, node n2 favors own packets and mostly drops packets of flow f1. Consequently, 
the throughput of f1 drops to 100 kBit/s while flow f2 achieves 1800 kBit/s. With the 
two-queue solution, both flows achieve almost the same throughput. Interestingly, the 
combined throughput is equal in both cases. The realized fairness does not degrade the 
maximal combined throughput. It clearly depicts the ability of the optimized queue to 
fairly divide the available access rate among both flows. 

The right graph in Figure 84 confirms this behavior. It illustrates the transmitted packets 
per second of node n2 with respect to their origin. With a single queue, n2 transmits own 
packets in the majority of cases. The ratio is about 25:1, this means it forwards 25 own 
packets for each packet of flow f1. With the two-queue solution, node n2 forwards almost 
as much packets from f1 as from f2. The introduced second queue is solely responsible 
for forwarding packets and therewith prevents the unfairness of the legacy-MAC stack. 
However, this simple example scenario only allows fair results, because the number of 
own packets and forwarding packets are equivalent in node n2. The two-queue solution 
achieves perfect fairness among both flows, whenever two flows have equal data rates in 
intermediate nodes. In case multiple flows must be forwarded, the queue ratio of own 
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and forwarded packets turn again unfair. Therefore, the algorithm is not yet utilizable in 
general. Both queues compete for the access, and the forwarding part of the protocol 
stack is unable to gain access with the correct rate. With only a second queue, the 
protocol stack fails within networks where forwarding traffic exceeds the traffic from 
upper layers. 
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Figure 84: Throughput and packet ratio for a single queue and two independent queues. 

However, as described the two-queue solution allows a fair distribution of medium 
access between own and forwarded packets. But it does not prevent overload situations 
due to excessive node data rates. Therefore, nodes do have to limit their data rates. The 
following section describes the basic calculation method to prevent these overload 
situations.  

5.4.2 Prevention of excessive overload conditions 

The limited radio ranges of ad hoc nodes require multi-hop connections, but allow the 
spatial reuse of the wireless channel. The medium is simultaneously utilizable, as long as 
concurrent transmissions do not interfere. The spatial reuse allows much greater network 
capacities. However, the advantages of spatial reuse are not usable in networks with a 
central AP. As all data flows traverse through the AP, the channel around the AP forms a 
bottleneck. Even if two distant nodes are able to transmit packets simultaneously, these 
packets reach the AP, and within its proximity the improvements of spatial reuse are not 
applicable. Therefore, the capacity of channel around the AP limits the overall 
achievable throughput.  

As demonstrated, a medium access algorithm with per-node fairness is inappropriate for 
MANETs with a central AP. The utilization of a per-flow fair protocol is favorable, 
because each flow achieves the same throughput towards the AP. Therefore, the access 
mechanism must consider the forwarding traffic separately. Consequently, nodes with 
high forwarding traffic load must increase their access rates to minimize packet losses. 
Additionally, other nodes (mostly exterior nodes) must cooperatively reduce their rate, 
to prevent an overload situation within networks.  

Figure 85 depicts the same network as in Figure 80, but indicates the optimal MAC 
access rates to achieve per-flow fair throughputs. Each node requires two information to 
determine the correct access rates: the overall number of accesses Acomb and the number 
of flows forwarded by itself. The number of combined accesses Acomb is determined as 
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the sum of all forwardings of all flows. Within the example, flow f1 and f2 requires three 
forwardings, while f3 and f4 require two respectively a single forwarding. Therefore, the 
combined number of accesses Acomb of all flows is nine. It defines the denominator for 
each individual access rate.  

1

4 AP3

2

1/9 1/9

1/9

1/9

flow 1 & 2
flow 3

flow 4

1/9

1/9

3/9 4/9

source data rate

MAC rate

1

4 AP3

2

1/9 1/9

1/9

1/9

flow 1 & 2
flow 3

flow 4
flow 1 & 2

flow 3
flow 4

1/9

1/9

3/9 4/9

source data rate

MAC rate

 

Figure 85: Cooperative nodes with optimal access rates within a per-flow fair network. 

The number of flows forwarded by each node defines the enumerator for the access rate. 
As node n1 only forwards its own flow, the enumerator of the access rate is one. 
Consequently its rate as well as the rate of node n2 is 1/9. Node n4 forwards four flows 
(three as relay and one own flow) and obtains an access rate of 4/9. The access rate of n3 
is calculated in the same manner. In order to prevent packet losses in queues, the data 
rates must be reduced as well. As the throughput should be shared uniformly among all 
flows and the AP is the bottle neck within the scenario, Acomb defines the data rate per 
flow as well. The data rate Di for flow fi is 1/ Acomb. The optimal data and access rates 
grant each node and flow as much access and throughput as necessary to permit flow fair 
operation. It allows each flow to achieve equal throughputs and prevents packet losses in 
intermediate nodes. 
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Figure 86: Simulation results with optimal data and access rates. 

Therefore, the data rates for all flows are reduced to 1/9 of the maximal possible 
throughput. Figure 86 presents the simulation results for the optimal data and access 
rates. The results illustrate that the throughput for all flows is equivalent. Obviously, the 
access rate of each node varies with the number of forwarded flows. The optimization 
reduces the throughput fluctuation to an absolute minimum. Nodes are able to gain 
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access to the medium with the correct probability. The new access and data rates achieve 
perfect per-flow fairness. Therewith, the basic characteristic requirements are available 
to achieve fair throughput distributions within networks with APs. 

As depicted, nodes and their individual protocol instances require different medium 
access rates. A first option to achieve these variations is the modification of backoff 
times of individual protocol instances, comparable to the approach of 802.11e. Protocol 
instances, requiring high access rates have shorter initial CWs than others with small 
rates. Simulations in [208] demonstrate that the modification of the CW do improve the 
fairness among different flows. However, the mechanism does not achieve optimal 
results and equal throughputs.  

Another possibility is the limitation of the source data rates. The MAC protocol instance 
which is responsible for own packets, has knowledge about the optimal data rates. 
Therewith, it is able to restrict the number of self-injected packets. This prevents the 
appearance of overload situations directly at the basis. If necessary, it simply delays own 
packets before the dequeuing to achieve the optimal average induced rate. More 
sophisticated queuing schemes [209, 210] like token bucket [28] or leaky bucket [211] 
would be utilizable. But they are not discussed further, because the current simple 
solution already allows optimal performance. Modifications at the relaying queue are 
unnecessary, the utilization of the existing protocol parameters is sufficient. With the 
limitation of source data rates, the remaining data rate for packet relaying is adequate to 
prevent queue overflows. 

Figure 87 depicts the results for the scenario in Figure 85. The graphs again present the 
throughputs for all four flows as well as the access rates of all nodes as average over 50 
seconds. The simple limitation of source data packets is sufficient to achieve optimal 
medium access rates. The system is self-organizing. Queues do not drop packets, 
because they never congest. The graphs clearly depict that the data rate of all flows are 
exactly equivalent, because the access rate of all nodes are optimal. 
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Figure 87: Throughput and access rate results with limited source data rates.  

If upper layers request higher data rates, the delaying of source data packets leads to 
queue overflows. Obviously, this artificial limitation of data rate causes additional 
packet loss. If the MAC layer must reduce the throughput of source data rate, TCP may 
erroneously detect a network overload situation and initiates a slow-start. Or UDP 
constantly keeps its data rate unchanged and packet destinations realize an intolerable 



5.5   The fair-MAC protocol extension 133 

  

high packet loss. A cross-layer exchange of information is able to prevent unnecessary 
performance degradations. The MAC protocol notifies higher layer about the changed 
maximal available data rates. Thereby, the higher protocol instances are able to instantly 
adapt to the new conditions and therewith avoid packet drops of own packets.  

5.5 The fair-MAC protocol extension 

The following section describes in detail the fair-MAC extension. It overcomes both 
mentioned shortcomings of the legacy 802.11 protocol within MANETs grouped around 
an AP. It utilizes the solutions presented in section 5.4. The fair-MAC extension is 
especially designed for networks with AP, but considers node-to-node communication as 
well. A previous version of the extension is described in [7]. Additional insights are 
given in the pending patents [22] and [23]. It is only capable to handle unidirectional 
traffic from ad hoc nodes towards the AP. The extension, proposed in the following 
allows the utilization of bidirectional traffic, and therefore the usage of TCP traffic.  

The extension utilizes all basic algorithms and protocols as the legacy-MAC, like 
CSMA/CA, backoff and carrier sensing. It simply extends the link layer (LL) with 
additional functionalities to achieve flow-fairness. Most traffic traverses via the AP and 
therefore the AP is the most suitable entity to adapt the key components for the optimal 
access rates of nodes. The protocol extension is transparent for upper layers, therefore, 
modifications of routing algorithms and transport layer protocols are unnecessary.  

The protocol assigns a single MAC-flow to every packet-generating source in the 
MANET, whether it initiates several IP flows to different destinations or not. 
Intermediate nodes classify IP packets based on the address of the ad hoc node, 
independent if the packet contains the address as source or destination. Depending on the 
direction of the packet, the algorithm must evaluate either the source or the destination 
IP-address. For flows towards the ad hoc node, the destination address is necessary, for 
packets traversing the other direction, the source address is important. The utilization of 
both addresses simultaneously to determine the number of flows is impossible. Ad hoc 
nodes might create multiple flows to different destinations and the fair-MAC algorithm 
would count them multiple times when considering the source as well as the destination 
addresses. As a result, nodes are again able to demand full access rates by increasing 
their own number of flows.  

The LL is without memory of previous packets. It is unable to distinguish whether a 
packet received from the higher layer is a relayed or self-generated packet. Additionally, 
it cannot determine if a packet traverses the network towards the AP or away from it. 
After the reception of a relay packet, the LL removes the MAC header. Therewith, all 
MAC layer related information is erased. The LL forwards the packet to higher layers 
for further processing. Figure 88 schematically illustrates the processing. Afterwards, the 
network layer returns the packet to the LL, and it adds a new MAC header to the packet. 
Hence, additional information within the MAC header about the status of the packet is 
invalid. The usage of IP or TCP headers to tag packets is not possible either. It would 
require modifications at upper layer protocols.  
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Figure 88: Schematic illustration of the memory less link layer. 

In order to allow this differentiation, the AP adds the reverse-bit (R-bit) to all packets 
coming from the fixed network, indicating that this packet traverses towards nodes 
within the network. Additionally, it puts the destination IP address as packet ID into the 
MAC header (see Figure 89). The link layers of ad hoc node sources utilize their source 
IP address as ID and set the R-bit to zero. The extension to the regular MAC header 
contains the ID, the hop count HC, the optimal rate OR as well as the reverse bit. The 
extension requires six Bytes, while the common MAC header requires 30 Byte. Figure 
89 illustrates the new structure of the MAC ACK headers as well. The MAC extension 
differentiates between ACK packets in the direction towards the AP and in the opposite 
direction. With together 15 Byte, the new ACK headers require one additional Byte. The 
extension does not require additional packets for information exchange. It is possible to 
communicate all changes in the flow topology with the already available packets. 

Table entry ID R-Bit HC FH

common MAC
header ID HC data…MAC header

30 Byte 4 Byte 1 Byte

common ACK
header

FH+
R=1

ACK header
from AP

14 Byte 1 Byte
common ACK

header
OR+
R=0

14 Byte 1 Byte
ACK header
towards AP

OR+
R-Bit

1 Byte

 

Figure 89: Table entry to store flow information, as well as MAC and ACK header of the 
fair-MAC protocol. 

The LLs of intermediate nodes receive theses MAC packets and record the ID and the R-
bit within their flow tables before they forward the packets to upper layers. Figure 89 
shows such a table entry. When again receiving packets from the network layer, the LL 
checks whether the destination address is available within its flow table. If so, it sets the 
ID for the outgoing packet to the destination address and sets the R-bit to one. 
Otherwise, it checks for the source address within the list. If available, the LL uses this 
address as ID and sets the R-bit to zero. In both cases, the algorithm saves the 
corresponding HC and the OR as rate within the MAC header. The ID does not 
necessarily be the IP address of source or destination, there are also other node 
differentiations possible. However, this approach seems to be the most appropriate and 
practical solution. If both queries fail, the algorithm assumes a new flow from this node. 
The LL uses its own IP address (stated in the IP packet) as ID and sets the R-bit to zero. 
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Within the outgoing packet as well as within the ID-list, the algorithm sets the HC to 
zero. 

Figure 90 presents a small network scenario example, which utilizes the functions of the 
fair-MAC extension. Node n1 initiates a TCP connection with an Internet based 
destination. Therefore, the AP serves as additional source for packets within the 
MANET. The individual states illustrate the traversing packets, the current node access 
rates, as well as the table entries of node n1 and the AP. In (b), n1 initiates the new flow 
and the LL saves the packet information in the table. Each forwarding node increases the 
hop count HC by one. After reception of the packet, the AP knows the optimal rate OR. 
It replies ACK packets back to the source with an OR of three. Certainly, MAC ACK 
packets acknowledge only the correct reception of packets between link neighbors. 
Therefore, node n1 does not receive the ACK with the correct OR immediately, but only 
after the transmission of multiple data packets. For the sake of simplicity, Figure 90 
depicts these multiple ACKs as single step. In (d), the AP initiates its returning packet 
flow. Upon reception, node n1 gets knowledge about the utilized number of hops HC. 
The ACK packets towards the AP in (e) contain the utilized number of hops of the flow 
between the AP and the ad hoc source as flow hops FH. Therewith, the AP is able to 
determine the optimal rate OR with six and subsequent ACK packets inform all network 
nodes about the new OR.  
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Figure 90: Example for the distribution of the optimal access rates with the  
fair-MAC extension. 
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Within all ACK packets traversing the network in the direction towards ad hoc nodes, 
the fair-MAC extension informs exterior nodes about the new OR. This information 
migrates towards the leaf nodes with every new data packet towards the AP. Ad hoc 
nodes, receiving new information about the OR adapt their own medium access rate in 
order to meet this rate. Additionally, whenever they begin relaying a yet unknown 
packet flow or start generating an own flow, they adapt their medium access rate as well. 
As stated in section 5.4, both MAC instances independently compete for the medium 
access. The fair-MAC algorithm within each node calculates the access rate of the 
source packet queue as 1/OR and the relaying queue as FF/OR, where FF is the number 
of forwarding flows.  

In order to circumvent difficulties with flooding messages from ad hoc routing 
protocols, nodes use a threshold value of ten packets with corresponding IDs to indicate 
a new flow. If not utilized, flooding messages instantly create numerous new flows and 
the fair-MAC algorithm would adapt the medium access rates of nodes to almost zero. 
To prevent numerous table entries and to reduce memory requirements, the extension 
uses timers to remove aged entries. Every reception of a packet belonging to a certain 
flow resets the flow timer. In case the timer expires, the protocol removes the specific 
table entry. The expiration period depends on the granted data rate and is dynamically 
adaptable. As described in section 5.4.1, nodes are able to enqueue own packets within 
the source queue at any rate. However, the fair-MAC extension informs the upper layers 
about the current maximal access rate for source packets and therefore allows a quick 
adaptation.  
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Figure 91: SDL diagram of the fair-MAC extension. 

The distributed access rates of nodes are temporarily not optimal, because node mobility, 
flow modifications, route breaks and establishments constantly alter the network 
conditions. However, the fair-MAC implementation is able to cope with frequent route 
breaks and re-setups. The network is only transiently out of its optimal condition and the 
MAC queue responsible for relaying packets must drop packets rarely. As new routes 
often have comparable number of hops, the old flow rates are good approximations till 
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new values reach the AP. Figure 91 depicts the SDL diagrams for the fair-MAC 
extension for nodes as well as for APs. To reduce the complexity of the diagram, it does 
not include timer events to remove table entries as well as the threshold values to detect 
new flows. 

5.6 Evaluation 

5.6.1 Simulation environment 

In order to evaluate the proposed fair-MAC extension, simulations with the ns-2 were 
carried out. Section 2.5 describes the ns-2 in detail. The network layer protocol is not 
part of this evaluation and shall not affect the results. Therefore, simulations utilize the 
AODV algorithm, as it is the only available reactive routing protocol standardized as 
IETF RFC [74]. The AODV-UU [172] ns-2 extension from the University of Uppsala is 
compliant to the RFC and therefore used in the following. 

The common simulation setup was already introduced in section 4.6.2. The evaluations 
utilize the WLAN 802.11b version coming with ns-2. Its overall bit rate is 11 MBit/s 
which permits a TMT of 6.5 MBit/s. As described, node movements follow the RD 
mobility model with bounce back at borders [92]. The maximal node velocity is scenario 
dependent and between zero and 10 m/s. The number of nodes is either 50, 100, or 
200 while the node density remains constant. In contrast to the evaluations in chapter 4, 
the initially considered environments are flat and therefore nodes are always in line-of-
sight to each other. Therefore, a reduced node density of ten neighbors on average 
guarantees fully connected networks and is in accordance to the examined optimal node 
density in [132]. It reliably prevents misrepresentation of results due to special topology 
conditions. With a maximal free-space radio transmission range of 150 m, the simulation 
area grows from 550 m × 550 m to 1150 m × 1150 m. A bidirectional connection 
consists of two packet flows, from a mobile ad hoc node towards the AP and back. The 
ad hoc source initiates its flow and the AP follows with its flow one second later. This 
emulates bidirectional traffic like TCP, while it permits exact conditions during 
simulation runs. Each connection lasts between 50 and 150 seconds with an average of 
100 seconds. Thereafter a new ad hoc node establishes a connection with the AP. The 
overall number of parallel connections throughout simulations is 20 and constant in all 
scenarios. The continuously changing connections emulate real network behaviors and 
present the worst case scenario with notable routing traffic. The packet rate of each 
connection is variable as well, and varies from 5 to 50 packets per second. The payload 
of each packet is 1024 Byte and constant within all simulations. If not otherwise stated, 
the common parameters are 100 nodes, 2 m/s maximal node velocity, 20 packets per 
second and 20 simultaneous connections (40 individual flows). Therefore, the overall 
generated traffic of all sources is about 6000 kBit/s. All figures show the average results 
out of ten independent simulations with the 95% confidence interval. As described in 
appendix C, the duration of individual simulations varies. It is controlled by the CNCL 
class library. If the deviation from the average packet loss lies within a 95% confidence 
interval, it finally terminates the simulation. 

The simulation results comprise five different parameters as output metrics. A 
description for the packet loss, the throughput, and the routing overhead metric is given 
in chapter 4.6.2. Due to different behaviors of fair and legacy-MAC, the evaluation 
treats packet losses within source queues differently. Queue overflows in source nodes 
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do not count as packet loss in case the legacy-MAC protocol is utilized, because it is 
unable to adapt the packet generation rate. However, they count with the fair-MAC 
extension.  

Both other metrics are defined as follows:  

• Fairness:  
The fairness index F is the metric to show the ability of the algorithm to share the 
available data rate uniformly among the present connections. The worst case (most 
unfair) is, if a single flow takes up the full throughput, while all other flows do not 
achieve any throughput. Following the definition of the standard deviation σ, the 
resulting deviation σmax for this case is 
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with T describing the conjointly achieved throughput, Ti the individual achieved 
throughput of flow i and nc defining the number of simultaneous flows. With the 
additionally computed deviation σ for arbitrary cases, the fair-index F calculates as  

 1 max

max max

F σ − σσ
= − =

σ σ
 (96) 

Thereby, greater values of F represent a fairer shared throughput and vice versa. 

• Transient period:  
The transient period ∆TP defines the times after which all nodes have readjusted 
their access rates to the optimal rates. In general, it depicts the rate at which the fair-
MAC algorithm is able to adapt to new topologies or connections. Results only 
contain values for the fair-MAC algorithm, as the legacy-MAC does not require 
readjustments to new environments.  

5.6.2 Simulation results 

Figure 92 shows the packet loss for both MAC protocols against the network size and 
the packet generation rate of sources. Both figures clearly depict the advantages of the 
fair-MAC protocol. Although legacy-MAC results do not count packet losses because of 
queue overflows in source nodes, the packet loss is still magnitudes larger. The packet 
loss of the fair-MAC is always below 2%, independent from the network size and the 
packet generation rate. 

Source nodes utilizing the legacy-MAC protocol frequently transmit packets while 
intermediate nodes must drop these, due to insufficiently granted access rates. Therefore, 
the packet loss rises for increasing network sizes and packet rates. In contrast to that, the 
fair-MAC protocol limits the packet access rates directly at sources. Nodes only emit 
those packets which have a high chance of delivery at the destinations. Therefore, the 
packet loss is much smaller. The packet loss increases only slightly for increasing 
network sizes, because the greater simulation area allows a better spatial reuse of the 
wireless medium.  
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Figure 92: Packet loss of fair- and legacy-MAC against the network size and the  
packet generation rate of sources. 

As described, during the transient period ∆TP, the individual access rates of nodes are 
not optimal, and therefore packet losses may occur due to overloaded networks. 
However, the packet loss p with the fair-MAC extension increases linearly with 
increasing packet rates, because the number of emitted packets during ∆TP increases as 
well. In contrast, the legacy-MAC again creates numerous packet losses. With packet 
rates greater than five, the loss rate is beyond an acceptable threshold. Only nodes with 
direct links to the AP are able to transmit their packets, all other packets are dropped by 
intermediate nodes.   

The results for varying node velocities (Figure 93) are similar to those presented 
previously. The fair-MAC extension achieves significantly less packet loss in 
comparison to the existing legacy-MAC. As expected, the loss rate of the legacy-MAC 
increases with increasing maximal node velocities. The higher network dynamic causes 
more frequent route establishment attempts and therefore increases the overhead. This in 
turn leads to less available bit rate for data traffic and consequently increases the packet 
loss. In contrast to that, the increasing dynamic of the network does not lead to an 
increasing packet loss for the fair-MAC extension. It is again below 2%. The protocol 
extension within each node is always able to calculate the individual optimal access 
rates, independent from the maximal node velocity.   
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Figure 93: Packet loss p with respect to the maximal node velocity v.  
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Figure 94 shows the throughput on a flow basis. It shows the result for a single 
simulation, as the average out of multiple simulations again would equalize the 
throughput per flow. The scenario utilizes the previously mentioned standard simulation 
parameters, but only maintains 10 instead of 20 connections. The graphs obviously 
depict the inability of the legacy-MAC to share the available bandwidth fairly among the 
existing flows.  
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Figure 94: Throughput of fair- and legacy-MAC flows to and from the AP. 

Utilizing the legacy-MAC, flow no. 2 uses three times more bandwidth than admissible, 
while other flows to the AP do not allocate any data rate at all. As the medium access of 
the legacy-MAC is node-fair, all flows from the AP to distant ad hoc nodes compete for 
the limited bandwidth of the AP. Therefore, they only get a fraction of their required 
data rate. In contrast to that, the fair-MAC algorithm achieves almost constant data rates 
for all incoming or outgoing flows. However, flows to the AP experience smaller 
throughput, as the medium access is always more difficult towards the AP. The packet 
loss probability in this direction is greater than in the opposite one.  
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Figure 95: Fair index with respect to the network size and the packet generation rate. 

In order to emphasize this observation, Figure 95 presents the fair index F for various 
network conditions. As described, large F illustrate the ability of a MAC protocol to 
share the bandwidth uniformly among all participating sources. Consequently, Figure 95 
impressively depicts that the fair-MAC extension operates close to the optimal case. The 
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protocol extension grants all users within the network almost the same data rate, 
independent from the network size and the packet rate. As in the previous 
considerations, results only change slightly for different velocities. In contrast, the 
legacy-MAC achieves less than 50% fairness within networks of more than 50 nodes, or 
for high packet generation rates. This again indicates that some users obtain very high 
throughputs and almost exclusive medium access while others must deal with very low 
data rates. 

Figure 96 illustrates the overall throughput for the fair-MAC and the legacy-MAC for 
varying network sizes and packet rates. With 50 nodes, the connections mostly contain 
only a single hop, and therefore the throughput is close to the maximal capacity. 
However, the achievable overall throughput degrades for increasing node numbers, 
independent from the utilized protocol. As the overall network capacity remains 
unchanged and the average route lengths increase, an increasing number of relays must 
share the available data rate. Therefore, each flow achieves less throughput. Obviously, 
the fair-MAC protocol does degrade the throughput in comparison to the legacy-MAC. 
However, the fairness of the legacy-MAC becomes significantly unfavorable for 
increasing node numbers. Only the direct AP neighbors obtain medium access and 
therefore keep the overall throughput high.  

For only five and ten packets per second, the network scales perfectly, as the throughput 
increases linearly. For higher rates, the generated load exceeds the network capacity. 
Consequently, the throughput increases only steadily, if any. The fair-MAC throughput 
remains almost constant, but it keeps the packet loss minimal and remains a high 
fairness among different flows. In contrast, the legacy-MAC further increases its overall 
throughput at the expense of the fairness among individual flows. With 50 packets per 
second, the overall achieved throughput of the legacy-MAC exceeds the throughput of 
the fair-MAC by only 22%. 
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Figure 96: Overall data throughput for varying network sizes and packet rates. 

The throughput results for varying maximal node velocities are not presented, because 
they do not reveal new insights. Certainly, the overall throughput decreases with 
increasing node velocities, independent from the utilized MAC protocol. For varying 
node velocities, the overall throughput of the legacy-MAC is at most 20% greater than 
the throughput of the fair-MAC, but the distribution of achieved throughputs is very 
inhomogeneous among flows. 
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As a summary, the fair-MAC protocol justly shares the existing data rate among all 
available flows, while the overall throughput remains constant for higher data rates. In 
contrast to that, the legacy-MAC extension achieves higher throughputs, but favors 
nodes close to the AP. Consequently, its fairness index drops to almost zero. 

As expected, the transient period ∆TP in Figure 97 increases with increasing node 
numbers. The length of routes between sources and destinations increases as well and 
therefore the protocol requires more time to inform all nodes about their new access 
rates.  
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Figure 97: Transient period of the fair-MAC algorithm for increasing node numbers. 

However, nodes are able to modify their access rates almost immediately after the 
network changed. During this settling time, intermediate values constantly alter till they 
reach the optimal values. The transient period ∆TP is independent from the number of 
connections and the maximal node velocity, although the node velocity definitely 
impacts the number of necessary adaptations. The packet rate slightly alters ∆TP, as very 
low packet rates also delay the spreading of information about individual access rates. 
However, only packet rates smaller than five packets per second shortens the transient 
period.  

As described in section 5.5, the fair-MAC extension requires additional header fields to 
inform the network about new access rates. However, the extension does not generate 
additional signaling packets. The overhead results only from the extensions in the MAC 
and ACK headers. As depicted, the legacy-MAC header requires together with the ACK 
header 34 Byte. In contrast to that, the MAC extension requires 7 additional Byte, and 
therefore needs 20% more header size. However, when considering the maximal length 
of an Ethernet frame of 1518 Byte, the additional header parts are neglectable. They 
would require only 0.5% of the maximal packet length. When assuming the complete 
RTS/CTS/DATA/ACK cycle for a packet transmission, the additional caused time delay 
by the extension is significantly below 1%, independent of the payload size of the 
respective data packet. 

5.6.3 Simulative results within urban environments 

The following evaluation again focuses on the performance behavior of ad hoc networks 
with a central AP. However, in contrast to the previous analysis, it does not solely rely 
on flat environments, but considers urban surroundings as well. Therewith, it combines 
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the fair-MAC extension and the urban simulation environment of chapter 4. As 
previously illustrated, the MAC extension achieves superior performance within flat 
environments. However, it remains unknown, whether it is able to achieve similar results 
within non-line-of-sight surroundings. 

Therefore, the following evaluation should reveal the behavior of the fair-MAC within 
urban environments, and whether it is able to cope with the significantly different 
characteristics.  

Most of the simulation parameters for the following evaluations are equivalent to those 
used in the previous simulation. However, the urban environment presents more 
challenging conditions for ad hoc networks. Therefore, some parameters must be 
modified, so that the considered ad hoc networks are not completely overextended. The 
parameters, if not already introduced, are briefly described in the following.  

The environmental scenarios have the same characteristics as those described in 
section 4.6.1. Consequently, the Walfisch-Ikegami model (WIM) is again used to predict 
the propagation of transmissions. Due to the non-line-of-sight characteristics of the 
urban scenarios, the average node density is raised to keep the network always 
connected. Therefore, the previously used simulation parameters from chapter 4.6.2 are 
again utilized, while the line-of-sight transmission range remains constant with 150 m. 

Besides, the AODV-UU implementation of AODV together with the basic parameters of 
the IEEE WLAN 802.11b standard is utilized for the ns-2 simulations. Node mobility 
traces are again generated with the city motion (CM) model. The impact of node 
mobility on the performance of ad hoc networks and on the behavior of the fair-MAC 
extension is sufficiently examined. The following simulations do not examine the 
velocity impact and consequently nodes have a constant maximal node velocity of 2 m/s. 
Due to the challenging environment, only ten instead of twenty bidirectional connections 
generate packets. Additionally, the common packet rate is reduced to twenty packets per 
second, but the payload of packets remains constant with 1024 Byte. Therewith, the 
overall generated traffic rate of all sources is about 3200 kBit/s and only half as large as 
for the evaluations in section 5.6.2. The below illustrated results always present the 
averages out of ten independent simulations with varying traffic and mobility traces, 
additionally they depict the respective 95% confidence intervals. The simulations 
evaluate the performance of AODV within various scenarios. The evaluation is based on 
the already introduced metrics packet loss p, overall throughput T, and fairness 
indicator F. It does not evaluate routing overhead, because it does not reveal new 
insights.  

The first evaluation in Figure 98 focuses on the impact of different urban scenarios on 
the performance of radial symmetric ad hoc networks. The figures depict results from 
simulations with 200 nodes and a common load of twenty packets per second and 
source. Obviously, the results for the free space environment show promising results. 
The fair-MAC packet loss is close to zero, but the throughput is about 15% below the 
throughput achieved by the legacy-MAC. The fairness index is not depicted, but for 
these conditions it is close to 100%. In contrast to that, the legacy-MAC generates about 
15% packet loss and the fairness is lowered. The results change significantly, when 
considering the Munich and the Manhattan scenario. The legacy-MAC again achieves 
higher overall throughputs, but it causes 50% and more packet loss while the fairness 
drops to only 60%. Obviously, the fair-MAC extension again achieves fewer 
throughputs, but both other metrics remain close to their optimum. The Italy scenario is 
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unique in this way that the fair extension causes more than 20% packet loss, but achieves 
with 1050 kBit/s an equivalent throughput in comparison to the legacy-MAC.  
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Figure 98: Packet loss and throughput for a 200 nodes network within  
varying urban environments.  

These first results already impressively depict the ability of the fair-MAC algorithm to 
perform well within urban environments. At the same time, the existing MAC protocol 
shows severe inabilities to maintain the requested connections within non-flat 
environments.  

Figure 99 presents packet loss and throughput results for varying network sizes. 
Assuming the free space scenario, the legacy-MAC achieves perfect results within 
networks with less than 100 nodes. The packet loss is minimal and the fairness is close 
to 100%. The achieved overall throughput emphasizes this rating. With a data rate 
greater than 3100 kBit/s, it is close to the offered load of 3200 kBit/s. However, for 200 
nodes networks, the achieved throughput degrades to only 2700 kBit/s and the packet 
loss rises to 15%. With an average route length of 2.3 hops, the number of multi-hop 
connections within these networks is significantly higher than in the smaller network 
evaluations. Therefore, the network is unable to forward all packets, and consequently 
packets are dropped due to congestions. Within the Munich scenario, the achieved 
throughput only reaches 1600 kBit/s at most, and further degrades for increasing 
network sizes. Simultaneously, the packet loss reaches unacceptable regions.  

The results are significantly different for simulations with the fair-MAC extension. 
While it achieves just 10-15% less throughput, the caused packet loss remains below 
10%. Especially within the free space scenario, the loss rate is close to zero. This 
impressively illustrates the ability of the fair-MAC protocol to reliably predict the 
overall achievable throughput and to inform the individual sources about their maximal 
utilizable packet rates. 
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Figure 99: Packet loss and throughput for varying network sizes within  
two different environments. 

The results in Figure 100 and Figure 101 depict the evaluations with varying source 
packet rates. The individual packet rates rise from only five packets per second to fifty, 
while the network size remains constant with 100 nodes. Figure 100 separately presents 
the packet loss results for both MAC protocols and for all four different urban scenarios. 
Due to the significantly varying results, the scaling on the y-axis differs in both figures. 
As expected, within the free space scenario, both MAC protocols perform well. At a rate 
of 5 and 10packets per second, they scale and achieve optimal results. With further 
increasing network loads, the packet losses rise as well. However, the high load 
condition causes only 3% packet loss with the fair-MAC extension, but almost 40% with 
the legacy-MAC protocol. Examining the simulations with the legacy-MAC in urban 
environments, results become worse. Only with rates of five packets per second, the 
network reaches reasonable packet loss ratios. For higher network loads, the protocol is 
unable to accomplish practicably usable packet loss results. This is independent from the 
underlying urban scenario.  
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Figure 100: Packet loss results different packet rates for both MAC protocols in  
varying urban environments. 

However, when analyzing the results obtained by the fair-MAC extension, its superiority 
over the legacy-MAC becomes obvious. The simulations within the Munich and the 
Manhattan scenario reveal an average packet loss of less than 10%, independent from 
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the packet rate. Only within the synthetic Italy scenario, the packet loss is 12% and 
therefore greater than the 10% limit. This again illustrates the ability of the protocol to 
distribute the maximal available throughputs and therewith allow the limitation of 
exceeding source data rates.  

After the presentation of the packet loss results, Figure 101 depicts the achieved 
throughputs and the fairness within the Munich and the free space scenario. Analyzing 
the results, it attracts attention that the Munich scenario rigorously limits the achievable 
throughput. The throughput only reaches 1300 kBit/s. In contrast, the free space scenario 
permits combined throughputs of up to 4800 kBit/s. As already mentioned, the legacy-
MAC achieves up to 20% higher throughputs. These throughputs are greater than those 
in section 5.6.2. This becomes apparent when considering the significantly higher node 
densities used for these evaluations. As a result, the average route length is much 
shorter, which essentially allows higher network capacities and throughputs. Even so, it 
is evident that source data rates greater than 20 packets per second already exceed the 
network capacity. While the network scales well with the offered load, the legacy-MAC 
is able to keep the individually achieved throughputs almost equivalent. Consequently, 
the fairness index is beyond 90%. However, with higher loads and more challenging 
network conditions, the fairness index drops significantly. Especially if the simulated 
network must cope with the Munich environment, only a single connection accounts for 
the entire throughput. Due to the definition of the fairness index, F drops to almost zero.  
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Figure 101: Throughput and fairness with respect to varying packet rates and 
environments.  

In contrast to that, the fair-MAC extension keeps the fairness among different flows 
above 90%. As described in the previous section, the medium access is always more 
difficult towards the AP, and consequently these flows achieve less throughput. 
Therefore, fairness indices above 90% indicate that flows in the same direction achieve 
perfectly equivalent throughputs. 

As a summery, the fair-MAC extension is able to uniformly share the available data rate 
among all available sources, although urban environments are significantly more 
challenging than line-of-sight scenarios.  
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5.7 Summary 

The utilization of ad hoc networks without any connection to the fixed infrastructure is 
possible. However, it is not likely that gateways connecting to the Internet are 
unreachable, or all nodes solely communicate with other ad hoc participants. Therefore, 
the usage of the network to extend the service area of APs is probably the most common 
usage scenario. With varying scenarios the network load distribution alters as well. 
Within pure ad hoc networks, each node is source or sink with equal probability and 
therefore the load is also perfectly uniformly distributed. However, if an AP is present in 
the center of the network, interior nodes must forward data to and from exterior nodes, 
and therefore observe higher loads. Consequently, the load is radial symmetric 
distributed.  

Simulations illustrate that the existing legacy-MAC has very balanced per-node fairness. 
While this is optimal for pure ad hoc networks, it shows significant performance 
degradations with non-uniformly distributed load. Exterior nodes do not recognize that 
interior nodes are overloaded. They continue to generate packets while interior nodes 
already drop packets. End-to-end flow control mechanisms like TCP are unable to 
overcome this shortcoming. If a TCP control realizes a packet loss, it reduces its 
throughput, allowing others to increase their throughput. This amplifies the misbehavior. 
The already reduced flows must reduce their throughput even further. Without valuable 
maximal throughput information from underlying layers, TCP creates oscillating 
individual flow throughputs in dynamic networks. 

An analysis revealed two independent shortcomings, namely the queuing of the 
802.11 MAC protocol and the distributed access scheme. Both shortcomings occur even 
in small networks and independent from a dynamic network topology. With only a 
single queue, the analysis illustrates that nodes favor own packets, while packets 
received from other nodes experience higher dropping probabilities. Two queues within 
each node overcome the unfairness. The first queue manages packets from the node’s 
own higher layer while the second queue is solely responsible for forwarding traffic. 
Both queues independently compete for medium access. This improves the fairness, but 
does not achieve full equality among flows. Therefore, the newly developed fair-MAC 
extension piggybacks throughput information within packets. Especially the number of 
flows and the number of hops to the AP are relevant. The AP continuously evaluates the 
received information and calculates the globally optimal access rates. With the help of 
the already exchanged MAC ACK packets, nodes receive the information, and calculate 
their own individually optimal access rates. A cross-layer approach allows the MAC 
layer to notify higher layers about the maximal achievable throughput. Therewith, nodes 
prevent packet drops in their own queues. 

Simulations illustrate that the extension is able to distribute the optimal parameters 
within 200 ms. It achieves this quick adaptation without the necessity to generate 
additional packets and therefore keeps the overhead minimal. As additional advantage, 
the extension is fully transparent for upper layers, and therefore modifications of higher 
layer protocols are unnecessary. Results depict that the fair-MAC extension outperforms 
the legacy-MAC under high load conditions. This is independent from the velocity, the 
packet rate, and the network size. While the overall throughput of the fair-MAC is 
reduced by about 10% in comparison to the legacy-MAC, the fairness among different 
network flows is almost optimal. Networks utilizing the legacy-MAC protocol favor 
sources with direct links to the AP. While those nodes achieve maximal throughput, 



148 5   MAC Layer Extension Providing Fair Throughput 

other nodes are almost cut from data exchange with the AP. In contrast to that, networks 
using the fair-MAC extension evenly spread the available bit rate and allow all nodes to 
communicate with the AP, independent from their distance to the APs. A positive side 
effect is that the extension significantly reduces the packet loss of the network. It 
prevents overload situations in which the data traffic load exceeds the network capacity. 

Finally, simulations in urban scenarios emphasize this conclusion. The superior 
performance of the fair-MAC extension is independent from the underlying urban 
scenario. Its achieved throughputs are again reduced by 5-10%, whereas the packet loss 
remains constant and below 10%. This allows even the utilization of QoS critical 
applications like streaming and VoIP.  

 



 

6 Conclusion 

Ad hoc networks form a completely novel approach and provide support for novel 
scenarios. It opens new possibilities and equality among network participants and the 
established telecommunication companies must rethink their existing business models. 
However, it also comprises novel challenges and yet unsolved questions. Therefore, 
much research is necessary to understand the theoretical background as well as to 
develop well-performing algorithms and protocols.  

This thesis covers three sources of possible performance improvements within mobile ad 
hoc networks. The lifetimes of arbitrary ad hoc paths are considered important for the 
network performance, but up to now, they are not examined in-depth. Whereas the 
behavior of ad hoc networks within urban environments and the limiting factors of 
networks around access points are new research areas. Besides simulative evaluations, 
the thesis makes use of theoretical methods and tools as well. Therewith, it is of practical 
and theoretical relevance for researchers as well as for developers working in the area of 
ad hoc networks. 

Initially, the thesis theoretically analyzes lifetimes of ad hoc network paths. The 
approach models arbitrary path lengths utilizing independent mobile nodes. The 
mathematical evaluation reveals that the probability of path lifetimes decreases negative 
exponentially. Routes over more than six hops show very short average path lifetimes, 
and therewith prevent reasonable networking. A possibility to overcome this limitation 
or to generally improve the overall performance is the utilization of multipath routing 
strategies. The analysis illustrates that disjoint backup routes have the potential to 
lengthen the average path lifetime by about 50%. However, the positive effect lessens 
with every additional path. 

The subsequent simulations extend the model and evaluate four different routing 
strategies. Besides the theoretically examined shortest path and disjoint multipath 
strategies, it supports non-disjoint paths and multipath obtained with the help of the 
flooding mechanism. Evaluations reveal that the non-disjoint multipaths routing strategy 
outperforms all other algorithms. This is independent from the network size and the 
number of discovered multipath. However, the node density alters the results and other 
multipath strategies show equivalent results.  

The theoretical routing overhead analysis illustrates that the shortest path strategy 
obviously induces least overhead, while multipath routing strategies cause some 
additional overhead. Only source routing strategies like DSR induce significantly more 
overhead. When considering maximal path lifetimes with reasonable additional 
overhead, the non-disjoint routing strategy depicts the best available routing strategy for 
most scenarios. Only for highly dynamic scenarios, like cars on highways, the shortest 
path algorithm presents the optimal choice. 

The second contribution focuses on the performance of ad hoc network protocols in 
urban environments, because previous evaluations only considered flat environments. 
These artificial scenarios do not allow statements about network performance in real-
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world scenarios. Therefore, the accomplished evaluations include urban environments as 
well. The chosen Walfisch-Ikegami propagation model has a balanced relation between 
computational complexity and prediction accuracy. Due to the building deployment, 
existing mobility models are inappropriate. The novel city-motion mobility model 
interacts with the buildings and consequently node movements show realistic 
characteristics.  

The evaluation is based on three different urban environments to minimize statistical 
effects. Urban scenarios imply much higher network dynamics, and connections 
commonly require longer paths. As known from previous considerations, longer paths 
also lead to considerable performance degradations. The evaluation emphasizes that 
reasonable networking is only possible for routes with few hops and with significantly 
lowered overall network load. Results illustrate that the conditions of urban 
environments turn ad hoc networks unmanageable even for small network sizes. To 
overcome these shortcomings, different solutions are discussed. One possibility is the 
introduction of time-to-live fields within route request packets to limit the maximal hop 
length, which emphasize the evaluation from the previous chapter. Another option to 
reduce the network dynamic is the detection of low mobility or even static nodes.  

Chapter 5 focuses on the performance of ad hoc networks around access points. A 
protocol evaluation of the existing WLAN 802.11 MAC reveals its inability to achieve 
reasonable performance. An in-depth analysis exposes two independent shortcomings. 
Both the queuing algorithm and the balanced per-node fairness are appropriate for 
uniformly distributed networks, but fail if radial symmetric loads are present. The 
legacy-MAC favors sources close to the AP, while at the same time cuts off the 
communication attempts of all other sources.  

The newly developed fair-MAC extension is able to overcome both limitations. It uses 
two queues and nodes continuously exchange information about individually optimal 
access rates. The extension is transparent and consequently it does not necessitate 
modifications at higher layer protocols. Access rate information are piggybacked on data 
packets which keeps the overhead as low as possible. Simulations illustrate its 
outstanding performance in comparison with the legacy-MAC protocol. It achieves 
completely fair throughput distributions among individual flows, while lowering the 
overall throughput only by 10%. Additionally, the exactly determined access rates lead 
to minimal packet losses. 

The final test is the utilization of the extension within urban environments. Results 
emphasize the previous findings. The throughput is reduced, but the fairness among 
individual flows is greatly increased. The low packet loss even allows the utilization of 
QoS critical applications like streaming or VoIP. 

The consideration of all these performance-limiting factors will allow the development 
or redesign of ad hoc network protocols, which are able to cope with arbitrary scenarios. 
Such redesigned protocols will outperform existing protocols with respect to packet loss 
and fairness. As a matter of fact, some nodes will experience limited services, but the 
remaining participants will significantly benefit and on the whole, user satisfaction rises. 
I am confident that despite the remaining challenges and shortcomings, ad hoc networks 
present unique possibilities and scenarios. On the medium term, ad hoc networks will 
replace currently existing wireless solutions due to their greater adaptability and 
simplicity. 

 



 

A Abbreviations 

AAA Authentication, Authorization, and Accounting 

ACK Acknowledgement 

AODV Ad hoc On-Demand Distance Vector Routing 

AODV-DMP Non-Disjoint Multipath AODV 

AODVM AODV Multipath 

AP Access Points 

CAC Call Admission Control 

CBR Constant Bit Rate 

cdf Cumulative Density Function 

CM City Motion Mobility Model 

CTS Clear-To-Send 

DBF Distributed Bellman Ford 

DCF Distributed Coordination Function 

DLC Data Link Control Layer 

DMP Disjoint Multipath Routing 

DSN Destination Sequence Number 

DSR Dynamic Source Routing 

EDCF Enhanced Distributed Coordination Function  

FL Flooding Based Routing 

FS Free Space Model 

GPS Global Positioning System 

GSR Global State Routing 

HCF Hybrid Coordination Function 

ISM Industrial-Scientific-Medical Band 

ITU International Telecommunication Union 

LL Link Layer 

LLT Link Lifetime 

LOS Line-Of-Sight 

MAC Medium Access Control 
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MANET Mobile Ad Hoc Networks 

NDM Non-Disjoint Multipath Routing 

NLOS Non-Line-Of-Sight 

OM Obstacle Mobility Model 

PCF Point Coordination Function 

pdf Probability Density Function 

PHY Physical Layer 

PLT Path Lifetimes 

RD Random Direction Mobility Model 

RDER Route Discovery Error 

RERR Route Error Packets 

RRCM Route Confirmation Message 

RREP Route Reply 

RREQ Route Request 

RTS Ready-To-Send 

RWP Random Waypoint Mobility Model 

SM Shadowing Model 

SP Shortest Path Routing 

TCP Transmission Control Protocol 

TMT Theoretical Maximal Throughput 

ToS Type of Service 

TRG Two Ray Ground Model  

TTL Time-To-Live 

UDP User Datagram Protocol 

UWB Ultra Wide Band 

WEP Wired Equivalent Privacy 

WIM Walfisch Ikegami Model 

WLAN Wireless Local Area Networks 

WPA Wi-Fi Protected Access 

ZRP Zone Routing Protocol 

 

 



 

B Terminology 

In order to achieve a common understanding of significant phrases and terms, the most 
important ones are described in the following: 

• Node: A participating device within an ad hoc network. 
• Link: Wireless interconnection between two adjacent neighbors from a medium 

access layer perspective. Links break in case nodes move out of each other radio 
range, or the antenna of the transmitter or receiver is turned off. 

• Connectivity: The number of direct neighbors of a node determines its connectivity. 
High average node connectivity ensures full network connectivity and prevents 
isolated nodes. 

• Topology: The topology determines the structure of the network on a link basis. It 
continuously changes because of the mobility of nodes.  

• Hop and Multi-Hop: A hop describes the interconnection between adjacent nodes 
from a network layer perspective. A multi-hop system consists of several 
independent but contiguous hops. Besides the hops towards the terminating nodes, 
every hop has a predecessor and a successor hop. Over a multi-hop system, data 
packets are wirelessly transmitted multiple times.  

• Path and Route: Consists of one or several hops, and connects distant participating 
nodes from a network layer perspective. Paths break whenever one or several links 
contained within the paths break. The network layer protocol is responsible to 
reestablish the path or to create a new one between the nodes.  

• Path set: Consists of multiple paths between the same source and destination. 
Individual paths within a set can be node or link disjoint, or utilize equal nodes and 
links. However, a set never contains multiple equivalent paths.   

• Flow: A flow is a transport layer data stream created by the source node and bound 
for the destination node. A flow may contain data packets (e.g. UDP or TCP) with 
arbitrary packet sizes and generating rates.  

• Connection: Communication setup between two distant nodes from a higher layer 
perspective. The connection is uninterrupted, and remains valid as long as one or 
both nodes need to exchange data. 

• Infrastructure: Network entities which are necessary to maintain the network, while 
they do not act as sources or sinks for communication. It is usually managed by 
network providers and network participants are commonly charged for utilizing the 
services provisioned by the infrastructure.   

 
 
 



 

C Necessary Simulation 
Duration and Repetitions 

Previous evaluations of ad hoc network algorithms consider different scenarios with 
varying traffic and mobility patterns. They also take into account the physical, the link-, 
and sometimes the transport-layer and classify existing routing algorithms based on 
certain metrics. However, they commonly use predetermined simulation durations of 
300, 600 or 900 seconds and evaluate the obtained results after the simulation finished. 
They do not consider the simulation time as crucial parameter for the accuracy of the 
evaluation. Due to mobility and local node connectivity effects, the monitored metrics 
significantly vary over time. Therefore, the defined simulation time could be too short 
for reasonable results. Though, it remains unanswered, how long simulations must run to 
permit reasonable conclusions on the obtained results. To overcome this uncertainty a 
minimal simulation time is determined to achieve a sufficient accuracy. As most 
publications use the ns-2 as simulation tool, all following considerations focus on the 
ns-2 as well. It turns out that well-arranged ns-2 simulation setups are able to minimize 
the computational effort while preserving or even improving accuracy.  

The other inadequately addressed shortcoming is the number of necessary simulation 
repetitions. Evaluations in earlier publications generally calculate the average out of ten 
or twenty comparable simulations. However, ongoing evaluations depict that results 
significantly vary with the initial network topology, although the relevant startup 
parameters are equivalent. It remains uncertain how many consecutive repetitions are 
necessary to reach a certain confidence in the achieved results. Therefore, the definition 
of a necessary number of simulation repetitions is essential. In the following, the 
observed results are briefly described, however more details can be found in [5]. 

C.1 Simulation environment 

Monitored events must occur statically independent to realistically determine necessary 
evaluation times of ad hoc network simulations. Consequently, all input parameters for 
ns-2 simulations must have appropriate characteristics. The mobility model must 
guarantee a uniformly distributed node density for all points in time and the traffic 
model must allow a constant network load.  

As described in chapter 2.5.1, the random direction (RD) mobility model perfectly 
fulfills the required characteristics. The commonly used ad hoc traffic generator for ns-2 
simulations creates a constantly increasing network load over time. Obviously, this 
increasing load also modifies the monitored metrics and violates the requirement of time 
invariant event probabilities. Therefore, a different traffic generator is necessary, which 
keeps the network load as constant as possible. The new model initiates 20 simultaneous 
constant bit rate (CBR) flows. Each flow transmits 20 packets/s and each packet has a 
payload of 512 Bytes. Therefore, the average network load is 400 packets every second. 
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Each flow is again separated in several independent connections with alternating source-
destination combinations. The first source-destination pair chooses a startup time 
between 0 and tc and starts emitting packets. Consequently, the warm up phase lasts tc 
seconds and thereafter the network load is approximately constant. All connection 
durations are randomly chosen from the time interval [0, tc]. After a 5 second cool down 
phase, the next source starts transmitting its packets and keeps the connection for 
another period. With tc = 100 seconds, the average holding time of a connection is about 
50 seconds.   

As always, the network simulator ns-2 version 2.1b9a is used as simulation tool. 
Variable simulation parameters for different scenario files are the size of the simulation 
area, the number of nodes, and their maximal speed. The node density is constant in all 
scenarios and every node has about 10 neighbors on average. This prevents nodes 
without links to the rest of the network or even separated network parts. Otherwise 
monitored events heavily depend on the current network topology. The evaluated 
scenarios contain either 50 or 100 nodes within simulation areas of 1000×1000 m2 and 
1400×1400 m2, while the maximal node velocities is either 1 m/s or 10 m/s. Because 
AODV is the mainly considered routing algorithms within this thesis, it is as well used 
for the following evaluations. 

C.2 Sufficient simulation times 

The most important parameters in ad hoc network simulations are the packet loss and the 
achieved throughput. However, the throughput again depends mainly on the packet loss. 
Therefore, the packet loss p is chosen as monitored metric. It is defined as quotient 
between received and send data packets. 

 .1 1recv

send

recv packetsp
send packets

ρ
= − = −

ρ
 (97) 

Figure 102 and Figure 103 illustrate simulations with 900 seconds duration to screen the 
packet loss distribution over time. They depict the average packet loss and the short-term 
dependence. Initially accomplished simulations indicate the possibility of a premature 
termination of simulations. Figure 102 clearly indicates that after the 100 second warm 
up phase, the packet loss does not dramatically alter anymore. Only two out of 20 
simulations (including the scenario in Figure 103) present behaviors, in which the packet 
loss after 900 seconds is clearly altered compared to the packet loss after 400 seconds. 

To allow an early termination in case the mean packet loss remains constant, the 
network simulator ns-2 were extended with statistical analysis functions from the 
Communication Networks Class Library (CNCL) [212]. CNCL monitors the behavior of 
a variable metric, and in case its mean reaches sufficient accuracy, it suggests the 
premature termination of the simulation runs. As already mentioned, all scenarios use a 
100 seconds warm-up phase, consequently CNCL also starts with its packet loss 
measurements after 100 seconds. 
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Figure 102: Packet loss distribution for a 
simulation with 100 nodes and 10 m/s max. 

node velocity. 

Figure 103: Packet loss distribution for a 
simulation with 100 nodes and 1 m/s max. 

node velocity. 

Figure 104 presents the average packet losses for all four scenarios. In order to be able to 
indicate possible differences, only three simulations per scenario were carried out. 
Obviously, the packet losses of full length simulations and CNCL controlled simulations 
do not vary significantly. The mean deviation from the full length results are mostly 
below 10%. Two out of four scenario setups show deviations below 2%. The mean 
packet loss between full length and CNCL simulations with 50 nodes and 10 m/s node 
velocity differs by 9%, whereas 100 nodes and 1 m/s maximal velocity lead to a 
deviation of 25%. However, two out of three simulations for this parameter set generated 
comparable results. CNCL based results are almost equal to those after full length 
simulations. But the third result shows great deviations. 
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Figure 104: Comparison of mean packet losses of full length and  
CNCL controlled simulations. 

The CNCL controlled simulation finished after 190 seconds with a mean packet loss of 
5.7%, whereas the full length simulations presents a packet loss which differs by a factor 
of 2.5 (12.5%). Figure 103 emphasizes this behavior. It indicates that the packet loss 
after 300 seconds is 6.6%, while the average packet loss of the last 600 seconds is 
14.7%. Obviously, CNCL is unable to forecast such significant packet loss variations. 
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Results based on CNCL cannot guarantee that they are equivalent to those results after 
900 seconds. However it also remains questionable which result is more significant. 
Nevertheless, all other packet loss distributions show a more predictable behavior and 
CNCL is able to accurately forecast correct packet losses. Consequently, all simulations 
for this thesis use as basis the above stated simulation parameters and settings and rely 
on the CNCL extension. 

C.3 Necessary numbers of simulations 

After the specification of reasonable simulation times, the following section determines 
the necessary number of consecutive simulations to achieve sufficient confidence in the 
mean packet loss. The size of the confidence interval around the mean x  of a random 
process is calculated as function of the variance s2 and the mean. With n the number of 
measurements and xi (i ≤ n) an independent result from the series, the variance s2 
computes as   

 2 2

1

1 ( )
1

n

i
i

s x x
n =

= −
− ∑   (98) 

The error probability α and the degree of freedom n-1 determine the confidence interval 
δ as value of the Student-t distribution tα(n-1). The confidence interval indicates that the 
true average x̂  of a random process is with an probability α within the interval 
[ , ]x x− δ + δ . The confidence interval δ is given as   

 ( 1)
2

s t n
n αδ = −

⋅
  (99) 
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Figure 105: Progress of mean and confidence intervals for AODV simulations  
left: 50 nodes and 1 m/s; right: 100 nodes and 10 m/s. 

Evaluations consist of 36 simulations with varying traffic and mobility traces. The 
confidence interval calculations always utilize an error probability α of 95%. Figure 105 
shows two examples for behaviors of the mean packet loss and its confidence interval 
for increasing number of simulations. The dark line indicates the progress of the mean, 
the grey lines are the bounds for the upper and lower 95% confidence interval, and the 
dots are the respective simulation results. The example with 50 nodes and 1 m/s 
maximal node velocity shows that about 15 independent simulations are necessary to 
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calculate the mean with sufficient accuracy. After 15 simulations, the mean packet loss 
is 5.0% with a confidence interval ranging from 3.8% to 6.3%. For increasing numbers 
of consecutive simulations, the mean remains almost constant but the confidence interval 
continues to shrink. 

The second simulation scenario in Figure 105 contains 100 nodes with a maximal node 
velocity of 10 m/s. Certainly the packet loss is an order of magnitude larger than in the 
previous example. However, the mean packet loss remains almost constant for more than 
15 simulations. The mean packet loss is 18.3% after 15 simulations and has a 95%-
confidence interval δ of 2.6%. Additional scenarios and evaluations can be found in [5]. 
As a conclusion, scenarios with mean packet losses of less than 20% require at least 10 
simulations to reach confidence values of less than 3%. Scenarios with higher average 
packet losses require more simulations to reach the same confidence. However the 
possible relative deviation in comparison to the average packet loss is not as significant 
for reasonable performance statements. Therefore, all performance evaluations within 
this thesis are based on at least ten independent simulations in order to achieve a 
sufficient confidence in the made statements. 
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