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Abstract

In this thesis, laser-speckle-based surface measurement techniques, which are
relevant to fusion, have been investigated. In fusion devices plasma-wall in-
teractions cause surface microrelief changes, such as erosion or redeposition.
Phase-shifting speckle interferometry has been examined in order to detect
surface microrelief changes and to determine erosion depths or redeposition
heights. A novel spatial phase-shifting speckle interferometer with four cam-
eras has been developed, which may allow to measure surface contours of a
measurement object relative to a reference object. Surface contours can be
reconstructed three-dimensionally by a novel method using a wavelet trans-
formation and the Bayesian probability theory.



Kurzfassung

In der vorliegenden Arbeit werden Laser-Speckle-Verfahren zur Ober
�achen-
vermessung untersucht, die zum Einsatz in Fusionsreaktoren geeignet sind. In
Fusionsreaktoren verursachen Plasma-Wand-Wechselwirkungen Ober
�achen-
strukturver�anderungen, wie beispielsweise Erosionen oder Redepositionen.
Die phasenschiebende Speckle-Interferometrie wird genauer untersucht, um
Ober
�achenstrukturver�anderungen feststellen und Erosionstiefen oder Rede-
positionsh�ohen bestimmen zu k�onnen. Ein neues phasenschiebendes Speckle-
Interferometer mit vier Kameras wird entwickelt, welches die M�oglichkeit
bietet, Ober
�achenformen eines Messobjektes relativ zu einem Referenzob-
jekt vermessen zu k�onnen. Die Anwendung der Wavelet-Transformation und
der Bayesschen Wahrscheinlichkeitstheorie erlaubt die dreidimensionale Re-
konstruktion von Ober
�achenformen mit Hilfe eines neuen Verfahrens.
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Introduction

Thermonuclear fusion [1] is one of the most promising future energy resources,
but it is far from being applied. Fusion of the hydrogen isotopes deuterium
and tritium to helium shall supply energy. Temperatures of over 100 million
degrees Kelvin are necessary to ignite the plasma, a low-density ionized gas
composed of hydrogen isotopes. Due to these high temperatures the plasma
has to be con�ned in magnetic �elds in order to keep it away from any wall
material. Since plasma is a complex, many-particle system, various experi-
mental fusion devices have been built to examine the physical laws of plasma
behavior, e.g. the ASDEX (Axially Symmetric Divertor Experiment) Up-
grade tokamak and the Wendelstein 7-AS stellarator at Max-Planck-Institut
f�ur Plasmaphysik (IPP) in Garching, or the Joint European Torus (JET) in
Culham [2]. These are large-scale experiments with a major plasma radius
of up to 3 m [3]. The planned fusion reactor ITER (International Ther-
monuclear Experimental Reactor) shall be the �rst fusion reactor to produce
thermal energy at the level of a commercial power plant. The major plasma
radius may be about 6 m [4].

The plasma has to be con�ned in magnetic �elds, but this con�nement
cannot be perfect. Plasma-wall interactions contaminate the plasma and
damage the plasma chamber walls. Surface microrelief changes, such as ero-
sion and redeposition, occur [5]. The tokamak research is concentrated on
the divertor principle, a special magnetic �eld con�guration [6]. In this re-
gion, most of the plasma-wall interactions and surface microrelief changes
happen. It is of interest to detect surface microrelief changes and to deter-
mine erosion depths or redeposition heights. In order to perform such kind of
measurements in-situ, the measurement has to be contactless at distances of
up to several meters. Speckle interferometry, an optical laser measurement
technique, may enable such measurements.

A very early observation of the interference of light was made by Newton,
who observed colored rings, when two smooth surfaces, parallel and close to
each other, were illuminated by white light. Much later, Young performed
an experiment, in which two parallel slits were illuminated by light, and a
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set of parallel interference lines were produced on a screen [7]. Numerous op-
tical con�gurations employing the interference phenomenon were developed
by scientists, e.g. Fabry and P�erot, Fizeau, Mach and Zehnder, or Michelson
[8]. Most of these classical interferometers are applied in optical industry to
determine the quality of specularly re
ecting or smooth transparent objects,
e.g. mirrors or lenses. The speckle phenomenon had been investigated by
many scientists since the time of Newton who observed the scintillation or
twikling for stars [9]. Speckle patterns which are formed by starlight which
has propagated through the atmosphere are di�erent in character to those
which are formed by di�usely re
ected laser light. In the early nineteen
sixties, holography was developed, and interferometric measurements of dif-
fusely re
ecting or opaque objects became feasible [10]. In 1969, speckle
interferometry allowed interferometric measurements of di�usely re
ecting
objects without the need of recording a hologram [11]. With the development
of lasers, CCD cameras, computers and framegrabbers, speckle interferome-
try has become a powerful measurement technique with many applications
[12].

This thesis consists of �ve chapters. The �rst chapter describes the basic
principles of speckles and interferometry and several speckle measurement
techniques, such as surface roughness measurement and phase-shifting meth-
ods. Temporal and spatial phase-shifting methods yield three-dimensional
information, for instance, on deformation or surface contour of the measure-
ment object. However, this information contains discontinuities due to the
sinusoidal characteristics of laser light waves. In chapter 2, a new method
to reconstruct a deformation or a surface contour three-dimensionally is ex-
plained. A wavelet transformation is used to detect the discontinuities and
the Bayesian probability theory to �nd the optimal solution of a three-
dimensional spline. The phase-shifting method of speckle interferometry
is analyzed in chapter 3. This method allows to detect surface microre-
lief changes, e.g. erosion or redeposition, and to determine erosion depths
or redeposition heights. Simulation and measurement results are shown. In
chapter 4, the new four-camera speckle interferometer set-up, which has been
developed to generate four phase-stepped interferograms simultaneously, is
presented. This set-up may allow to measure the surface contour of a mea-
surement object compared to the surface contour of a reference object, even
if the measurement object is not vibration-isolated. Thus, erosions or rede-
positions of a few tens of micrometers may be measured, even if the surface
contour of the measurement object is complex. Furthermore, limitations of
speckle measurement techniques, which are relevant to fusion, are discussed
in chapter 5. Finally, conclusions and suggestions for further research are
presented.



Chapter 1

Speckle measurement

techniques

Interference phenomena in scattered light, such as Fraunhofer's di�raction
rings and Qu�etelet's fringes, were of interest in the late nineteenth century.
The �rst recorded laboratory observation of the speckle phenomenon appears
to have been that by Exner [13, 14] who studied Fraunhofer's di�raction rings,
which are formed when coherent light is di�racted by randomly distributed
particles of equal size. He sketched the radially �brous structure of the
light pattern produced by candle light, transmitted through a glass plate on
which he had breathed. The superposition of a very large number of waves
with random phase led to strong local 
uctuations in intensity. The radial
nature of the pattern caused by the non-monochromatic light source was
replaced by a �ne granular structure employing a red �lter, creating a light
source with lower spectral bandwidth [15]. In 1914 von Laue published a
photograph of Fraunhofer's di�raction rings produced by light from a carbon
arc lamp illuminating a glass plate covered with lycopodium powder [16].
The photograph shows the radially �brous structure noted by Exner, and
this feature was extensively discussed and reviewed in literature [15, 17].

With the invention of the laser in 1960, highly coherent light became avail-
able, and scientists began to study the phenomenon of speckle, and practical
applications began to be reported in literature. The surfaces of most ma-
terials are optically rough, i.e. the surface height variation is greater than
one fourth of the wavelength of illuminating light. When light with a fair
degree of spatial and temporal coherence is re
ected from an optically rough
surface, the light is scattered in all directions. The re
ected waves created by
di�erent microscopic elements of the surface interfere and produce random

uctuations in intensity with dark and bright spots. This intensity distri-
bution has a characteristic granular structure and is called speckle pattern
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[17]. Figure 1.1 shows a typical speckle pattern recorded by a standard CCD

Figure 1.1: Typical speckle pattern.

camera. An aluminum surface has been illuminated by an argon laser with
etalon, and the surface was imaged onto the CCD chip. In this case the
speckle pattern is of high contrast.

Anyone who has seen a speckle pattern in reality will have observed the
curious granular appearance. The speckle pattern moves if the head moves,
and it seems impossible to focus the eye properly on the illuminated surface.
If the speckle pattern is observed through a small hole, and if this hole is
smaller than the pupil, the speckles appear larger. Speckles observed on an
imaging system, e.g. with the eye or a camera, are called image speckles
or subjective speckles [18]. For speckle patterns collected on a screen, the
speckle size depends on the area of the surface that is illuminated. The
smaller this area, the larger are the speckles. This type of speckles is called
far-�eld speckles or objective speckles.

The speckle patterns contain information on surface characteristics, e.g.
on surface roughness. They are random and can be described in statistical
terms. Therefore speckles have the potential to be used for surface roughness
measurements.

1.1 Measurement of surface roughness

The surface roughness can be regarded as variation of the surface height.
There exists a great variety of distributions of surface height variations and
a large number of parameters to characterize the surface roughness that might
be considered. Since the speckle is a random phenomenon, only random and
isotropic roughness will be considered. Thus the roughness can be charac-
terized in a statistical manner. The most obvious parameter is the average
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roughness

Ra =
1

N

NX
i=1

j�rij; (1.1)

also called the centerline average (CLA) roughness. This is the average of
the surface height deviations �ri of N data points. This parameter is often
used in manufacturing industry. The root-mean-square (rms)

�r =

 
1

N

NX
i=1

(�ri)
2

!1=2

(1.2)

is commonly used in the optical industry. Other parameters, e.g. the skewness
and the kurtosis, indicate further details of the surface height distribution.
The skewness is de�ned in terms of a mean-cubed roughness and indicates
whether the distribution of surface heights is biased towards positive or neg-
ative height deviations compared to a Gaussian distribution. The kurtosis
is de�ned in terms of the fourth power of the surface height deviations. A
Gaussian distribution has a kurtosis of 3. A higher value indicates a shal-
lower distribution than the Gaussian distribution, and a lower value indicates
a steeper distribution.

These parameters describe the properties of the surface height distribu-
tion point by point, i.e. the �rst-order statistics of the surface height distri-
bution. The second-order statistics describe how rapidly the surface height
varies from point to point on the surface. Thus the spatial structure of the
surface roughness is analyzed. The most important parameters are the auto-
covariance and the power spectrum. The autocovariance is a measure of how
well the surface height at one point can be predicted from the knowledge of
the height at a second point. The heights at the two points are highly corre-
lated when the two points are close together, and the correlation decreases
when the distance between the two points is increased until there is no corre-
lation between the two surface heights. The correlation length is the distance
over which the correlation occurs and is a measure of the average lateral scale
of the surface height variations. The power spectrum is given by the Fourier
transform of the autocovariance and describes the spatial frequencies of the
roughness. Further details of these and other parameters of the surface height
distribution can be found in literature [19, 20, 21, 22, 23, 24, 25].

1.1.1 Statistics of speckle patterns

The statistics of speckle patterns were derived in detail by Goodman [26].
Assuming that the laser light is perfectly monochromatic and perfectly po-
larized, that the surface is rough compared to the wavelength of the laser
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light, and that the elementary scattering areas of the surface are unrelated,
the following statistical properties can be derived. Since the surface height
distribution consists of a very large number of independent random variables,
the central limit theorem predicts for the complex amplitudes of the re
ected
waves a circular Gaussian statistics, while the phase obeys uniform statistics
[27]. The probability density function of the intensity I follows a negative
exponential law [26]

p (I) =
1

hIi exp
 
� I

hIi

!
: (1.3)

The angular brackets indicate the average value over an ensemble of macro-
scopically similar, but microscopically di�erent rough surfaces. The most
probable intensity is zero and causes the very high contrast observed in the
speckle patterns. The intensity can become in�nite, but in reality it is limited
by the total amount of energy re
ected by the surface and by the minimum
size of a speckle limited by di�raction theory. Another important �rst-order
property of the speckle pattern is the standard deviation of intensity �I ,
which is equal to the mean intensity. The second-order statistics of a speckle
pattern describe the spatial structure corresponding to the statistics of the
surface roughness. The autocovariance or the autocorrelation can be used as
a measure of the average speckle size. The Fourier transform of the autoco-
variance, the power spectrum, describes the distribution of speckle sizes in
the pattern.

In the case of far-�eld speckles, i.e. free space propagation geometry, the
width of the autocorrelation function of the intensity distribution provides a
reasonable measure of the average width of a speckle. The average size of a
speckle can be taken proportional to [28]

l � �z

q
: (1.4)

The speckle size depends on the wavelength of the illumination light �, the
illuminated area of the surface with a diameter q, and the distance z between
the surface and the observation plane, which is parallel to the illuminated
surface. This explains that the speckle size increases when the illumination
area decreases. In [29] the three-dimensional size of the speckles was derived
from a circular scattering area. The cross-section of the speckle is an ellipse,
and if the observation plane is parallel to the illuminated surface, the cross-
section of the speckle becomes a circle. The speckle diameter is then given
by equation (1.4), and the speckle length is derived by

lz � �z2

q2
; (1.5)
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with distance z between the observation plane and the surface, and diameter
q of the illuminated area.

In the case of image speckles, i.e. speckles recorded by an imaging system,
the speckle diameter

l � �z

2qAP
(1.6)

depends on the wavelength �, the radius qAP of the aperture of the viewing
lens, and the distance z between the viewing lens and the image plane parallel
to the illuminated surface [30]. This explains why the speckle size increases
when the aperture decreases as mentioned before.

1.1.2 Speckle contrast

The speckle patterns discussed above are fully developed, i.e. the surface
is rough compared to the wavelength, and the incident light is perfectly
coherent, so that the standard deviation �I is equal to the mean intensity
hIi, and the speckle contrast

C =
�I
hIi (1.7)

is equal to unity. The reduction of the speckle contrast can be caused, for
example, by a reduction of the roughness of the surface, by a reduction of the
coherence of the light, or by a superposition of either coherent or incoherent
background light to the speckle pattern [26, 31, 32].

If the roughness of the surface is smooth compared to the wavelength of
the light, the speckle pattern is partially developed, and the speckle contrast
is less than unity. If the roughness of the surface is increased, the speckle
contrast is also increased until it approaches unity, as the roughness of the
surface approaches one fourth of the wavelength of the light. Thus it is
possible to measure the roughness of the surface over the range of the root-
mean-square roughness �r of about 0:02� to about 0:25�. This implies values
of �r of between about 10 nm and 130 nm when an argon laser (458 nm - 514
nm) is used. To extend the range to larger �r values, either a helium-neon
laser or infrared wavelengths can be used. The range can also be extended to
larger values if the angle of incidence is varied, e.g. if an oblique illumination
is used.

If the coherence of the light source is reduced, the speckle contrast de-
pends on the surface roughness, even if the surface roughness is greater than
one fourth of the wavelength of the light. Either the spatial or the temporal
coherence of the light source may be reduced. A detailed review of the the-
ory of speckles in partially coherent light is given by Parry [33]. The use of
partially spatial coherent light has the e�ect of limiting the range of surface
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roughness for which the contrast varies [34, 35]. Thus there is no advantage
in using partially spatial coherent light. If the temporal coherence of the light
is reduced while the spatial coherence is maintained, the contrast decreases.
In order to reduce the temporal coherence, light with a �nite bandwidth or
a mixture of several discrete laser lines can be used.

The dependence of the speckle contrast on the surface roughness for light
with a �nite bandwidth can be calculated by means of simplifying assump-
tions. The light is spatially coherent, the frequency spectrum is of a Gaus-
sian shape with a �nite spectral bandwidth, i.e. a root-mean-square spectral
deviation �b from the central value 2�=�, the surface height distribution is
Gaussian, the light is incident normal to the surface, and the far-�eld speckle
pattern is viewed in the specular direction. Thus the speckle contrast is given
by [33, 36, 37]

C =
1�

1 + (4�b�r)
2
�1=4 ; (1.8)

where �r is the rms surface roughness. The calculation is more complicated
for non-specular directions [38]. The range of surface roughness, over which
the contrast varies, is increased if the spectral bandwidth is reduced.

The second-order statistics indicate that the speckles become elongated
radially from the specular direction, which is not observed under monochro-
matic illumination. A change of the monochromatic wavelength leads to a
change in the phase of the scattered wave, resulting in a shift of each speckle
position in the radial direction. Since the speckle pattern produced by poly-
chromatic light is composed of a sum of the speckles produced independently
by all monochromatic components of the light, the radially �brous structure
appears in the polychromatic speckle pattern. The radially �brous structure
occurs in the far-�eld speckle patterns and not in the image speckle patterns
[33].

In the speckle patterns created by polychromatic light from a mixture of
several discrete laser lines, e.g. six lines of a multifrequency argon laser in
the blue and green, also the radially �brous structure occurs, which depends
both on the temporal coherence of the light and on the surface roughness.
The theoretical dependence of the speckle contrast on the surface roughness
was calculated by Parry [33]. A multifrequency argon laser can be used to
measure the surface roughness between about �r = 0:5 �m and 2.0 �m.

Instead of using all lines of a multifrequency laser, it is possible to use
just two discrete wavelengths of a multifrequency laser or two di�erent lasers.
In the case of dichromatic speckle patterns, the dependence of the contrast

CI = h
 
I1
hI1i �

I2
hI2i

!2

i1=2 (1.9)
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on the root-mean-square �p of the optical path 
uctuations and on the spec-
tral di�erence between the two illuminating wavelengths is given by [39, 40]

CI = 21=2
�
1� exp

�
��2p (k�1 � k�2)

2
��1=2

; (1.10)

where k� is the wave number with

k� =
2�

�
: (1.11)

Both intensities, I1, generated by �1, and I2, generated by �2, have to be
recorded simultaneously by two detectors or sequentially by one detector.
The root-mean-square of the optical path 
uctuation �p is proportional to
the root-mean-square surface roughness �r. The di�erence of the two speckle
intensity distributions increases when the surface roughness increases. The
range of the surface roughness over which the contrast CI varies, depends on
the di�erence jk�1 � k�2j of the two wave numbers. The range of the surface
roughness which can be measured, can be extended if the two wavelengths
are chosen to be closer together. However, the precision of the roughness
measurement is reduced correspondingly. If an argon laser (497 nm and 502
nm) is used, a surface roughness �r up to �r = 3.8 �m can be measured
[18, 40].

1.1.3 Correlation techniques

The radially �brous structure observed in polychromatic speckle patterns
in the far �eld can be analyzed to determine the surface roughness, since
this structure will vanish more and more with increasing surface roughness.
The spatial autocorrelation function Cs of the speckle intensities in the ob-
servation plane describes the radially �brous structure, also called speckle
elongation [41, 42]:

Cs (~x1; ~x2) =
hI (~x1) I (~x2)i � hI (~x1)ihI (~x2)i

(hI2 (~x1)i � hI (~x1)i2)1=2 (hI2 (~x2)i � hI (~x2)i2)1=2
; (1.12)

with location vectors ~xi = (xi; yi), i 2 f1; 2g. The angular brackets denote
the averages over the pixels of the regions with respective centers ~xi of the
speckle image. For a smooth surface the intensity distributions of the dif-
fering wavelengths resemble each other. The angular dispersion leads to a
radial broadening of the superposed intensities of all used wavelengths for
larger distances from the optical axis. With increasing surface roughness,
the decorrelation of the monochromatic speckle patterns is intensi�ed, and
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the speckle elongation of the total intensity pattern will gradually decrease.
The two dimensions lx and ly of the speckles in the x- and y-direction of the
observation plane can be determined by the widths of the spatial autocorre-
lation function in the x- and y-direction [41]. The information processing of
the mean autocorrelation widths and the standard deviations of the autocor-
relation widths allow surface roughness measurements from only one speckle
pattern in the range of �r = 0.05 �m to 5 �m, using an argon laser [41]. The
measuring range can be extended to up to 10 �m using other wavelengths
[43].

The radially �brous structure observed in polychromatic speckle patterns
is di�cult to analyze. Another technique is to measure the correlation be-
tween two speckle patterns produced by illuminating the surface with co-
herent light of either two di�ering wavelengths or of two di�ering angles of
incidence. Ru�ng derived theoretical solutions for both far-�eld and image
plane geometry and also for partially and fully developed speckle patterns
[44, 45].

The correlation coe�cient C12 of the speckle intensities I1 and I2 of two
di�erent speckle patterns is de�ned by

C12 =
hI1I2i � hI1ihI2i

(hI21 i � hI1i2)1=2 (hI22 i � hI2i2)1=2
; (1.13)

where the angular brackets denote the ensemble average. Assuming per-
fectly monochromatic and perfectly polarized light, fully developed speckle
patterns, a plane, perfectly conducting and isotropically rough surface, and
a circular Gaussian statistics of the complex �eld amplitude of the scattered
light, the dependence of the correlation coe�cient on the surface roughness
can be derived for both the spectral speckle correlation (SSC) and the an-
gular speckle correlation (ASC). The formulas of the correlation coe�cients
consist of a roughness-dependent and a space-dependent term. The space-
dependent term can be eliminated by optimally chosen spatial measuring
conditions.

For the far-�eld geometry, the object plane of the surface is in the front
focal plane, and the observation plane is in the back focal plane of a colli-
mating lens. Thus the observation plane is the Fourier plane, and the far
�eld is the Fourier transform of the object �eld.

The correlation coe�cient for the SSC in the far �eld is given by

CS
12 = exp

�
� (2�r (k�1 � k�2) cos�)

2
�
; (1.14)

if the illumination and the observation are performed symmetrically to the
direction of the surface normal at angle �, and the detection of the speckle
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pattern is performed on the optical axis [44]. The range of the surface rough-
ness which can be measured, can be varied by choosing suitable pairs of
wavelengths.

The correlation coe�cient for the ASC in the far �eld is derived by

CA
12 = exp

�
� (2�rk��� sin�)

2
�
; (1.15)

if the angle of incidence is changed by �� between the capture of the two
speckle images instead of using two di�ering wavelengths. This leads to a
shift of the speckle pattern depending on the focus length xf of the colli-
mating lens, the illumination and observation angle �, and the change of the
angle ��. The shift must be compensated, e.g. by shifting one speckle pat-
tern, or by searching the maximum of the correlation coe�cient for di�erent
shifts between the two speckle patterns. The range of the measurable surface
roughness can be varied by choosing the angle variation ��.

The image plane geometry is shown in Fig. 1.2 and consists of a twofold

xf

IPAPOP
xf xf xf

α
α

Figure 1.2: Image plane geometry. AP: aperture plane, IP: image plane, OP:
object plane.

Fourier transform set-up and an aperture in the aperture plane that realizes
a spatial �ltering. It is assumed that a Gaussian aperture is positioned
on the optical axis in the aperture plane and that the illumination and the
observation is performed symmetrically as shown in Fig. 1.2. The correlation
coe�cient for the SSC is given by equation (1.14) [45]. It is the same result
as obtained for the SSC in the far-�eld geometry.

The same result as in equation (1.15) can be derived for the ASC in
the image-plane geometry, if two di�erent positions for the aperture in the
aperture plane are chosen for recording the two speckle patterns. The ASC
method in the image-plane geometry is di�cult to realize because of the
geometrical arrangement of the two apertures.

The correlation coe�cient of partially developed speckle patterns, i.e. in
the case of a smooth surface compared to the wavelengths of light, depends
on the number of the independent scattering areas of the surface. Thus
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the measurement of the surface roughness is only possible with an a priori
knowledge of the number of independent scattering areas of the surface [46].

The range of the surface roughness, which can be measured with the ASC
and the SSC method, is at least the range of about 0.3 �m up to 10 �m,
if visible light is used. Smaller surface roughness can be determined, but in
the case of partially developed speckle patterns an a priori knowledge has
to be considered. The upper bound can be extended and surface roughness
measurements of up to 32 �m are reported in [44].

1.1.4 Discussion

The theory applied for di�erent roughness measurement techniques is far
from being complete. A major di�culty arises when the surface is modeled
mathematically. Often, a Gaussian surface height distribution is assumed,
but the results depend more or less on the form of the surface height dis-
tribution function. Since the contrast of a partially developed speckle pat-
tern is strongly dependent on the surface height distribution, the roughness
measurement by speckle contrast is in this case less attractive [47]. In [44]
cylindrical surfaces instead of plane surfaces, and surfaces with non-isotropic
surface roughness, e.g. di�erent machined surfaces, were considered for the
SSC and the ASC. The theory becomes more complex, and for a more com-
plex surface pro�le the analytical determination of the surface roughness will
be di�cult or impossible. However, if comparative measurements, rather
than absolute measurements, are to be made on surfaces with similar statis-
tics, the described surface roughness measurement techniques will work well.

For the evaluation of experimental data, the law of large numbers [48]
is applied to replace the average over an ensemble of rough surfaces by the
average of a su�cient number of independent intensity values from one sur-
face, which can be determined experimentally. These intensity values can be
obtained when the surface is moved and di�erent illuminated surface areas
are recorded. For many applications, the ensemble average can be replaced
by the spatial average over the speckle pattern [18, 44]. Thus, real-time
measurements are achievable.

Practical intensity measurements must be made through �nite detector
apertures and are always a smoothened or integrated version of the ideal
point-intensity. Thus, the statistics of the measured speckle pattern will be
di�erent from the ideal statistics [26]. However, for comparative rather than
absolute measurements, using the same detector, this e�ect of smoothing or
integrating does not need to be considered when the detector size is much
smaller than the speckle size.

The simulation of di�erent speckle measurement techniques [49, 50, 51],



Chapter 1. Speckle measurement techniques 13

e.g. contrast measurement, ASC or SSC, allows, for instance, to consider
di�erent surface height distributions and a more complex illumination and
observation geometry. Hence, simulation results can be obtained which can-
not be derived analytically, thereby improving the theoretical knowledge.

1.2 Interferometry

Classical interferometry refers to experiments involving the interference of
two coherent waves which are re
ected at mirrors in an interferometer. The
�eld amplitude of a light wave is commonly described by the complex quan-
tity [7]

~E (x; t) = ~eE0 exp
�
�j

�
~k�~x� !t� �

��
; (1.16)

where E0 is the amplitude, ~e is the unit vector of the electric �eld, ~k� the
wave vector, ! the angular frequency, t the time, � the spatial phase, and
~x = (x; y; z). The intensity is a measure of the energy 
owing through an
area in a given time interval, and is derived by time averaging of the modulus
of the Poynting vector. For a linear, homogeneous, and isotropic dielectric
medium, the intensity is given by

I (~x; t) =
c�

2

���<e � ~E (~x; t) ~E� (~x; t)
����

=
c�

2
E2
0 ; (1.17)

where c is the velocity of the light, ~x the spatial coordinate, � the permittivity,
<e the real part of the complex quantity, and � the complex conjugate.

The light waves are subject to the superposition principle. This means
that, if two waves

~E1 (~x; t) = ~e1E01 exp
�
�j

�
~k1�~x� !t� �1

��
; (1.18)

~E2 (~x; t) = ~e2E02 exp
�
�j

�
~k2�~x� !t� �2

��
; (1.19)

with
~ki� =

2�

�j
~ei� (1.20)

and i; j 2 f1; 2g, are superposed, the resulting �eld ~Eg simply becomes the
sum, i.e.

~Eg = ~E1 + ~E2; (1.21)
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and the intensity

Ig =
c�

2

���<e �~Eg ~E�

g

����
=

c�

2

h
E2

01 + E2
02 + 2E01E02 cos (�1 � �2)

� cos
��
~k1� � ~k2�

�
~x
�
~e1 � ~e2

i
: (1.22)

In the absence of the spatial phases �1 and �2, equal wavelengths with
� = �1 = �2, ~e1 parallel to ~e2 (the other cases will be discussed later), and,
for the sake of simplicity, the axis chosen such that the propagation vectors
~k1� and ~k2� lie in the xy-plane and have equal but opposite angels �k with
the y-axis, i.e. �k and ��k. Thus,�

~k1� � ~k2�
�
~x =

4�

�
x sin�k; (1.23)

and the intensity is given by

Ig =
c�

2

�
E2

01 + E2
02 + 2E01E02 cos

�
4�

�
x sin�k

��

= I1 + I2 + 2 (I1I2)
1=2 cos

�
4�

�
x sin�k

�
; (1.24)

where I1 and I2 are the intensities of the two superimposing waves. The
intensity varies along any line parallel to the x-axis and is known as interfer-
ence fringe pattern. The intensity varies sinusoidally between the minimum
value I1 + I2 � 2 (I1I2)

1=2 and the maximum value I1 + I2 + 2 (I1I2)
1=2.

1.2.1 Conventional interferometers

In order to obtain the interference fringe pattern, the waves must be coher-
ent to each other. In practical terms this means that both waves must be
generated by the same light source. The best-known interferometer which
divides the amplitude of the waves, is the Michelson interferometer shown in
Fig. 1.3. The amplitude of the incident light is divided by the beam splitter
BS. The re
ected and the transmitted waves propagate to the mirrors M1
and M2, respectively, where they are re
ected back and recombine to form
the interference pattern in the observation plane on the detector. The inten-
sity is given by equation (1.22). If one of the mirrors, say M2, is not perfectly

at, it will distort the incident wavefront as well as the interference fringe
pattern. If both waves propagate in the same direction, i.e. ~k1� = ~k2�, the
intensity is given by the well-known formula

Ig = I1 + I2 + 2 (I1I2)
1=2 cos�� (1.25)
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LS

M1

M2
BS

OSP

Figure 1.3: Michelson interferometer. BS: beam splitter, LS: Light source
(laser), M1, M2: mirrors, OSP: observation plane.

with phase di�erence �� = �1 � �2. The phase di�erence depends on
the path di�erence between the two optical paths of the interferometer, the
lengths x1 between beam splitter and mirror M1, and the length x2 between
beam splitter and mirror M2. If the deviation from the 
atness of the mirror
M2 is equal to �x2, the phase di�erence is given by

�� = (x1 � (x2 +�x2))
4�

�
: (1.26)

The maxima of the interference fringe pattern will occur when

�� = 2�n; (1.27)

with n 2 Z. Hence, the path di�erence between equivalent points in the
intensity variation, including the maxima, is a multiple of �. Thus the inter-
ference fringe pattern maps the variation of the height of mirror M2 compared
to mirror M1 as contours of the interval of �=2. This demonstrates the ability
of interferometry to map height variations with a sensitivity of the order of
the wavelength of light.

The fringe contrast Cf , sometimes denoted as the visibility, is given by

Cf =
Imax � Imin
Imax + Imin

; (1.28)

where Imax and Imin are the maximum and the minimum of a region of the
interference fringe pattern. It has its maximum when the intensity I1 is equal
to I2. The fringe contrast is reduced when the vectors of polarization are not
parallel to each other, i.e. when the angle �e between ~e1 and ~e2 is di�erent
from 0�. The dependence of the interference fringe pattern on �e is given by

Ig = I1 + I2 + 2 (I1I2)
1=2 cos (��) cos�e (1.29)

from equations (1.22) and (1.25). The spatial position of the interference
fringes, the minima and the maxima, does not change, only the fringe contrast
is reduced.
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Another commonly used interferometer is the Mach-Zehnder interferom-
eter shown in Fig. 1.4, which is employed for measuring changes in density

LS
M1

M2

BS

IP

Figure 1.4: Mach-Zehnder interferometer. BS: beam splitter, IP: image
plane, LS: laser, M1, M2: mirrors.

occurring as result of pressure or temperature changes of transparent ob-
jects, since such changes produce changes in the refractive index. The phase
change �� is derived by

�� =
2�

�
x�n; (1.30)

when the change of the refractive index �n is constant over the distance x.
The advantage of this type of interferometer is that the light is divided into
two separated beams and passes only once through the reference and the
object path.

1.2.2 Out-of-plane displacement-sensitive interferom-

eter

Probably the simplest concept of a speckle interferometer, proposed by Leen-
dertz [11], which combines two speckle �elds, is based on the Michelson inter-
ferometer, in which both mirrors are replaced by rough surfaces. The set-up
is shown in Fig. 1.5. Both surfaces are imaged in the image plane and the

LS

MO

RO
BS

IP

IL

Figure 1.5: Michelson interferometer set-up with rough surfaces. BS: beam
splitter, LS: laser, M1, M2: mirrors, MO: measurement object, RO: reference
object.

images are recorded, for instance, by a CCD camera. The coherent addition
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of the two speckle �elds, re
ected from the two rough surfaces, will result in a
third �eld, similar in brightness distribution statistics, but di�erent in detail.
The intensity at a given elementary area of the image plane, corresponding
in size to one speckle, is given by [52, 53] (b: before)

Ib = I1 + I2 + 2 (I1I2)
1=2 cos �; (1.31)

where � is the phase di�erence between the two waves. If the reference
object is moved a distance xd parallel to the surface normal, the resulting
phase change is given by

�� =
4�

�
xd: (1.32)

After the displacement, the intensity at this elementary area will be
changed to (a: after)

Ia = I1 + I2 + 2 (I1I2)
1=2 cos (� + ��) : (1.33)

This means that the correlation between the two speckle patterns before and
after the movement has changed. The correlation coe�cient, equation (1.13),
of the intensities I1 and I2 is derived by [30]

C12 (��) =
1 +R2

I + 2RI cos��

(1 +RI)
2 ; (1.34)

assuming that I1, I2, and � are independent variables,

hcos �i = hcos (� + ��)i = 0; (1.35)

D
I2
E
= 2 hIi2 ; (1.36)

for I = I1 and for I = I2,
hI1i = RI hI2i ; (1.37)

and that I1, I2, and � remain unchanged when the change giving rise to ��
is introduced. When

�� = (2n+ 1)�; (1.38)

with n 2 Z, the correlation coe�cient between I1 and I2 will have the mini-
mum value of

C12 =
�
1� RI

1 +RI

�2
; (1.39)

but when �� takes the value 2n�, the correlation coe�cient will have the
maximum value of unity. If it is possible to detect the positions with the
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minimum and the maximum values of the correlation coe�cient, the change
in phase, i.e. the displacement of the reference surface, can be measured.

If the geometry of this interferometer is changed, and either or both the
illumination and the observation direction are no longer parallel to the surface
normal, the phase change �� is derived by

�� =
2�

�

�
~kil � ~ko

�
~xd; (1.40)

where ~kil is the illumination direction, ~ko is the observation direction, and ~xd
is the surface displacement. In that case, the phase change depends both on
the in-plane and the out-of-plane displacement.

Another speckle interferometer set-up with a smooth reference beam is
based on the Mach-Zehnder interferometer and is shown in Fig. 1.6. The

LS
BS

IP

IP

MO

IL

M

Figure 1.6: Smooth reference interferometer. BS: beam splitter, IL: image
lens, IP: image plane, LS: laser, M: mirror, MO: measurement object.

illumination direction of both the reference mirror and the object surface
is parallel to the surface normal. The object surface is imaged in the im-
age planes by the image lens. This interferometer set-up can be applied in
the same way for the measurement of changes of the object surface as the
Michelson interferometer set-up with rough surfaces. The same equations
are valid.

If the reference mirror is replaced by a rough surface and a second image
lens is employed, the Mach-Zehnder interferometer set-up with two rough
surfaces, as shown in Fig. 1.7, is obtained. Both the reference and the
object surface are imaged by an image lens in the image planes, and two
speckle �elds are superposed. The equations described before are valid, and
the applications are discussed later.

1.2.3 Shearing interferometer

Shearing interferometers compare the phase of a wavefront with that of the
same wavefront displaced laterally by a small distance. There are numer-
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LS
BS

IP

IP

MO

IL

RO

Figure 1.7: Mach-Zehnder interferometer set-up with rough surfaces. BS:
beam splitter, IL: image lens, IP: image plane, LS: laser, MO: measurement
object, RO: reference object.

ous ways to construct a speckle shearing interferometer [54, 55]. One of the
simplest set-ups, applied by Leendertz [54], uses a Michelson interferometer
set-up, as shown in Fig. 1.8, to provide the shearing of the wavefront. The

M1

M2
BS

IP

MO IL

αID

P

P’

y

x

z

Figure 1.8: Shearing interferometer. BS: beam splitter, ID: illumination
direction, IL: image lens, IP: image plane, M2: mirror, MO: measurement
object.

measurement object is imaged by the image lens through an optical arrange-
ment consisting of a beam splitter and two orthogonal plane mirrors. The
intensity at a point in the image plane corresponds to the superposition of the
light scattered from two adjacent points of the measurement object, e.g. the
points P and P'. The distance between the two points is the lateral shear xs
in the object plane. The lateral shear between the two images may be varied
by tilting one of the mirrors by a small angle �. If the measurement object
is displaced by ~xd and ~x

0

d at the points P and P 0, the phase change �� is
derived by

�� =
2�

�

�
~kil � ~ko

�
(~xd � ~x0d) : (1.41)

When the shear is small compared to the displacement, the phase change is
indicative of the derivative of the displacement in the direction of the shear.



Chapter 1. Speckle measurement techniques 20

When the illumination direction ~kil and the observation direction ~ko are
normal, the phase change

�� =
4�

�
(xd � x0d) (1.42)

depends mostly on the �rst derivative of the displacement, the deformation
in the direction of the shear, i.e. the x-direction [30]. The dependence on
the derivative in the y-direction can similarly be obtained by shearing in the
y-direction.

The phase change indicates abrupt changes in the surface displacement,
the deformation only in the direction of the shear. However, this interferom-
eter set-up has advantages. The optical set-up is very simple, thus relaxing
the vibration isolation requirement. The coherence length requirement of
the laser source is greatly reduced because the di�erence between the mea-
surement path and the reference path is very small and independent of the
distance to the measurement object.

1.2.4 In-plane displacement-sensitive interferometer

The set-up shown in Fig. 1.9, proposed by Leendertz [11], enables the mea-

y

x

z

IPIL

α
α

MO

Figure 1.9: In-plane displacement-sensitive interferometer. IL: image lens,
IP: image plane, MO: measurement object.

surement of the displacement component lying in the plane of the measure-
ment object. In order to simplify the interpretation of the measured phase
change dependent on the displacement, the two coherent illumination beams
should preferably be plane, incident at equal angles � on either side of the
surface normal, and the surface should be imaged by the imaging lens in
the image plane. Each illuminating beam generates its own speckle pattern,
which superimposes coherently with the speckle pattern generated by the
complementary scattered beam in the image plane. If the surface is dis-
placed in the out-of-plane direction, i.e. the z-direction, equal path length
changes are introduced for both beams. Thus the resulting speckle pattern
in the image plane will remain unchanged. This set-up is independent of any
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displacement in the out-of-plane direction. Displacements in the y-direction
do not produce any change in the path length. If the surface is displaced by
a small distance xd in the x-direction (in-plane), the path length of one beam
will be increased by xd sin�, while the path length of the other beam will be
decreased by the same amount, and the total path di�erence of 2xd sin� will
result. The phase change is given by

�� =
4�

�
xd sin�: (1.43)

This set-up allows to measure the in-plane displacements independently of
out-of-plane displacements. Alternative methods are reported in literature
[56, 57], including the measurement of the x- and y-component of the dis-
placement simultaneously.

1.2.5 Fringe formation

The speckle patterns may be digitized by a frame grabber [58] if, for instance,
a CCD camera is located in the image plane of the speckle interferome-
ter. This kind of interferometry is known as video speckle interferometry or
electronic speckle pattern interferometry (ESPI). Interference fringe patterns
occur after processing two appropriate speckle patterns, e.g. after adding or
subtracting. When the intensities of two speckle patterns are given by

Igb = I1 + I2 + 2 (I1I2)
1=2 cos �; (1.44)

before, and
Iga = I1 + I2 + 2 (I1I2)

1=2 cos (� + ��) ; (1.45)

after the phase change ��, the addition of these intensities results in

Ig+ = 2I1 + 2I2 + 4 (I1I2)
1=2 cos

�
� +

��

2

�
cos

�
��

2

�
: (1.46)

The areas of maximum correlation of the two speckle patterns have maximum
fringe contrast, but the minimum value of the fringe contrast is non-zero
where the two speckle patterns are uncorrelated.

The result of subtracting the two intensities given by

Ig = 4 (I1I2)
1=2 sin

�
� +

��

2

�
sin

�
��

2

�
; (1.47)

has negative and positive values. Since a monitor requires positive values,
the absolute value

Ig� = jIgj (1.48)
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is used. The fringe maxima obtained by adding, correspond to the fringe
minima obtained by subtracting the intensities. The fringe minima have the
intensity value of zero, while the addition fringe minima do not. Hence, the
subtraction fringes have a better fringe contrast than do addition fringes.

1.2.6 Shape measurement

Several interferometric methods for surface shape measurement, also known
as contouring techniques, have been developed [30, 59, 60, 61, 62, 63]. Most
of these methods are based on the use of either two di�ering wavelengths
or two di�ering illumination directions. In ESPI the shape of the optically
rough measurement object is compared with a master optical wavefront or
a reference object. A 
at, spherical or cylindrical master wavefront may
be generated by conventional optical components. More complex master
wavefronts can be reconstructed from a hologram [64].

Employing the two-wavelength method, the interferometer set-ups shown
in Figs. (1.5), (1.6), and (1.7), can be applied to measure the di�erence in
depth between the master wavefront and the measurement object parallel
to the viewing direction. Assuming that the re
ectivity coe�cient of the
surfaces does not change for a small change of the wavelength, and that
the intensities I1 and I2 remain constant, the intensities Ig1 and Ig2 for the
wavelengths �1 and �2, respectively, are given by

Ig1 = I1 + I2 + 2 (I1I2)
1=2 cos

�
�1 +

4�

�1
xd cos�

�
; (1.49)

and

Ig2 = I1 + I2 + 2 (I1I2)
1=2 cos

�
�2 +

4�

�2
xd cos�

�
; (1.50)

where � is the angle of incidence and xd the normal separation between the
measurement surface and the master surface. The subtraction of Ig1 and Ig2
yields

Ig� = jIg1 � Ig2j
=
���4 (I1I2)1=2 sin

�
�1 + �2

2
+ 2�xd

�
1

�1
+

1

�2

�
cos�

�

� sin
�
�1 � �2

2
+ 2�xd

�
1

�1
� 1

�2

�
cos�

����: (1.51)

Since
1

�1
+

1

�2
>>

1

�1
� 1

�2
; (1.52)
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and because of the low spatial resolution of a CCD camera, only the second
sinus term is detected. Thus,

Ig� �
����sin

�
�1 � �2

2
+
�

�
xd

����� ; (1.53)

with the synthetic wavelength

� =
�1�2

2j�2 � �1j cos�; (1.54)

produces fringes occurring at intervals of xd = �. Hence, the surface shape
of the measurement object compared to that of the master surface (or the
master surface introduced by the master wavefront), i.e. the normal distance
between the measured and the master surface, is mapped out at intervals of �.
The fringe sensitivity may be varied by changing the di�erence between the
two wavelengths. When a multifrequency argon laser is used, the synthetic
wavelength is in the range of 2 �m to 24 �m. The range can be extended
up to tens of millimeters when the two wavelengths are very close together,
e.g. when using an optical parametrical oscillator.

The rate at which a speckle pattern decorrelates due to the wavelength
change depends on the surface roughness as well as on the change of the
wavelength. If the wavelength di�erence is such that

� > 8�r; (1.55)

good fringe contrast will be obtained [65, 66]. This implies values of the rms
surface roughness �r of 3 �m for the largest synthetic wavelength � = 24 �m,
achievable if an argon laser is employed.

The use of two di�ering angles of incidence, also known as two-source
method, leads to the synthetic wavelength

� =
�

cos�1 � cos�2

; (1.56)

depending on the di�erence between the two angles.

1.2.7 Limitations

Intensity measurements are an integrated version of the ideal point intensity
and can be expressed in the form

IG =
1

G

ZZ
G

w (x; y) I (x; y) dx dy; (1.57)
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with the detector area G, the point intensity I (x; y) at the coordinate po-
sition (x; y), and the weighting function w (x; y) describing the detector re-
sponse at di�erent coordinates. If the speckle size is larger than the detector
size, the speckles are fully resolved. Otherwise several speckles are integrated
over the detector area.

For fringe patterns gained by adding two speckle patterns, the speckles
should be fully resolved, and the noise in the smooth reference beam should
be minimized to optimize the fringe contrast. For interferometers with a
speckled reference beam, the fringe contrast is very poor. Therefore such
interferometers are not practical [67].

For fringe patterns gained by subtracting two speckle patterns, the ratio
between the mean intensity hI2i of the smooth reference beam and mean
intensity of the speckled beam hI1i should ideally be 2. But a value of up
to 20 still gives reasonable fringe contrast. The maximum fringe contrast for
interferometers with a speckled reference beam is obtained when the mean
intensities of the two beams at the image plane are equal [67]. The speckles
need not to be fully resolved in order to obtain an acceptable fringe contrast
[68, 69, 70, 71]. Thus, larger apertures can be applied in the case of limited
laser power.

The spatial resolution and the dynamic range of CCD cameras are consid-
erably smaller than those of photographic and holographic emulsions. When
the fringe spacing becomes comparable to the speckle size, the fringe contrast
decreases and goes to zero when they become equal. Thus, the fringe spacing
should be larger than twice the speckle size as well as larger than twice the
pixel size.

The object size observed is limited by the available laser power, the cam-
era sensitivity and the imaging system. The geometry of the imaging system
is shown in Fig. 1.10. The illuminated area GMO, a circle with radius qMO,

IPAPOP x1 x2

qMO qAP qIP

G , PMO MO G , PAP AP G , PIP IP

Figure 1.10: Imaging set-up. AP: aperture plane, IP: image plane, OP:
object plane.

is imaged by the image lens in the image plane with the area GIP , a circle
with radius qIP . Assuming a circular aperture with a radius qAP , the power
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of the re
ected laser light in the aperture plane

PAP = �
GAP

x21
PMO (1.58)

depends on the power of the illuminating laser light PMO, the distance x1
between object and aperture plane, the area of the aperture GAP , and the
scattering coe�cient �. Without any losses, the power in the image plane
PIP is equal to the power in the aperture plane PAP . Since the object is
imaged in the image plane, qIP is related to qMO by

qIP =
x2
x1
qMO: (1.59)

Hence,
x21GIP = x22GMO: (1.60)

If the spatial distribution of the laser power is a uniform over the cross-
section of the laser beam or a circular Gaussian distribution symmetrical to
the optical axis, the intensity in the image plane is given by

IIP =
PIP
GIP

= �PMOGAP
1

GIPx21

= �PMOGAP
1

GMOx22
: (1.61)

The intensity in the image plane is inversely proportional to x21, and related
to x22 by the imaging system. Consideration of di�raction in the aperture
plane results in the same dependence

IIP � 1

x21
: (1.62)

Rayleigh proposed that two components of equal intensity should be con-
sidered to be just resolved when

�y = 1:22
�x2
2qAP

; (1.63)

where �y is the distance between two points in the image plane which are
related to two points on the measurement surface which can be just resolved.
This quantity is a measure of the spatial resolution and is proportional to
the speckle size given by equation (1.6).
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1.3 Temporal phase-shifting methods

The sign of the phase di�erence �� is unknown when fringe patterns are
obtained by adding or subtracting intensities. The interference formula for
the Michelson interferometer, equation (1.25),

Ig = I1 + I2 + 2 (I1I2)
1=2 cos��;

contains the three unknown variables I1, I2, and ��. If I1 and I2 are known,
e.g. the separately measured intensities of the two beams, �� modulo �
can be derived. Assuming that the phases ��1 and ��2 of two adjacent
measuring points, e.g. between two adjacent pixels of a CCD camera, are
given by

��1 = ��01 + n� (1.64)

and
��2 = ��02 +m�; (1.65)

with

��01;��02 2
�
��
2
;
�

2

�
; (1.66)

the phases modulo � can be calculated, i.e. ��01 and ��02. In the absence
of perturbations, the result can be determined clearly when

j��2 ���1j < �: (1.67)

This requirement may be ful�lled for mirrors, but not for optically rough
surfaces. A practical set-up that employs this method is given in [72].

The intensity of a detector pixel may be expressed as [73]

I = I0 (1 + 
 cos��) ; (1.68)

where the three unknown variables are the background intensity I0, the visi-
bility or modulation 
, and the phase di�erence ��. If one of the two mirrors
in the Michelson interferometer is moved a distance xd parallel to the surface
normal, and when this direction is the viewing and illumination direction,
the additional phase change

� =
4�

�
xd (1.69)

is introduced, and equation (1.68) yields

Ig = I0 (1 + 
 cos (�� + �)) : (1.70)

The temporal variation of the relative phase shift � between the measurement
beam and the reference beam is known as temporal phase shifting (TPS).
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(a) (b) (c) (d)

Figure 1.11: Frames of intensity data with phase shifts of �=2.

At least three intensity measurements of Ig with di�ering phase shifts are re-
quired to determine the phase di�erence ��. Figure 1.11 shows four di�erent
frames of intensity data with phase shifts of �=2 (90�). The �rst and the third
frame have a phase shift of �, and thus the intensities are complementary.

When the phase shift changes by the amount �� during the integration
time of the detector, e.g. a pixel of a CCD camera, the intensity is given by
[74, 75]

Ii =
1

��

�i+��=2Z
�i���=2

I0 (1 + 
0 cos [� + � (t)]) d� (t); (1.71)

Ii = I0 (1 + 
 cos (� + �i)) ; (1.72)

with


 = 
0
sin (��=2)

��=2
; (1.73)

where � (t) is the relative phase shift between the measurement and the
reference beam as function of time, �i the average value of the phase shift,

 and 
0 the visibilities or fringe visibilities. The term 1=�� normalizes the
result. A special case is the so-called phase stepping, where the phase is
constant during image capturing (�� = 0) and is then changed between the
image capturing processes. The phase-stepping method has the maximum
visibility 
 = 
0. When the phase is integrated, i.e. �� 6= 0, the visibility 

is reduced. The integration of the intensity over a full period (�� = 2�) of
the phase shift reduces the visibility 
 to zero. To obtain good visibility, the
integration period is restricted to

�� 2 ]0; �[ : (1.74)

The integration of the phase reduces the visibility, but it has the advantage
that it reduces the noise during the integration time. To achieve measure-
ments with a precision of �=100, the interferometer set-up has to be placed
on a vibration-isolated table, and the beam paths have to be enclosed to
minimize the e�ects of vibration and air turbulence [73].



Chapter 1. Speckle measurement techniques 28

1.3.1 Phase-shifting algorithms

Equation (1.72) is applicable to any kind of phase-shifting method. At least
three intensities Ii with di�ering average phase shifts �i are required to de-
termine the phase � modulo � or 2�. The following algorithms are di�erent
in the required number of di�erent intensities Ii, the amount of phase shift
between intensity measurements and how much they are prone to errors in
the phase shift or to perturbations, such as vibration and turbulence. An
overview of several algorithms is given in [73, 76].

The three-frame algorithm requires a minimum amount of three intensity
measurements with equal and known phase shifts

�i+1 � �i = �c1; i = 1; 2; 3 (1.75)

and is the simplest one to use. Two phase step sizes commonly used are �=2
and 2�=3. This simpli�es the calculation, but this algorithm is very sensitive
to errors in the phase shift �c1.

A frequently used algorithm is the four-frame algorithm, which requires
four intensity measurements with phase shifts of �c1 = �=2. The Carr�e
algorithm is a variation of this algorithm, but the phase shift is treated as
unknown [77]. Thus, the phase shift does not need to be calibrated. A linear
phase shift of �i is assumed and yields four equations

I11 = I01

�
1 + 
1 cos

�
�1 � 3

2
�c1

��
; (1.76a)

I21 = I01

�
1 + 
1 cos

�
�1 � 1

2
�c1

��
; (1.76b)

I31 = I01

�
1 + 
1 cos

�
�1 +

1

2
�c1

��
; (1.76c)

I41 = I01

�
1 + 
1 cos

�
�1 +

3

2
�c1

��
: (1.76d)

From these equations the phase modulo � can be calculated using

� = arctan
f[3 (I21 � I31)� (I11 � I41)] [(I21 � I31) + (I11 � I41)]g1=2

(I21 + I31)� (I11 + I41)
;

(1.77)
and the phase shift with

�c1 = 2 arctan

 
3 (I21 � I31)� (I11 � I41)

(I21 � I31) + (I11 � I41)

!1=2

: (1.78)
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Assuming that the phase shift �c1 is near �=2, the visibility is given by


 =
1

2I0

�
1

2
[(I21 � I31) + (I11 � I41)]

2

+
1

2
[(I21 + I31)� (I11 + I41)]

2
�1=2

: (1.79)

When the phase shift is o� by 10�, the estimation of 
 will be o� by �10 %
[76]. The phase calculation can be extended to � modulo 2� when the signs
of sin� and cos � are considered. These signs can be determined from

I21 � I31 = �2�c1I01 sin �c1
2

sin�1; (1.80)

and

(I21 + I31)� (I11 + I41) = 8�c1I01 cos
�c1
2

sin2
�c1
2

cos �1; (1.81)

when �c1 2 ]0; �[ is assumed. The result of the Carr�e algorithm, called the
wrapped phase, is shown in Fig. 1.12, where the four frames of intensity data

(a) (b)

2π

π

0

Figure 1.12: Phase-shifting image (a) of the frames of Fig. 1.11 and (b) gray
scales of the phase-shifting image.

of Fig. 1.11 are used. The phase di�erence is 2� for a change in gray scales
from black, over di�erent levels of gray, to white. The discontinuities, the
changes from black to white for adjacent pixels, may be eliminated by phase-
unwrapping methods. Another algorithm using four intensity measurements
and eliminating the errors caused by linear adjustment derivations, is de-
scribed in [78]. A further algorithm which is insensitive to phase shift errors,
is the �ve-frame or Hariharan algorithm [79, 80]. Five intensity measure-
ments Ii, i = 1; : : : 5, with linear phase shifts of �=2 between the intensity
measurements lead to the simple calculation

� = arctan
2 (I2 � I4)

2I3 � I5 � I1
: (1.82)
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This algorithm reduces the possibility of having the numerator and the de-
nominator tend to zero. Thus, the uncertainty in the calculation is reduced,
and this algorithm can tolerate large errors in the phase shift. The Hariha-
ran algorithm is a special case of the (N + 1)-frame algorithm, which has an
extra intensity measurement with a 2� phase shift relative to the �rst inten-
sity measurement [81]. This extra intensity measurement helps to reduce the
error sensitivity.

For a total number of N intensity measurements with known average
values of the phase shifts �i, with i = 1 : : : N , the phase can be calculated
using a least-squares method. The values �i do not need to be evenly spaced
and can be spread over a range greater than 2�. However, the choice of �i
in
uences the sensitivity to phase shift errors. If the integration period �� in
equation (1.31) is constant for every intensity measurement, the least-squares
solution is given in [74, 82]. A generalized least-squares solution is developed
in [83].

In general, the calculation of the phase can be expressed as

�1 = arctan
g1
h1
: (1.83)

When the signs of g1 and h1 correspond to the signs of sin�1 and cos �1,
respectively, the phase �1 modulo 2� can be derived. In speckle interferom-
etry the phase change ��, with �2 = �1 +��, has to be determined. The
phase change may be introduced by a deformation or a wavelength change.
Phase �2 is derived by

�2 = arctan
g2
h2
; (1.84)

in the same way as phase �1, and, for instance, with the Carr�e algorithm
from a second set of phase-shifted intensity measurements

I12 = I02

�
1 + 
2 cos

�
�2 � 3

2
�c2

��
; (1.85a)

I22 = I02

�
1 + 
2 cos

�
�2 � 1

2
�c2

��
; (1.85b)

I32 = I02

�
1 + 
2 cos

�
�2 +

1

2
�c2

��
; (1.85c)

I42 = I02

�
1 + 
2 cos

�
�2 +

3

2
�c2

��
: (1.85d)

The phase change
�� = �2 � �1 (1.86)
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may be derived using equations (1.83) and (1.84):

�� = arctan
g2
h2
� arctan

g1
h1
: (1.87)

More accurate results are obtained by

�� = arctan
sin (�2 � �1)

cos (�2 � �1)

= arctan
sin�2 cos �1 � cos �2 sin�1

cos �1 cos �2 + sin�1 sin�2
; (1.88)

and thus

�� = arctan
g2h1 � g1h2
h1h2 + g1g2

: (1.89)

The phase change �� is calculated directly from all the measured intensities
given in (1.76a) to (1.76d) and (1.85a) to (1.85d).

1.3.2 Phase-shifter calibration

Some of the algorithms are sensitive to errors in the phase shift, and the
algorithms which are tolerant to phase errors, require calibrations for the
best performance. The most obvious way to determine the phase shift is to
use equation (1.78) of the Carr�e algorithm. A simpler equation can be found
using �ve intensity measurements Ii, with i = 1 : : : 5 [79]:

� = arccos
I5 � I1

2 (I4 � I2)
: (1.90)

The third intensity I3 is not needed for this calculation. These calculations
assume equal phase shifts between the intensity measurements, and the phase
shift between two intensity measurements cannot be determined.

In phase-shifting speckle interferometry, the phase shift between two
speckle images may be determined if the phase shift is equal for any pixel of
the speckle pattern. Assuming that the phase shift � is in the range [0; �[, it
is given by

� = arccosC12; (1.91)

where C12 is the correlation function of equation (1.12), the correlation be-
tween two speckle images I1 and I2, and the ensemble average hi is replaced
by the average over the pixels of the speckle images.
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1.3.3 Phase modulation

The most common method used to introduce the time-varying phase shift in
TPS systems is translating a mirror in the interferometer by a piezoelectric
transducer, e.g. the mirror M1 in Fig. 1.3 or the reference mirror in Fig. 1.6.
The phase shift

� =
4�

�
xd (1.92)

depends on the change of the path length 2xd introduced by the movement
of the mirror by the amount xd.

To introduce a phase shift of �=2, the path length has to be changed by
the amount of �=4, i.e. in the range of 100 nm to 200 nm for the visible
light. Alternative methods for producing a phase shift are tilting a plane-
parallel plate, moving a glass wedge, translating a grating, using an acoustic-
optic or an electro-optic modulator, or rotating a half-wave plate when the
object and the reference beams are perpendicularly polarized to each other
[73, 76, 84]. Another method is to stretch an optical single-mode �ber. When
a polarization-preserving �ber is used, the fringe contrast and the visibility
do not decrease due to the change of the state of polarization [85].

1.3.4 Visibility

The visibility 
 in equation (1.70)

I = I0 (1 + 
 cos (� + �))

= Io + Ir + 2 (IoIr)
1=2 cos (� + �) (1.93)

for the temporal phase-shifting methods depends on the ratio between the
object intensity Io and the reference intensity Ir. The larger the visibility, the
more accurate are the results, i.e. the calculated phase �, when perturbations
disturb the phase calculation. If both the reference wave and the object wave
are smooth, the maximum visibility 
 = 1 is obtained with equal intensities,
i.e. Io = Ir.

In phase-shifting speckle interferometry one speckle �eld is superposed by
either another speckle �eld or a smooth reference wave. Thus, the background
intensity I0 and the visibility 
 are di�erent for each pixel of the detector.
The phase calculation leads to less accurate results for pixels which either
have a low visibility or which saturate.

For fully resolved speckle patterns, i.e. when the pixel size is smaller than
the speckle size, the optimum con�guration of a speckle interferometer with
a smooth reference wave is given in [86]. The reference beam intensity Ir
has to be set at one fourth of the saturation intensity Isat of the detector,
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and in any case the intensity Ir should exceed the mean object intensity
hIoi over the whole speckle pattern. The visibility increases with the ratio
of the reference intensity to the mean object intensity Ir : hIoi in the range
of 1 up to an intensity ratio where the visibility reaches its maximum. For
larger intensity ratios the visibility decreases again. Measurements may be
performed until the intensity hIoi becomes less than the electronic noise of
the detector, e.g. a ratio of 100 : 1 [87]. An optimal ratio of 5.7 : 1 with
a mean speckle intensity of 0.06 Isat is derived in [88] for a two-wavelength
speckle interferometer.

In the case where two fully resolved speckle �elds are superposed, the
mean intensities hIri and hIoi should be equal and must never exceed one
fourth of the saturation intensity Isat [89]. Di�erences in the intensities Ir
and Io do not have a severe impact on the phase calculation.

Measurements may be carried out with speckles considerably smaller than
the pixel size. In the case of a smooth reference wave, the best visibility is
obtained with fully resolved speckle patterns. However, the phase calculation
is not a�ected too much by errors, when it is integrated over several speckles
per pixel [90]. In the case where two speckle �elds are superposed, the inte-
gration over more than 50 speckles per pixel leads to satisfactory results [71].
It may be useful not to resolve the speckle pattern perfectly in some cases,
e.g. by limited laser power or by reducing the e�ect of decorrelation [91].

1.4 Spatial phase-shifting methods

Temporal phase-shifting methods require a time sequence of intensity mea-
surements. Thus, this method is susceptible to time-dependent perturba-
tions, for instance, the measurement object together with the measurement
set-up have to be placed on a vibration-isolated table. In the spatial phase-
shifting methods the intensity measurements are recorded simultaneously,
either by several detectors with an appropriate phase shift for each of the
intensity measurements or by spatial-carrier methods based on a large tilt
between the reference and the measurement wavefronts. An overview of dif-
ferent spatial phase-shifting methods is given in [92].

1.4.1 Phase-stepping methods

The phase-stepping methods in spatial phase shifting generate simultane-
ously at least three spatially separated phase-stepped interferograms. Thus,
this is a multichannel method with at least three parallel channels. The
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interferograms with di�erent phase shifts may be separated by means of po-
larization optics [93, 94] or di�raction gratings [95, 96, 97, 98].

In [99] a computer-generated di�ractive optical element is used as a mod-
i�ed phase grating to di�ract the light into four channels with a known
phase shift between each channel. The four phase-stepped speckle images
are recorded with one CCD camera. Thus, the set-up is simple, but the
lateral resolution is reduced.

The three-channel polarization approach with three CCD cameras devel-
oped by van Haasteren [100, 101] uses quarter-wave plates to introduce the
phase shifts between the object and the reference beams which are perpendic-
ularly polarized to each other. Three speckle images with phase steps of �=2
may be recorded simultaneously. Since the employed components, such as
the quarter-wave plates, depend on the wavelength of the light, only measure-
ments with one wavelength may be performed without changing the amount
of the phase shift. Thus, this set-up allows measurements with only one
wavelength but without reduction of the lateral resolution. A more compact
set-up, where four phase-stepped speckle images are recorded with two CCD
cameras, is reported in [102]. However, the spatial resolution is reduced.

The same formulas used for the temporal phase shifting may be applied
for the spatial phase shifting, see equation (1.70) and the phase-shifting al-
gorithms in section 1.3.1.

1.4.2 Spatial carrier methods

The spatial carrier methods require only one speckle image, in which a large
tilt is introduced between the smooth reference and the measurement wave-
front, instead of several phase-stepped speckle images. The intensity of a
pixel (i; n) of the speckle image is also given by equation (1.70)

I (i; n) = I0 (i; n) (1 + 
 (i; n) cos [� (i; n) + �i]) ; (1.94)

with
�i = !si; (1.95)

where (i; n) corresponds to the spatial coordinates (x; y) and !s is a spatial
carrier frequency generated by tilting the plane reference wavefront. The
phase shift between two adjacent pixels, e.g. the pixels (i+ 1; n) and (i; n),
is !s. Since the object wave is a speckle �eld, the variables I0, 
, and � are
not at all constant over all pixels. If the background intensity I0, the visibility

 and the phase � vary slowly with the spatial carrier frequency, the phase
may be calculated from the intensities of at least three adjacent pixels in the
x-direction. The spatial carrier frequency obeys these conditions in the bright
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parts of the speckle �eld, i.e. in the speckle spots [103, 104, 105, 106]. Thus,
phase � (i; n) can be determined from N intensity values of adjacent pixels
in the x-direction in the speckle spots, i.e. the speckle size in the x-direction
has to be greater than N pixels.

The standard phase-shifting algorithms explained in section 1.3.1 may
be applied if the phase shift �i is chosen accordingly. Generally, the spatial
carrier methods require much more complex processing and more computing
time to determine the phase than do the phase-stepping methods. The two
basic approaches are the Fourier transform method, where a �ltering process
in the spatial frequency domain is applied, and methods which are equivalent
to the Fourier transform method, but the �ltering process is performed in
the space domain [92].

The spatial carrier methods require a minimum speckle size of several
pixels, and the phase is calculated from intensities of adjacent pixels. Thus
the lateral resolution is reduced. For the out-of plane measurement of larger
displacements the performance of the spatial carrier methods becomes com-
parable to that of the temporal phase shifting when the Fourier transform
method is applied [87].

1.5 Phase unwrapping

Most of the phase-shifting algorithms result in an equation of the form

� = arctan
g

h
; (1.96)

where g and h are functions of phase-shifted intensity measurements. The
solution of this equation is the wrapped phase of the form of a sawtooth
function with discontinuities, i.e. with edges when fraction g=h changes by
2�. This problem exists in all methods of interferometry which consist of
the interference of two sinusoidal wave functions. Methods which eliminate
the edges are known as phase-unwrapping methods. The simplest method
is realized by �nding the edges and adding �2� to the wrapped phase when
passing an edge.

In speckle interferometry the calculated wrapped phase � is not perfect
and is subject to errors caused, for instance, by perturbations, electronic
noise, and speckle noise. Thus, phase unwrapping becomes more compli-
cated and phase-unwrapping methods more complex. A good overview of
phase-unwrapping methods is given in [107]. A novel approach to minimize
the impairment of phase unwrapping and surface reconstruction by noise is
described in chapter 2.
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Surface reconstruction

The temporal phase-shifting technique in speckle interferometry, described in
section 1.3, results in several, di�ering speckle images. From these speckle im-
ages, a wrapped phase is calculated, which describes three-dimensionally and
clearly the measured deformation or surface slope, but this phase contains
edges. Since the error in the phase is larger at the edges than between the
edges, four phase-shifted phase images with a bias phase step of �=2, are cal-
culated. Since the edges now occur at di�erent positions, the ill-conditioned
phase near the edges is not used for unwrapping. The edge detection is
performed by wavelet transformation because it analyzes on di�erent scales.
Thus it is possible to distinguish structures on large scales and disturbances
on small scales. Finally, the Bayesian probability theory is used to �nd the
most probable spline to the unwrapped phase. In this chapter the basics of
wavelet theory and of Bayesian probability theory, and the three-dimensional
reconstruction are described.

2.1 Wavelet theory

The wavelet theory is based on the use of a transformation with scaled and
translated versions of a single function proposed by Morlet [108, 109] for
the time-resolved frequency analysis of seismic data. Although the wavelet
analysis is a young �eld of applied science, a lot of applications exist already,
e.g. the time-resolved frequency analysis of acoustic signals [109, 110, 111], or
signals of electrocardiographs [112, 113]. In mathematics, the wavelet trans-
formation is used to solve di�erential equations numerically [114, 115], and
in digital image processing [116, 117] it is employed for pattern recognition
[118, 119] or image compression [120, 121, 122], e.g. for �nger-print images
[123, 124]. The optical implementation of the two-dimensional wavelet trans-

36
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formation enables real-time applications [125, 126]. It is also being employed
in fusion research [127, 128]. In speckle measurement techniques, the wavelet
transformation is applied, for example, for surface roughness determination
[129], speckle noise reduction [130], minima detection [131], and edge detec-
tion [132].

The wavelet transformation de�nition is based on a mother wavelet  .
From the mother wavelet, a set of wavelets  a;b is generated by dilatations
and translations, e.g. if it is one-dimensional:

 (x) = jaj�1=2  
 
x� b

a

!
: (2.1)

The one-dimensional continuous wavelet transformation of the signal f (x) is
de�ned as

(Twavf) = hf;  a;bi =
Z
f (x) �a;b (x) dx: (2.2)

The parameters a and b are continuous, and a 6= 0. The wavelets are scaled
by factor a and translated by factor b. Thus, parameter a controls the fre-
quency contents, and parameter b controls the location of the wavelets. The
wavelet transformation can be interpreted as the decomposition of signal
f (x) into a set of frequency channels de�ned by the various wavelets, or
can be interpreted as the correlation operation between signal f (x) and the
wavelet function  a;b (x) [125]. The mother wavelet and the dilated, trans-
lated versions of wavelets are normalized to [133]

k k = k a;bk =
�Z

j a;b (x)j2 dx
�1=2

= 1: (2.3)

The signal may be completely reconstructed by the inverse wavelet transfor-
mation

f = C�1
 

1Z
�1

1Z
�1

hf;  a;bi a;bda db
a2

; (2.4)

where C is a normalization constant and is de�ned as

C = 2�

1Z
�1

��� ̂ (�)���2 j�j�1 d�: (2.5)

 ̂ (�) is the Fourier transform of the mother wavelet  (x):

 ̂ (�) =
1p
2�

Z
exp (j�x) (x) dx: (2.6)
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The inverse wavelet transformation (2.4) requires that C�1
 be unequal to

zero, i.e. that C will be �nite:

C <1: (2.7)

This condition is the admissible condition that the wavelet must satisfy. This
restriction has to be considered when choosing the mother wavelet  (x). It
implies that

 ̂ (0) = 0; (2.8)

and therefore Z
 (x) dx = 0: (2.9)

Hence, to have an admissible wavelet transformation, the mother wavelet
must have a mean value of zero.

In practice, such wavelets are used which are localized both in time do-
main and in frequency domain [133]. Depending on the problem to be solved
di�erent mother wavelets are employed, e.g. the Morlet wavelet for the time-
resolved frequency analysis of seismic data [109, 134], or the Mexican hat
wavelet for pattern recognition in images [135, 136].

A method to create mother wavelets  satisfying the admissible condition
(2.7) consists of di�erentiating a k times di�erentiable function ':

 (x) := '(k) (x) ; (2.10)

with '; '(k) 2 L2 (R), and '(k) 6= 0 [137]. An example is the Mexican
hat wavelet, the second derivative of a Gaussian function [135]. Until now,
only one dimension is considered. In case it is two-dimensional, the mother
wavelet is derived by

~ (~x) = ~r' (~x) ; (2.11)

with ~x = (x; y). With a dilation or scale parameter which is now called s,
the dilated wavelets are

~ s (~x) = ~r's (~x) ; (2.12)

with

's (~x) = '

 
~x

s

!
: (2.13)

The two-dimensional wavelet transformation with the translation vector ~x0

can be expressed as

~F (s; ~x0) =
ZZ

f (~x) s (~x� ~x0) dx dy

= s~r (f � 's) (~x0) ; (2.14)



Chapter 2. Surface reconstruction 39

with the convolution product

(f � ') (~x0) =
ZZ

f (~x)' (~x0 � ~x) dx dy: (2.15)

This formula shows that the wavelet transformation is the gradient of func-
tion f (~x) smoothed by the dilated function 's (~x). The scale parameter s
determines the region of the function over which smoothing will be done. An
example is the two-dimensional Gaussian

's (~x) =
1

2�s
exp

0
@�1

2

�����~xs
�����
2
1
A; (2.16)

which leads to the translated and dilated wavelets

~ s (~x; ~x
0) =

�1
2�s3

exp

0
@�1

2

�����~x� ~x0

s

�����
2
1
A (~x� ~x0) : (2.17)

One wavelet component dilated with s = 1 and translated with ~x0 = (5; 5)
is shown in Fig. 2.1. In one direction it is a Gaussian, and in the other
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Figure 2.1: Two-dimensional wavelet component with s = 1 and ~x0 = (5; 5).

direction it is the �rst derivative of a Gaussian. Figure 2.2(b) shows one
line of the middle of Fig. 2.1, and Figs. 2.2(b), (c), and (d) show wavelet
components with di�erent translations and dilations. Using this wavelet, the
wavelet transform can be used for searching structures in images, as shown
in [128, 131, 132].
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Figure 2.2: One-dimensional wavelet components with di�erent translations
and dilatations: x = 5, and (a) s = 1, ~x0 = (5; 5), (b) s = 1, ~x0 = (3; 10), (c)
s = 2, ~x0 = (5; 15), (d) s = 0:5, ~x0 = (11; 7).

2.2 Bayesian probability theory

Data analysis with Bayesian probability theory is of great interest for extract-
ing information from measured data. Since all measurements are a�ected by
noise due to many di�erent causes, such as vibration, temperature, air tur-
bulence, or electrical noise, the Bayesian probability theory is an appropriate
tool. The Bayesian probability theory is not new, but recently there has
been a massive growth of interest in Bayesian methods. Developments in
computer technology have made Bayesian methods feasible for solving prob-
lems with large numbers of parameters and with complex models. Thus, the
Bayesian probability theory is applied in di�erent �elds [138], such as fusion
research [128], speckle interferometry [131, 132], and signal processing [139].

2.2.1 Conditional probability

The Bayesian view of probability is that probabilities are always conditional,
and this conditioning must be stated explicitly [140]. The probability reveals
how much we believe that a proposition is true, and this belief should be
based on all relevant information available. This simply means that only
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two people having the same information should assign the same probability.
Cox's work [141] shows the range of validity of the probability theory and its
rules based on the concepts of the pioneers Bayes [142], Bernoulli [143], and
Laplace [144]. These concepts have been reconsidered by Je�reys [145].

The probability of the proposition Ai conditional on the data D and the
information K (the knowledge) is given by

p (AijD;K) ; (2.18)

where the vertical bar 'j' means 'given'. All items to the right of this condi-
tioning symbol are taken as being true. The comma is read as the conjunction
'and'. The product rule

p (B;AijK) = p (BjAi; K) p (AijK) (2.19)

states that the probability that both B and Ai are true, given the information
K, is equal to the probability that B is true, given that Ai and K are true,
times the probability that Ai is true, given K. The sum rule is given by

p (BjK) + p (not(B)jK) = 1; (2.20)

and the marginalization rule is given by

p (BjK) =
X
i

p (B;AijK); (2.21)

with a mutually exclusive and exhaustive set of possibilities fAig:X
i

p (AijK) = 1: (2.22)

These rules are analogous to the rules of the frequency de�nition of the
probability theory [140, 146].

2.2.2 Bayes' theorem

For data analysis problems, the probability p (AijD;K) of the proposition
Ai, given the data D and the information K, is of interest. The proposition
Ai may be a hypothesis, a model or parameters, and the information K the
physical knowledge of the problem. Bayes' theorem

p (AijD;K) =
p (DjAi; K) p (AijK)

p (DjK)
(2.23)

follows from the product rule (2.19) by turning around Ai and B. The
fact that the probability of both Ai and D are true, implies p(Ai; DjK) =
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p(D;AijK). Bayes' theorem is the most important equation in Bayesian
probability theory because it relates the probability that the proposition Ai
is true, given the data, to the probability that the measured data would have
been observed if the proposition Ai was true. The probability of p(AijD;K)
after measuring data D, is expressed by the probability p(DjAi; K) before
measuring new data.

The terms in Bayes' theorem have formal names. The posterior probabil-
ity p (AijD;K) is expressed by the prior probability p (AijK), the likelihood
function p (DjAi; K), and the evidence p (DjK). The evidence is simply a
normalization factor calculated by the marginalization rule (2.21):

p (DjK) =
X
i

p (DjAi; K) p (AijK): (2.24)

The prior probability reveals the state of knowledge before measuring the
data, and the posterior probability reveals the state of knowledge of the
truth of the proposition Ai in the light of the measured data. The likelihood
function reveals the probability of the measured data if proposition Ai were
true. This means that Bayes' theorem encapsulates the process of learning.

Prior probability

The prior probability expresses the state of knowledge before the measure-
ment of new data. This knowledge can, for example, be revealed as expecta-
tion values of observables O� [147]:

hO�i =
X
i

p (AijK)O� (Ai): (2.25)

In general, there exists an in�nite number of probability distributions com-
plying with equation (2.25). In order to use as few restrictions as possible,
the probability distribution with the highest uncertainty is chosen [148]. Of
course, this probability distribution has to comply with the expectation val-
ues. To quantify the uncertainty of the probability distribution, the Shannon
entropy [149]

S = �X
i

p (AijK) ln p (AijK) (2.26)

is used. If the proposition Ai is true, the entropy is equal to zero, if not, it
is greater than zero [148]. Jaynes' principle of maximum entropy maximizes
the entropy S on condition that p (AijK) is normalized according to equation
(2.22) and ful�lls equation (2.25) for the expectation values. Starting with
the Lagrange function

L = S��0
 X

i

p (AijK)� 1

!
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�X
�

��

 X
i

p (AijK)O� (Ai)� hO�i
!
; (2.27)

and with Lagrange parameters �0 and ��, the global maximum of L is de-
termined via @L=@p (AijK) = 0 [148] and yields the desired probability dis-
tribution

p (Aij�1; �2; : : : ; �n; K) =
exp

�
� nP

�=1
��O� (Ai)

�
P
i
exp

�
� nP

�=1
��O� (Ai)

� : (2.28)

This probability distribution shows best the state of knowledge. Every prob-
ability distribution with lower entropy is incorrect, because the reduction of
entropy needs additional information which is not given.

If the expectation values of the observables hO�i with � = 1; 2; : : : k � n,
are known, the Lagrange parameters �� can be derived. If, however, the
expectation values of the observables are unknown, the hyperparameters ��
have to be integrated out according to the marginalization rule (2.21). This
yields

p (AijK)=

1Z
0

p (Aij�1; �2; : : : ; �k; K) p (�1jK) p (�2jK) : : : p (�kjK)

d�1 d�2 : : : d�k; (2.29)

where p (��jK) are probabilities for the hyperparameters ��, which control
the expectation values hO�i. The hyperparameters �� depend on the scale
used for the observables, but the probability p (��jK) has to be independent
from the scale. In case of the most ignorant prior, the scale-invariant prior
probability of hyperparameters according to Je�reys [150] is

p (��jK) � 1

��
; (2.30)

and is called Je�reys' prior. This prior probability of hyperparameters is
uniformly distributed over all scales. Now, the prior probability p (AijK)
can be calculated.

Likelihood function

The likelihood function p (DjAi; K) reveals the probability of the data D =
fd1; d2; : : : dNg, assuming that the proposition Ai and the information K
are true. Every data point consists of the value dm and the error �m. The
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assumption that the proposition Ai is true, yields theoretical data values dt;m.
Employing the principle of maximum entropy [140], the likelihood function
is obtained. With the normalization

NX
m=1

p (DjAi; �1; �2; : : : ; �N ; K) = 1; (2.31)

the �rst and the second moment

hdmi = dt;m; (2.32)

h(dm)2i = (dt;m)
2 ; (2.33)

and the variances
h(dm � dt;m)

2i = (�m)
2 ; (2.34)

the global maximum of the Lagrange function is derived, as described before:

p (DjAi; �1; �2; : : : ; �N ; K) � exp
�
�1

2
�2
�
; (2.35)

with

�2 =
NX
m=1

 
dm � dt;m

�m

!2

: (2.36)

The probability depends on the di�erence between data values and theoret-
ical data values, weighted with the errors. This normal distribution is the
distribution with maximized entropy and the known moments one and two.
The assumption that the errors are normally distributed, would lead to the
same result, viz. to equation (2.35) [151].

If the errors �m are unknown, these hyperparameters are integrated out
employing the marginalization rule (2.21) with

p (DjAi; K)�
1Z
0

p (DjAi; �1; �2; : : : ; �N ; K) p (�1jK) p (�2jK) : : : p (�N jK)

d�1d�2 : : : �N : (2.37)

With Je�reys' prior, as described before,

p (�mjK) � 1

�m
; (2.38)

the likelihood function is calculated to be

p (DjAi; K) � exp
�
�N
2
ln�2

�
: (2.39)
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This is a Student's t-distribution [146].
The Bayesian probability theory contains the principle of the 14th century

Franciscan monk Wilhelm von Ockham: 'it is vain to do with more what can
be done with fewer' [152]. The simplest available theory to �t the facts well,
revealed by the proposition Ai, should be preferred. This logical principle of
economy is known as Ockham's Razor. In the Bayesian probability theory,
the more complex model is chosen if the data give rise to the complex model,
but the simpler model is preferred if it agrees with the data [140].

2.3 Unwrapping

Unwrapping methods are well-known in phase-shifting speckle interferometry.
One method of unwrapping phase-shifting speckle interferometry images is
realized by means of �nding the edges in the phase-shifting image and adding
�2� to the wrapped phase, when passing an edge. The described method
uses a wavelet transformation to �nd the edges in a binary image. Since
the error in the phase is larger at the edges than in between, four phase-
shifted phase images are used to identify regions of well-conditioned input
data. Thus, the hampering in
uence of the noise is minimized.

To perform a surface slope measurement, several phase-shifted images
are necessary with at least two di�ering wavelengths of illuminating laser
light. In case of a deformation measurement, two series with phase-shifted
speckle images before and after the deformation are recorded with the same
wavelength. The wrapped phase can be calculated with di�erent algorithms,
depending on the number of phase-shifted speckle images, and depending on
the phase shift, as described in section 1.3.1.

The surface contour measurement, shown in Fig. 2.3, is performed with
a speckle interferometer set-up, as shown in Fig. 1.5. An argon-ion laser
with etalon illuminates the reference and the measurement object. A stan-
dard CCD camera with CCIR norm records the speckle images, which are
digitized into 8-bit digital images by a framegrabber. The measured area
shown in Fig. 2.3 is 5 mm � 5 mm, and 512 � 512 pixels of the CCD camera
are used. The surface height di�erence is 24 �m, if the gray scales change
from black over di�erent levels of gray to white. The object surface is tilted
144 �m relative to the even reference surface, and the elevation is approx-
imately 50 �m. The reference surface is moved by a computer-controlled
piezoelectric transducer to introduce a phase di�erence between the refer-
ence and the measurement beam to realize the temporal phase shifting. A
high-voltage ampli�er is used to produce a linear ramping signal to drive the
piezoelectric transducer device and to perform a movement of �=8 (wave-
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(a) (b)

(c) (d)

Figure 2.3: Phase-shifting images of a surface slope measurement with a bias
phase step of �=2: (a) �0, (b) �90, (c) �180, (d) �270.



Chapter 2. Surface reconstruction 47

length � of the illuminating laser beam) to realize a �=2 phase shift during
the 40-ms integration time of the CCD camera.

To obtain the surface contour measurement shown in Fig. 2.3(a), four
phase-shifted speckle images are recorded using the wavelength �1 = 501:7
nm, and four images using the wavelength �2 = 496:5 nm, with a resulting
synthetic wavelength of 24 �m. The eight speckle images are taken to cal-
culate the phase �0 for any pixel (m;n) of the CCD camera with equation
(1.89) by the Carr�e algorithm:

�0=arctan
h1g2 � g1h2
g1g2 + h1h2

=arctan
g

h
: (2.40)

The other three images are calculated according to

�90 = arctan
h

�g ; (2.41)

�180 = arctan
�g
�h ; (2.42)

and

�270 = arctan
�h
g

: (2.43)

Four phase-shifting images are shown in Fig. 2.3, where the bias phase is
stepped at �=2 (90�) intervals. When �0 and �180 are subtracted, the result
�0 � �180 will be a binary image, as shown in Fig. 2.4, with values of

Figure 2.4: Binary image.

either �� or +�. The binary image contains the same edges or changes from
black to white, or vice versa, as do images �0 and �180. Because of the
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arctan calculation the disturbances near the edges are much larger than the
disturbances between two edges.

The unwrapping procedure is demonstrated one-dimensionally in Fig. 2.5.
In Fig. 2.5(a) the correct unwrapping procedure is shown in the ideal case

(a) (b) (c)

Figure 2.5: Unwrapping (a) without and (b) with disturbances, (c) selection
of good data.

without noise, the original curve at the top, the wrapped curve in the middle,
and the unwrapped curve without errors at the bottom. The original curve
with low noise and the curve with disturbances near the edges caused by the
arctan calculation, are shown in Fig. 2.5(b). Small errors near phase values
of multiples of 2� cause larger errors near the edges in the wrapped as well
as in the unwrapped phase. Figure 2.5(c) shows two original curves with a
phase shift of � where the edges occur at di�erent positions. The unwrapped
curve without disturbances at the edges is obtained when the regions with
good data are chosen from the two phase-shifted curves.

In the two-dimensional case it is possible to use good data from �90

and �270 in Fig 2.3, because the binary image in Fig. 2.4 identi�es clearly
the regions without disturbances. In black regions phase �90, and in white
regions phase �270 do not contain edges. First the boundaries of the black
and white areas in Fig. 2.4 have to be found. Owing to the errors in the
measured data, there are white pixels in black regions, and vice versa, which
makes it di�cult to identify the boundaries in a straightforward manner.
Looking at the image, it is no problem to identify the di�erent regions. One
reason for this is that our brain analyzes images on di�erent scales [120]; i.e. it
averages over regions of di�erent size. Since the error is on a smaller scale,
black regions are identi�ed as areas, which on average are black, because



Chapter 2. Surface reconstruction 49

there are more black pixels than white pixels, and vice versa. As Berger
et al. demonstrated for the analysis of speckle deformation measurements
with interference fringes, the wavelet transformation is an adequate tool for
searching for structures in noisy speckle images [131], because it analyzes
the data on di�erent length scales. Here, the wavelet transformation has to
ful�ll two tasks. On the one hand, because of the presence of noise, it has to
smooth the image, and on the other, it should be the gradient of the image,
since structures therein are searched for.

As shown in [131], an appropriate two-dimensional wavelet for searching
for structures in images is the �rst derivative of a two-dimensional Gaussian,
given by equations (2.16) and (2.17)

~ s (~x; ~x
0) = ~r's (~x; ~x0) = ~r 1

2�s
exp

0
@�1

2

�����~x� ~x0

s

�����
2
1
A : (2.44)

The two-dimensional wavelet transform ~F (s; ~x0) = s~r (f � 's) (~x; ~x0) of
the image f (x) is the gradient of the image smoothed by a Gaussian of width
s. From the two components of the wavelet transform F1 (s; ~x

0) and F2 (s; ~x
0)

the modulus ���~F (s; ~x0)
��� = �

[F1 (~x
0)]

2
+ [F2 (~x

0)]
2
�1=2

(2.45)

of the gradient vector as well as its angle � are calculated with respect to
the horizontal

� (s; ~x0) = arctan
F2 (s; ~x

0)

F1 (s; ~x0)
: (2.46)

Using this information, it is possible to search for structures on di�erent
length scales. The edges in the image can be detected at the locations where
the modulus has a maximum in the direction given by the gradient vector.
This method does not depend on the complexity of the structures in the
phase-shifting images. The only requirement is that the structures are on a
di�erent length scale than the noise. Hence, it is important to choose the
appropriate length scale, i.e. the value of s, which determines the region over
which the image will be smoothed. On the one hand, s has to be large enough
for the noise to be smoothed. On the other hand, s must be small enough
for the desired structure to remain; i.e. the distance between two consecutive
edges has to be at least 2s. In the example, the noise is nearly on the
same scale as the speckle size, because the noise in the phase-shifting images
depends on the speckle size. In Fig. 2.4 the distance between two consecutive
edges is at least 30 pixels. The speckle size of the employed images is between
2 and 6 pixels, and the mean speckle size is 3 pixels. Thus, the length scale s
is estimated to be larger than 3 and smaller than 15, and s = 8 is a suitable
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choice. In addition, the modulus has to be large at the edges. Therefore
pixels are identi�ed as edges only if their modulus exceeds a given threshold.
Small structures and single points disturb the result if this threshold is too
small. Empirical studies have shown that a threshold value in the range of
15� 25% of the maximum value of the modulus is an optimal choice for this
kind of measured data. Calculations for a wide variety of measured data of
this kind corroborate an optimal threshold of 20%. The searched structures
remain, and the noise is reduced. The corresponding edges are depicted in
Fig. 2.6(d). Figure 2.6 shows the result for di�erent length scales. If length

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 2.6: Edge detection with di�erent length scales: (a) s=2, (b) s=4, (c)
s=6, (d) s=8, (e) s=10, (f) s=12, (g) s=14, and (h) s=16.

scale s is too small, small structures will remain, as shown in Figs. 2.6(a)
and (b). If s is too large, the desired structures will vanish, as shown in
Figs. 2.6(g) and (h).

Using this method, it is possible to �nd lines which are boundaries be-
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tween black and white regions in the binary image of Fig. 2.4. To identify
the pixels in the image which belong to the same black or white region, it
is necessary to have either closed lines or lines that begin and end at the
border of the image. Furthermore, the lines must not cross one another. If
this is the case, the regions can be clearly identi�ed. With this information
the edges from the wavelet analysis can be connected. The result is shown
in Fig. 2.7.

Figure 2.7: Closed lines of Fig. 2.6(d).

Now, the regions in the image and their colors can be identi�ed. In black
regions the data from �90 are used, and in white regions the data from �270.
The result is given in Fig. 2.8(a). There are still edges in the image, but the

(a) (b)

Figure 2.8: Wrapped image (a) by selection of good data and (b) the bias
o�set.

errors are much smaller than at the edges of a single phase-shifting image.
Now the unwrapping of this image is performed. Since the regions in

the image are already identi�ed, the only decision is either adding +� or



Chapter 2. Surface reconstruction 52

�� between neighboring regions. If the borderline between two regions is
an edge in �0, then +� has to be added if there is a change from white to
black, or �� has to be added if there is a change from black to white. If the
borderline between two regions is an edge in �180, then +� has to be added
if there is a change from black to white, or �� has to be added if there is a
change from white to black. To decide if a borderline is an edge in �0 or in
�180, the sample variance

[� (~x)]2 �
h
� (~x)

i2
(2.47)

is calculated with

� (~x) =
1

n

X
~x2line

� (~x) (2.48)

along each line in both phase-shifting images. The edge is in the image with
the larger variance value, since the error in the data is much larger in the
edge region. Figure 2.8(b) shows the o�set of the data, which is found from
these considerations. Adding the data of Figs. 2.8(a) and 2.8(b) results in
the unwrapped data shown in Fig. 2.9 and Fig. 2.10.

Figure 2.9: Unwrapped image of Fig. 2.8(a).

2.4 Spline reconstruction

Now the most probable surface should be reconstructed from the unwrapped
image data. Bayes' theorem (2.23) states that the probability of a surface �,
given the unwrapped image data D, is

p (�jD;K) � p (Dj�;K) � p (�jK) ; (2.49)
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Figure 2.10: Unwrapped image of Fig. 2.8(a).

the maximum of which has to be found. From the nature of the problem, a
two-dimensional spline is an appropriate representation for the surface model
�.

To assign the prior probability p (�jK) of the surface �, the maximum
entropy principle [147] is used with the global curvature of the surface as
relevant testable information, since a surface is expected, which is as smooth
as possible. As Berger et al. demonstrated [131], an appropriate form of the
prior probability for the reconstruction problem is given by

p (�jK) � exp
�
�N
2
ln	 (�)

�
; (2.50)

where N = (512)2 is the number of pixels of the image. The functional

	 (�) =
X
i;k

h
�2xx (xi; yk) + �2yy (xi; yk) + 2�2xy (xi; yk)

i
(2.51)

with the discrete derivatives

�xx (xi; yk) =
@�i;k
@x2

= �i+1;k � 2�i;k + �i�1;k; (2.52)

�yy (xi; yk) =
@�i;k
@y2

= �i;k+1 � 2�i;k + �i;k�1; (2.53)
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�xy (xi; yk) =
@�i;k
@x@y

=
1

4
(�i+1;k � �i+1;k�1 � �i�1;k+1 + �i�1;k�1) ; (2.54)

is a measure for the global curvature of � [153, 154].
The likelihood function is given by

p (Dj�;K) � exp
�
�N
2
ln�2 (�)

�
; (2.55)

where
�2 (�) =

X
i;k

[D (xi; yk)� � (xi; yk)]
2 (2.56)

is the mis�t between the data and the spline. Thus, it follows for the prob-
ability of � that

p (�jD;K)� exp
�
�N
2
ln	 (�)

�
exp

�
�N
2
ln�2 (�)

�
; (2.57)

p (�jD;K)=F1 (	 (�))F2

�
�2 (�)

�
; (2.58)

the maximum of which has to be found. This equation describes the com-
petition between the mis�t of the data and the global curvature. A smaller
mis�t in general means a larger value of the global curvature, and vice versa.
The optimal solution will be as complex as necessary, and will simultaneously
�t the data as well as possible. The maximum of the posterior probability
can be found by

max
�
fp (�jD;K)g=max

�

n
F1 (	 (�)) � F2

�
�2 (�)

�o

=max
�

�
F2

�
�2 = �

�
�max

�
fF1 (	 (�)) j�2=�g

�
; (2.59)

where a standard software tool can be used to �nd the corresponding spline
[128]. The resulting spline � is depicted in Fig. 2.11.

The approach is not restricted to smooth surfaces, such as the one de-
picted in Fig. 2.11. To demonstrate this, a step in the surface is simulated
by adding a �xed constant to a part of the unwrapped data, which is used
as input data for the spline reconstruction, and the spline reconstruction is
performed again. The result is given in Fig. 2.12. This shows that compli-
cated structures even with discontinuities can be reconstructed, if the data
give rise to complicated structures.

2.5 Discussion

A method has been developed, in which regions with good data from phase-
shifting images with a bias phase step of �=2 are chosen, and bad data with
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Figure 2.11: Spline reconstruction of the most probable surface of Fig. 2.10.

0 µm

0
m

m

5 mm
5

m
m

0 mm

100 µm

x

y

su
rf

ac
e

h
ei

g
h
t

Figure 2.12: Spline reconstruction of the surface of Fig. 2.10 with a simulated
step.
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errors in the regions near the edges are not used. The errors caused by the
arctan calculation in case of noisy input data are minimized, so that well-
conditioned input data are used to reconstruct the measured surface three-
dimensionally. The unwrapping performed with a wavelet transformation for
edge detection does not depend on the complexity of the structures in the
phase-shifting images. The only requirement is that the structures are on
a di�erent scale than the noise. In the example the noise is approximately
on length scale 3, and the smallest structures are on length scale 15. The
Bayesian probability theory is used to �nd the most probable surface to
the unwrapped data. The optimal solution of a three-dimensional spline
will be as complex as necessary and simultaneously �t the data as well as
necessary. As has been shown, this method, used in phase-shifting speckle
interferometry, is applicable to surface slope measurements as well as to
deformation measurements.



Chapter 3

Detection of surface microrelief

changes

In experimental fusion devices plasma-facing components, such as graphite
tiles in the divertor region, are eroded, and the erosion may be compensated
by local redepositions of eroded material. Since the amount of eroded mate-
rial in
uences the characteristics of the plasma and the lifetimes of plasma-
facing components, it is of interest to detect eroded surface areas and to
determine the amount of erosion or redeposition.

3.1 Holographic interferometry

The dependence of fringe contrast of interference fringes on changes in the
surface microrelief was �rst investigated in holographic interferometry, before
it was examined in speckle interferometry. In case of holographic interferom-
etry, the change in the surface microrelief between two exposures results in
decorrelation of the reconstructed light waves, and thus the fringe contrast
is reduced. An overview of the measurement of erosion rates due to chemical
erosion and mechanical wear is given in [155]. The laser-induced erosion rate
for an aluminum surface is determined in [156].

An analytical equation connecting the fringe contrast Cf with an average
displacement h�ri of a surface point has been derived in [157] for the case
of chemical erosion of a metallic surface:

h�ri = �

2� cos�

 
1

Cf
� 1

!1=2

; (3.1)

where the angular brackets denote the ensemble average, � is the wavelength
of the illuminating laser light, � is the angle between the surface normal and
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the illumination direction, and �r is the normal component of the displace-
ment vector. The illumination and viewing directions have opposite angles
� to the surface normal, and therefore the interferometer is out-of-plane sen-
sitive. It is assumed that the random nature of the change in the surface
microrelief only a�ects the phase of the re
ected wave, thus the re
ecting
properties of the surface remain unchanged, and that the probability density
function f (�r) is a Gaussian function. Hence, the mean displacement h�ri
can be derived by [157]

h�ri = �

2� cos�
tan

��

2
; (3.2)

where �� is the phase change due to the microrelief change. The random
change of the surface microrelief results in a decrease of the fringe contrast
and in an additional phase shift which changes the geometry of the fringes.

However, between zero and a certain maximum amount of erosion, i.e. a
maximum surface height change, the fringe contrast change provides the
quantitative information on the removed or added surface height. Because
of the necessary contrast measurement the spatial resolution depends on the
fringe spacing.

The phase-shifting method provides both the visibility 
 and the ad-
ditional phase shift ��, e.g. with equations (1.77) and (1.79) [158]. The
information on the surface microrelief change is given by equations (3.1) and
(3.2), when the fringe contrast Cf is replaced by the visibility 
. The phase-
shifting method is of advantage because of its high spatial resolution due to
the calculation for each pixel and because there is no need for interference
fringe formation.

3.2 Speckle interferometry

The determination of the phase shift and the fringe contrast depending on
the surface microrelief change is based on a sinusoidal modulated intensity,
as, for instance, in equations (1.44) and (1.45) for speckle interferometry.
Hence, equations (3.1) and (3.2) can be applied for out-of-plane sensitive
speckle interferometers. However, it has to be taken into account that the
maximum of the fringe contrast is assumed to be unity.

The relation between the decorrelation in speckle interferometry and the
surface microrelief changes is derived by G�ulker [159, 160] by means of cor-
relation coe�cients. The dependence of intensities Ia1 after, and Ib1 before a
phase change ��, on the correlation coe�cient Ct for any pixel, is given by�D

(Ia1 � Ib1)
2
E�1=2

=
n
2 hIoi2

�
1� jCtj2

�
+ 4 hIoi hIri
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�4 hIoi hIri jCtj cos��
o1=2

; (3.3)

where Io and Ir are the intensities of the measurement and the reference
beams. It is assumed that the phase change only a�ects the measurement
beam, and that the ensemble averaged intensities of both the measurement
beam and the reference beam are not a�ected by the phase change. The
correlation coe�cient Ct

Ct = CcCd (3.4)

contains the decorrelations Cc due to surface microrelief changes and other
decorrelations Cd caused by the movement of the measurement object, e.g. ro-
tation, in-plane motion, or large out-of-plane movements. The correlation
coe�cient Ct is directly related to surface microrelief changes when Cd = 1.

Equation (3.3) may be expressed as

�D
(Ia1 � Ib1)

2
E�1=2

=
n
I 0

2
0 (1� 
0cos��)

o1=2
: (3.5)

A decreasing correlation coe�cient leads to a decreasing fringe contrast and
to a decreasing visibility 
0, but the dependence of the fringe contrast on the
correlation coe�cient Ct is too complicated to determine a direct relation to
surface microrelief changes.

To separate the correlation coe�cient Ct, the visibility 

0 may be derived

by the phase-shifting method, according to equation (1.79), from four phase-
shifted squared intensities

I2i =
�D
(Iai � Ib1)

2
E�1=2

=I 0
2
0 (1� 
0cos [��+ �i]) ; (3.6)

with i = 1 : : : 4 and �i = (i� 1)�=2. Since the correlation coe�cient jCtj de-
pends on the mean reference intensity hIri, a smooth reference beam should
be used, i.e. a constant mean reference intensity. The in
uence of the de-
pendence on the unknown mean object beam intensity hIoi may be reduced
when initial values of the correlation coe�cient Ct are determined without
decorrelation, and the correlation coe�cients are normalized to the initial
values to measure the surface microrelief changes. The ensemble averages
are replaced by the spatial means of small subareas of the images, and thus
the spatial resolution is reduced. This method has been used to measure
water-induced changes at surfaces of natural stones [160] and can be applied
to detect any surface microrelief changes.
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3.3 Simulation

The analytical derivation of the dependence of the fringe contrast or the
phase change on surface microrelief changes is feasible for simple probability
density functions f (�r) for the normal component of the surface displace-
ment vector, e.g. for a Gaussian distribution or an equal-probability distribu-
tion. The simulation method based on ray tracing, described in [49, 50, 51],
makes it possible to determine the dependence of various parameters of the
speckle measurement techniques on any given surface microrelief and any
surface microrelief change. The fringes shown in Fig. 3.1 are simulated as-

0
< > (nm)∆r

50 100 150 200

Figure 3.1: Simulation of the fringe contrast.

suming a wavelength of � = 488 nm, and a speckle interferometer set-up
with equal, but opposite, illumination and observation angles � = ��=4,
where the fringes are introduced by tilting the measurement object. The im-
age is divided into �ve vertically separated subareas (vertical stripes), which
have di�erent fringe contrasts caused by di�erent erosion depths, i.e. di�er-
ent mean average displacements of surface points of the measurement object.
The surface height distribution is an equal-probability distribution with sur-
face heights r between 0 nm and r2 before, and between 0 nm and r1 after
a surface microstructure change. Thus, the mean erosion depth, i.e. h�ri,
is given by 0:5 (r2 � r1) and gives rise to an additional phase change causing
the slight movement of the interference fringes. The fringe contrast change
depends on the change of the surface height distribution and decreases until
a minimum value is reached (solid line of Fig. 3.2). This behavior should be
investigated further for other surface height distributions. The dashed line
of Fig. 3.2 shows the characteristic of equation (3.1) for � = 488 nm and
� = 0 rad. Since the dependence of the fringe contrast Cf on the average
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Figure 3.2: Comparison of simulation (solid) and analytical derivation
(dashed).

erosion depth h�ri exhibits a nonlinear behavior, small microrelief changes
of the order of 20 nm lead to a noticeable decrease of the fringe contrast.

Since the fringe contrast depends on the change in the surface height
distribution, knowledge on the distribution is needed to determine the erosion
depth. Often a Gaussian distribution is assumed in the case of optically rough
surfaces, but the knowledge on the in
uence of surface microrelief changes
on parameters, such as fringe contrast or visibility in speckle interferometry,
should be improved for several surface height distributions. The surface
microrelief could be measured before and after a surface microrelief change
with a measuring system which measures large surface areas with a high
resolution, e.g. the MicroGlider of FRT GmbH [161], which measures surface
heights of up to 3 mm with a vertical resolution of 50 nm and a lateral
resolution of 100 nm of a measurement area of up to 30 mm � 30 mm. The
measured surface heights could be used in the simulation program, and thus
the comparison between simulation and speckle measurements results would
improve the knowledge on the in
uence of surface microrelief changes.

3.4 Measurement results

The measurement results of Figs. 3.3 and 3.4 verify the detectability of
surface microrelief changes using speckle interferometry methods. The mea-
surements are performed with an out-of-plane sensitive interferometer set-up,
as shown in Fig. 1.5, which is based on the Michelson interferometer set-up.
The reference object is of the same material as the measurement object and
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(a) (b)

(c) (d)

Figure 3.3: Surface microrelief change: (a) fringe pattern, (b) and (c) phase-
shifting images, and (d) visibility.
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(a) (b)

(c) (d)

248 nm

0 nm

124 nm

Figure 3.4: Surface microrelief change: (a) fringe pattern, (b) and (c) phase-
shifting images, and (d) gray scales of the phase-shifting images.
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is translated by piezoelectric transducers during the integration time of the
CCD camera to introduce phase shifts of �=2 between two speckle images.
Four phase-shifted speckle images are required before and after the surface
microrelief change is introduced, and after an additional tilt of the mea-
surement object, respectively. The phase modulo 2� is calculated by the
Carr�e algorithm and by equation (1.89). The visibility is calculated by equa-
tion (1.79) using four phase-shifted fringe patterns, which are calculated by
subtracting phase-shifted speckle images after the surface microrelief change
from a speckle image before the change. The images correspond to a mea-
sured area of 14 mm � 14 mm at a measurement distance between measure-
ment object and lens system of 320 mm. The wavelength of 496.5 nm of the
used argon laser corresponds to a fringe spacing of �=2 � 250 nm. The gray
scales of Fig. 3.4(d) are used to visualize the phase values.

Graphite tiles are employed as measurement and reference objects, and
the surface microstructure changes of the measurement object are caused
by electrical arc erosion. The erosion shown in Fig. 3.3 is stronger than
that of Fig. 3.4 since the fringes in Fig. 3.3(a) are interrupted, and those of
Fig. 3.4(a) are only slightly curved. The phase-shifting images of the erosions
are shown in Figs. 3.3(c) and 3.4(c), and those of the erosions together with
an additional tilt of the measurement object are shown in Figs. 3.3(b) and
3.4(b). The erosion can be clearly detected in Fig. 3.3(d), where the visi-
bility is reduced in the erosive area, since both the surface microrelief and
the re
ection properties of the surface have changed. The erosion shown in
Fig. 3.4 changes the phase no more than approximately one fourth of the
fringe spacing, i.e. �=2. This corresponds to a maximum erosion depth of
80 nm, when a Gaussian surface height distribution is assumed and equation
(3.2) is used. Since the erosion, shown in Fig. 3.3, interrupts the fringes, and
is detected as strong perturbation in the phase-shifting images, respectively,
the erosion depth is larger than the amount which changes the phase 2�,
i.e. 240 nm.

The detection of erosive areas may also be performed by measuring the
surface contour with two di�ering wavelengths of the employed laser light.
The chemical erosion of an aluminum surface, as shown in Fig. 3.5, is caused
by hydrochloric acid. The synthetic wavelength of � = 24 �m is obtained
using the wavelengths �1 = 496:5 nm and �2 = 501:7 nm, and an angle of
� = 0�. The plane reference surface is nearly perfectly aligned to the plane
measured surface, so that the phase-shifting image of the surface contour
measurement consists of only a few gray scales. Since the surface microrelief
changes cause perturbations in the phase, and thus in the gray scales, the
erosive areas can be detected clearly, as shown in Fig. 3.5.

The measurement results demonstrate that surface microrelief changes
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Figure 3.5: Surface contour measurement with surface microrelief changes
caused by hydrochloric acid.

can be detected by speckle interferometry. When the average surface height
change h�ri, e.g. caused by erosion or redeposition, is less than the maximum
value causing a phase change of 2�, h�ri may be determined with additional
knowledge on the surface height distribution and its change.
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Four-camera interferometer

The temporal phase-shifting methods described in section 1.3 cannot be ap-
plied in noisy environment, and the spatial carrier methods described in sec-
tion 1.4.2 reduce the lateral resolution of the measurement. The multi-camera
approaches of the spatial phase-stepping method, described in section 1.4.1,
allow measurements even if the measurement object is not vibration isolated.
However, these methods are restricted to the use of only one wavelength of
laser light.

The interferometer set-up which allows measurements with two di�ering
wavelengths and with a high lateral resolution, is a multi-camera interferom-
eter with at least three reference beams, each one containing a piezo-based
phase shifter. In this chapter, the four-camera interferometer set-up and �rst
measurement results are described [162].

4.1 Set-up

At least three phase-shifted interferograms are required to determine the
phase. Using phase algorithms based on four phase-shifted interferograms
gives the advantage of being insensitive to phase shift errors. Thus, a set-up
with four cameras is chosen, which allows simultaneous acquisition of four
phase-stepped interferograms. The set-up of the four-camera interferometer,
which is a phase-stepping speckle interferometer, is shown in Fig. 4.1.

First measurements were performed with a multifrequency argon laser
with an etalon, a �ber coupling, and a coherence length greater than 10 m.
The output power of the polarization-preserving, single-mode �ber is up to
800 mW for wavelength 514 nm. Further measurements with a measurement
object, which is not vibration isolated, may be performed with a frequency-
doubled Nd:YAG pulsed laser with a pulse energy of up to 500 mJ, a pulse
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Figure 4.1: Four-camera interferometer set-up. BE: beam expander, BS:
beam splitter, LS: laser, M: mirror, MO: measurement object, OB: object
beam, LSOB: lens system of the object beam, LSRB: lens system of the ref-
erence beam, PC: personal computer, PS: phase shifter, RB: reference beam,
RO: reference object, SB: superimposed beam, SF: single-mode �ber, SMOB:
smooth object beam, SMRB: smooth reference beam, SPOB: speckled object
beam, SPRB: speckled reference beam.
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duration of 5 ns, a coherence length of about 0.2 m, a repetition rate of 10
Hz, and a wavelength of 532 nm. Another wavelength may be chosen with
an additional optical parametrical oscillator system [49].

The four CCD cameras are progressive scan cameras with a 1=2" interline-
transfer-type CCD sensor with 782 � 582 square-shaped pixels of the size
of 8.3 �m � 8.3 �m, a chip size of 8.1 mm � 6.33 mm, and an electronic
shutter with an exposure time of 0.1 ms up to 40 ms. The gain of each
CCD camera may be set manually to equalize the di�erent behaviors of the
CCD cameras. The cameras are synchronized by an external pixel clock
signal generated by the frame grabber. Thus, four images may be acquired
simultaneously, digitized to 8 bits and transferred to the RAM memory of
the personal computer with an image frequency of 25 Hz. The progressive
scan CCD cameras produce a full frame output in the shutter mode, even if
a pulsed laser is used.

Each phase shifter of the reference beams consists of a piezoelectrically
movable linear translation stage with two 90�-prisms. The closed-loop posi-
tioning system with low-voltage piezoelectrical translators and LVDT (linear
variable di�erential transformer) sensors allow computer-controlled move-
ment of the prisms with a resolution of better than 10 nm. In order to
reduce re
ections which could in
uence the measurement, prisms and beam
splitters are coated with thin �lms which reduce re
ections below 0.3 %.

In principle, the four-camera interferometer set-up, shown in Fig. 4.1,
consists of four parallel interferometers based on the Mach-Zehnder interfer-
ometer. The �rst beam splitter divides the laser light into object beam OB
and reference beam RB. The light re
ected by the measurement object passes
through the lens system LSOB and is split by three beam splitters into the
beams OB1, OB2, OB3, and OB4 with equal intensities. The measurement
object is imaged by the lens system in the image planes onto the sensors of the
CCD cameras. The smooth object beam SMOB is used to align the complex
interferometer. This interferometer set-up has both a smooth reference and
a speckled reference beam, where the reference object is imaged by the lens
system LSRB in the image planes onto the sensors of the CCD cameras. The
reference beam is divided by three beam splitters into the beams RB1, RB2,
RB3, and RB4 with equal intensities. The piezoelectrically movable prisms,
i.e. the phase shifters, introduce path di�erences between the reference paths.
The reference beams RB1 to RB4 and the measurement beams MB1 to MB4
superimpose to form the beams SB1 to SB4. This interferometer has to be
aligned, so that the CCD cameras will record identical object areas. The
path length di�erences between reference beams and measurement beams
have to be smaller than the coherence length of the used laser light. The
path length di�erences between measurement beams MB1 to MB4 have to
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be smaller than the length of a speckle.

4.2 Alignment

The smooth reference and the smooth object beams are used to align the
interferometer with the occurring interference fringes. All beams should have
nearly the same height, i.e. equal distances between the vibration-isolated
table and the beams. Mechanical alignment components are chosen. The
xz-plane of the beam splitters may be adjusted with a sensitivity of 10�4 rad,
and the rotation around the y-axis of the beam splitters with a sensitivity
of 10�3 rad, the xy-plane of the mirrors with a sensitivity of 10�5 rad, the
xz-plane and the rotation around the y-axis of the lens systems, the prisms
and the CCD cameras, with a sensitivity of 10�3 rad.

Figure 4.1 shows the basic set-up of the four-camera interferometer,
where the path lengths of the measurement and the reference beams are not
equal. For the used set-up all beams between the �rst beam splitter and
the CCD cameras have almost equal path lengths. The allowable di�erences
of the path lengths depend on the coherence length of the employed laser
light. The interferometer may easily be aligned with path di�erences of a
few millimeters. The set-up which has been carried out is shown in Fig. 4.2.
The speckled reference beam is not implemented, and the smooth reference
beam is generated by a beam splitter and a mirror.

After the alignment of all beam splitters, mirrors and prisms, four in-
terference fringe patterns are observed at the positions of the CCD cameras
when, for instance, the �rst beam splitter is just slightly rotated around the
y-axis. The path length di�erences between the reference beams, introduced
by the phase shifters, cause di�erences in the interference fringe patterns.
When a phase shifter is translated by �zi, the path length is changed by
2�zi, and the phase shift is given by

�i =
4�

�
�zi: (4.1)

Since the measured intensities are sinusoidal functions of the path di�erences,
relative phase shifts between the interference fringe patterns are introduced
by phase shifters. These phase shifters may be adjusted such that four iden-
tical interference fringe patterns are obtained when all components after the
�rst beam splitter are precisely aligned.

In order to generate four identical interference fringe patterns, perfect
optical components are required. However, the optical components can only
be fabricated within a �nite precision and therefore each optical component
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Figure 4.2: Realization of a four-camera interferometer set-up. BE: beam ex-
pander, BS: beam splitter, M: mirror, MO: measurement object, OB: object
beam, LSOB: lens system of the object beam, PS: phase shifter, RB: reference
beam, SMOB: smooth object beam, SMRB: smooth reference beam.
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will introduce an error. The four interference fringe patterns will be di�er-
ent even if all optical components are precisely aligned, because the object
and the reference beams propagate through di�erent beam splitters, and are
re
ected by di�erent mirrors, and because three reference beams propagate
through di�erent prisms. The deviation between any employed mirror and a
perfect plane mirror is less than 80 nm at any point of the mirror. The devi-
ation between any beam splitter or prism and a perfect plane surface is less
than 400 nm. Since the height di�erence between two adjacent fringes of this
out-of-plane sensitive interferometer is �=2, di�erences in the interference
fringe patterns are expected.

When all optical components are precisely aligned, using the smooth refer-
ence and smooth object beams, the CCD cameras have to be aligned. Firstly,
a transparent measurement object with small non-transparent structures is
back-illuminated by a non-monochromatic light source. The lens system
LSOB and CCD camera 4 have to be positioned to image the structures onto
the sensor of CCD camera 4. Then, the other three CCD cameras are focused
by shifting the cameras along their z-axes. After this coarse alignment, the
transparent object is replaced by a re
ecting, optical rough measurement
object, which is illuminated by laser light. The CCD cameras have to be
aligned, so that they record identical object areas. Since the correlation
between the recorded speckle patterns is mainly dependent on the mutual
displacement of the CCD cameras along the x- and the y-axes, the camera
positions can also be shifted in the x- and the y-directions with a sensitivity
of 1 �m, and can additionally be shifted along the z-axis with a sensitivity
of 5 �m. The CCD cameras may be positioned by inspecting the recorded
speckle patterns visually. The correlation coe�cient C12 of equation (1.13) is
applied to determine the correlation between two speckle patterns. The en-
semble averages are replaced by averages across the image planes, i.e. across
the speckle patterns, which means, it is assumed that the recorded speckle
patterns satisfy the ergodic property. Using the visual inspection of speckle
images, correlation coe�cients C12 up to 0.85 are obtained.

To perform the �nal alignment of the CCD cameras, the correlation coe�-
cients between the speckle images of the various CCD cameras are calculated
on-line and displayed on the monitor of the PC. Besides the correlation co-
e�cients between two speckle images of several subareas, together with the
displacement vectors, can be displayed on-line to align the CCD cameras
correctly. Using this method, correlation coe�cients greater than 0.9 can be
obtained when the speckle sizes are greater than at least two pixels. Since
the optical components and the CCD cameras are not perfect, the maximum
correlation coe�cient of unity will not be obtained, but a correlation coef-
�cient of 0.97 between two CCD cameras could be obtained with a mean
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speckle size of 7 pixels, i.e. about 60 �m. Using this technique, the cam-
eras are mutually aligned within an estimated accuracy of better than 2 �m,
3 �m, and 50 �m along the x-, y-, and z-axes, respectively.

When the speckled object beam and the smooth reference beam super-
impose to form a speckle pattern, a smooth reference beam speckle interfer-
ometer is realized. Measurements have shown that the relative phase shift
between two corresponding pixels depends on the position of the considered
pixel. In the center of the sensor areas, the mutual displacement between
two corresponding pixels remains small. However, for pixels at the edges
of the CCD sensor areas, the relative shifts between corresponding pixels
become signi�cant. Both the temporal phase-stepping method for each of
the three parallel interferometers which contain a phase shifter in the ref-
erence beam, and the spatial phase-stepping method may be applied when
the measurement object is placed on the vibration-isolated table together
with the interferometer set-up. The maximum of the correlation coe�cient
between two speckle images of two di�erent CCD cameras is reduced since
the optical components are not perfect. The di�erences of the paths which
contain a phase shifter may be determined. The larger the di�erences of the
beams, the smaller are the maxima of the correlation coe�cients. The phase
shift between two speckle images of two di�erent CCD cameras is determined
by equation (1.91), when the range of values [C12min; C12max] is transformed
in the range of values [0; 1], where C12min is the minimum, and C12max the
maximum of the correlation coe�cient.

The speckle interferometer set-up with a speckled reference beam is ob-
tained when both the speckled object beam and the speckled reference beam
are used. The alignment of this interferometer set-up is more complicated,
but may be performed using on-line correlation coe�cients and displacement
vectors. After the alignment of the CCD cameras using the measurement
object, the mirrors and the beam splitters of the reference paths have to be
aligned until the correlation coe�cients between the di�erent speckle images
are maximized.

4.3 Measurement results

The measured intensity of a pixel (m;n) of the CCD camera i is given by
equation (1.70) and may be expressed as

I (m;n; i) = I0 (m;n; i) (1 + 
 (m;n; i) cos [� (m;n; i) + � (m;n; i)]) ; (4.2)

with i 2 [1; 4]. The temporal phase-stepping method is introduced by

� (m;n; i) = k�1 (m;n) ; (4.3)
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with equal phase shifts �1 (m;n) between N measured intensities of the paral-
lel interferometers which contain a phase shifter, i.e. i 2 [1; 3] and k 2 [1; N ].
The spatial phase-stepping method is obtained with

� (m;n; i) = i�1 (m;n) ; (4.4)

when equal phase shifts �1 (m;n) between the measured intensities of the
di�erent CCD cameras are assumed. The phase � (m;n) = � (m;n; i) may
be determined by the standard algorithms of section 1.3.1, when I0 (m;n; i),

 (m;n; i), and � (m;n; i) are independent of i 2 [1; 4].

Figure 4.2 shows the realized four-camera interferometer set-up. The
vibration-isolated table has the dimensions 2.4 m � 1.2 m, the lens system
has a focal distance of 150 mm, the measuring distance between measurement
object and lens system is 260 mm, the distance between lens system and
image planes of the CCD cameras is 710 mm. The measured area of the
measurement object is about 1.7 mm � 1.7 mm when 512 � 512 pixels of
the CCD cameras are used. Thus, the imaging system has a magni�cation
of about 3.3. The measurement object has an aluminum surface.

Figure 4.3 shows a result of this four-camera interferometer when the
smooth reference and smooth object beams are used and an argon laser
with the wavelength of 514 nm is employed. Figures 4.3(a) to (d) are four
temporal phase-stepped interferograms with a phase shift of about �=2, and
are acquired with CCD camera 1 by applying the temporal phase-stepping
method. The phase shifter has to be translated by �=8 � 64 nm to introduce
a phase shift of �=2. The tilt is introduced by rotating the �rst beam splitter
around the y-axis and the interference fringes map out the di�erences between
the reference beams and the object beams as contours of �=2 = 257 nm. The
resulting phase-stepping image, calculated with the Carr�e algorithm, is shown
in Fig. 4.3(e). Figures 4.3(f) to (i) are four phase-stepped interferograms of
four di�erent CCD cameras. Since the optical components and the alignment
of the interferometer set-up are not perfect, several interference fringes are
not oriented vertically, e.g. those of Fig. 4.3(g). The number of interference
fringes of Figs. 4.3(f) and (g) is di�erent from that of Figs. 4.3(h) and (i).
Hence, the interferometer set-up is not perfectly aligned. Nevertheless, the
resulting phase-stepping image shown in Fig. 4.3(j), is of good quality. With
these interference fringe patterns the complex interferometer set-up can be
aligned, and the amounts of phase shift between the parallel interferometers
may be veri�ed.

The speckle image of CCD camera 4 with a mean speckle size of about 7
pixels, obtained by the four-camera set-up with a smooth reference beam, is
shown in Fig. 4.4. Both measurement and reference beam contain neutral
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(a) (f)

(b) (g)

(c) (h)

(d) (i)

(e) (j)

Figure 4.3: Temporal and spatial phase stepping: The interferograms (a) to
(d) of one camera, and the interferograms (f) to (i) of four di�erent cameras,
and the resulting (e) temporal and (j) spatial phase-stepping images.
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Figure 4.4: Speckle image of CCD camera 4.

density �lters to adjust the intensities of the beams. An argon laser with a
wavelength of 488 nm and a maximum power of about 1 W is employed, but
only about 4 mW are used to illuminate the measurement object. To obtain
the results shown in Fig. 4.5, using the temporal phase-stepping method,
four phase-stepped speckle images are recorded by each CCD camera (1, 2,
and 3) before and after tilting the measurement object, respectively. The
phase is calculated using the Carr�e algorithm. In order to reduce the in
u-
ence of temporal perturbations, the phase shifts are controlled by correlation
coe�cients between the speckle patterns. The phases calculated for each
CCD camera show nearly the same result.

Figure 4.6 shows the result of the spatial phase-stepping method, and
table 4.1 contains the desired phase shifts � (m;n; i) of equation (4.4), which

Phase shift Camera 1 Camera 2 Camera 3 Camera 4

0 �
�=2 �
� �

3=2� �
Table 4.1: Desired phase shifts of the spatial phase-stepping method.

would be obtained with perfect components of a perfectly aligned interfer-
ometer set-up. Four phase-stepped speckle images before and after tilting
the measurement object are recorded with the respective CCD cameras, and
the phase-stepping image is calculated by the Carr�e algorithm. Since the
measurement object and the interferometer set-up are placed on a vibration-
isolated table, the phase shifts between speckle images of di�erent CCD cam-
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(a) (b)

(c) (d)

λ / 2

0 nm

λ / 4

Figure 4.5: Temporal phase-stepping images of CCD cameras (a) 1, (b) 2,
and (c) 3, with the gray scales of (d).

Figure 4.6: Spatial phase-stepping image.
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eras are controlled on-line by correlation coe�cients. The quality of the spa-
tial phase-stepping image is only slightly inferior to those of the temporal
phase-stepping method shown in Fig. 4.5. Since gray scales are used to visu-
alize the phase which contains edges, the perturbations are better detected
near transitions from black to white. In order to improve the result, pixels
with a low visibility may be marked and, for instance, a median �lter em-
ployed in order to minimize errors. However, the main error source is the
inaccuracy of phase shifts caused by non-perfect optical components.

The phase � (m;n) = � (m;n; i) of equation (4.2) is calculated correctly
if the background intensities I0 (m;n; i), the phases � (m;n; i), and the vis-
ibilities 
 (m;n; i) of the CCD cameras i 2 [1; 4] are independent of i. Fur-
thermore, the phase shifts � (m;n; i) have to be spaced equally for using the
Carr�e algorithm. The phase errors, which di�er from those of the temporal
phase-stepping method, are caused by di�erent sensitivities of CCD cameras
or pixels, electronic noise, non-linearities of the CCD cameras, inaccuracy
of the phase shifts, and by pixel mismatch relying on the correct alignment
of the CCD cameras. The intensity errors due to di�erent sensitivities have
to be determined once for each CCD camera and may be considered. The
in
uence of pixel mismatch is minimized by the alignment using on-line cor-
relations.

Figure 4.7 shows the phase di�erences between the three beams, which
impinge on the CCD cameras 1, 2, and 3, when the phase shift between the
beams is minimized by maximizing the correlation between the beams. Four
temporal phase-stepped speckle images are recorded by each camera, and a
phase-stepping image is calculated using the Carr�e algorithm from 8 speckle
images of two di�erent CCD cameras, respectively. These images contain
small perturbations, but a signi�cant error caused by pixel mismatch is not
observed. The phase di�erences between beams SB1 and SB3 are about �=2
at the right edge at the bottom of Fig. 4.7(b). Hence, the spatial phase-
stepping method will have a large error in this region. Therefore, the spatial
phase-stepping image of Fig. 4.6 contains larger errors in this region.

Since the employed optical components are not perfect, the temporal
phase-stepping method using the smooth reference and the smooth object
beams, results in phase-stepping images for each CCD camera, which di�er
from the images with only one value of gray, even if the components are
perfectly aligned. Figure 4.8 shows the result of the aligned interferometer
set-up. The components of the paths, which result in beam SB2, are aligned
almost perfectly, and only a small tilt around the y-axis is detected. Paths
SB1 and SB3 have a curved phase error. The reference path of beam SB4
does not contain a phase shifter, and thus only an interference fringe pattern
may be obtained. This pattern has no interference fringes, and the phase
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(a) (b)

(c) (d)

244 nm

0 nm

122 nm

Figure 4.7: Path di�erences between beams (a) SB1 and SB2, (b) SB1 and
SB3, and (c) SB2 and SB3 of Fig. 4.1, with the gray scales of (d).
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(a) (b)

(c) (d)

244 nm

0 nm

122 nm

Figure 4.8: Path di�erences between the reference and object beams of beams
(a) SB1, (b) SB2, and (c) SB3 of Fig. 4.1, with the gray scales of (d).
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error caused by non-perfect components cannot be determined exactly, but
the phase error is less than �=2 = 244 nm. Hence, the main error source is the
inaccuracy of phase shifts, and the good quality of the spatial phase-stepping
image of Fig. 4.6 could not be expected.

In order to improve the accuracy of the phase calculation, the temporal
phase-stepping images of Fig. 4.8 have to be determined once for an aligned
interferometer set-up, and the phase errors should be eliminated by the phase
calculation using an algorithm which permits unequal phase shifts between
three phase-stepped interferograms, e.g. a least-squares algorithm. The least-
squares solution has to be determined once for any pixel of the CCD cameras,
in order to achieve a better accuracy of the phase calculation.

Since the mutual alignment of the CCD cameras leads to high correlation
coe�cients between recorded speckle images of di�erent CCD cameras, the
accuracy of the measurement should be improved by increasing the num-
ber of phase-stepped interferograms. Thus the use of an additional phase
shifter in the reference beam RB4 of Fig. 4.1, or in the smooth reference
beam SMRB, would allow to perform the phase calculation with four phase-
stepped interferograms using a least-squares algorithm in order to improve
the accuracy.

4.4 Limitations

The measuring distance of the realized four-camera interferometer set-up,
the distance between the measurement object and the beginning of the lens
system LSOB, is about 260 mm. It may be extended to up to 700 mm
employing an lens system with a focal distance of 500 mm, and thus the
interferometer set-up would have to be aligned again. A better method to
increase the measuring distance, is to use a second, exchangeable lens system
as �rst element of the imaging system. This imaging set-up is shown in
Fig. 4.9. For further considerations, the lens systems LSOB1 and LSOB2
are replaced by the imaging lenses IL1 and IL2 with focal distances fi given
by

1

fi
=

1

ubi
+

1

ugi
; (4.5)

with i 2 f1; 2g. Depending on the lens systems, the measuring distances umi
di�er from the distances ugi, but the measuring distance um1 is nearly equal
to ug1 for distances ug1 of a few meters. The lateral magni�cation Mli of
imaging systems 1 and 2 is given by

Mli =
ubi
ugi

: (4.6)
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Figure 4.9: Imaging set-up. IL: image lens, IP: image plane, LSOB: lens
system of the object beam, OP: object plane.

The spatial resolution �vi of the imaging system i is derived by the Raleigh
criterion of equation (1.63)

�vi = 1:22
�ubi
2qAPi

: (4.7)

In image plane IP2 the second imaging system has a spatial resolution of
�v2 = 13:5 �m if � = 514 nm, 2qAP2 = 40 mm, and ub2 = 860 mm are
used. This value may be enhanced by increasing the radius qAP2 of the lens
system LSOB2. The lateral magni�cation of this imaging system isMl2 = 3:3
with ug2 = 260 mm, and thus two points with a distance of �v1 = 4:1 �m
can be just resolved in image plane IP1. The lens system LSOB1 may be
used to adapt the imaging system to the measuring distance and to the
inspected area of the measurement object. Table 4.2 shows the characteristics

ug1 f1 ub1 2qAP1 �v1 Ml1 �vOP

5 m 300 mm 319 mm 70 mm 2.9 �m 1:15.7 45.5 �m
10 m 500 mm 526 mm 60 mm 5.5 �m 1:19 105 �m

Table 4.2: Characteristics of imaging system 1.

of imaging system 1 for two di�erent lens systems and measuring distances
of 5 m and 10 m. The spatial resolution in image plane IP1 of image system
2 �v1 = 4:1 �m is lower than that of image system 1 �v1 = 2:9 �m when
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ug1 = 5 m is assumed. Therefore, the imaging system 2 limits the spatial
resolution of the total system consisting of image systems 1 and 2. The
spatial resolution in image plane IP2 is given by �v2 = 13:5 �m and in
the object plane �vOP = 64 �m. The spatial resolution of the total system
depends on the characteristics of both imaging systems, i.e. the chosen lens
systems and the measuring distance.

The employed CCD cameras have a pixel size of 8.3 �m � 8.3 �m in
dimensions and the diameters of the diaphragms 2qAPi are reduced to obtain
a speckle size in image plane IP2, which is at least twice the pixel size. Since
high correlation coe�cients are obtained with a mean speckle size of three
pixels or more, the highest lateral resolution with a measuring distance of
5 m is given by three times the pixel size and thus �v2 = 24:9 �m in image
plane IP2, and �vOP = 120 �m in the object plane, when, according to
table 4.2, ug1 = 5 m is assumed. The inspected area of the measurement
object is 28 mm � 30 mm when the sensor area of 8.1 mm � 6.33 mm is
used.

Assuming an isotropic and plane measurement surface, a uniform object
illumination, no loss of light within the imaging system, and the object being
large compared to the �nest detail which the imaging system can resolve, the
intensity in the image plane decreases as the fourth power of the cosine of
angle � between the u-axis of Fig. 4.9 and the principal ray through the
image point in the image plane [163]:

I � cos4�: (4.8)

The average speckle intensity is reduced towards the edges of the CCD sensor
area, as shown in Fig. 4.4. Thus, large measuring distances or large distances
between lens system and image planes of the CCD cameras should be chosen.

Assuming the optical components of the interferometer to be perfect,
approximately 25 % of the energy of the laser light re
ected by the mea-
surement object and collected by the imaging system, arrives at each CCD
sensor. Thus, four times more energy of laser light is necessary than in a
single-camera interferometer set-up. For large measuring distances, e.g. more
than 2 m, and for a poorly re
ecting measurement object, a high amount of
energy is required, and both the smooth object beam and the smooth ref-
erence beam need no more than a few percent of the energy which is used
to illuminate the measurement object. The distance between the �rst beam
splitter and the reference object has to be increased, but the distance be-
tween the reference object and the lens system of the reference beam may
remains unchanged. When a highly re
ecting rough surface is used as refer-
ence object, the amount of energy to illuminate the reference object may be
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low, i.e. only a few percent of the energy of the laser light which illuminates
the measurement object. Thus, the whole amount of energy of the laser light
needed is four to �ve times more than that of a single-camera interferometer
set-up.

The accuracy of this interferometer is mostly dependent on the mutual
alignment of the CCD cameras, the temporal perturbations, and the path
di�erences introduced by non-perfect optical components. The CCD cameras
may be adjusted by the alignment, using on-line correlation coe�cients and
displacement vectors. The path length di�erences caused by non-perfect
optical components may be determined and used by the phase calculation.
With this improvement, an accuracy of better than �=10 should be obtained.

Since a large number of optical components is used, and the path lengths
on the vibration-isolated table are up to 2 m, this interferometer set-up is
susceptible to temporal perturbations, e.g. air 
ow, which introduces path
length changes in the di�erent beams. Thus, the presented measurement re-
sults of the temporal and spatial phase-stepping methods could be obtained
using the on-line correlation to control the phase shifts between the speckle
images, since the measurement object is placed on the vibration-isolated ta-
ble, and the speckle images are recorded sequentially and not simultaneously
for the spatial phase-stepping method. The interferometer set-up has to be
realized to be more compact and to stand in a better shielded environment
in order to reduce the in
uence of temporal perturbations.

With these improvements, the use of a pulsed laser would allow to remove
the measurement object from the vibration-isolated table without a reduction
of the accuracy of the measurement, since it should be possible to record
simultaneously the four phase-stepped speckle patterns with accurate phase
shifts. In the case of an interferometer set-up with a smooth reference beam,
the four reference beams may be replaced by four polarization-preserving,
single-mode �bers to realize a more compact set-up, where the phase shifts
are introduced by stretching the �bers. The reference beams may be replaced
by image �bers in the case of a speckled reference beam, but the currently
available image �bers are not polarization preserving, and thus the change of
the state of polarization which reduces the visibility, would have to be taken
into account.



Chapter 5

Facts relevant to fusion

In thermonuclear fusion devices, the plasma has to be con�ned in magnetic
�elds, but this con�nement cannot be perfect. Plasma-wall interactions dam-
age the plasma chamber walls and contaminate the plasma. IPP has concen-
trated, for instance, its tokamak research with the ASDEX Upgrade exper-
iment on the divertor principle, a special magnetic �eld con�guration. The
poloidal cross-section of divertor II ('Lyra') of ASDEX Upgrade is shown in
Fig. 5.1. In this region, the magnetic lines of 
ux cross components of the
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Figure 5.1: Poloidal cross-section of ASDEX Upgrade with divertor II in the
'Lyra' con�guration. 1: inner retention module, 2: inner transition module,
3: inner strike point module, 4: roof ba�e, 5: outer retention module, 6:
outer transition module, 7: outer strike point module.

divertor as well as plasma-wall interactions are concentrated on the target
plates (1-7). The divertor principle solves such problems as energy transfer
to the walls, erosion, and impurity of plasma. A dense and cold plasma can
be formed in front of the target plates in order to limit erosion and impu-
rity 
ow into the main plasma. The energy 
ux to the target plates can be
reduced by converting it into radiation. The old divertor I used �ne-grain

84
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graphite target plates, and divertor II uses carbon �ber composites (CFC).
The divertor principle has been adopted for ITER, and CFC or tungsten may
be used for the target plates and beryllium for the plasma chamber walls.

Erosion and redeposition processes at target plates have been studied
by exposing probes covered with thin layers of examined materials and by
measuring the thickness of the remaining layer after exposure. A manipula-
tor system allows the probes to be exchanged through an airlock system to
avoid breaking the vacuum in the entire manipulator system. Several ma-
terials, such as �ne-grain graphite, CFC, silicon, vanadium, molybdenum,
or tungsten, have been examined [2, 6, 164]. This manipulator system al-
lows accurate examination of erosion and redeposition processes at several
positions and moments, but on-line inspection is impossible.

A high-resolution infrared system allows the measurement of the divertor
surface temperature. The system consists of two fast infrared line cameras,
one of which viewing from the bottom and the other one viewing from the
top of the plasma chamber. The strike point modules are observed from the
bottom, using an infrared endoscope and mirrors behind the outer divertor
and roof ba�e. The measured temperature can be used to calculate the heat

ux. Edge-localized modes (ELMs) lead to loss of particles and energy from
the plasma and to erosion of the target plates. The infrared system allows,
for instance, the time-resolved detection of ELMs. Speckle measurement
methods may allow the detection and characterization of surface microrelief
changes, such as erosion or redeposition, as shown in chapter 3, and may
allow the measurement of surface contours.

5.1 Surface contour

Surface contour measurements may be performed by the two-wavelength
method of speckle interferometry, as described in section 1.2.6. The mea-
suring range depends on the two wavelengths used to illuminate the mea-
surement object, and thus on the synthetic wavelength of equation (1.54).
The lower limit of the measuring range is given by the surface roughness of
the measurement object. The upper limit can be extended to up to some
tens of centimeters, but the resolution is decreased accordingly.

A simulation result of a surface contour measurement with di�ering sur-
face roughnesses, obtained by the simulation program of Ref. [51], is shown
in Fig. 5.2. The set-up with a rough measurement and reference object of
Fig. 1.5, and the temporal phase-stepping method of section 1.3 are used.
The surface contour of a plane measurement object is compared to the sur-
face contour of a plane reference object, which is tilted 48 �m relative to the
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Figure 5.2: Simulation of a surface contour measurement with di�ering rms
surface roughnesses �r: (a) 1 �m, (b) 2 �m, (c) 4 �m, and (d) 12 �m; (e)
gray scale for � = 24 �m.
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measurement object. The observation and illumination angle � = 0, and the
wavelengths �1 = 496.5 nm and �2 = 501.7 nm yield a synthetic wavelength
of � = 24 �m. The result in Fig. 5.2(a), simulated with a rms surface rough-
ness of �r = 1 �m (of both the measurement and the reference object) is
of good quality. The quality deteriorates with increasing surface roughness,
as shown in Figs. 5.2(b), (c), and (d). In order to obtain surface contour
measurements with reasonable quality, the synthetic wavelength should be
at least eight times �r.

The lower limit of measuring an erosion depth, using a surface contour
measurement, is revealed in Fig. 5.3. Two dents in an aluminum surface with

(a) (b)

(c) (d)

Figure 5.3: Surface contour measurements of two dents with synthetic wave-
lengths (a), (b), and (c) � = 24 �m, and (d) � = 8.9 �m.

a depth of 20 �m and 40 �m each are measured with synthetic wavelengths
� = 24 �m and 8.9 �m. In Fig. 5.3(a) the measured area of 12 mm � 12 mm
is tilted about 170 �m relative to a plane reference surface. The measuring
distance used was about 300 mm. The dents are detected clearly, but the
depth of the dents may be measured more easily after removing the tilt, as
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shown in Fig. 5.3(b). The smaller dent is shown in Figs. 5.3(b) and (c) with
two di�ering synthetic wavelengths, and a measured area of 4 mm � 4 mm,
and has been obtained at a measuring distance of about 200 mm. Since
the measured area is being decreased, the lateral resolution increases. It is
obvious that a surface height di�erence of 5 �m can be determined. A line
scan through the middle of the small dent, measured by a scanning white
light interferometer (Zygo NewView 100 [165]), is shown in Fig. 5.4. Surface
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Figure 5.4: Surface contour measured by a scanning white light interfero-
meter.

contour measurements with measuring distances of 3 m and 5.3 m are shown
in Fig. 5.5. The measurements have been performed on a vibration-isolated

(a) (b)

Figure 5.5: Surface contour measurement with di�ering measuring distances:
(a) 3 m and (b) 5.3 m (� = 24 �m).

table, where a lot of mirrors were used to extend the measuring distance to up
to several meters. The measured area in Fig. 5.5(a) is 20 mm � 20 mm, and
45 mm � 45 mm in Fig. 5.5(b). Since the illuminated area is smaller than the
measured area, only part of the images contains a measured surface contour.
In Fig. 5.5(a) the dents can be detected, but in Fig. 5.5(b) it is impossible
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to detect the small dent. In order to obtain a higher lateral resolution, two
lens systems can be used instead of one lens system with large focal distance,
as described in section 4.4. Thus, it is possible to measure surface contours
which are greater than 5 �m at a measuring distance of 5 m with a lateral
resolution of 120 �m.

The surface contour measurements shown have been performed by the
temporal phase-shifting method, using the set-up of Fig. 1.5, where the
measurement object is positioned on the vibration-isolated table. Since
the plasma chamber walls or the target plates cannot be positioned on a
vibration-isolated table, the temporal phase-shifting method cannot be ap-
plied. But the spatial phase-stepping method can be applied, e.g. when
using the smooth reference beam set-up of Fig. 1.6 which is based on a
Mach-Zehnder interferometer. The set-up of Fig. 5.6 allows simultaneous

BS

IP

MO IL

M

λ1 λ2

LS

Figure 5.6: Set-up for two wavelengths. BS: beam splitter, IL: image lens,
IP: image plane, LS: laser, M: mirror, MO: measurement object.

acquisition of two speckle images with two di�ering wavelengths when, for
instance, interference �lters are used to separate the wavelengths �1 and
�2. But the smooth reference set-up only allows comparison of the measure-
ment object to a smooth reference wavefront. Figure 5.7 shows the result
of a surface contour measurement performed by the temporal phase-shifting
method and by the spatial phase-stepping method with one CCD camera
and a smooth reference beam. If the surface contour of the measurement ob-
ject were more complex and if small surface contour di�erences, e.g. 20 �m,
were to be measured, the reference wavefront would have to be more com-
plex. The four-camera set-up of Fig. 4.1 with a speckled reference beam may
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(a) (b)

Figure 5.7: Surface contour measurement: (a) temporal and (b) spatial
phase-shifting method (� = 24 �m).

be used to measure the surface contour of the measurement object relative
to the surface contour of the reference object. Thus, small di�erences be-
tween the measurement object and the reference object can be measured,
using small synthetic wavelengths, when the surface contour of the reference
object nearly corresponds to the surface contour of the measurement object.

The illumination and observation angles are restricted, because the max-
imum surface height di�erence of the smallest surface element has to be
smaller than the synthetic wavelength. For the sake of simplicity, the illumi-
nation and observation directions are assumed to be parallel, but opposite
and perpendicular to the horizontal (dashed) line, as shown in Fig. 5.8. The

α

xp

yp

MO

ID OD

Figure 5.8: Observation geometry. ID: illumination direction, MO: measure-
ment object, OD: observation direction.

smallest surface element is given by the lateral resolution of the optical imag-
ing system, i.e. it depends on the speckle size. In Fig. 5.8 it is assumed that
the measurement object and the horizontal line form angle �, and the size
of the smallest surface element is xp in the x-direction. The maximum sur-
face height di�erence yp = xp tan� has to be smaller than the synthetic
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wavelength �, i.e.
xp tan� < �: (5.1)

In the case of a measuring distance of 5 m, a spatial resolution of xp = 120 �m
and � = 24 �m, angle � is limited by � < 11�. For a measuring distance of
1 m, the spatial resolution could be xp = 30 �m, and yielding � < 39� for
� = 24 �m. Thus, the surface contour of the target tiles of divertor II of
ASDEX Upgrade cannot be measured from the top of the plasma chamber,
but it could be measured from the bottom. An available laser system, con-
sisting of a Nd:YAG laser (second and third harmonic: 532 nm and 355 nm)
and an OPO, generates laser pulses (about 5 ns) in the visible range with
a pulse energy of up to 200 mJ (Continuum). Because angle � is limited,
this pulse energy is su�cient to perform surface contour measurements at
low re
ecting target plates (e.g. graphite) at distances of at least up to 5 m.

5.2 Detection of erosion

Methods to determine surface contours, as described before, can be used to
measure changes of the measurement object when using only one wavelength
of laser light at two di�erent states of the measurement object, e.g. before and
after a surface microrelief change. In chapter 3 it is described how speckle
interferometry allows the detection of surface microrelief changes (e.g. due to
erosion or redeposition), the determination of erosion depths or redeposition
heights in the nanometer scale, or the determination of a deformation of the
measurement object in the nanometer or micrometer scale (e.g. caused by
expansion due to temperature changes or mechanical force).

In chapter 3 the temporal phase-shifting method is used in order to re-
veal the possibilities of speckle interferometry. Measuring distances of up
to 500 mm have been used, but they can be extended to up to some tens
of meters. Figure 5.9 shows two measured deformations of the measure-
ment object (tilt) at measuring distances of 6.8 m and 9.8 m, respectively.
The set-up of Fig. 1.5, based on a Michelson interferometer on a vibration-
isolated table, has been used with several mirrors to obtain path lengths of
several meters. The measured area of Fig. 5.9(a) is 40 mm � 40 mm, the
measuring distance 6.8 m, the di�erence between black and white of a gray
scale corresponds to a deformation of �=2 = 244 nm, and the graphite tile
(measurement object) is tilted about 0.75 �m. Figure 5.9(b) shows a defor-
mation of about 0.25 �m of an aluminum surface at a measuring distance
of 9.8 m with a measured area of 55 mm � 55 mm. Since the illuminated
area is smaller than the measured area, only part of the images contains a
measured deformation. The measured area can be reduced by using either
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(a) (b)

Figure 5.9: Measurement of deformations with di�ering measuring distances:
(a) 6.8 m and (b) 9.8 m.

a lens system with a larger focal distance or two lens systems, as described
before. Thus the lateral resolution would be increased.

The temporal phase-shifting method cannot be applied to a measure-
ment object which is not positioned on a vibration-isolated table together
with the measuring set-up. Thus, a pulsed laser, together with other speckle
interferometry methods, has to be applied. Almost all set-ups can be used
to obtain interference fringes. The simplest set-up is the shearing interfer-
ometer, as shown in Fig. 1.8. Surface microrelief changes can be detected,
but the determination of erosion depths is not possible since surface points
are compared to each other. Spatial phase-shifting methods can be used to
obtain measurement results for any pixel of the CCD camera, i.e. for any
measured surface element. Figure 1.6 shows a simple set-up based on the
Mach-Zehnder interferometer with a smooth reference beam. This set-up is
suited for the detection of surface microrelief changes and the determination
of erosion depths or redeposition heights. It has the advantage that it is
very compact when using a polarization-preserving, single-mode �ber in the
reference beam. The four-camera set-up of chapter 4 can also be used, but
it is more complex.

Angle � of Fig. 5.8 is, in contrast to surface contour measurements, not
limited. But it is necessary that su�cient laser light is scattered back from
the measurement object to the CCD camera. Thus, the measuring distance
depends on angle �, the surface microrelief, and the laser energy available.
Deformation measurements, as shown in Fig. 5.9, have been carried out at
graphite tiles, at a measuring distance of 9.8 m, with � = 0�, � = 488 nm,
with a continuous-wave argon laser with a maximum power of 1 W, and
with a CCD camera with an integration time of 20 ms. Thus, the maximum
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energy corresponds to 20 mJ. Frequency-doubled Nd:YAG pulsed lasers with
a pulse energy of 1 J, � = 532 nm and a pulse duration of 5 ns are available
(Continuum), i.e. with 50 times more energy than necessary for � = 0� and
a measuring distance of 9.8 m. When an isotropic, rough surface is assumed,
the intensity I of the scattered light complies with Lambert's law [163]

I = I0 cos�; (5.2)

where I0 is the intensity for � = 0�. The intensity is reduced to I = 0:5 I0
when � = 60�. If the surface is non-isotropic, the surface microrelief can be
measured, and the simulation program of Ref. [51] can be used to determine
I (�). Otherwise this dependence I (�) has to be measured directly using a
CCD camera. According to equation (1.62) I0 � 1=x2, where x is the measur-
ing distance. Generally, the available laser energy of 1 J should be su�cient
to perform measurements with one wavelength at measuring distances of up
to 10 m.

5.3 Limitations

In speckle measurement methods, characteristic data, e.g. measuring dis-
tance or measuring range, are limited for many reasons. Surface roughness
measurement methods, as described in section 1.1, can be used to determine
a surface roughness change. Measurements have been performed at measur-
ing distances of up to 500 mm, but it would be di�cult to do the same at
measuring distances of several meters. Speckle interferometry methods can
be applied at measuring distances of several meters, as described before, but
other limitations have to be taken into account.

The material of the measurement object should be optically rough, i.e.
materials such as graphite, CFC, tungsten, aluminum or steel can be used. If
the material is partially optically transparent, light is not only re
ected from
the surface, but also from the interior, and will disturb the measurement.
But measurements using graphite with a thin layer of silicon have worked
well.

Since the measurement object is not positioned on a vibration-isolated
table together with the measuring set-up, motions of the measurement object
during the measurement will cause perturbations. When a pulsed Nd:YAG
laser with a pulse duration of 5 ns is used, the motion of the measurement
object during 5 ns can be neglected. But the motion during two consecutive
time instances of the measurement (two states of the measurement object
or two wavelengths) has to be considered. This time duration depends on
the repetition rate of the laser and the CCD camera system. In the case
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of the four-camera system, described in chapter 4, and a Nd:YAG pulsed
laser with a repetition rate of 10 Hz, the time duration is 100 ms. During
this time duration the motion of the measurement object must not lead
to a decorrelation which is too strong. In case of an out-of-plane sensitive
measurement, an out-of-plane motion only leads to an additional phase shift.
But, depending on the optical imaging system, i.e. on the speckle size, an
in-plane motion leads to decorrelation. The in-plane motion has to be much
smaller than the smallest, optically resolved surface element. Without larger
decorrelation, a measurement uncertainty of �=10 and �=10 is to be expected.

Plasma emits light in the visible range, and this leads to a background
intensity which perturbs the measurement. In order to reduce the background
intensity, a �lter has to be used, which transmits only the wavelength of the
laser light used. Further, the integration time of the CCD cameras of the
four-camera system can be reduced down to 1 ms and synchronized with
a pulsed laser. This should be su�cient. Other CCD cameras allow an
integration time of as little as 64 �s, or multichannel-plate cameras would
allow integration times as little as the pulse duration of the laser, e.g. 5 ns.

When the laser beam passes the optical access to the plasma chamber,
e.g. a quartz window, a very small part of laser light will be re
ected by the
window. These re
ections must not reach the CCD camera since already
re
ections of 1 % of laser light will cause a higher intensity than the scat-
tered light of a low-re
ecting graphite target at a distance of 3 m behind
the window. Thus, multichannel-plate cameras have to be used in order to
separate the re
ections by time, or else two windows have to be used, one
for the laser beam and the other for the scattered light.

A change of the refractive index, e.g. due to change of temperature or
pressure, causes an additional phase change. If this change is homogeneous
over the cross-section of the laser beam or the scattered light, the measure-
ments are not a�ected by perturbations. If not, the additional phase change
will be measured and cannot be distinguished from other phase changes. But
surface microrelief changes can be distinguished from the additional phase
change since surface microrelief changes reduce the fringe contrast or the
visibility.



Conclusions

Laser-speckle-based measurement techniques, which are relevant to fusion
devices, have been examined. The surface measurement techniques should be
able to detect surface microrelief changes due to erosion or redeposition, and
should allow to determine erosion depths or redeposition heights at inner wall
materials of fusion devices at measuring distances of several meters. Speckle
interferometry meets these requirements.

It has been shown that surface microrelief changes can be detected, when
using the temporal phase-shifting method of speckle interferometry. When
the surface height distribution and its change are known, the erosion depth or
redeposition height may be determined in the range of 0 nm up to one fourth
of the wavelength of the used laser light (e.g. 133 nm with � = 532 nm),
using a simulation program of speckle interferometry. Depths or heights
greater than 5 �m can be measured by surface contour measurements with
two di�ering wavelengths. In order to adapt the measuring range, the wave-
lengths are chosen accordingly. The uncertainty of measurement is typically
�=10 and �=10, respectively if only one wavelength is used. In order to
apply the temporal phase-shifting method, the measurement object has to
be positioned on a vibration-isolated table together with the measuring set-
up. Since inner wall materials of fusion devices cannot be vibration-isolated,
other phase-shifting methods of speckle interferometry have to be applied.

Spatial phase-shifting methods using a pulsed laser are suitable to per-
form measurements at measurement objects which are not vibration-isolated.
A simple and compact interferometer set-up uses a smooth reference beam, in
which a large tilt is introduced to obtain a phase shift between adjacent pixels
of the CCD camera. This set-up allows the detection of surface microrelief
changes and the determination of erosion depths or redeposition heights, but
the surface contour of the measurement object can only be compared to a
smooth reference beam, i.e. to a plane surface contour. When the measure-
ment object has a more complex surface contour, e.g. a curvature of 10 mm
in the measured area, a small depth or height, for instance, a dent of 20 �m,
cannot be measured.
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In order to allow such kind of measurements, a new four-camera set-up
has been developed. Four phase-stepped interferograms can be recorded si-
multaneously with four CCD cameras, and the phase steps are introduced
by path length changes of the reference beams. First measurement results
using smooth reference beams, a continuous-wave argon laser, and a mea-
surement object together with the measuring set-up on a vibration-isolated
table, have shown that this set-up works well. This four-camera set-up o�ers
the possibility to use a reference object in order to allow surface contour
measurements of the measurement object compared to the reference object.
Thus, even if the measurement object has a complex surface contour, small
di�erences, e.g. a dent of 20 �m, may be determined.

Phase-shifting methods yield the measurable variable modulo � or 2�,
which means that the phase contains edges. A new method has been de-
veloped to reconstruct three-dimensionally the phase change or the surface
contour. The edge detection is performed by means of a wavelet transforma-
tion, and the Bayesian probability theory is used to �nd the optimal solution
of a three-dimensional spline which will be as complex as necessary and will
simultaneously �t the data as well as necessary.

Much work remains to be done, and the following proposals for further re-
search are made: The four-camera set-up has to be developed further, so that
a pulsed laser and a reference object can be used. Polarization-preserving,
single-mode �bers may be used for the smooth reference beams and the phase
steps should be obtained by stretching the �bers. Thus, the set-up may be
realized to be more compact and less susceptible to perturbations. In the
case of a speckled reference beam, i.e. when using a reference object, image
�bers may be used.

The in
uence of surface microrelief changes on speckle interferometry has
to be investigated further. In experiments in a laboratory, the surface mi-
crorelief may be measured before and after an erosion or a redeposition, using
conventional surface measurement techniques. Using these data in the sim-
ulation program of speckle interferometry, simulation results and measured
results of speckle interferometry may be compared. Thus, the knowledge
of the in
uence of surface microrelief changes on the speckle interferometry
may be improved, and the measuring range of erosion depths or redeposition
heights and the uncertainty of their measurement may be determined.



List of symbols

a; s Dilation
b Translation
c Speed of the light
d Data
dt;m Theoretical data value
~e Unit vector
f Function
g Numerator
h Denominator
i; k Incremental counter
j Unit imaginary
k� Wave number
~k� Wave vector
l; lx; ly; lz Speckle dimension
m;n Integer
p Probability
q Dimension of the illuminated area
r Surface height
�r Variation in the surface height
s Path length
t Time
u; v; w; x; y; z; ~x Spatial coordinates
xf Focal distance
xs Lateral shear
~x0 Translation

A;Ai; B Proposition
C;CI Contrast
Cc; Cd; Ct Correlation coe�cients
Cf Fringe contrast
Cs Spatial autocorrelation
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C12 Correlation coe�cient
C Normalization constant
D Data

E; ~E Electric �eld
~F Two-dimensional wavelet transform
G Area
I Intensity
I0 Background intensity
K Information, knowledge
Ml Lateral magni�cation
N Number of data values
O� Observable
P Power
Ra Average roughness
RI Re
ectivity
S Shannon entropy
Twav Continuous wavelet transform

� Angle
� Phase

 Visibility
� Permittivity
� Wavelength
� Parameter
� Integer
� Coordinate
� Surface model
� Error
�b Spectral bandwidth
�I Root-mean-square of intensity I
�p Root-mean-square of the optical path 
uctuations
�r Root-mean-square of the surface roughness
� Function
�s Function dilated by s
' Function
'(i) i th derivative of function '
�2; � Random variables
 Wavelet
 a;b Wavelet with dilation a and translation b
~ Two-dimensional wavelet



List of symbols 99

~ s Two-dimensional wavelet dilated by s

 ̂ Fourier transform of  
! Angular frequency
!s Spatial angular frequency

� Di�erence
� Phase
�r Reference phase
	 Measure for the global curvature

L Lagrange function
R Real number
Z Integer number
j Given
j j Modulus
jj jj Norm
� Multiplication
� Convolution product
� Complex conjugation
� Proportional to
~r GradientP

SumR
Integral

<> Expectation value, ensemble average
� Degree
� Mean value
not Negation
Re Real part
exp Exponential function



List of abbreviations

AP Aperture Plane
ASC Angular Speckle Correlation
ASDEX Axially Symmetric Divertor Experiment
BE Beam Expander
BS Beam Splitter
CCD Charge Coupled Device
CCIR Comit�e Consultatif International Radio
CFC Carbon Fiber Composites
CLA Center Line Average
ELM Edge Localized Mode
ESPI Electronic Speckle Pattern Interferometry
Fig. Figure
Figs. Figures
ID Illumination Direction
IL Image Lens
IP Image Plane
IPP Max-Planck-Institut f�ur Plasmaphysik
ITER International Thermonuclear Experimental Reactor
JET Joint European Torus
LS Light Source or Laser
LSOB Lens System of the Object Beam
LSRB Lens System of the Reference Beam
LVDT Linear Variable Di�erential Transformer
M Mirror
MO Measurement Object
Nd:YAG Neodymium Yttrium Aluminum Garnet
OB Object Beam
OD Observation Direction
OP Object Plane
OPO Optical Parametrical Oscillator
OSP Observation Plane
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PC Personal Computer
PS Phase Shifter
RAM Random Access Memory
RB Reference Beam
Ref. Reference
RO Reference Object
rms Root-mean-square
SB Superimposed beam
SF Single Mode Fiber
SMOB Smooth Object Beam
SMRB Smooth Reference Beam
SPOB Speckled Object Beam
SPRB Speckled Reference Beam
SPS Spatial Phase Shifting
SSC Spectral Speckle Correlation
TPS Temporal Phase Shifting
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