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Abstract
In the transportation sector, battery electric vehicles (BEVs) are an option to reduce
the consumption of fossil fuels, which helps to slow down climate change. The battery
capacity, as well as the energy efficiency and density of electric drives are key factors
impacting the driving range and therefore utility of BEVs. In this work, we focus on
the efficiency of electric drives. The typically used drive types in BEVs require careful
guidance of the magnetic flux.
Conventionally, cutouts in the electrical steel comprising the magnetic core of the
drive guide the magnetic flux. As part of an interdisciplinary project, we studied
the replacement of cutouts with embossed areas. The embossing introduces residual
stress, which locally reduces the magnetic permeability and guides the flux while
maintaining mechanical strength. By optimizing the embossing parameters, the
achievable rotational speed of the electric drive increases and the stray fields are
reduced, subsequently increasing efficiency.
Neutron grating interferometry (nGI) is a unique technique able study the local magnetic
properties by visualizing magnetic flux distribution in electrical steel. Knowledge about
the flux distribution is required for optimizing the embossing parameters.
With nGI, we proved that residual stress generates magnetic barriers, able to guide the
magnetic flux. The embossing parameters chosen significantly influence the resulting
barrier. A sequence of small embossing points shows the best compromise between
guidance of the magnetic flux and deformation of the electrical steel.
Further, we mapped the orientation and size of magnetic domains for the first time
using nGI employing different models. In addition, we analyzed the local magnetic
hysteresis dependent on residual stress. We found that the connection to standard
hysteresis measurements is not trivial.
For the successful study of the effects of residual stress, signal variations close to the
noise limit need to be resolved. Hence, part of this work focuses on improving nGI and
understanding noise inherent in nGI measurements. As a result, we have developed an
nGI-setup with a significant performance increase. We further analyzed the dynamic
range of the scattering signal accessible by nGI depending on the available neutron
flux and the performance of the nGI-setup.
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Kurzfassung
Im Verkehrssektor sind elektrische Fahrzeuge ein Mittel um den Verbrauch fossiler
Energie zu senken und dadurch den Klimawandel zu verlangsamen. Neben der Batte-
riekapazität, wird die Reichweite und dadurch die Alltagstauglichkeit von elektrischen
Fahrzeugen durch die Effizienz und die Energiedichte der Elektromotoren maßgeblich
bestimmt. Diese Arbeit beschäftigt sich dabei mit der Effizienz von Elektromotoren.
Die üblicherweise in elektrischen Fahrzeugen genutzten Motortypen benötigen eine
Lenkung des magnetischen Flusses.
Die Flusslenkung wird derzeit durch Ausschnitte in den Elektroblechen, welche den
magnetischen Kern des Motors bilden, bewerkstelligt. Im Rahmen eines interdiszipli-
nären Projekts wurde das Ersetzen der Ausschnitte durch geprägte Bereiche untersucht.
Durch Prägen werden Eigenspannungen erzeugt, welche lokal die magnetische Permea-
bilität senken und den magnetischen Fluss lenken ohne die mechanische Festigkeit zu
beeinträchtigen. Durch Optimierung der Prägeparameter kann die Rotationsgeschwin-
digkeit des Motors gesteigert und können Streufelder unterdrückt werden, was die
Effizienz erhöht.
Neutronengitterinterferometrie (nGI) ist eine einzigartige Messtechnik um die lokalen
magnetischen Eigenschaften zu untersuchen, indem die Verteilung des magnetischen
Flusses im Elektroblech sichtbar gemacht wird. Die Verteilung des Flusses wird benötigt
um die Prägeparameter zu optimieren.
Mit nGI wurde gezeigt, dass Eigenspannungen magnetische Barrieren zur Flusslenkung
im Elektroblech erzeugen. Abhängig von der eingebrachten Prägung ändert sich die
magnetische Flusslenkung. Besonders die Anordnung von mehreren kleinen Prägepunk-
ten zeigt im Hinblick auf Flusslenkung und geringer Verformung die besten Ergebnisse.
Zusätzlich konnte erstmalig ortsaufgelöst die Größe und Orientierung von magnetischen
Domänen im Volumen eines Elektroblechs sichtbar gemacht und mit verschiedenen
Modellen analysiert werden. Weiterhin wurde auch die lokale magnetische Hysterese
im Elektroblech abhängig des eingebrachten Eigenspannungszustandes untersucht. Die
Verknüpfung der lokalen Hysterese mit der globalen ist nicht trivial.
Zur Untersuchung dieser Effekte, müssen Signalvariationen nah am Signalrauschen
gemessen werden. Daher beschäftigt sich ein Teil der Dissertation mit der Verbes-
serung des nGI-Aufbaus und dem Verständnis des Rauschens während der Messung.
Im Zuge dessen wurde ein stark optimierter nGI-Aufbau gebaut. Zusätzlich wurde
der dynamische Bereich des mit nGI gemessenen Streusignals in Abhängigkeit von
Neutronenfluss und Leistungsfähigkeit des nGI-Aufbaus untersucht.
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1 Investigation of non-grain-oriented
electrical steel using neutrons

Climate change necessitates a reduction in the consumption of fossil energy. Hence,
energy efficiency has become a major topic of research. In particular, transportation
accounts for a large part of consumed fossil energy. Hence alternative means of
transport, such as battery electric vehicles (BEVs), are being investigated. In addition
to the battery, the energy efficiency and density of electric drives are important factors
affecting the operating distance. Increasing the rotational speed of an electric drive
causes its energy density to rise. Typical electric drive topologies used in battery
electric vehicles are synchronous reluctance machines (SynRM) and permanent magnet
synchronous machines (PMSM) [1]. For an optimal operation, these topologies require
the guidance of the magnetic flux inside the rotating magnetic core, reduction of
stray fluxes, or production of a targeted magnetic anisotropy [2]. A stack of non-
grain-oriented electrical steel (NGOES) sheets with a sub-millimeter thickness typically
comprises the magnetic core.
Conventionally, cutting out magnetic core material generates the required magnetic
flux barriers. The significantly reduced relative magnetic permeability in air (µr = 1)
compared to NGOES (µr ≈ 10000) [3] acts as the flux barrier, guiding the magnetic
flux and suppressing stray flux. The remaining filigree structure of the rotor must carry
the centrifugal forces and torques acting during the operation. Therefore, the magnetic
optimization of the magentic core limits the maximum rotational speed of an electric
drive. In SynRM [4] and PMSM [5], a compromise between the magnetic optimization
and the achievable rotational speed due to acting forces has to be achieved. Further
optimizations require an alternative to conventional magnetic core topologies.
Normally residual stress in the magnetic core is avoided due to the negative effect
on the magnetic properties, primarily the magnetic permeability [6] [7], which causes
additional energy loss. This effect is called the Villari effect or inverse magnetostriction.
In contrast, as an alternative approach to cutouts in the magnetic core, we have
investigated the targeted introduction of residual stress into the electrical steel to
reduce the magnetic permeability locally. We locally deformed the electrical steel by
embossing the material to introduce the residual stress. A specific residual stress state
is created depending on the size and number of embossing points. The residual stress
locally decreases the magnetic permeability enabling the guidance of the magnetic flux
similar to cutouts. As a result of the added material cross-section, the mechanical
strength of the rotor increases and enables the possibility of higher angular velocity.
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2 1. Investigation of non-grain-oriented electrical steel using neutrons

However, qualifying the local change in magnetic properties in the bulk of the material
is challenging. Standard techniques either probe global magnetic properties in the bulk
or local surface properties of a sample [8].
Two examples of standardized global measurements of magnetic properties in electrical
steel are an Epstein frame and a single-sheet-tester. Here the global bulk magnetic
permeability dependent on the magnetic polarization, the magnetic hysteresis, and the
power loss during remagnetization can be quantitatively evaluated. However, in the
case of localized influences, only an averaged signal is recorded.
In contrast, most microscopic methods only allow tracking of the surface domain
structure. A more detailed overview of possible methods is given in, e.g., [8]. In this
thesis, we will discuss only some examples. One of the oldest evaluation methods
is the Bitter method [9], where ferrofluid deposited on the sample surface arranges
according to the underlying magnetic domains. Another technique is magneto-optical
Kerr microscopy (MOKE). Here the polarization change in polarized light during
interaction with the magnetic domains [10] is used to track the domain structure
and the magnetization vector. The internal bulk domain structure can be inferred
using the observed surface domains and the domain theory of magnetism. However, a
prerequisite for this technique is a homogeneous, non-deformed sample.
Hence, an analysis of the surface domains only allows to gather little to no information
about the bulk domain structure. Similarly, a pure global analysis of the magnetic
parameters blurs the influence of embossing on the magnetic properties.
Neutron grating interferometry (nGI) is a powerful tool to evaluate the local magnetic
properties of a sample in its bulk. nGI is an advanced neutron imaging method adding
phase and scattering (dark field) contrast to the standard attenuation contrast used in
neutron imaging. The phase contrast tracks the phase shift of the neutrons passing
through the sample. However, the limited difference in the index of refraction for
neutrons reduces the usefulness of this contrast mechanism.
The main benefit of nGI is its ability to detect the scattering of neutrons in the
ultra-small-angle scattering regime (USANS) off structures on a micrometer-length
scale caused by nuclear or magnetic scattering length density variations. In the context
of this thesis, we track the scattering of neutrons on magnetic domains in the USANS
regime and evaluate the size of the scattering centers. Other exemplary applications
of nGI are the evaluation of vortex lattice domains in superconductors [11] or analysis
of defects in additively manufactured components, e.g., [12, 13]. We will outline the
theory underlying the nGI signal measured on NGOES and discuss and demonstrate
which physical parameters can be accessed using nGI as an evaluation technique.
Construction of new electric drive topologies using residual stress to guide magnetic
flux requires a good understanding of the connection between residual stress and
guidance of the magnetic flux in NGOES. Here the knowledege about local change of
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physical parameters due to residual stress is critical to be able to model and optimize
new drive topologies towards higher efficiency and power density.

Outline of this thesis
The thesis is structured as follows: In Chap. 2 we will review the basic principles of
the energy in a ferromagnet. We will focus primarily on the micromagnetic description,
which we will later use to calculate the scattering cross section for neutrons. Further,
we will briefly review nuclear and magnetic scattering under small angles and the
resulting correlation functions.
Chap. 3 will discuss the theoretical and practical foundations of nGI. We will focus on
the scattering contrast and the principles of quantitative and anisotropic measurements.
Furthermore, we will discuss limitations inherent to nGI, which one has to consider
during measurement and evaluation.
In Chap. 4 we discuss the details and characteristics of the experimental setups used
in this thesis. The main focus here is the improved high visibility neutron grating
interferometer developed as an integral part of this thesis for the ANTARES beamline
at the Heinz Maier-Leibnitz Zentrum (MLZ). Further, we present the sample com-
position and preparation. The experimental results of this thesis and the implication
of the evaluation are presented in Chap. 5. In Sec. 5.1, we discuss the information
contained in the DFI signal and the origin of the change in the DFI signal due to
deformation. Sec. 5.2 analyzes different embossing strategies concerning their ability
to guide magnetic flux in electrical steel.
Sec. 5.3 discusses the connection between the scattering contrast and local magnetic
properties in NGOES. For this purpose, we evaluate the change of the dark field signal
dependent on the correlation length and recover the mean domain size. These results
are then compared to embossed NGOES to show the influence of residual stress on
the domain size. These results demonstrate the ability of nGI to recover information
about the magnetic domains in the bulk of ferromagnetic samples. Sec. 5.4 considers
the anisotropy of the magnetic scattering caused by a preferred orientation and shape
of the magnetic domains. Those two sections together show exemplary measurements,
which greatly impact future investigation of the magnetic properties in NGOES.
Sec. 5.5 analyzes the local hysteretic behavior of embossed NGOES compared to virgin
NGOES. Here, we evaluate the remanence and coercivity of the material dependent
on the residual stress state. We demonstrate the importance of spatially resolved
measurements for partially embossed samples, as the recorded remanence and coercivity
depend on both the embossing state at the probed area and the embossing state
surrounding the probed area.





2 Theory

In this part of the thesis, we will discuss the necessary equations and concepts for
understanding the acquired neutron grating interferometry data. Neutron grating
interferometry identifies the magnetic domain structure that causes scattering off
neutrons under ultra-small angles (USANS). In Sec. 2.1, the basic principles of
micromagnetics used to describe the distribution of magnetic domains and the resulting
model for neutron scattering are described. In section 2.2, we discuss the principles
covering the interaction of neutrons with matter.

2.1. Ferromagnetism

In magnetically ordered materials, the elementary magnetic moments interact with each
other. This interaction leads in ferromagnetic materials, for neighboring magnetic spins,
to a parallel orientation of the magnetic moments and causes a spontaneous saturation
magnetization Ms. Globally, ferromagnets are composed of magnetic domains, small
volumes in which the magnetization direction is parallel. Due to the minimization
of total energy in a material, the magnetization direction of different domains is not
necessarily parallel. As a result, the global magnetization M of a ferromagnet is
typically much smaller than Ms, as the magnetization directions of different domains
compensate each other and reduce stray magnetic fields. From this short introduction
to ferromagnets, it is clear that their magnetic properties must be analyzed on a wide
range of length scales. These length scales range from describing elementary magnetic
moments on the atomic scale to the average magnetization of a bulk magnetic sample
(mm scale). As such, a general description of the global magnetic properties based on
the elementary magnetic moments using modern computer systems is not feasible [8].
In this section, we consider primarily the length scales from 100 nm to 20 µm, as this
is the range accessed by neutron grating interferometry, the primary experimental
technique used in this thesis. According to [8], this length scale is in the transition
regime between micromagnetics, which describes the internal structure of domain
walls, and magnetic domain theory, governing the distribution of magnetic domains.
In the following, we will discuss the basics of both theoretical principles to understand
the acquired data. Here we summarize the descriptions presented in [8], [14], and [15],
a more in-depth derivation may be accessed there.

5



6 2. Theory

2.1.1. Energy due to magnetic interactions in a ferromagnet

It is important to note that micromagnetics and domain theory are based on the
same variational principle derived from thermodynamics, in [16, 17]. It describes the
(reduced) magnetization vector m(r) = M(r)/Ms of a ferromagnet depending on its
magnetic material parameters, the geometry, and external influences, i.e., applied
magnetic field or applied strain. m(r) is chosen such that the total magnetic energy
reaches an absolute or local minimum under the condition m2 = 1. Following as a
consequence of the minimum energy principle, the torque on the magnetization has to
vanish. The torque is calculated from the variational principle. The total energy in a
ferromagnet is given as [8]:

Etot = Ex + Ean + Ez + Est + Eme . (2.1)

Etot consists of five energy contributions: the exchange interaction energy Ex, the
anisotropy energy Ean, the Zeeman energy Ez, the stray field energy Est and the
magnetoelastic energy Eme.
The energy Ex describes the preference for parallel alignment of neighboring elementary
magnetic moments in a ferromagnet. Accordingly, variations in M cause an energy
penalty, described by the following expression [16]:

Ex = A
∫
V

(∇m)2 dV , (2.2)

where A is the exchange stiffness constant and V is the sample volume. For a cubic
or isotropic material, A is a scalar, while hexagonal or other lower symmetry crystals
require A to be a vector. Typical values for A are in the order of 10 pJ m−1 [18]. Also,
Eq. 2.2 can be rewritten to [16, 19]:

Ex = A
∫
V

(
(∇m1)2 + (∇m2)2 + (∇m3)2) dV , (2.3)

where mi denotes the orthogonal components of m. Eqs. 2.2 and 2.3 are derived
from the isotropic Heisenberg interaction s1 · s2 between neighboring magnetic spins
si , considering only nearest neighbor interactions [8]. A full derivation may be found
in, e.g., [20].
The magnetic anisotropy energy of a ferromagnet depends on the orientation mismatch
between the direction of magnetization M and the crystal axes. The (magnetocrys-
talline) anisotropy energy Ean describes the underlying spin-orbit interactions. While
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magneto dipolar interaction may also contribute to Ean [21, 22], its influence is gener-
ally small and vanishes for ideal cubic and hexagonal lattices [20]. For a cubic crystal
E c

an may be expressed by [8]:

E c
an = Kc1

(
m2

1m2
2 + m2

1m2
3 + m2

2m2
3
)

+ Kc2m2
1m2

2m2
3 . (2.4)

Here mi denotes the components of the magnetization vector along the cubic axes.
Kc1 and Kc2 are material constants. Kc2 and other higher order terms can usually be
neglected [8]. The value Kc1 is in the range ±104 J m−3, while its sign determines
the easy axes for magnetization, either ⟨100⟩ or ⟨111⟩. The easy axes are the
crystallographic directions favored by the M orientation.
The Zeeman energy Ez is the energy due to interaction with an external magnetic field
Hext. Ez is defined as:

Ez = −µ0

∫
V

M · HextdV , (2.5)

with µ0 = 4π · 10−7 N A−2 being the vacuum permeability. Hext causes a torque on
the magnetization direction and tries to align it along its direction.
The stray field energy is connected to the demagnetizing stray field Hd generated by
the magnetization M:

Est = −1
2

∫
V

Hd · MdV (2.6)

The stray field Hd can be derived from magnetostatics using potential theory [8]. Here
we introduce the volume charge density λV and the surface charge density σS:

λV = −∇ · m, σs = m · n , (2.7)

with n as the outward directed surface normal. Using these quantities, we can determine
the potential of the stray field Ud(r) by integration over r′:

Ud(r) = Ms
4πµ0

[∫ λV(r′)
|r − r′|

dV ′ + σS(r′)
|r − r′|

dS ′
]

. (2.8)

The stray field Hd is then given by:

Hd = −∇Ud(r) . (2.9)
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The integrations ∫ dV ′ and ∫ dS ′ extend over the volume and surface of the sample,
respectively. Hd is caused by inhomogeneities in M. Est penalizes magnetic volume
(λV) or surface (σS) charges.
The last contribution in Eq. 2.1 is the magnetoelastic energy Eme. This contribution
results from the magnetostriction effect [23], where the magnetization of a stress-free
sample causes a change in dimensions. From a purely phenomenological point of view
Eme is given by [14]:

Eme =
∫
V

emedV , (2.10)

where eme denotes the magnetoelastic energy density. The general calculation of eme in
deformable ferromagnets is a complex task, as all previously considered components of
the total energy of a ferromagnet depend on the lattice distortions and hence contribute
to the magnetoelastic energy [8]. The magnetocrystalline anisotropy causes the most
important contribution. This contribution causes i) the sensitivity of magnetic materials
to stress and ii) an additional volume energy term to magnetization configurations not
consisting of solely anti-parallel domains. An in-depth analysis of calculation methods
for the magnetoelastic contribution can be found in, e.g., [8] and [23]. In case of cubic
crystals the magnetoelastic energy density ec

me can be expressed as [18]:

ec
me = −3

2λ100

3∑
i=1

σiim2
i − 3

2λ111
∑
i ̸=j

σijmimj . (2.11)

Here λ100 and λ111 are the saturation magnetostriction constants along the subscripted
crystallographic axis, mi denote the Cartesian components of the magnetization vectors,
and σ is the stress tensor caused by defects or external stresses. The values for λ

range from 10−3 to 10−6 [14].

2.1.2. Balance of torque

The total magnetic energy in a ferromagnet can be considered as a functional of its
magnetization state,

Etot = Etot(M(r)) . (2.12)
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For an equilibrium magnetization, a (local) minimum has to be reached, hence variations
of Etot have to vanish:

δEtot = δ(Ex + Ean + Ez + Est + Eme) = 0 (2.13)

Here the variational calculus leads to nonlinear partial integrodifferential equations in
the bulk magnetization and complex boundary conditions for surface magnetization
[18, 23]. As our interest is in the magnetic microstructure of bulk magnetic samples,
we restrict the equations to the bulk equilibrium conditions. In static equilibrium, the
torque on the magnetization vector M(r) due to an effective magnetic field Heff(r)
vanishes inside the material [18, 23].

M(r) × Heff(r) = 0 (2.14)

The effective magnetic field Heff(r) consists of the applied magnetic field H0 (connected
to Ez), the stray field Hd(r) (connected to Est), the magnetic anisotropy field Hp(r)
(connected to both Ean and Eme and the exchange field Hex (connected to Ex) [14]:

Heff(r) = H0 + Hd(r) + Hp(r) + Hex (2.15)

Here we assume that the external field is uniformly applied. Furthermore, as briefly
discussed in Sec. 2.1.1, the magnetoelastic and magnetocrystalline energy contributions
are deeply connected. Hence they are combined in the magnetic anisotropy field. The
exchange field is defined as [19]:

Hex
2A

µ0M2
s

∇2M = l2
MM , (2.16)

where lM is the micromagnetic length scale for magnetostatic interaction and ∇2

the Laplace operator of a vector field f given by ∇2f = {∇2fx ,∇2fy ,∇2fz}. For the
following derivations, we assume that the applied magnetic field H0 is parallel to ex

and the material is close to saturation. We can express the magnetization as follows:

M(r) = {Mx(r) ≈ Ms , My(r) ≪ Ms , Mz(r) ≪ Ms , } (2.17)

We assume that the local magnetization in the material is a function of r [24, 25]:

Ms(r) = Ms(1 + Im(r)) . (2.18)
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Here, Im is an inhomogeneity term with a small magnitude describing the local variation
of Ms . The term is chosen so that the average Im over the sample volume vanishes.
For further derivations, we will work in the Fourier space. Hence we define the Fourier
transform F̃ (q) of a continuous function F (r):

F̃ (q) = 1
(2π)3/2

∫
V

F (r) exp (−iqr)dV . (2.19)

Here q denotes the wavevector. We can now write for the Fourier transformed
magnetization M̃(q):

M̃(q) = {Ms(δ(q) + Ĩm(q)),M̃y(q),M̃z(q)} (2.20)

In this thesis, we only consider first-order contributions of Im. A derivation including
second-order contributions can be found in Ref. [25]. We can rewrite the magnetic
fields from the balance of torque equation into their Fourier transforms. For the
exchange field the Fourier transform H̃ex is:

H̃ex(q) = −l2
mq2{Ms Ĩm,M̃y ,M̃z} (2.21)

For the stray field the Fourier transform H̃d(q) is given by [14, 25]:

H̃d(q) = Hiδ(q)ex − q · (q · M̃(q))
q2 (2.22)

Here we assume a sample near saturation magnetization with an ellipsoidal shape and
H0 directed along a principle axis of the ellipsoid. Under this assumption, we can write
the internal magnetic field Hi = H0 − NdMs , where Nd denotes the demagnetization
factor. In the first order approximation of Im, the x -component of the magnetic
anisotropy field Hp(r) causes no torque on the magnetization vector [25]. Hence the
Fourier transform of Hp(r) can be written as:

H̃p(q) = {0, H̃p,y(q),H̃p,z(q)} (2.23)

Hp(r) contains information about crystallite size, inhomogeneity of the lattice strain,
and crystallographic texture [26]. The source of the magnetic anisotropy (magne-
tocrystalline or magnetoelastic) is not differentiated. As a result of the condition
|M| = MS , Hp(r) has only two independent components. Using the balance of torque
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equation (Eq. 2.14) and Eqs. 2.21, 2.22 and 2.23 we can solve for the magnetization
components M̃y and M̃z [15, 27]:

M̃y =
p
(
H̃p,y

[
1 + p q2

z
q2

]
− Ms Ĩm qy qx

q2 − H̃p,z
qz qy
q2

)
1 + p q2

z +q2
y

q2

(2.24)

and

M̃z =
p
(

H̃p,z

[
1 + p q2

y
q2

]
− Ms Ĩm qz qy

q2 − H̃p,y
qz qy
q2

)
1 + p q2

z +q2
y

q2

. (2.25)

Here we introduced the dimensionless function p:

p(q,Hi) = MS

Heff(q,Hi)
, (2.26)

which depends on the effective magnetic field Heff:

Heff = (1 + l2
Hq2)Hi . (2.27)

Please note that this Heff is not equal to the one used in Eq. 2.14. The value lH
denotes the micromagnetic exchange length of the magnetic field, describing the size
of inhomogeneously magnetized areas around lattice defects.

2.2. Neutron scattering

In the following section, the theoretical description of neutron scattering under (ultra)-
small-angles ((U)SANS) is discussed. We focus on the concepts and equations necessary
to understand the results presented in this thesis and omit a complete derivation from
the first principles for brevity. A basic introduction to neutron scattering may be found
in, e.g., Sivia [28], while an in-depth derivation is provided by, e.g., Squires [29].
The standard introduction to nuclear neutron scattering is to consider the interaction
between single scattering centers and neutrons. As neutrons interact via the strong
force, such a scattering center is an atomic nucleus. The bound coherent scattering
length bc describes the scattering probability. The specific isotope and the spin of the
neutron define this parameter. Considering the standard case of scattering thermal or
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cold neutrons 1 off the atomic crystal lattice, the scattering can be simplified to be
isotropic and point-like. In this case, the neutron wavelength λN, which is typically in
the Ångstrom range, is much larger than the interaction range of the nuclei (≈ 10−4 Å).
In most scattering experiments, λN is in the same order of magnitude as the lattice
spacing. Like electromagnetic waves, this leads to the well-known interference effects
used in diffraction experiments. As the neutron has a magnetic moment µn, it also
interacts with the magnetization field M(r) generated by the nucleus and the electron
shell. The interaction range of the magnetization field is long compared to nuclear
interaction. Hence the magnetic interaction cannot be assumed to be point-like and
isotropic.
The NGOES samples probed in this thesis typically have a grain diameter around 80 µm
[30], with a diameter of the magnetic domains around 3 µm. These length scales show
scattering in the (U)SANS regime, which will be the focus of the two following sections.
First, we will discuss the case for nuclear scattering under small angles, where we will
use the well-understood example of monodisperse spherical particles. Afterward, we
will discuss scattering caused by spin-misalignment.

2.2.1. Nuclear neutron scattering under small angles
For the length scales in the micrometer range (≈ size of the magnetic domains)
considered in this thesis, the nuclear and magnetic properties relevant for scattering
are described by a continuous scattering length density per unit volume ρ(r) as the
atomic positions are not relevant anymore. Typically such a description is valid for
nano- and microparticles and, in some cases, for superconducting vortex matter and
magnetic domains.
As such, we can write the differential scattering cross-section as follows:

dσ (q)
dΩ =

∫
V

∫
V

ρ(R)∗ρ(R + r)dR
 exp (−iq · r) dr . (2.28)

The ∗ denotes the complex conjugate, as the definition includes the option of ρ being a
complex number. This definition of the scattering cross-section assumes the scatterer
to be in a vacuum, i.e., surrounded by a scattering length density of zero. In most
cases, this assumption is incorrect, and a material with a non-zero scattering length
density surrounds the scatterer. Typical cases for such systems are colloids. In such

1 It should be noted that the transition between thermal and cold neutrons is gradual.
There is no strictly defined cut-off wavelength [29].
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cases the contrast of the scattering length density ∆ρ (r) is used to describe the
scattering at a given position r :

∆ρ (r) = ρ (r) − ρ (2.29)

Here ρ is the mean value of ρ (r) in the interaction volume of the scattered neutron.
Using this definition in Eq. 2.28, we can define the differential scattering cross-section
for the scattering length density contrast:

dσ (q)
dΩ =

∫
V

∫
V

∆ρ(R)∗∆ρ(R + r)dR
 exp (−iq · r) dr (2.30)

=
∫
V

γ(r) exp (−iq · r) dr . (2.31)

The inner integral denotes the autocorrelation function (γ(r)). We can describe the
autocorrelation function geometrically as the overlap of a scatterer with a copy of itself
shifted by the vector r . Fig. 2.1 a) provides a visual example of the autocorrelation
function of an individual spherical particle. Due to its definition, the maximum of the
autocorrelation function is at r = 0, and its value decreases to zero when r is larger
than the particle diameter. In the (U)SANS regime, we can neglect the momentum
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Figure 2.1.: a) Spherical particles as an example of the correlation function γ. The
overlap of the particle with itself, displaced by a vector r , defines γ(r). b) Result of
γ(r) and G(r), corresponding to the sketch in a).

transfer in the direction of the neutron beam (z−axis) qz . Hence, we can restrict the
scattering to qz = 0, which does not allow to gather structural information parallel to
the beam direction. To account for this, a second correlation function G is defined:

G(x ,y) =
∫

γ(x ,y ,z)dz =
∫ dσ (q)

dΩ (qx ,qy ,0) exp (i (qxx + qyy)) dqxdqy (2.32)
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We only acquire the scattering intensity in an experiment, not the complex scattering
amplitude. This lack of information prevents the unique identification of ρ(r) but
allows the determination of the autocorrelation function. As will be discussed in
Sec. 3.2, neutron grating interferometry only detects scattering perpendicular to the
grating lines, resulting in a slit-smearing of the differential scattering cross-section(

dσ(q)
dΩ (qx)

)
slit

. Hence, the one-dimensional correlation function measured by nGI can
be described as follows:

G(x) = G(x ,y = 0) =
∫ dσ (q)

dΩ (qx ,qy ,0)dqy exp (i (qxx)) dqx (2.33)

=
∫ (

dσ (q)
dΩ (qx)

)
slit

exp (i (qxx)) dqx . (2.34)

We visualize the different correlation functions in Fig. 2.1 b) using the case of an
isolated sphere with a homogeneous scattering length density. For a sphere, the
correlation function can be solved analytically [31]:

G(x) = 2πR4ℜ

[1 −
( x

2R

)2] 1
2
[
1 + 1

2

( x
2R

)2]

+ 2
( x

2R

)2 (
1 − x

4R

)2
ln


x

2R

1 +
(

1 −
(

x
2R

)2) 1
2


 (2.35)

Restricting G(x) to the real part in the above equations ensures that for x > 2R , G(x)
equals zero as the function becomes imaginary. The typical procedure for evaluating
scattering data generated by an ensemble of discrete scattering centers is to divide the
scattering cross-section between the form factor F and the structure factor S. Here,
the form factor describes the scattering caused by an isolated scattering center. The
structure factor, in contrast, contains information about the interference of neutrons
scattered by the distribution of scattering centers in the whole ensemble. An example
of such a system is a colloid. Depending on the volume fraction of the particles in
the solution, the structure factor becomes more or less important. In the case of
an isolated sphere, the structure factor is equal to unity and does not influence the
scattering.
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2.2.2. Magnetic spin-misalignment scattering under small angles

In electrical steel sheets, the typical grain size is in the 10 µm range, corresponding
to a typical size of the magnetic domains in the low micrometer range. Such a
structure size results in the case of cold neutrons in scattering angles in the range of
0.001°. This regime of scattering angles is called ultra-small-angle neutron scattering
(USANS). The following will present the theory used to describe magnetic scattering
in electrical steel, starting from an unpolarized neutron beam. Variations in both the
orientation or magnitude of the magnetization M cause magnetic (U)SANS. Typical
SANS instruments measure the macroscopic differential scattering cross-section dΣ

dΩ .
This cross-section is next to the nuclear contribution, a function of the magnetization
Fourier coefficients M̃(q), which in turn depend on the magnetic interactions (i.e.,
exchange, magnetic anisotropy, and magnetoelastic interaction) and external magnetic
field. Micromagnetic theory allows us to calculate the spin structure on a length scale
accessible to (U)SANS. Hence we can use it to calculate the magnetic cross-sections.
Assuming an unpolarized neutron beam without spin resolution, the differential scat-
tering cross-section can be written as [14]:

dΣ
dΩ(q) = 8π3

V b2
H

(
|Ñ|2

b2
H

+ |M̃z |2 + |M̃x |2 sin2 θ + |M̃y |z cos2 θ

−(M̃xM̃∗
y + M̃yM̃∗

x ) sin θ cos θ
)

. (2.36)

Here q is the scattering vector, V is the scattering volume, and bH is a constant
relating the atomic magnetic moment to the Bohr magneton. Ñ(q) and M̃(q) are
the Fourier coefficients of the nuclear scattering length density and the magnetization
M̃(r), respectively. θ denotes the angle between H0 and q, where q can be written
as q ∼= q{sin θ, cos θ,0}. Also, ∗ denotes the complex conjugate of the respective
quantity. Here we assume that the flight path of the neutron is along the z-axis with
the magnetic field along the x -axis.
Considering a strong enough magnetic field, i.e., a saturation of the magnetization,
the magnetization is M(r) = {Ms(r),0,0}. In this case, dΣ

dΩ(q) is only influenced by
the nuclear scattering and scattering due to the saturation magnetization contrast and
reduces to the residual scattering cross-section:

dΣres
dΩ (q) = 8π3

V
(
|Ñ| + b2

H |Ms |2 sin2 θ
)

. (2.37)



16 2. Theory

Accordingly, we can write dΣ
dΩ(q) for non-saturating magnetic fields as [15, 32]:

dΣ
dΩ(q) = dΣres

dΩ (q) + dΣM
dΩ (q) , (2.38)

where dΣM
dΩ (q) denotes the spin-misalignment SANS cross-section.

dΣM
dΩ (q) = 8π3

V b2
H

(
|M̃z |2 +

(
|M̃x |2 − |M̃s |2

)
sin2 θ + |M̃y |z cos2 θ

−(M̃xM̃∗
y + M̃yM̃∗

x ) sin θ cos θ
)

(2.39)

Close to saturation M̃x ≈ M̃s , hence dΣM
dΩ (q) reduces to:

dΣM
dΩ (q) = 8π3

V b2
H

(
|M̃z |2 + |M̃y |z cos2 θ − (M̃xM̃∗

y + M̃yM̃∗
x ) sin θ cos θ

)
. (2.40)

The above equation contains the scattering due to transverse spin components, which
is related to the Fourier amplitudes M̃y(q) and M̃z(q). Additionally, the cross term
(M̃x − M̃y ) results in a dependence of dΣM

dΩ (q) on spatial variations of the longitudinal
Fourier component. We note that dΣM

dΩ (q) may show strong angular anisotropy not
only dependent on the functions cos2 θ and sin θ cos θ but also the Fourier components
may be anisotropic [14, 15].

Micromagnetic approach in magnetic spin-misalignment small angle
scattering

As noted before, micromagnetic theory can be used to compute the spin structure
on the length scale probed by (U)SANS. Hence we can express dΣM

dΩ for unpolarized
spin-misalignment using micromagnetic calculations, hence connecting information
about the exchange stiffness constant and the magnetic anisotropy with neutron
scattering. Finally, we can calculate the (slit-smeared) magnetic correlation function
GM(x ,y) from the magnetic scattering cross-section, which can later be used to analyze
the data gathered using neutron grating interferometry.
Using micromagnetic calculations and a spin-misalignment approach, dΣM

dΩ (q) can be
written as [33]:

dΣM
dΩ (q) = SH(q)RH(q,Hi) + SM(q)RM(q,Hi) . (2.41)
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Here, we have the anisotropy scattering function SH(q) and the scattering function
of the longitudinal magnetization SM(q). Both are given in cm/sr. Corresponding to
these two functions are the dimensionless micromagnetic response functions RH(q, Hi)
and RM(q, Hi). SH(q) is defined as:

SH(q) = 8π3

V b2
H |H̃p|2 (2.42)

and depends on the Fourier coefficient H̃p(q) of the magnetic anisotropy field. SM(q)
contains information about the jump of magnetization at internal interfaces and is
defined as:

SM(q) = 8π3

V b2
H |M̃z |2 . (2.43)

The dimensionless micromagnetic response functions are defined as:

RH(q,θ,Hi) = p2

2

(
1 + cos2 θ

(1 + p sin2 θ))2

)
(2.44)

and

RM(q,θ,Hi) = p2 sin2 θ cos4 θ

(1 + p sin2 θ)

2

+ 2p sin2 θ cos2 θ

1 + p sin2 θ
. (2.45)

p is the same dimensionless function p(q,Hi) dependent on the effective magnetic field
Heff(q,Hi) as introduced in Eq. 2.26. For better readability we reproduce the function
here:

p(q,Hi) = Ms

Heff(q,Hi)
, (2.46)

with

Heff(q,Hi) = Hi(1 + l2
Hq2) . (2.47)

Heff(q,Hi) in turn depends on the internal field Hi

Hi = Happ − NdM and (2.48)
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the exchange length

lH(Hi) =
√

2A
µ0MsHi

(2.49)

RH and RM depend on the angle θ due to the magnetodipolar interaction. The
ratio Hp/∆M, q, and Hi define the various anisotropies, which may be seen on a
two-dimensional SANS detector [33]. Performing an azimuthal average average of Eq.
2.41, the response functions simplify to:

RH(q,θ,Hi) = p2

4

(
2 + 1√

1 + p

)
(2.50)

and

RM(q,θ,Hi) =
√

1 + p − 1
2 . (2.51)

To define a model for SH and SM , we assume that our samples are statistically isotropic,
nearly saturated, and exhibit small spatial fluctuations of the saturation magnetization
and the magnetic anisotropy function. Such a system reduces its dependence to
the magnitude of the scattering vector q = |q|. We simplify the system further by
considering only a monodisperse system and assume that H̃2

p (q) and M̃2
z (q) are defined

by the same single-particle form factor P(q) and structure factor S(q) [34]:

H̃2
p (q) =

H2
p

(8π)3 V 2
p P(q)S(q) (2.52)

and

M̃2
z (q) = (∆M)2

(8π)3 V 2
p P(q)S(q) (2.53)

Here Vp is the particle volume, and we choose to use for the sphere form factor P(q):

P(q) = 9 j2
1 (qR)
(qR)2 , (2.54)

where j1 is the first-order spherical Bessel function. We note that the characteristic
structure sizes of H̃2

p (q) and M̃2
z (q) are not necessarily identical. Respectively, H̃2

p (q)
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is related to the volume of the uniform magnetic anisotropy field and M̃2
z (q) to the

volume of uniform saturation magnetization.
Assuming H̃2

p(q) and M̃2
z (q) have the same size and shape. This relation simplifies

their relation to a constant prefactor. Effectively, they then depend on the ratio
Hp/∆M, where Hp is the mean anisotropy field and ∆M the change in magnetization
at internal interfaces. Hp/∆M then defines the angular anisotropy, the asymptotic
power-law dependence of dΣM/dΩ and the characteristic decay length of fluctuations
of the spin-misalignment [32].

Micromagnetic correlation function
In analogy to the nuclear correlation function (G(x ,y)) defined in Eq. 2.32 for the
nuclear cross-section, we can define the magnetic correlation function GM(x ,y) of the
spin-misalignment cross-section dΣM

dΩ (q), i.e., [15]:

GM(x ,y) = 1
8π3

∫ dΣM
dΩ ((qx ,qy ,0)) exp(i(qxx + qyy))dqxdqy (2.55)

We note that this description of the correlation function is not an autocorrelation
function as in G(x ,y). While the magnetic correlation function may be defined as an
autocorrelation function of the spin-misalignment as shown in Refs. [15, 35–37], this
result does not correspond to an experimentally accessible quantity, such as dΣM

dΩ (q).
Like the nuclear correlation function in Eq. 2.34, the magnetic correlation function
GM is also slit-smeared during nGI measurements. Hence, GM can be simplified for
one-dimensional data to [15]:

GM(x) =
∫ (

dΣM
dΩ (qx)

)
sin(qxx)

qxx q2
xdqx (2.56)

Together with the micromagnetic scattering functions shown in this section, we will
use this equation in Sec. 5.3 to analyze the size of the magnetic domains of NGOES.





3 Experimental Techniques

3.1. Neutron imaging

Neutron imaging is a non-destructive method providing information about the internal
structure of a sample [38]. The material contrast of neutrons is determined by the
specific atomic core structure of the material as they interact with the nucleus but
not the electron hull. Neutrons interact strongly with several light elements such
as hydrogen, lithium, or boron, while heavier elements such as aluminum, iron, and
lead show comparably less interaction [39]. Neutron imaging has a large variety of
applications in condensed matter physics [40–43], materials science [44–47], engineering
[48–50], medicine [51] and cultural heritage [52–54]. Due to the often complementary
contrast of neutrons and X-rays, neutron imaging is also used alongside X-ray imaging
to obtain additional information [55, 56] about a sample.
Fundamentally, neutron imaging functions similarly to a pinhole camera. The neutron
source, which may be a moderator or the exit of a neutron guide, is aligned with a
pinhole-type collimator, sample and a spatially resolved detector. Fig. 3.1 illustrates
this principle. The distance between the collimator and the sample collimates the
neutrons. A spatially resolved neutron detector detects the neutrons passing through
the sample. The inner structure of a sample determines the attenuation of the neutron
beam, generating an intensity contrast. Detectors used in neutron imaging typically

Dc

Lcs

dD

Lsd

Collimator Sample Detector

Scintillator

Camera

M
irrorn

Figure 3.1.: Sketch of a neutron imaging beamline. The distance between the collimator
and the sample Lcs collimates the neutrons. A spatially resolved neutron detector detects
the neutrons passing through the sample. The collimator diameter Dc, the distance
between sample and detector Lsd and Lcs defines the smearing of the sample on the
detector dD according to Eq. 3.1. The detector typically consists of a scintillation
screen, transforming the neutron image into a visible light image, an optical system
comprising at least one mirror and a lens, and a camera.

21
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comprise a scintillation screen, an optical system, including at least one mirror, a lens,
and a scientific CMOS or CCD camera. The scintillation screen converts neutrons into
visible light generating an optical image from the transmitted neutron intensity. This
image is then recorded using the optical system and the camera.
Next to the achievable contrast due to attenuation, spatial resolution is the most
crucial characteristic in imaging. In a neutron imaging beamline, there are two distinct
contributions to the spatial resolutions to consider: the geometric resolution of the
beamline and the resolution of the detector. The smearing of a single point in the
sample on the detector by the beam divergence constrains the geometric resolution.
The smearing is defined by the collimator diameter Dc, the distance between the
collimator and sample Lcs, and the sample-to-detector-distance (SDD) Lsd. The
maximum diameter dD of smearing can be calculated using the following equation:

dD = Dc
Lcs

Lsd . (3.1)

Fig. 3.1 shows a graphical representation of this equation. Accordingly, reducing Lsd
or increasing the ’L/D’-ratio Lcs/Dc

1, improves the geometrical resolution. Increasing
Lcs/Dc also decreases the neutron flux at the sample position. Hence a compromise
between resolution and neutron flux has to be chosen.
The camera, the optical system and the scintillation screen influence the detector
resolution. Currently a resolution in the low µm range can be achieved [57–61].

3.2. Neutron grating interferometry
Neutron grating interferometry (nGI) is a relatively recent addition to neutron imaging
[62]. It enables the spatially resolved, simultaneous analysis of the transmission- (TI),
the differential phase contrast- (DPCI) and the scattering/dark field image (DFI) of
a sample [63, 64]. Particularly the DFI has received great interest as a method to
spatially resolve ultra-small-angle-scattering of neutrons (USANS) caused by a variation
of the nuclear and magnetic scattering length densities in the micrometer regime. The
working principle of nGI is the generation of an interference pattern using gratings and
subsequently analyzing the alteration of the pattern caused by a sample. nGI-setups
can be classified according to the method of generating and analyzing the interference
pattern. The most common type is the Talbot-Lau type interferometer based on the

1 The subscripts in Lcs/Dc were introduced to differentiate the geometrical resolution from
a corresponding ratio used to describe neutron grating interferometry (Sec. 3.2).
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Talbot-Lau interference effect. Such interferometers consist of two absorption gratings
and one phase shifting grating [13, 62, 65–67]. A rarer type of interferometer is the
far-field interferometer consisting of two [68] or three [69] phase-shifting gratings.
Below we give a detailed explanation of Talbot-Lau interferometry.
Typical applications are the analysis of defects in additively manufactured samples [12,
13], investigation of magnetic domains in bulk ferromagnets [64, 65, 70], visualization
of magnetic fields [71] and analysis of the vortex lattice domains in superconductors
[11, 72–75]. Recently, nGI operation also shifted from purely qualitative analysis of
the presence of microstructures in a sample towards a quantitative tool, allowing to
analyze the orientation and size of microstructures spatially resolved[67, 76–79].

3.2.1. Principles of Talbot-Lau neutron grating interferometry
The Talbot-Lau interference effect is the basic principle of a Talbot-Lau interferometry
setup (TLI-setup), where a phase grating G1 introduces a phase modulation into a
sufficiently coherent (spatial and temporal) neutron beam. Downstream of the grating,
the phase modulation transforms into a pure phase or intensity modulation in regular
intervals. A mixture of phase and intensity modulation is observed between these
intervals. The distances where a pure phase or intensity modulation is observed are
called the fractional Talbot distances d . The following equation defines the distances
[80]:

d = n · M p2
1

2λη2 . (3.2)

Here n denotes the order of the fractional Talbot distance, where odd (even) n results
in a pure intensity (phase) modulation respectively. p1 is the period of the phase
grating G1 and λ the incoming wavelength. Here η = 1 and η = 2 accounts for a
π/2- and a π-shifting phase grating, respectively. A π-shifting phase grating doubles
the frequency of the interference pattern with respect to the frequency of the phase
grating. M is the magnification effect of a conical neutron beam resulting from the
pinhole geometry. In an ideal case, only the phase grating is necessary to generate
and analyze the interference pattern. In this case, we define the ideal case as a highly
monochromatic neutron beam with perfect spatial coherence. Furthermore, we assume
a detector capable of directly resolving the interference pattern. Placing such a detector
at an odd fractional Talbot distance allows us to analyze the generated interference
pattern. Introducing a sample into the neutron beam changes the pattern depending
on the effect of the sample. Attenuation in the sample reduces both the mean intensity
as well as the amplitude of the interference pattern. Refraction introduces a phase
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shift while scattering reduces the amplitude without changing the mean intensity.
However, a sufficiently spatially coherent beam would require an infinitesimally small
Dc in a real interferometer, reducing the neutron flux below practical limits. While
current detector technology can resolve structures in the low µm range, the field of
view is limited to a few mm. In contrast, standard neutron velocity selectors can easily
achieve the required temporal coherence. We use two additional absorption gratings
(G0 and G2) to overcome the aforementioned limitations. G0 increases the incident
intensity with the required spatial coherence while G2 allows to analyze the interference
pattern. Fig. 3.2 illustrates the main components of a TLI-setup inside an imaging
beamline. The source grating G0 ensures spatial coherence of the neutron beam in one
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Figure 3.2.: Illustration of a TLI-setup in an imaging beamline consisting of the source
grating G0, the phase grating G1 and the analyzer grating G2. The sample is typically
placed between G1 and G2. The collimator and detector are part of the imaging beamline.
The figure is already published in [65].

direction by imprinting a line pattern on the neutron beam, creating an array of line
sources. The width of every line source is chosen to be small enough that neutrons
from each line source are coherent while incoherent compared to the rest of the line
array. The TLI-setup parameters define the period of the line source (see Eq. 3.3). As
noted before, an interferometer could also achieve spatial coherence by reducing the
collimator of the imaging beamline, but as a result, the neutron intensity decreases
below practical values.
Analyzing the scattering in the USANS regime requires an interference pattern with
a periodicity in the low micrometer range. This periodicity is below the typical
spatial resolution of an imaging detector with a medium to large field of view (≈
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80 mm × 80 mm). The analyzer grating G2 allows to analyze the interference pattern
generated by G1. The periodicity of G2 matches the periodicity of the interference
pattern. G2 blocks parts of the interference pattern, e.g., the minima, and allows others
to pass, e.g., the maxima. Step-wise translation of one of the gratings perpendicular
to the grating lines shifts the whole interference pattern. We analyze the resulting
intensity modulation in every detector pixel, recovering the generated interference
pattern. Ideally the pahse grating G1 is moved as the absorption gratings G0 and G2,
may produce, at high Lcs/Dc ratios, additional oscillations distorting the measured
signal [81]. This type of scan is called stepping or nGI-scan. An exemplary scan is
presented in Fig. 3.3 b) and c).
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Figure 3.3.: a) Sketch of DFI generation due to USANS caused by a sample. At the
position of G2, an intensity modulation (black sine) is generated by the phase grating
G1. In the sample (gray rectangle), neutrons (orange) are scattered and reduce the
intensity modulation (red sine). Moving one of the gratings shifts the intensity pattern,
causing an intensity modulation in every detector pixel. b) Example of an nGI-scan
using an embossed electrical steel sheet. Shown are the ten raw images (grayscale)
of a scan. In d), the evaluated DFI is shown in color. Please note the evaluated DFI
has been rotated clockwise by 90°. In c), the intensity oscillation in a reference (blue),
a non-embossed (red) and an embossed area (green) in the electrical steel sheet are
shown.

For an optimal performance of the nGI, the inter-grating distances, periods of the
gratings and the neutron wavelength have to adhere to specific relations. The
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interference pattern created by every line source generated by G0 has to be projected
constructively onto the periodic profile of G2 according to the intercept theorem [82]:

d
L = p2

p0
. (3.3)

L and d denote the distance between G0 and G1 and G1 and G2, respectively. p0 and
p2 are the periodicities of G0 and G2, respectively. Furthermore, the periodicity of G2
needs to match the periodicity of the magnified (M) interference pattern created by
G1 [80]:

p2 = L + d
L

p1
η

= M p1
η

. (3.4)

Together Eq. 3.2, 3.3 and 3.4 govern the relation of grating periods, inter grating
distances and wavelength of a TLI-setup. Deviating from these three relations should
be avoided as it reduces the contrast of the interference pattern (visibility) or the
appearance of Moirè fringes. The fractional Talbot-order n in Eq. 3.2 can be chosen
according to the desired correlation length ξGI range of the setup and the allowed
G1-G2 distance.
The correlation length ξGI is defined as [76]:

ξGI =
λLeff

sg
p2

, (3.5)

where Leff
sg is the effective sample-to-grating (G2) distance. Leff

sg depends on the
placement of the sample with respect to G1 and is calculated by [80]:

Leff
sg =

(L + d − Lsg)d
L for Lsg > d

Lsg for Lsg < d
, (3.6)

dependent on the sample to grating (G2) distance Lsg. Accordingly, placement of
the sample between G1 and G2 allows to tune the correlation length ξGI linearly by
adjusting Lsg. In contrast, a placement between G0 and G1 significantly reduces the
effect of Lsg on ξGI. Additionally, a variation of the correlation length by changing λ is
possible. We will discuss the correlation length in more detail in Sec. 3.2.2.
Depending on the grating position xGI perpendicular to the neutron beam and the
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grating lines, the intensity oscillation in every pixel (k ,l) of the detector is described
by [83]:

I (xGI,k ,l) = a0 (k ,l) + a1 (k ,l) cos
(

2πxGI
pi

− φ (k ,l)
)

, (3.7)

here a0(k,l) is the mean value, a1(k,l) the amplitude and φ(k,l) the phase of the
oscillation. Using fitting algorithms [84, 85], a0(k ,l), a1(k ,l) and φ(k ,l) are determined.
From these parameters, we can calculate TI, DPCI and DFI :

TI(k ,l) = as
0(k ,l)

ar
0(k ,l) (3.8)

DPCI(k ,l) = φs(k ,l) − φr(k ,l) (3.9)

DFI(k ,l) = as
1(k ,l)/as

0(k ,l)
ar

1(k ,l)/ar
0(k ,l) = V s

V r . (3.10)

Here x s and x r denote an nGI-scan with and without a sample, respectively. The
two measurements are required as nGI measures the change in I (xGI,k ,l) due to the
influence of a sample. One important quantity to describe the performance of an
nGI-setup (TLI or other) is the visibility V which is the ratio between a1(k,l) and
a0(k ,l), i.e., the ratio of the extrema of the intensity oscillation to its average.
The transmission image (TI) records the attenuation of neutrons in a sample and
corresponds to the transmission measured by standard radiography. The differential
phase contrast image (DPCI) denotes the phase shift of the interference pattern due
to the sample. In the context of this thesis, neither the TI nor the DPCI has an
application in the analysis of the magnetic properties of electrical steel. Hence, in the
following, we will only explain the contrast modalities and limitations of the DFI in
detail.

3.2.2. Dark field contrast

The dark-field image (DFI) describes locally resolved the ultra-small-angle-scattering
within a material. Discontinuities in both the magnetic or material microstructure
may cause this scattering. In Fig. 3.3 a), the influence of scattering on the intensity
oscillation is sketched, and d) presents the resulting DFI. We follow an approach
given in Ref. [76] to quantify the DFI. The scattering causes a momentum transfer
q to the neutron resulting in a small deflection of the neutron. Due to the single
dimensionality of nGI, only a momentum transfer qx perpendicular to the grating lines
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may be observed. Corresponding to the momentum transfer qx the neutron is deflected
under the angle ϑ:

ϑ ≈ qxλ

2π
, (3.11)

when considering the small angle approximation (sin ϑ ≈ tan ϑ ≈ ϑ). Hence, qx
corresponds to a shift of the interference pattern along the x-axis, which in turn
translates into a phase shift ∆φ:

∆φ = 2πϑ

p2
Leff

sg . (3.12)

By combining equations 3.11 and 3.12 ∆φ is connected to qx:

∆φ =
λLeff

sg
p2

qx = ξGIqx . (3.13)

The (auto)correlation length ξGI combines the instrument-specific parameters neutron
wavelength λ, period of the analyzer grating p2 and effective sample to analyzer
distance Leff

sg . ξGI describes the length scale the nGI setup is sensitive to. The DFI
has been derived from theory under consideration of multiple scattering and neutrons
passing through without interaction as [76, 86]:

DFI = exp
[
Σt
(

G(ξGI)
G(0) − 1

)]
. (3.14)

Σ denotes the dark field extinction coefficient, t is the sample thickness and G(ξGI)
is the correlation function as defined in equation 2.34 (x = ξGI). Due to the sin-
gle dimensionality of the considered grating systems, G(ξGI) can only be evaluated
perpendicular to the grating lines.

3.2.3. Analysis of the correlation function
From Sec. 3.2.2, we know that the DFI signal is defined by the correlation function
G probed at a specific correlation length ξGI. Hence, scanning a range ofξGI allows
us to gather information about the trend of G , which contains information about the
microstructure of a sample. A change of ξGI requires either a change in λ or in Leff

s .
This approach has previously been used in, e.g., Refs. [67, 77, 79] to determine the
diameter and concentration of colloids in suspension. The range of accessible ξGI is
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restricted by geometric limits (Leff
s ) and the wavelength dependence of the visibility V ,

which are defined by the specific nGI-setup and the neutron spectrum.
In case one adjusts ξGI by detuning from the design wavelength, V decreases as the
Talbot-distance d changes (Eq. 3.2), while the geometric considerations of Eq. 3.3 and
3.4 are wavelength independent. A further problem of correlation length adjustment by
wavelength variation is the limited range of accessible wavelengths. For the ANTARES
beamline wavelengths from 1.6 Å to 6.0 Å [87] are accessible, effectively resulting in
a correlation length range accessible by solely changing the neutron wavelength of
ξmin

GI ≤ ξ ≤ 3.75ξmin
GI (see Eq. 3.5), i.e., less than one order of magnitude. Here ξmin

GI
is the minimum correlation length achieved at a constant Leff

s and λ = 1.6 Å. The
quadratic wavelength dependence of Σ is another effect that causes an additional
change in the DFI signal during scanning of the correlation length [88].
In contrast, a variation of Leff

s allows access to a larger range of correlation lengths.
Provided the geometry of the nGI-setup has been chosen correctly, multiple orders of
magnitude in ξ are accessible [13, 65]. Simultaneously, the nGI-setup may operate
at its design wavelength. A major drawback of adjusting ξGI by Leff

s is the decreased
spatial resolution due to an increased distance between sample and detector when
accessing larger correlation lengths.
As noted in Sec. 2.2, G denotes the overlap of a particle with a copy of itself displaced
by a vector r . As a result, regardless of the exact particle shape, at displacements
larger than the particle dimensions, G decays to zero. Hence, measuring G by probing
it a various ξGI allows us to gather information about the size and shape of the
microstructure in a sample.

Limitations
It is essential to comprehend the limitations inherent in nGI, which are particularly
prevalent during quantitative analysis, to understand the results presented in this
thesis. The most consequential restriction here is the minimum detectable DFI signal
(DFImin). As the DFI signal is the ratio between the sample V s and reference visibility
V r , its value varies between zero and unity. For DFI = 0 to occur, V s has to be zero.
The visibility is the ratio between the amplitude a1 and the mean a0 of the intensity
oscillation generated by the nGI-setup. Hence, for V s to be zero, a1 needs to be zero.
However, an a1 of zero implies zero noise; otherwise, the intensity changes randomly
over an nGI-scan. Effectively, this causes the evaluation algorithms to always result in
non-zero values for V s and the DFI to remain at a non-zero minimum value, regardless
of actual visibility degradation due to scattering. The shot noise defines the minimum
value of V s . Due to the random nature of noise, the recovered oscillation phase is
also arbitrary. Therefore the DPCI can be used to detect such conditions, as it shows
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random noise in areas with minimum DFI signal.
Assuming shot noise caused by the scintillation screen, i.e., neutron detection, is the
dominant noise contribution, a single Poisson distribution can model the strength of
the random variation. For a number of counts N , the standard deviation is given by√

N . Hence increasing the counting time decreases, relative to the signal, the influence
of the noise. We note that depending on the specific detector system, other instances
of noise, e.g., dark current (thermal) and read noise, may also play a significant role in
determining the noise registered during a measurement. Regardless of the noise source,
noise in an nGI-scan will cause slight variations in recorded intensity even without an
intensity oscillation caused by the nGI-setup. In the following, we will analyze the
effect of Poisson noise on the intensity oscillation. The effect we consider relates to
but differs from pure statistical uncertainty in the measured DFI. A discussion about
statistical uncertainties in the DFI value can be found in [89].

Poisson noise
Modeling the Poisson noise in a typical detector for neutron imaging is complex.
Naively one may apply Poisson noise to the gray values measured by the digital camera.
This approach has significant problems, as it omits the gain factor of the camera, i.e.,
one detected photon resulting in multiple gray values due to electronic amplification.
Furthermore, even at a gain equal to unity, i.e., one detected photon equals a gray value,
this naive approach only considers the Poisson noise inherent in detecting photons.
For the complete picture, the effect of the optical system, the quantum efficiency of
the camera and the Poisson noise of the neutron detection in the scintillator also need
to be taken into account1.
On average, a neutron absorbed in the scintillator is converted into multiple photons
(light yield). In the case of ZnS:Cu/6LiF scintillators, one of the standard scintillators
used, one neutron is converted on average into ≈ 100000 photons [92] from which the
camera detects a small percentage. This ratio is the neutron to photon conversion factor
(npc). This factor encompasses the light yield and the probability that the camera
detects the converted light. This detection probability depends on the quality of the
optical system (lens and mirror), the quantum efficiency of the camera and the angular
dependence of the emitted light. Hence, this conversion factor is highly dependent
on the specific detector setup, i.e., camera, optics and used scintillating material.

1 In our calculations, we are omitting the influence of read noise and dark current (thermal)
noise in the camera. For typical nGI measurements and detectors at ANTARES, this
approach is valid, as these two noise contributions are negligible compared to Poisson
noise [65, 90, 91].
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We must also consider that the detection probability of neutrons in a scintillating
material depends on its thickness along the beam direction and the incoming neutron
wavelength.
Consequently, the scintillator absorbs a fraction of an arbitrary incoming neutrons flux.
As discussed, these detected neutrons (N) will have a Poisson distribution (Pois(N)).
The camera, in turn, detects several photons P, given by npc × Pois(N), also with a
Poisson distribution. Afterwards, this value is multiplied by the camera gain g to get
the gray value. Hence we can write for the acquired gray values G :

G = g × P = g × Pois(npc × Pois(N)) (3.15)

Using this equation, the knowledge about the detected neutron flux, and the used
detector system, we simulated the influence of Poisson noise on the intensity oscillation.
A similar approach modelling the Poisson noise has been discussed in [93].
For our simulation, we first generate the ideal oscillation of the neutron beam for
one pixel when performing a stepping scan of the nGI phase, which results in discrete
data points following a sinusoidal curve, according to Eq. 3.7. The mean value (a0),
amplitude(a1) and phase (φ) of this curve can be freely defined. We further allow to
vary the number of data points generated per phase step, which corresponds to the
number of images per phase step (IpS) during a measurement. Afterward, we apply
Poisson noise to every data point according to the neutron count, thereby displacing
the neutron count from the ideal sinusoidal curve. In the next step, we multiply
the resulting neutron count by the conversion factor (npc), resulting in the number
of photons detected by the camera. We further apply Poisson noise to this value.
Assuming that the gain (g) equals unity, the number of photons detected with added
Poisson noise equals the gray values the camera displays.
We fit the resulting noisy sinusoidal curve using Levenberg-Marquardt non-linear least
squares fitting to determine the parameters of the intensity oscillation. In Fig. 3.4,
this process is sketched. To achieve the mean influence of noise on the DFI signal,
we repeat the algorithm mentioned above n times and average the results to gather
the average influence of Poisson noise. n has been set to 2500 for the simulations,
following the statistical analysis discussed in [89].
As shown in Fig. 3.5, we simulated an intensity oscillation with known visibility and

added Poisson noise to the discrete values according to Eq. 3.15. Multiple images per
phase step (IpS) can be generated to simulate a typical measurement accurately. In
table 3.1, the parameters for the simulations are shown. In Fig. 3.5 a) the detected
neutrons are varied from N = 15 to N = 1920 (purple to yellow), in b) the IpS are
varied from 3 to 384 and in c) the conversion factor npc is varied from 0.625 to 80.
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Figure 3.4.: Sketch of the process used to evaluate the influence of noise on the DFI
signal.
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Figure 3.5.: Deviation of evaluated visibility due to Poisson noise with input visibility
and measurement time changes. In a) the neutron count is increased from N = 15 to
N = 1920, correspondingly the minimum evaluated visibility decreases from 0.06 to
0.005. Similarly, in b) the minimum evaluated visibility decreases from 0.06 to 0.005
for an increase in measurements per phase step from 3 n to 384 n, while keeping the
neutron counts constant. In both cases, the neutrons detected per intensity oscillation
rises by the same amount. Hence the decrease in minimum visibility is also similar. In c)
the npc conversion factor increases from 0.625 to 80. The minimum visibility level of
0.02 is reached with npc ≧ 5, indicating that the Poisson noise of the neutron detection
dominates here.

The black line indicates the the ideal behaviour of the evaluation, i.e., input visibility
equals the evaluated visibility. The evaluated visibility in a) and b) decreases when
decreasing the input visibility before leveling off at a minimum visibility. The minimum
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Figure Neutrons npc phase steps IpS
a) N = 15 to N = 1920 10 10 3
b) 120 10 10 3 - 384
c) 120 0.625 - 80 10 3

Table 3.1.: Parameters for the simulation series presented in Fig. 3.5. The neutron
count in a), values per phase step in b) and np-factor in c) increase exponentially.

visibility depends on the total amount of neutrons detected. Hence, the minimum
visibility in a) and b) decreases similarly when the total amount of detected neutrons
is increased by detecting more neutrons per image or more IpS. In c), the evaluated
visibility also follows the ideal behavior before deviating and leveling off. An increase
in the conversion factor shows a decrease in recoverable visibility for npc values from
0.625 to 5. For npc > 5, the minimum recoverable visibility is constant, resulting from
the constant neutron count rate, further indicating that in cases where the photon
count rate is significantly higher than the neutron count rate, the Poisson noise of
the neutron count rate dominates. Conversely, a high npc factor reduces the possible
neutron dynamic range due to the finite dynamic range of cameras. A photon count
rate significantly below the neutron count rate has not been examined, as this case is
atypical for detectors used for neutron imaging.
The incident neutron flux at the scintillation screen needs to be known to use these
calculations. For the nGI-setup installed at ANTARES, we can estimate the detected
neutron flux. From [94] and [95] the differential neutron flux at 4 Å can be estimated
as ≈ 2.5 × 107 cm−2 s−1 Å−1 for an L/D = 250. Using the bandwidth ∆λ

λ
= 10 %

of the NVS at ANTARES we get a neutron flux of 1 × 107 cm−2 s−1 incoming into
the neutron grating interferometer. We provide a detailed derivation of these values
in A. Since the nGI-setup has two absorbing gratings which absorb, based on their
duty cycles (see Sec. 4.2), 70 % and 50 %, respectively, the neutron flux is reduced to
1.5 × 106 cm−2 s−1. The standard nGI-setup detector system at ANTARES consists of
an Andor Neo 5.5 sCmos camera, a ZEISS Milvus 2.0/100M ZF.2, two mirrors and
a RC tritec ZnS:Cu/6LiF scintillator with 100 µm thickness. The effective pixel size
of this setup with a FoV of 84.5 mm × 71.3 mm is 33 µm, hence the neutron flux per
pixel is 16.9 s−1. The used scintillation screen has, at 4 Å, a detection probability of
≈ 23 %. Hence the detector system has a neutron detection rate of ≈3.9 s−1 per pixel.
Experiments with the nGI-setup show that at g = 1 the detector counts, on average,
116 gray values per second. Hence our conversion factor npc between absorbed
neutrons to detected photons is ≈ 29.7. We can then use Eq. 3.15 to simulate the
noise during an nGI-scan and compare it to measurement results.
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In Fig. 3.6, we compare the trend of a) the simulated visibility (lines) and b) the
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Figure 3.6.: Comparison of a) the trend of the visibility predicted by simulation with b)
the measured visibility trend in an NGOES sample dependent on the number of pixels
binned together. Please note that the values given on the x-axis of a) and b) are not
the same. For the simulation in panel a) we show the evaluated visibility vs. the input
visibility. The input visibility is not available for the measurement data in b). Therefore,
the evaluated visibility vs. the applied magnetic field is plotted. In c), the change of the
minimum visibility dependent on the amount of binned pixels is plotted.

measured visibility (circular markers and dashed lines) for different amounts of neutrons
per evaluated pixel. An electrical steel sheet with a thickness of 350 µm was used as a
scattering sample. Applying a magnetic field allows to adjust the amount of scattering
and the visibility value determined. To adjust the number of neutrons measured per
evaluated pixel, 1 to 49 pixels have been binned before evaluating the data. Effectively,
this causes an increase in neutron statistics. Please note that the x-axis of the two
plots is not directly comparable. While a) shows the input visibility of the simulation,
b) shows the applied magnetic field in the sample.
For the measurement and, subsequently, the simulation of the visibility curve, we set
the mean detected gray value count to 1160 per image, three images per phase step
and 10 phase steps. For both the simulation and measurement, the minimum visibility
decreases when the amount of binned pixels increases. Also, as expected, the jump
in minimum visibility is the largest from 1 binned pixel to 9 binned pixels. Here, the
most significant relative rise in detected neutrons is occurring, i.e., neutron statistics.
As expected from the simulation, the evaluated visibility deviates above the minimum
evaluated visibility, i.e., in the case of the 1 Pixel measurement, the minimum visibility
is V = 0.029. At the same time, the visibility deviates at V ≈ 0.04. In c), the
minimum visibility recovered from the measurement (red markers) is compared to the
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minimum simulated visibility (black line). The simulation predicts a slightly lower
minimum visibility than the measurement, which may be caused by the exclusion of
some noise contributions in our model.
The minimum detected visibility, in turn, affects together with V r of the setup
the minimum DFI, i.e., the maximum amount of scattering observed. In Fig. 3.7,
we demonstrate the effect of the simulated minimum DFI cutoff on the evaluated
correlation function G(ξ). As a model function, the DFI signal caused by an isolated
sphere is used (see, e.g., Eq. 5.1 and 5.2). As parameters the diameter D was set
to 10 µm, the variance σ to 0 µm, the sample thickness t to 1 mm and the dark field
extinction coefficient Σ was varied between 10 cm−1 ≤ Σ ≤ 80 cm−1. Here we sample
the dependence of the DFI value (circular markers) on the correlation length ξGI every
µm for varying scattering strengths. The scattering strength increases from top to
bottom. In a), an ideal case is shown, where the DFI signal, regardless of value, can
be recovered. In b) a minimum DFI signal of 0.05 has been simulated.
Considering that one can only probe discrete points of the correlation function, a
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Figure 3.7.: Comparison of the change in the DFI signal due to variation of the linear
extinction coefficient Σ. In a), the ideal case is presented, while b) shows the effect of
noise-induced minimum DFI cutoff.

fit of these discrete points will lead to a distortion of the recovered parameters with
respect to the input parameters. The sampled points were fitted using Eq. 5.1 and 5.2
showing the effect of discrete sampling and minimum DFI on the recovered parameters.
The dashed lines denote the fitted functions. In Fig. 3.8, we compare the trend of a)
the evaluated diameter D and b) the evaluated linear extinction coefficient Σ with
(blue) or without (red) noise with respect to the input Σ.
As expected, the evaluation of the simulated data without any noise (red) causes a)

the evaluated diameter and b) the evaluated Σ to follow the respective input values
perfectly. In contrast, the evaluation of simulated data with noise (blue) shows a
significant deviation from the input values. First, Σ and D follow the input values, as
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Figure 3.8.: Trend of a) diameter D and b) Σ evaluated from the simulated DFI signal
shown in Fig. 3.7. The black line denotes the input value, red the data without noise
and blue the data with added noise.

the DFI values are above the cutoff. When the cutoff of the DFI signal is reached,
Σ levels off at a value of 30.5 cm−1, which corresponds to a DFI value of 0.05. In
contrast, D continues to decrease with increasing input Σ. Accordingly, the evaluated
diameter values in regions of minimum DFI signal are smaller than their true values.
The degree of deviation depends on the difference between the measured minimum
DFI and the true noiseless minimum DFI.

Consequences for experiments
Using our simulation of the minimum visibility, we can predict the minimum visibility
dependent on the neutron count for a measurement. In Fig. 3.9 a) we show the trend
of the minimum visibility dependent on the neutron count. Marked by the red area
below the curve is the range of neutron counts shown in Fig. 3.6 b).
We can expand this view towards a dynamic range of the DFI signal by assuming a

certain reference visibility V r of the nGI setup. Using the methodology shown before,
we can define a minimum DFImin = V min/V r , detected by the nGI-setup dependent
on the detected neutrons. For the maximum DFI, we define that a detectable DFI
needs to differ at least by the standard deviation from a DFI signal of unity. Hence,
we define the maximum DFImax as:

DFImax = 1 − σDFI = 1 −
√

2 ∗ σ2
V r . (3.16)

Here σDFI is the standard deviation of the DFI at unity, i.e., no USANS detected,
which is calculated by error propagation of the standard deviation of the reference
visibility σV r . The standard deviation of the visibility is collected again by simulating
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Figure 3.9.: a) Simulated minimum visibility vs. the number of neutrons counted. The
red area marks the range of neutron counts shown in Fig. 3.6 b). b) Simulated dynamic
range of the DFI dependent on the number of detected neutrons for the reference
visibilities V r = 0.7 (red), 0.5 (blue) and 0.3 (black). The dashed and solid lines denote
the maximum and minimum DFI, respectively.

the variation in visibility due to Poisson noise in the data.
In Fig. 3.9 b), we present the resulting dynamic range of the DFI dependent on the
neutron count for the reference visibilities V r = 0.7 (red), 0.5 (blue) and 0.3 (black).
The dashed and solid lines denote the maximum and minimum DFI, respectively. As
expected, the dynamic range of the DFI increases with increasing neutron count and
reference visibility. In the previous section, we have shown the influence of noise
on the minimum visibility and DFI detectable by an nGI-setup dependent on the
neutron statistics. These results help predict if strongly scattering samples’ features
can be differentiated. Keeping the visibility of an nGI-setup as high as possible,
i.e., measurements at the design wavelength, is, from an instrumentation point of
view, ideal. For quantitative results, changing the sample position rather than the
wavelength (see Eq. 3.5) preserves the minimum DFI value during a scan of the
correlation length. Similarly, in the case of weakly scattering samples, the correlation
length and measurement time should be chosen such that the change in the DFI signal
is larger than the standard deviation of the DFI signal at unity.

3.2.4. Analysis of anisotropic scattering
Due to the one-dimensional nature of the gratings, only scattering perpendicular to the
grating lines is detected. Rotating the sample with respect to the orientation of the
gratings allows analysis of the scattering anisotropy. The DFI signal oscillates depending
on the angle ω of the sample in relation to the grating orientation. By analyzing the
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shape of the oscillation, we obtain detailed information about the orientation of the
microstructure. Different evaluation methods have been published, depending on the
scattering strength and number of dominant scattering directions. For this thesis, we
will use an approach similar to Revol et al. [96]. Eq. 3.14 links the DFI signal to the
correlation function G(ξ). Subsequently, it is connected via Fourier transformation
to the slit-smeared differential cross-section presented in Eq. 2.34. It follows that a
sample rotation by an angle ω results in slit-smearing along a new direction defined by
ω. Assuming the angular dependence of a DFI signal can be modeled by a bi-gaussian
scattering distribution, with a semi-major-axis width σM and a semi-minor-axis width
σm, Revol et al. [96] suggest to write DFI(ω) as:

DFI(ω) = exp −
[
A + B sin2 (ω − ϕ)

]
(3.17)

Here A and B describe the respective isotropic and anisotropic contributions to the
DFI signal. We describe A as:

A = Σisot (3.18)

and B as:

B = Σant . (3.19)

Σiso and Σan are the isotropic and anisotropic extinction coefficient, respectively. We
note that the isotropic and anisotropic extinction coefficients are not the same as
the dark field extinction coefficient shown in Eq. 3.14. Hence, we can write for the
dependence of the DFI signal on ω:

DFI(ω) = exp
(
−t

[
Σiso + Σan sin2 (ω − ϕ)

])
(3.20)

Angular dependence of the visibility

Depending on the sample size and required sample environment, a rotation of the
sample may not be possible. In this case, the nGI-setup may be rotated for an
anisotropy scan. However, a rotation of the nGI-setup causes a change in visibility.
The influence of gravity on the neutrons, the change of the orientation of the nGI-setup
and the wavelength spread of the incident neutron beam cause this effect. There are
two possible contributions to the visibility decrease. One option is the drop between
G1 and G2, which acts as a pseudo scattering of the neutron beam. Consider several
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neutrons originating from one slit of G0 passing through G1 along the same vector.
Due to gravity, the neutrons will drop a certain distance (dg) until they reach G2. In
the case of a perfectly monochromatic neutron beam, the drop for all neutrons is the
same. However, for a polychromatic neutron beam, dg increases for slower neutrons,
e.g., longer neutron wavelengths.
As an example we calculate the drop between G1 and G2. In case of a bandwidth of
∆λ
λ

= 10 %, a central wavelength of 3 Å and a distance of 60.9 cm between G1 and
G2, dg varies between 0.85 µm ≤ dg ≤ 1.27 µm. The nGI-setup can detect this spread
as it is in a similar range as deviations caused by USANS. nGI does not detect this
spread as long as the orientation of the grating lines is vertical. However, after a
rotation of the gratings this spread degrades the visibility. In Fig. 3.10, the spread
between G1 and G2 caused by the neutron wavelength bandwidth and the effect of
grating orientation is sketched.
The second contribution is the drop of neutrons between G0 and G1, which can be

G2

G1

G2

G1

x

y

z

n
n

Figure 3.10.: Illustration of the difference between vertical and horizontal grating
orientation in a polychromatic neutron beam due to the effect of gravity.

seen as an increase of the G0 duty cycle. Calculating the drop between G0 and G1
for a bandwidth of ∆λ

λ
= 10 % around a central wavelength of 3 Å and a distance of

6.89 m between G0 and G1 results in a dg between 193 µm and 288 µm, which is in
the same range as the magnified slit width of G0 (342 µm) at the position of G1. Due
to the apparent increase of slit width in G0, the visibility decreases [97]. Again this
effect is only detected when grating lines are not vertical.
To illustrate the influence of the grating orientation and ∆λ

λ
on the visibility we

performed four nGI-scans at λ = 3 Å with gratings in vertical (black) and horizontal
(red) orientation at ∆λ

λ
= 10 % and 20 %. We present the results in Fig. 3.11. Here

it is visible that for vertical orientation, the visibility drops slightly from 0.28 to 0.27
when increasing the wavelength spread. The decreased temporal coherence due to
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Figure 3.11.: Change in visibility when changing the wavelength spread at vertical
(black) or horizontal (red) grating orientation. Due to decreased temporal coherence,
the visibility drops at a higher wavelength (velocity) spread. In the case of the horizontal
grating orientation, the visibility drop is more pronounced as the nGI registers the
gravity-induced spread of neutrons due to a pseudo-scattering event. In vertical grating
orientation, the nGI is insensitive to a gravity-induced deviation.

the increased wavelength spread causes this drop. In contrast in horizontal grating
orientation the visibility at ∆λ

λ
= 10 % is 0.24 and decreases to 0.14 when increasing ∆λ

λ

to 20 %. For horizontal grating lines, the increased drop in visibility for higher neutron
wavelength bandwidth demonstrates the influence of gravity on the interferometer.
Consequently, rotation of the sample, not the grating, is ideal for anisotropy scans.
If this is not possible due to the sample environment, one needs to account for the
change in DFI dynamic range described in Sec. 3.2.3.
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The following chapter will discuss the experimental components used in the neutron
measurements presented in this thesis. The focus will be on the recently built
neutron grating interferometer implemented at the ANTARES imaging beamline at
the Heinz Maier-Leibnitz Zentrum (MLZ). We discuss the simulations used to define
the setup parameters and analyze the quality of the manufactured gratings and the
resulting deviations from the simulated performance. We characterize the visibility and
correlation length of the setup and compare them to the previous setup. We further
present the magnetic yoke used to apply magnetic fields to the samples. In addition,
we give a brief overview of the symmetric nGI-setup of the BOA beamline at the
Paul-Scherrer-Institut (PSI), where we performed parts of our experiments. Elements
of the chapter are published in [65, 98].

4.1. The ANTARES beamline
ANTARES is an imaging beamline located at beam port 4a of the Research Neutron
Source Heinz Maier-Leibnitz (FRM II) [87]. The neutron spectrum is a thermal and
cold mixture with a peak at λ = 1.30 Å. In Fig.4.1, a top-down drawing of the
beamline is shown. A variation of the collimator size between 2 mm and 35.6 mm
allows to adjust the geometrical resolution and, consequently, the neutron flux of the
beamline. The beamline comprises three chambers. The first chamber (a) houses
the various beam-shaping devices necessary for experiments. Important for this work
are the neutron velocity selector (NVS) and the source grating G0 of the neutron
grating interferometry setup. The NVS is normally operated in two modes by tilting
around the x -axis (See Fig. 4.1 for the used coordinate system.). The short wavelength
mode with a wavelength range from 1.6 Å to 3.0 Å and a ∆λ

λ
= 20 % and the long

wavelength mode with a range from 3.0 Å to 6.0 Å and a ∆λ
λ

= 10 %. G0 is placed
directly behind the NVS. We will discuss the grating in detail in Sec. 4.2. The rest of
the chamber has helium-filled flight tubes, which reduce the loss of neutrons during
transit through the beamline.
The following two chambers are measurement chambers with sample stages and neutron
imaging detectors. All measurements have been performed in the first measurement
chamber (b). Hence only the equipment in the first measurement chamber is depicted.
A beam limiter made from boron nitride reduces the cross-section of the neutron
beam to the sample size, reducing the background during the measurements. The
sample is placed in a magnetic yoke, mounted on a sample manipulator allowing

41
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positioning of the sample. G1 and G2 are placed upstream and downstream of the
sample, respectively. Again, we cover the details in Sec. 4.2. For our experiments, the
neutron detector is composed of a ZnS:Cu/6LiF scintillation screen, a ZEISS Milvus
2.0/100M ZF.2, two BTE front surface mirrors and a CMOS camera (Andor Neo5.5
5Mpix).

Shutter 2

Collimator

NVS
Flight tubes

Beam limiter
 

Detector + Detector table
 

Fast shutter

Reactor + Shutter 1

x

zy

G2

magnetic
 yoke
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Figure 4.1.: Overview of the ANTARES beamline with the rough placement of the
beam shaping devices, the grating interferometer, and the magnetic yoke used for the
measurements on the electrical steel sheets. The orange line indicates the neutron path.
The images show the grating interferometer setup with G0 (blue frame) and G1 and
G2 (red frame). Roman numerals mark their respective alignment axes. G0: i) rotation
around z-axis, ii) tilt around y -axis, iii) translation along z-axis. G1: iv) rotation around
z-axis, v) tilt around x -axis, vi) tilt around y -axis, vii) translation along z-axis. G2: viii)
rotation around z-axis
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4.2. The high visibility neutron grating interferometer at
ANTARES

The high visibility neutron grating interferometer at ANTARES is a Talbot-Lau in-
terferometer operating in the third Talbot order with a maximum visibility of 0.74
over a large field of view. The following sections will discuss the considerations and
parameters used to design this interferometer. Information about the interferometer
and the manufacturing process of the gratings described next has been published in
[65] and [98], respectively.

4.2.1. Design and simulation

In Fig. 3.2, a sketch of the nGI-setup is shown. The total length of the setup S
remains similar to the previous setup (7.5 m) used at ANTARES [67], but the distance
d between G1 and G2 has been increased from ≈ 2 cm to ≈ 61 cm. As a result
of the changed geometry, the period of G2 has been increased, allowing for a new
manufacturing technique [98]. Here the absorption gratings (G0 and G2) etched into a
silicon wafer are filled with Gd-powder. Similarly, the phase grating G1 is also etched
into a silicon wafer. The nGI-setup has been designed and optimized by implementing
a wave-optical simulation based on a Fresnel-propagator [99]. The formation of fringe
contrast created by the three gratings G0, G1 and G2 is quantified using numerical
convolution calculations [100, 101].
In Fig. 4.2 a) we present the simulated visibility V vs. the wavelength λ and the groove
depth h1 of the silicon phase grating G1. For the simulation, we set the duty cycles
(fraction of transparent area) of the gratings G0 and G2 to 0.3 and 0.5, respectively.
At λ = 4 Å and hnom

1 = 38 µm and 114 µm pronounced maxima in V appear. The
above h1 values correspond to a π and 3π phase shift, respectively. In the following we
denote the two G1 gratings fulfilling these criteria as G1,π and G1,3π. As the neutron
phase shift is proportional to λ, G1,3π also offers particularly high visibility at λ = 1.3 Å
and λ = 6.7 Å, where it acts as a π and 5π phase-shifting grating, respectively. At
wavelengths resulting in even fractional Talbot distances, the visibility is zero regardless
of h1, as expected from theory [102, 103].
In Fig. 4.2 b), we show the visibility vs. wavelength of G1,π (blue line) and G1,3π

(orange line) together with the neutron spectrum of ANTARES (green line). Here the
benefit of G1,3π in the sub-2 Å range is illustrated. The visibility peak coincides with
the intensity peak of the beamline. While G1,3π also performs better at wavelengths
above 6 Å, the neutron intensity in this regime is minimal. In contrast, G1,π exhibits a
broader primary peak at λ = 4 Å, which is useful for measurements with a broader
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Figure 4.2.: (a) Simulation of the visibility of the new setup depending on the groove
depth h1 of the phase grating G1 and the wavelength. (b) Spectral visibilities of π-phase-
shifting (blue line) and 3π-phase-shifting (orange line) setups and the ANTARES neutron
spectrum (green line). A 3π-grating allows using the setup also in the sub-2 Å regime,
where the spectrum at ANTARES is most intense. The figure is already published in
[65].

wavelength band. As a result of the simulation, we opted to implement the nGI-setup
with the option of exchanging the phase gratings G1,π and G1,3π. Due to the challenges
of manufacturing the gratings, their actual parameters deviate slightly from the design
parameters (See Sec. 4.2.2). The groove depth hi and the duty cycle (DCi) strongly
influence the spectral visibility [99–101]. Therefore, the parameters used for comparison
of the simulation with experimental results presented in Table 4.1 are the effective
design parameters.

A decrease of the duty cycle of G0 (DC0) increases the coherence length of the
neutrons and hence the visibility but decreases the available neutron flux. To tune the
ratio between flux and visibility, we produced four G0 gratings with DC0 = 0.18, 0.28,
0.38, and 0.48.

4.2.2. Technical realization

All gratings were manufactured using silicon wafers as a substrate. Deep reactive ion
etching (DRIE) was used etch the necessary rectangular groove profile. In the case of
G0 and G2, we choose a newly developed fabrication technique of filling the grooves
with Gd powder, resulting in a larger effective Gd thickness compared to the previous
gratings manufactured by sideways sputtering [67]. Due to the optimized quality of the
gratings, both G0 and G2 have an excellent binary absorption profile over the active
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Parameter Value
Design wavelength λ 4.0 Å

n (Fractional Talbot order) 3
d 60.9 cm
L 6.89 m

G0

p0 150 µm
DC0 0.18 | 0.28 | 0.38 | 0.48
GW0 123 µm | 108 µm | 93 µm | 78 µm
h0 ≈ 180 µm

G1

p1 24.4 µm
DC1 π) 0.51 | 3π) 0.45
GW1 12.44 µm | 10.98 µm
h1 π) 41 µm | 3π) 123 µm

G2

p2 13.3 µm
DC2 0.45
GW2 7.32 µm
h2 ≈ 85 µm

Table 4.1.: Effective design parameters of the new nGI-setup as realized at ANTARES.
d and L designate the distance between gratings G1 and G2 and between G0 and G1,
respectively. pi , DCi , GWi , and hi (i = 0, 1, 2) indicate the period, duty cycle, groove
width, and groove depth of the gratings.

area of the gratings.
The wavelength dependent transmission for a) G0 and b) G2 is shown in Fig. 4.3.
The transmission of a) the new G0 gratings with DC0 = 0.18 (orange), 0.28 (blue),
0.38 (green) and 0.48 (purple) is almost constant across the whole wavelength range,
indicating a Gd thickness > 25 µm and a close to binary groove profile. The previous
G0 grating (gray) shows a slight increase in transmission towards short wavelengths,
which fits with a Gd height of 18 µm. Evaluating the transmission of the new G2
gratings (blue and orange) (b) yielded an effective Gd thickness of 16 µm. Additionally,
the transmission curve of the new G2 gratings indicates a close to binary (rectangular)
absorption profile as the transmission first follows the well-known 1

v dependence and
then levels off at long wavelengths (λ > 4 Å), which indicates a constant Gd thickness
in the grooves. In contrast, the transmission of the previous G2 (gray) continues to
decrease even at λ = 6 Å, due to its more pyramidal Gd shape [67].
A detailed overview of the technical data, fabrication, and transmission experiment is
presented in [98]. Due to the slightly conical shape of the neutron beam, the source
grating G0 has a reduced active area of 65 mm × 65 mm compared to the circular
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Figure 4.3.: a) Average measured transmission of G0 gratings with DC0 = 0.18
(orange), 0.28 (blue), 0.38 (green), and 0.48 (purple) compared to the previous G0
grating (gray). The dashed line indicates the calcualted transmission of a G0 with
DC0 = 0.41 and 18 µm of Gd as the absorber. b) Average measured transmission of the
G2 gratings #1 (blue) and #2 (orange) compared to the previous G1 grating (gray).
The dotted lines indicate the simulated transmission of a binary absorbing grating with
DC2 = 0.43. The Gd heights are denoted in the figure. The absorption characteristics
of the new gratings are very close to binary gratings. In contrast, the previous gratings
deviate strongly. The data presented in this figure has been published in [98].

active area of 110 mm diameter of the phase grating G1 and the analyzer grating G2.
For interferometer alignment, the gratings have been placed in precision positioning
stages depicted in Fig. 4.1. For G0 one can i) rotate around the beam axis (z-axis),
ii) adjust the effective period by tilting around the y -axis, and iii) adjust the total
interferometer length S by translation along the z-axis. The positioning system of
G1 allows to iv) rotate around the beam axis, adjust the tilt along the v) x - and vi)
y -axis, vii) adjust the Talbot distance d and perform the stepping scan necessary (axis
not visible in Fig. 4.1). G2 can be viii) rotated around the beam axis.
The increased distance d , compared to the previous setup, allows placing bulky sample
environments such as magnets and cryostats. Alternatively, the sample can be moved
between G1 and G2, allowing to change the correlation length without wavelength
adjustment.

4.2.3. Visibility and sensitivity

While both the neutron flux and the visibility of an nGI-setup define the achievable
data quality, the spectral performance of an nGI-setup can be described purely by its
visibility. Regardless of neutron flux, only the quality of the gratings, the alignment,
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and the G0 duty cycle influence the visibility of the nGI-setup.
Hence, we use the visibility of an nGI-setup as its primary figure of merit. We measured
the spectral visibility of the setup using the four source gratings G0 with their different
DC0 and the phase gratings G1,π and G1,3π. For the quantification of the wavelength
dependence of the visibility across the accessible neutron spectrum (1.6 Å to 6 Å), we
measured the spectral visibility using G1,π for all four DC0 as well as for G1,3π and
DC0 = 0.28. In Table, 4.2, the details of the experiments, i.e., acquisition times,
wavelength ranges, and achieved peak visibilities of the different scans, are presented.
The spectral visibility (gray background) of the previous setup [67] has also been
acquired for comparison. In Fig. 4.4 a) the visibility V of the new setup is shown

Measurement Simulation

DC0 G1 Wavelength range h1 (µm) Total exposure (s) λ̂(Å) Peak visibility Peak visibility
0.4 π 3.0 Å - 5.75 Å 43 1280 3.9 0.21 –
0.18 π 3.5 Å - 4.5 Å 41 240 4.0 0.74 0.80
0.28 π 1.6 Å - 6.0 Å 41 480 4.0 0.69 0.74
0.38 π 3.5 Å - 4.5 Å 41 240 4.0 0.63 0.66
0.48 π 3.5 Å - 4.5 Å 41 240 4.0 0.54 0.57
0.28 3π 1.6 Å - 6.0 Å 123 480 3.75 0.60 0.61

Table 4.2.: Comparison of the simulated with the measured peak visibility of the nGI-
setup. For the simulations (see Sec. 4.2.1), the effective parameters listed in Table 4.1
have been used. The measured visibility of the new setup is significantly larger than the
visibility of the previous setup (gray-colored background) and approaches the theoretical
optimum.

for 1.6 Å ≤ λ ≤ 6.0 Å using a fixed DC0 = 0.28 with the π-phase grating G1,π (blue
circles) and the 3π-phase grating G1,3π (red pentagons). V was obtained by averaging
the data over the central 75 % of the FoV, indicated by the dashed frame in Fig. 4.5.
Compared to the previous setup (gray triangles), the new setup exhibits a significant
increase in V . Due to the operation in the third, Talbot order the new setup, using G1,π,
which also shows two secondary peaks with good visibility. As a result of the deviation
of the G1,π groove depth h1 = 41 µm from the nominal design value hnom

1 = 38 µm,
the spectral visibility curve (See Fig. 4.2 a)) is shifted and the peak visibility at
λ = 1.8 Å is increased to V = 0.35 while the peak visibility at λ = 5.7 Å is decreased
to V = 0.14.
In the case of G1,3π (red markers), the visibility has its primary peak at λ = 3.75 Å

with a value of 0.60. The secondary peaks are not in the wavelength regime accessible
at ANTARES. At the wavelength extrema λ = 1.6 Å and 6.0 Å, V reaches 0.56 and
0.42, respectively. The peak position deviates from the simulated value λ = 4.0 Å
(see Fig. 4.2 b)). The cause for this difference is the deviation of the effective groove
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Figure 4.4.: (a) Simulated (solid lines) and measured (circle and pentagon markers)
wavelength scans of the π/3π phase grating configurations. We simulated the nGI-setup
using the actual grating parameters from Table 4.2 and considered the polychromaticity
of the beam. The performance of the previous setup is shown for comparison (triangular
markers in gray). (b) Measured visibilities (hexagon, circle, square, and diamond markers)
for different G0 gratings with DC0 = 0.18 (orange), 0.28 (blue), 0.38 (green) and 0.48
(purple) for λ ≈ 4 Å using G1,π compared with their respective simulations (solid lines).
Data already published in [65].

depth h1 = 123 µm from the nominal groove depth hnom
1 = 114 µm. Using the effective

design parameters presented in Table 4.1, the simulation (solid lines in Fig. 4.4 a))
shows good agreement with the data. For the simulation, we included the wavelength
distribution generated by the NVS and assumed a perfectly rectangular etched groove
profile. Due to the high aspect ratio (≈ 10) of G1,3π we expect a slightly trapezoidal
profile of the etched grooves, resulting in a varying DC .
In Fig. 4.4 b) the change in spectral visibility at λ ≈ 4 Å dependent on λ is shown

for different DC0. The π-phase grating G1,π has been used as the phase grating. As
expected from theory, maximum visibility of V = 0.74 is reached for the minimum
DC0 = 0.18 (orange markers) at λ = 4 Å and decreases towards higher DC0. Fig. 4.5
depicts the corresponding visibility map. The standard deviation inside the framed
area is 0.021 showing the homogeneity of V over the FoV. The edges of the FoV show
a slight decrease of V . The reduction is caused by inhomogeneities in the analyzer
grating G2 [98] as well as a reduction of the neutron beam area with an aperture to
reduce background. For the performance simulation (lines), we again considered the
wavelength distribution of the NVS. Table 4.2 gives the simulated and measured peak
visibilities for all measurements. They show good agreement.
Comparing the previous setup (DC0 = 0.4) with the new setup (DC0 = 0.38, G1,π)
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Figure 4.5.: Visibility map of the grating interferometer as determined at a wavelength
λ = 4 Å using grating G0 with a duty cycle DC0 = 0.18. The average visibility over
75 % of the field of view is V ≃ 0.74. The dashed frame designates the area. The
visibility degrades slightly towards the boundary of the FoV because an aperture limits
the beam size to reduce the background. The figure has already been published in [65].

shows a significantly increased peak visibility for the new setup V = 0.63 compared
to the old setup V = 0.21. The increased peak visibility underlines the outstanding
performance of the new absorber gratings and the whole setup.
A second important metric for an nGI-setup is the accessible correlation length range.
Similar to the q-range of a SANS experiment, the correlation length ξ range defines
the analyzable structure sizes. Placing the sample in the space (d = 60.9 cm) between
G1 and G2 allows for a wide variation of the correlation length ξGI (i.e., Eq. 3.5) As
noted previously, this enables the quantitative analysis of the material or magnetic
microstructure within a sample [67, 76, 79]. Changing the position Lsd of the sample
to adjust ξ has the advantage that the nGI-setup operates constantly at peak visibility
and provides good signal-to-noise-ratio (SNR). A trade-off in this mode is that the
sample-to-detector-distance (SDD) and spatial resolution changes. Using λ to change
ξ reverses the advantages and disadvantages. A further consideration is the minimum
and maximum DFI signal accessible due to Poisson noise (see Sec. 3.2.3). A change
in wavelength also changes the scattering strength, which may result in exceeding the
dynamic range of the DFI.
In Fig. 4.6 the accessible correlation length ranges of the new setup operating at
λ = 1.6 Å (orange), 4.0 Å (red) and 6.0 Å (dark red) are compared with the previous
setup (black) and three interferometry setups (conventional Talbot-Lau (cTL) (gray),
symmetric Talbot Lau (sTL) (green) and Single Grating (SG) (blue)) used at the
PSI [13]. For the new setup a minimum and maximum Lsd = 2 cm and 55 cm was
used. We calculated the correlation length range of the previous setup by assuming
an accessible wavelength range of 1.6 Å to 6.0 Å, a Talbot distance d = 19.9 mm and



50 4. Experimental details

p2 = 4 µm. The correlation length data for the PSI setup has been gathered from [13].
For all setups a minimum Lsd = 2 cm has been used.
The comparison shows an increase in the accessible correlation length range when
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Figure 4.6.: Comparison of the correlation length ranges achieved by the new nGI-setup
at λ = 1.6 Å (orange), 4.0 Å (red) and 6.0 Å (dark red) with the previous setup (black)
and exemplary with three setups (cTL (gray), sTL (green) and SG (blue)) used at the
PSI [13].

developing new nGI-setups. Our previous setup [67] and the PSI cTL [62],[63] are
comparatively old setups featuring a highly asymmetric geometry and low accessible
correlation length ranges. The more recent setups show increased correlation length
ranges spanning one to two orders of magnitude, which allows for more quantitative
analysis. Of note is the tailoring of newer setups to different correlation length regimes.
While our new setup has been optimized towards high correlation lengths to analyze
the distribution of magnetic domains in electrical steel sheets, the PSI SG setup has
instead been optimized towards the nanometer regime, acting more as a spatially
resolved SANS instrument.

4.2.4. Magnetic yoke

We investigate the change of the distribution of magnetic domains in non-grain oriented
electrical steel (NGOES) sheets by combining the nGI-setup with a magnetic yoke.
The yoke has been designed to operate in conjunction with the nGI-setup (shown in
Fig. 4.7 a)) It has a central cutout of 50 mm × 65 mm. The magnetic core of the yoke
(iii) is sketched in Fig. 4.7 b). The distance between the two magnetic poles of the
yoke is 50 mm, and the poles have a width of 60 mm. Sixteen electrical steel sheets
comprise the magnetic core, each with a thickness of 0.5 mm. The stack of electrical
steel sheets divides into three substacks. The two outer substacks consist of 7 sheets,
while the inner stack comprises the two central sheets. The central sheets are recessed,
with a distance of 110 mm between the recessed sheets. For the measurements, the
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two outer substacks clamp the sample. A sketch of the construction of the magnetic
core close to the magnetic poles is shown in Fig. 4.7 c).

a) b)

i)

vii)

vii)

vi) vi)

v)

v)

iv)

iii)

ii)

© Bernhard Ludewig; FRM II / TUM   

n

c)

v)

Figure 4.7.: a) nGI-setup combined with the magnetic yoke at the ANTARES beamline.
i) G1 stage, ii) G2 stage, iii) magnetic yoke, and iv) translation stage of the magnetic
yoke along the beam direction. (©Bernhard Ludewig; FRM II / TUM) b) schematic of
the magnetic core of the magnetic yoke. v) magnetic core, vi) magnetic coils, and vii)
specimen. c) Sketch of the stack of electrical steel sheets comprising the magnetic core
at the magnetic poles with an unclamped sample.

4.3. The symmetric neutron grating interferometer at PSI
Parts of the measurements included in this thesis were conducted at the BOA beamline
[104] of the Swiss Spallation Neutron Source (SINQ) at the Paul-Scherrer-Institute
using a symmetric Talbot-Lau setup (sTL) [13]. The parameters of this setup are
given in Table 4.3. BOA is situated at the end of a polarized cold neutron guide,
delivering a spectrum with a peak wavelength of λ = 3.8 Å. For the measurements,
we used an L/D of 900. In contrast to the measurements performed at the ANTARES
beamline, we used the full polychromatic beam at BOA. As a result, the correlation
length is not well defined in these measurements. Hence only a qualitative comparison
of the results is possible. The setup delivered a polychromatic visibility of V = 0.3.
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Parameter Value
Design wavelength λ ≈ 3.8 Å

n (Fractional Talbot order) 1
d 44.64 cm
L 44.64 cm

G0

p0 26 µm
DC0 0.26
h0 16 µm

G1

p1 25 µm
DC1 0.5
h1 43.28 µm

G2

p2 26 µm
DC2 0.37
h2 ≈ 16 µm

Table 4.3.: Effective design parameters of the symmetric nGI-setup as realized at BOA.
d and L designate the distance between gratings G1 and G2 and between G0 and G1,
respectively. pi , DCi , and hi (i = 0, 1, 2) indicate the period, duty cycle, and groove
depth of the gratings, respectively. Due to a different manufacturing process, the groove
depth of G0 and G2 denote the nominal Gd height.

Due to the sample environment, the usable FoV of the setup was 60 mm × 60 mm.
The gratings of the setup had some damages, drastically reducing the signal quality in
certain areas (see Fig. 5.16). For magnetizing the sample, the same magnetic yoke as
described in Sec. 4.2.4 was used. An image of the sTL-setup, including the magnetic
yoke at BOA, is shown in Fig. 4.8.
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n

Figure 4.8.: sTL-setup combined with the magnetic yoke at the BOA beamline. i)
G0 grating, ii) G1 grating, iii) magnetic yoke, and iv) detector system. Note that the
magnetic yoke and the detector system hide G2.

4.4. Sample preparation and characterization

The samples used in this thesis are manufactured from M330-35A grade NGOES and
prepared by the Chair of Metal Forming and Casting of the Technical University of
Munich. A detailed characterization of this material has been published in [30, 105],
from which we will reproduce the values. Table. 4.4 gives the chemical composition.

The average grain size is 71 µm along the rolling direction, 78 µm vertical to the

Element Fe C Si Mn P S Cr Al
(wt%) 97.00 0.02 2.42 0.16 0.02 0.01 0.03 0.34

Table 4.4.: Chemical composition of the electrical steel sheets.

rolling direction and 66 µm through the sheet thickness. The thickness of the electrical
steel sheet is 350 µm. This thesis will consider two sample shapes, S1 and S2. S1
has a geometry (L × W × T ) of 60 mm × 10 mm × 350 µm and S2 a geometry of
60 mm × 40 mm × 350 µm. The length L = 60 mm of the samples is imposed by the
magnetic yoke described in Sec. 4.2.4. We choose the width W according to the
planned embossing. The thickness T = 350 µm has been chosen to minimize the
saturation of the DFI signal due to scattering. During the thesis, we used two distinct
embossing strategies. In Fig. 4.9, we sketch both strategies.

The first embossing strategy shown in b) closely resembles the blanking process
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Figure 4.9.: Side view of a sketch of the manufacturing process of both a) a blanked
(Sample E) and b) an embossed (Sample C) electrical steel sheet.

(shown in a)) used to generate a cutout in the material. The sample is placed
between a die with a 3.05 mm diameter cutout and a blank holder. The punch is
then pressed nominally 200 µm deep into the material, generating a single relatively
large embossing. For a reproducible placement of the embossing, we initially cut the
samples into a geometry of 90 mm × 15 mm × 350 µm. This enabled to simultaneously
emboss the sample and blank locating holes, used to later align the samples during
the erosion towards the final geometry. We chose the erosion process, which promised
to deteriorate the magnetic properties the least [30].
A Schuler stamping press CSP 100 with ServoDirect Technology was used for the
embossing and blanking process. Due to inaccuracies in the final depth of the punch,
the exact geometry of the embossing has been recovered using a Keyence VK-X100
Series Shape Measurement Laser Microscope. This embossing strategy has been
used for sample A-D. The final embossing depth, as well as the used punch type, are
reproduced in Table 4.5.
In Fig. 4.9 c), we display the second embossing strategy, which differs by switching

to a sequential embossing, introducing multiple small embossing points in the sample.
This process reduces the overall deformation of the electrical steel sheets and allows
the creation of arbitrary embossing patterns consisting of individual embossing points.
For the embossing, a small four-sided pyramidal tip with a quadratic base (base length
= 1 mm) and a tip angle of 136.5° is used. Here the final geometry of the samples was
eroded before the embossing process. The electrical steel sheets were placed between a
flat die and a blank holder. We pressed the punch according to the embossing pattern
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Sample name Sample dimensions Embossing pattern Embossing depth [µm]
Reference R1 60 mm × 10 mm × 350 µm none none

A 60 mm × 10 mm × 350 µm sphere with diameter Ds = 2 mm ≈ 238
B 60 mm × 10 mm × 350 µm rounded tip with cone angle 110°, Dt = 3 mm ≈ 306
C 60 mm × 10 mm × 350 µm cylindrical tip, Df = 3 mm ≈ 240
D 60 mm × 10 mm × 350 µm cylindrical tip, Dc = 3 mm cutout

Table 4.5.: Geometry of the samples and parameters of the punches used for embossing
the samples. In Fig. 5.3, the shape of the punches used is shown. The embossing depth
has been measured for each sample as explained in Sec. 4.4.

into the sample with force F = 100 N using a ZwickRoell ProLine universal testing
machine for the samples considered in this thesis. In Table 4.6, the samples embossed
by this strategy (E-H) and their respective embossing patterns and embossing point
spacing are reproduced.

Sample name Sample dimensions Embossing pattern Pattern spacing (mm)
E 60 mm × 10 mm × 350 µm circle 0.5

Reference R2 60 mm × 40 mm × 350 µm none none
F 60 mm × 40 mm × 350 µm rectangle 1
G 60 mm × 40 mm × 350 µm staggered rectangle 1
H 10 mm × 40 mm × 350 µm two rectangles 1

Table 4.6.: Geometry of the samples and parameters of the embossing pattern generated
by the sequential embossing strategy. The shape of the embossing patterns of sample E
can be seen in Fig. 5.4 c), while the embossing patterns of samples F-H are shown in
Fig. 5.16 b)-d), respectively.
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with residual stress

5.1. Information contained in the DFI signal

While neutron grating interferometry-based analysis of electrical steel has become
more widespread in recent years [78, 106–110], embossed non-grain-oriented electrical
steel (NGOES) has been analyzed primarily as part of the same DFG project as this
thesis [65, 70, 111–114]. In the following section, we will give an overview of the
quantities nGI measures when analyzing embossed NGOES and their importance for
data analysis in the following sections. The theory section notes that nGI measures
scattering off material and magnetic inhomogeneities in the micrometer range. Due
to the embossing process, the grain structure of NGOES and the distribution of its
magnetic domains changes. Furthermore, discontinuities in the material volume may
occur depending on the embossing process, which may also cause scattering. In the
following two sections, we will explore the influence of nuclear scattering in NGOES as
well as the deformation of NGOES on the DFI signal.

5.1.1. Scattering off the nuclear microstructure

The grain structure of NGOES itself provides a microstructure off which USANS may
occur. In the case of the used material, the mean grain diameter is ≈ 70 µm. This
structure size is significantly larger than the maximum correlation length ξ = 24.8 µm
accessible with our nGI setup and other setups. Hence, primarily magnetic scattering
causes the signal detected by nGI. In Fig. 5.1, this assertion is substantiated by
measuring the DFI signal of an NGOES at different applied magnetic fields Happ and
correlation lengths ξ. Regardless of ξ the DFI signal rises with increasing Happ, reaching
unity for Happ > 100 kA m−1. The signal trend towards unity shows that no detectable
USANS is present when the samples are close to magnetic saturation. In case of
significant material scattering, even close to magnetic saturation, the DFI should be
below unity. Subsequently, we attribute any scattering signal detected to magnetic
scattering.

57



58 5. Magnetic properties of electrical steel with residual stress

0 20 60 100 140
Magnetic field (kA/m)

0.2

0.4

0.6

0.8

1

D
FI

 s
ig

na
l (

ar
b.

 u
.)

2.5 µm
4.6 µm
6.9 µm

Figure 5.1.: DFI signal of an NGOES sheet dependent on the applied magnetic field
(Happ) at correlation lengths ranging from 2.5 µm to 6.9 µm. At high Happ, the DFI
signal trends towards unity, indicating no detectable scattering.

5.1.2. Scattering due to material deformation

In the previous section, we have shown that the grain structure of non-embossed
NGOES does not contribute to the DFI signal. However, embossing deforms the
sample. This deformation may be a source for USANS due to scattering on the created
edges. We embossed two samples (Emb1 and Emb2) and annealed one (Emb2) to
investigate a possible deformation effect on the magnetic properties and the DFI signal.
Similarly, as a reference, we measured two virgin samples (R3 and R4), one of which
was annealed (R4). Table 5.1 shows the material states of the four samples.

Fig. 4.9 b) shows a sketch of the embossing process of the samples. As shown,

Sample R3 R4 Emb1 Emb2
Embossed No No Yes Yes
Annealed No Yes No Yes

Table 5.1.: Material states of the reference (R3 and R4) and embossed (Emb1 and
Emb2) samples used to investigate deformation as a cause of scattering.

we performed the embossing using a flat punch with a diameter of 3 mm, and the
embossing depth was set to 50 µm. We annealed the sample to remove residual stress
by keeping the samples at a temperature of ≈ 800 ◦C for an hour and a slow cooling
toward room temperature.
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In Fig. 5.2 the DFI signal of sample a) Emb1, b) Emb2, c) R3 and d) R4 at an
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Figure 5.2.: DFI signal of sample a) Emb1, b) Emb2, c) R3 and d) R4 at an applied
magnetic field Happ = 780 A m−1. a) shows the guidance of the magnetic flux due to
residual stress, which vanishes in b) due to the annealing. In the two reference samples,
the annealing does not influence the DFI signal, indicating an insignificant influence of
annealing on the measured signal.

applied magnetic field Happ = 780 A m−1 are shown. Emb1 shows, as expected, both
a decrease in the DFI signal in the embossed area and an increase in the DFI signal
above and below the embossing, indicating the guidance of the magnetic flux by the
embossing. In contrast, Emb2 shows no increase above or below the embossing, while
the embossed area shows a significantly reduced decrease in the DFI signal. Both R3
and R4 show a similar homogeneous DFI signal, indicating that the primary effect
causing the decrease of the DFI signal and, correspondingly, the magnetic guidance of
the magnetic flux is residual stress, as the deformation of the sample is not affected
by annealing. The slight decrease of the DFI signal in the embossed area of Emb2 is
most likely the remaining residual stress after annealing and the resulting change in
the magnetic properties.
While embossing also influences grain sizes and introduces defects in the atomic lattice
[115], we have already shown that our measurements do not detect scattering caused
by the grains of the material. Similarly, nGI is not sensitive to scattering off the atomic
lattice, hence changes in the lattice do not directly influence the scattering signal.
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As both reference samples show the same signal, we can assume that the annealing
process has not changed the grain structure and the distribution of magnetic domains.

5.2. Embossing electrical steel - Guiding the magnetic flux

In the previous section, we have established that primarily residual stress causes the
change in the DFI signal, which locally changes the magnetic permeability. This
change in local permeability allows us to guide the magnetic flux away from areas
influenced by residual stress, similar to cutouts in the ES. In the following, we will
analyze different embossing strategies concerning their ability to guide magnetic flux
and the deformation of the ES. We looked at the embossed samples A to E and the
reference R1 for this. Parts of the results presented in this section have been published
in [65] and [114].

5.2.1. Experimental procedure

For the evaluation of the guidance of the magnetic flux provided by residual stress in
NGOES, we applied a Happ from 16 A m−1 to 11 200 A m−1 and measured the resulting
DFI signal. We chose the rolling direction of the samples, the direction of Happ, and
the sensitivity direction of the nGI-setup to be horizontal. Using different correlation
lengths, we performed the measurements in two distinct campaigns at the ANTARES
beamline. Samples A to D as well as R1 were measured at a correlation length
ξ1 = 1.865 µm, which corresponds to a sample to G2 distance of 62 mm for wavelength
λ = 4 Å. Sample E and R1 were measured at ξ2 = 0.84 µm also with λ = 4 Å, but
at a sample to G2 distance of 28 mm. Similarly, due to a change in the magnetic
coils of the magnetic yoke, the applied magnetic fields Happ vary slightly between the
measurement campaigns. The other parameters were the same for both measurement
campaigns. We performed an nGI-scan with ten equidistant phase steps for each
magnetic field. At each phase step, three images with an exposure time t = 10 s
were taken, resulting in a total exposure time of 300 s. We used one of the standard
nGI-setup detector systems at ANTARES, described in Sec. 3.2.3 with a field of view
of 71 mm × 76 mm and an effective pixel size of 33 µm × 33 µm. After processing the
raw data and generating the DFI maps for all samples, the DFI maps of the embossed
samples were divided pixel by pixel with the DFI map of the reference sample R1.
Hence, a signal value S = 1 denotes no change in scattering.
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5.2.2. Results

In Fig. 5.3 a) the normalized DFI maps of the embossed samples A, B, and C in
a magnetic field Happ = 3330 A m−1 are shown. The three different punch types
generate different patterns, but all three types reduce S below unity, indicating
increased scattering. Fig. 4.9 b) shows the embossing process used for the three
samples. Fig 5.3 b) shows the trend of the radially averaged signal Save(r) of sample
A-C from the center of the embossing, acquired at Happ = 780 A m−1 (solid lines)
and Happ = 11 200 A m−1 (dashed lines). For the measurements at Happ = 780 A m−1,
sample A shows an approximately linear increase of Save = 0.13 at r = 0 mm to unity
at r = 3 mm. At Happ = 780 A m−1, Save of sample B has a value of 0.26 at r = 0 mm.
However, the signal increases faster towards unity, reaching Save = 1 at r = 2 mm.
The trend of Save is not linear as in sample A but shows a dip at r = 1.5 mm. In
contrast to samples A and B the minimum Save of sample C is not at r = 0 mm but at
r = 1.45 mm with a value Save = 0.26. At radii r > 1.45 mm Save increases towards
unity at r = 2.2 mm. For r < 1.45 mm, we measure a slight increase of Save, indicating
that magnetic flux has passed the residual stress barrier induced by embossing.
Increasing Happ to 11 200 A m−1 significantly increases Save in the samples. In sample
A Save increases to 0.68 at r = 0 mm, while the radius it reaches unity is constant
at r = 3 mm. The dip in sample B at Happ = 780 A m−1 vanishes at increased Happ,
but for r in the range 0.75 mm to 1.5 mm Save is constant. Similar to sample A Save
reaches unity at the same radius (r = 3 mm) as with Happ = 780 A m−1. Sample C
also shows an increase of Save, but less pronounced than in the other two samples.
In Fig. 5.4 a), the normalized DFI maps of the embossed samples C-E are shown.

We blanked sample D as displayed in Fig. 4.9 a), while sample E was sequentially
embossed as shown in Fig. 4.9 c). In b), the embossing patterns and the expected
magnetic flux are shown. FB denotes the embossed/blanked areas, and FC represents
increased magnetic flux areas. We observe an increase in signal above unity in the FC
area for all samples. In the blanked sample D, the signal increases to 2.3 while the
signal in samples C and E rises to 1.2 and 1.1, respectively. The white area masks the
signal in the FB area of sample D, as the normalization of R1 to sample D does not
make sense in the blanked area. For sample C, the signal in FB decreases to a mean
of 0.6 in the center of the embossing, while in sample E, the signal in FB decreases to
0.5.
Fig. 5.4 c) shows the trend of the radially averaged signal Save(r) of sample C-E
from the center of the embossing, acquired at Happ = 813 A m−1 (solid lines) and
Happ = 11 200 A m−1 (dashed lines). Similar to the results shown in Fig. Save of
sample C is not at r = 0 mm but at r = 1.45 mm with a value Save = 0.48. At
radii r > 1.45 mm Save increases towards unity at r = 2.2 mm. For r < 1.45 mm Save
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Figure 5.3.: Analysis of the influence of embossing on the scattering contrast. (a)
Normalized DFI-signal of samples A, B, and C in an applied magnetic field Happ =
3330 A m−1. The data is normalized using the reference sample also exposed to Happ. A
signal smaller than S = 1 indicates more scattering in the embossed sample than in the
non-embossed reference. (b) Normalized signal Save(r) as obtained by radially averaging
the images of samples A (blue), B (orange), and C (green) with Happ = 780 A m−1

(solid line) and 11 200 A m−1 (dashed line). The figure has been published similarly in
[65].

increases to 0.7, indicating that magnetic flux has passed the residual stress barrier
induced by embossing. The blanked sample shows the minimum signal Save = 0.8 at
r = 1.6 mm, while sharply increasing for smaller radii. Here, the signal above unity is
an artifact of the normalization process and does not indicate a magnetic flux. For
r > 1.6 mm the signal increases slowly towards Save = 1.1. Sample E shows nearly
constant Save = 0.5 for radii r < 1.75 mm. At larger radii, the signal increases towards
unity.
Increasing Happ to 11 200 A m−1 increases Save for samples C and E in the embossed
area significantly. In contrast to Happ = 813 A m−1 sample C shows a lower Save than
sample E for radii r < 1.75 mm, with a minimum of 0.75. Sample E has a minimum
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Save of 0.85, indicating low guidance of the magnetic flux. In contrast, the minimum
of sample D is similar to the minimum at Happ = 813 A m−1.
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Figure 5.4.: Comparison of the guidance of the magnetic flux using different embossing
strategies. (a) Normalized DFI-signal of samples C, D, and E in an applied magnetic
field Happ = 780 A m−1. The data is normalized using the reference sample also exposed
to Happ. A signal smaller than S = 1 indicates more scattering in the embossed sample
than in the non-embossed reference, hence less magnetic flux. (b) Sketches of the
expected magnetic flux inside samples C-E. c) Normalized signal Save(r) obtained by
radially averaging the images of samples C (green), D (purple), and E (red) with
Happ = 813 A m−1 (solid line) and 11 200 A m−1 (dashed line). Parts of the data
presented in this figure have been published in [114].

5.2.3. Discussion
We attribute the differences in signal observed in Fig. 5.3 to the differences in punch
shape and the embossing process. Sample A is deformed more gradually due to the



64 5. Magnetic properties of electrical steel with residual stress

shape of the spherical punch. In contrast, the conical punch of sample B causes
stronger deformation, which leads to a secondary residual stress area in the range
0.75 mm to 1.5 mm due to the blank holder and die. The signal caused by the flat
embossing in sample C is not perfectly circular. The interplay between the circular
embossing, resulting residual stress, and the unidirectional magnetization direction
causes elongation along the applied magnetic field direction. The range of influence
of residual stress on the signal is largely independent of the applied magnetic field.
This independence makes sense as the magnetic field does not influence the range
of residual stress. Samples A to C show an increase of the normalized signal S at
Happ = 11 200 A m−1, indicating that the effect of the residual stress, reduction of
permeability, is less significant at higher magnetization states. We previously observed
similar effects using global magnetic measurements [30, 111], limiting residual stress
as a flux barrier for high Happ. However, such high Happ is normally not used in electric
drives due to the low permeability of electrical steel at these applied magnetic fields
[111].
The signals in Fig. 5.4 show that embossing (Sample C and E) also enables the guidance
of magnetic flux in electrical steel. However, the effect of embossing is smaller than for
blanking, as can be seen by the higher signal S in the FC area of sample D. This fits
our expectations. While the embossing reduces the maximum magnetic permeability µ

significantly compared to µr ≈ 6000 in our stress-free electrical steel samples [70, 113],
the permeability will remain significantly above µr ≈ 1 as encountered in air.
While the effect of the sequential embossing (E) is a small Happ roughly equal to
the single embossing (C), the deformation of the sample is also significantly reduced.
However, at higher Happ, the guidance of the magnetic flux of the single embossing is
larger than the sequential embossing. The construction of the magnetic core of an
electric drive comprised of stacked electrical steel sheets requires minimum deformation
of the electrical steel. Gaps between the stacked electrical steel sheets decrease
the power density of the electric drive [116]. We note that there is a difference in
normalized signal in the embossing area between sample C in Fig. 5.3 and Fig. 5.4
(0.4 to 0.6). The different accessed correlation lengths cause this difference. As the
change in scattering signal due to embossing is not trivial, a change in correlation
length will influence the ratio between the DFI in the embossed sample and the DFI in
the reference sample.

5.2.4. Conclusion
In the previous section, we demonstrated the possibility of using residual stress to guide
magnetic flux in electrical steel. The results on the macroscopically embossed samples
(A-C) show that to restrict the range of the residual stress, a sharp deformation edge
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caused by the flat embossing in sample C is preferred compared to a more gradual
deformation in A and B. However, a strategy of multiple small embossing points, as
in sample D, is chosen for practical applications. Here guidance of the magnetic flux
similar to flat embossing can be achieved while minimizing deformation. A further
consideration is the possibility of freely defining the pattern and force of the embossing
points, enabling the creation of flux barriers that are primarily effective along one
direction while minimally impeding the magnetic flux in the perpendicular orientation.

5.3. Connection of dark field contrast and the size of
magnetic domains in electrical steel

Local changes in the material properties due to residual stress cause a change in the
distribution of magnetic domains [117]. Due to the residual stress, the movement of
magnetic domain walls is pinned [115], and the preferred magnetic domain size tends
to decrease compared to a stress-free material [118]. Applying an external magnetic
field causes the growth of magnetic domains aligned favorably to the magnetic field.
nGI tracks this variation in the size of magnetic domains caused by stress and applied
magnetic field.

5.3.1. Models to describe the interaction of neutrons with magnetic
domains

For ferromagnetic single crystals and also grain-oriented electrical steel (GOES), the
description and measurement of the distribution of magnetic domains using nGI is
comparatively simple [118, 119], as the magentic domains are large compared to the
spatial resolution. In addition, the measurement of local surface domains allows us to
conclude the distribution of internal domains due to the homogeneous nature of the
considered material. In contrast, the surface domains visible in polycrystalline materials
do not simply correspond to the internal domains, as the internal grain boundaries
are typically unknown. As a result, describing the distribution of internal domains in
polycrystalline materials using surface measurements is, in many cases, impossible.
Most techniques able to measure magnetic properties in the bulk of a polycrystalline
sample can only assess global magnetic properties [3, 8].
Here neutron depolarization imaging and nGI allow us to map these properties [11, 119].
While neutron depolarization imaging is used frequently to measure the size of magnetic
domains in ferromagnetic samples [120, 121] and GOES [122], the high internal
magnetic fields of NGOES in combination with the small domain size lead to a
complete depolarization of the neutron beam, preventing neutron depolarization from
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being used. In contrast, as shown in the previous section, nGI can recover information
about the magnetic properties using scattering from the distribution of magnetic
domains. In the following, we consider two possible ways to analyze the data provided
by nGI.

Randomly oriented magnetic domains
As noted in Sec. 2.1, the description of the distribtuion of magnetic domains inside
a polycrystalline ferromagnet is not trivial. For the following evaluation, we assume
that the magnetization directions of all domains show random distribution in case no
external magnetic field is present. Furthermore, we assume that the domain size can
be described approximately by assuming spherical magnetic domains with a normally
distributed diameter. Effectively, we consider the magnetic domains a sort of foam.
Ordinarily, the scattering of such a foam is characterized by the form factor F and
the structure factor S , as the scattering length density varies periodically. Due to the
random orientation of the magnetization direction, the scattering length density also
varies randomly; hence for the analysis, we treat every magnetic domain as an isolated
sphere (S = 1). This simplification allows us to recover information about the average
size of the magnetic domain DROMD, their variance in size σROMD as well as the DFI
extinction coefficient ΣROMD of magnetized electrical steel.

Spin misalignment scattering
Another option to describe the scattering is to use a spin misalignment scattering model
based on a micromagnetic approach, as shown in Sec. 2.2 and in, e.g., [15]. Here the
scattering off of spin misalignment due to perturbations in the material is considered.
We consider our domain structure as areas of uniform magnetization with an average
diameter DMicro with bMicro describing the dominating factor for perturbations in the
spin microstructure [15]. ΣMicro again denotes the DFI extinction coefficient.

5.3.2. Experimental Setup
We performed scans of the correlation length using the nGI at the ANTARES imaging
beamline to analyze the magnetic microstructure using the NGOES samples R1 and
C. Sec. 4.4 details the sample parameters and embossing process. Fig. 5.5 shows
an image of sample C and the corresponding DFI at 785 A m−1. Here we indicate
the areas, embossed, embossed edge, flux concentration, and flux reduction, used for
further analysis. We placed the samples in a magnetic yoke (See Sec. 4.2.4) for the
measurement, with the rolling direction (RD) of the sample parallel to the applied
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magnetic field Happ. Both RD and Happ were perpendicular to the grating lines.
We scanned the correlation length ξ by varying the distance between the sample and
G2. For sample R2, ξ was varied in 10 non-equidistant steps between 0.84 µm and
13 µm and for sample C between 0.84 µm and 9.71 µm in six steps. At every scanned
correlation length Happ was varied from 27 A m−1 to 26 880 A m−1.
To keep the DFI extinction coefficient Σ constant at all correlation lengths, the
wavelength was fixed at 4 Å. As a result, the spatial resolution changes from ≈ 100 µm
at the smallest correlation length to ≈ 1000 µm at the largest correlation length. For
every Happ, we performed an nGI scan with ten steps over one grating period. We
took three images at every step, each with an exposure time of 20 s. Hence, the total
exposure time amounted to 600 s for every DFI. The detector had an effective pixel
size of 33 µm × 33 µm with a 100 µm thick scintillation screen.
Due to an error in the detector system, we acquired no data for sample C at correlation
length ξ = 0.84 µm and Happ > 2251 A m−1.

5.3.3. Randomly oriented magnetic domain approach

Evaluation procedure

For the evaluation of the Happ dependent size of magnetic domains using a randomly
oriented magnetic domain (ROMD) model, we consider a 10 mm×10 mm area centered
around the embossing of sample C and use the same area in sample R1 as a reference.
To increase the dynamic range of the DFI signal (see Sec. 3.2.3), a 5 × 5 pixel binning
was used for every raw image. Then we performed the standard DFI evaluation scheme
of fitting the oscillation in every binned pixel as presented in Sec. 3.2.3. To model the
change in the DFI signal for every pixel during the scan of the correlation length (ξ),
we use the following equation:

DFI(ξ,DROMD,σROMD,ΣROMD) = exp
[
ΣROMDt

(
G(ξ,DROMD,σROMD)
G(0,DROMD,σROMD) − 1

)]
. (5.1)
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Figure 5.5.: a) Optical image (left) and DFI (right) of sample C. The DFI has been
taken at an applied magnetic field of 785 A m−1. The rolling direction of the sample
and applied magnetic field Happ direction are parallel with respect to each other but
perpendicular to the grating lines of the nGI-setup. The colored hatching indicates the
different evaluated areas. b) Data processing from raw data to DFI used in Sec. 5.3.
Before DFI evaluation, as shown in Fig. 3.3, a 5x5 pixel array is averaged to a single
pixel (binning), increasing the signal-to-noise ratio, enabling the analysis of low DFI
signals (see Sec. 3.2.3).

The normalized correlation function G(ξ,DROMD,σROMD)
G(0,DROMD,σROMD) can be calculated from Eq. 2.35:

G(ξ,D,σ)
G(0,D,σ) = ℜ


1 −

(
ξ

N (D,σ2)

)2 1
2
1 + 1

2

(
ξ

N (D,σ2)

)2

+ 2
(

ξ

N (D,σ2)

)2 (
1 − ξ

2N (D,σ2)

)2

ln


ξ

N (D,σ2)

1 +
(

1 −
(

ξ
N (D,σ2)

)2) 1
2


 (5.2)
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For the sake of readability we use the short hand notations D and σ instead of DROMD
and σROMD, respectively, in Eq. 5.2. N (D,σ2) describes the normal distribution of the
domain diameter around its expectation value D and the standard deviation σ.
Using a least squares approach, we fit Eq. 5.1 to the correlation length-dependent
change of the DFI for every pixel. The fit parameters for Eq. 5.1 are the average
domain diameter (DROMD), the relative variance of the domain diameter(σROMD), and
the dark field extinction coefficient of the DFI (ΣROMD). This approach of fitting the
data is similar to the one presented in [123], where the size of magnetic domains in
the bulk of polycrystalline Fe was determined using USANS.
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Results

For a quantitative analysis of the change in a fitting parameter, we divide sample C into
four areas, the flux reduction area (blue), the flux concentration area (magenta), the
embossed edge area (green), and the embossed area (red). Fig. 5.5 shows the location
of these areas in the sample. In addition, we consider sample R1 as a virgin area
(black). In Fig. 5.6, we plot the average DFI value of every area (filled circles) and the
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Figure 5.6.: Evaluated DFI data vs. correlation length ξ (filled circles) and corresponding
theory fit according to Eq. 5.1 (solid lines) of the considered areas, embossed (red),
embossed edge (green), flux concentration (magenta) and flux reduction (blue) shown
for sample C in Fig. 5.5 and the virgin sample R1 (black).

corresponding fit of the correlation function (Eq. 5.1) (solid lines) vs. the correlation
length for every applied Happ. The fit shows for all areas good agreement with the
data points, with slightly increased deviations for Happ ≥ 23 520 A m−1. Regardless of
the applied magnetic field, the DFI signal decreases towards higher correlation lengths,
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indicating increased scattering. At Happ < 8400 A m−1, the DFI signal decays, for large
correlation lengths, to a noise-defined constant value. Hence the evaluated Σ value in
this regime may be larger, as the noise-defined constant value distorts the correlation
function. This distortion leads to an incorrect evaluation of the correlation function.
This effect is presented in detail in Sec. 3.2.3 in Fig. 3.7 and Fig. 3.8.
For all magnetic fields, the DFI in the flux concentration, flux reduction, and virgin
areas show a similar decay toward the noise-defined constant value. For Happ between
27 A m−1 and 11 200 A m−1, the DFI signal in the embossed edge area and the em-
bossed area shows a similar faster decay toward the noise-defined constant value than
observed for the other areas. At higher magnetic fields, the decay of the DFI signal
in the embossed area is faster than for the embossed edge area. At magnetic fields
above 11 200 A m−1, the DFI value at large correlation lengths increases from 0.01 to
a maximum value of 0.5 for the flux concentration, flux reduction, and virgin area. In
contrast, the DFI of the embossed and embossed edge area increases from 0.01 to 0.2
and 0.3, respectively.
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Figure 5.7.: Comparison of the mean fit parameters of the embossed (red), embossing
edge (green), flux reduction (blue) and flux concentration (magenta) area of sample C
with the virgin area (black) of the reference sample R1.
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In Fig. 5.7, the change of the fit parameters DROMD, σROMD and ΣROMD vs. the applied
magnetic field is presented for the considered areas. The virgin, flux reduction, and
flux concentration area show a mean domain diameter of DROMD = 4.6 µm at Happ =
27 A m−1. The virgin area has a maximum DROMD = 10 µm at Happ = 11 200 A m−1, in
contrast, DROMD of the flux reduction and flux concentration area reaches a maximum
≈ 13 µm also at Happ = 11 200 A m−1. For Happ ≤ 5040 A m−1 the guidance of the
magnetic flux due to residual stress causes DROMD in the flux concentration area to be
higher than in the flux reduction area.
DROMD in the embossed (embossed edge) area increases from 2.5 µm (2.5 µm) at
Happ = 27 A m−1 to 10 µm (9 µm) at Happ = 15 120 A m−1, respectively. At higher
Happ DROMD is constant for the embossed area, while it decreases towards 8 µm at
Happ = 26 880 A m−1 for the embossed edge area.
For Happ < 5040 A m−1 ΣROMD is relatively constant at 120 cm−1, which is caused
by the noise limit of the DFI (see, e.g., Sec. 3.2.3). At higher Happ ΣROMD starts to
decrease for all areas. The three non-embossed areas decrease to 20 cm−1, while the
embossed area decreases to 55 cm−1 and the embossing edge area to 45 cm−1. In
contrast to the other parameters, σROMD is approximately constant for all considered
areas and Happ. The virgin sample R1 has a slightly lower σROMD at 0.4, while sample
C roughly has a σROMD of 0.5 in all areas. In addition to the analysis of the different
considered areas, we can also pixel-wise map DROMD, σROMD and ΣROMD. Fig. 5.8
presents these maps for both samples and all Happ.
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Figure 5.8.: Calculated DROMD (left column), σtROMD (middle column) and ΣROMD
(right column) for samples R1 and C using Eq. 5.1 for increasing magnetic fields.
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Comparing the DROMD-map of sample C with sample R1 the influence of the embossing
is visible as a decrease in DROMD in the embossed area. DROMD increases for both
C and R1 with increasing Happ, while ΣROMD decreases. While the influence of the
embossing is not visible in ΣROMD for small Happ, the effect of embossing is visible
when the magnetic field increases. In contrast, σROMD is constant with respect to
changes of Happ. We also observe, a significant amount of noise in DROMD, σROMD
and ΣROMD for sample C. DROMD of sample R1 shows some sort of structuring at
Happ ≥ 20 160 A m−1.

Discussion
For Happ ≤ 5040 A m−1 DROMD in the flux concentration area is increased compared
to the flux reduction area. The domain diameter shows no difference between the two
areas at higher applied magnetic fields. This result corresponds to the expectation
that the residual stress induced by embossing causes magnetic flux to be concentrated
in the flux concentration area, resulting in higher magnetic polarization at the same
Happ and larger magnetic domains. At higher Happ > 5040 A m−1 the effectiveness of
the embossing as a flux barrier decreases, hence DROMD of the two areas equalizes.
In comparison, the virgin area in sample R1 shows, regardless of Happ, a smaller DROMD,
with a similar trend as the flux concentration and reduction area. The maximum
DROMD for the virgin area is reached for Happ ≈ 10 000 A m−1. This difference may be
due to differences in the two materials, resulting in different sizes of magnetic domains.
Another reason may also be the decreased number of correlation lengths and ranges
probed for sample C compared to R1. Due to a problem in the detector system, the
data points at ξ = 0.84 µm are missing for at Happ > 2332 A m−1, reducing the data
quality. The missing information may also be the reason for the increased noise present
in the evaluated data in Fig. 5.8 for sample C.
The increasing diameter of the magnetic domains DROMD at rising Happ can be seen
as a growth of magnetic domains oriented favorably to the magnetization direction
[118]. In a crystalline material, the magnetization direction of the magnetic domains
is oriented parallel to its magnetic easy axes [124]. Assuming one of the easy axes is
along the same direction as the applied magnetic field, the magnetic domain whose
magnetization direction is the same as the applied magnetic field grows. In case of a
mismatch of the easy axis with the magnetization axis, the domain whose magnetization
orientation has the smallest mismatch will grow and, depending on the energy cost,
also rotate towards the direction of the applied magnetic field [18]. Typically, at lower
magnetic fields, domain growth is observed while domain rotation occurs at higher
applied magnetic fields [8, 18, 124].
We also observe an apparent decrease in DROMD for Happ > 11 200 A m−1. This
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decrease may be an artifact of the limited accessed range of the correlation length
and the increase in correlation length where the correlation function reaches saturation
due to the increase in applied magnetic field.
The embossed and embossed edge areas show a decreased diameter of the magnetic
domains compared to the virgin, flux reduction, and flux concentration areas. In this
area, the residual stress changes the magneto elastic energy contribution, which leads
to a decrease in the size of the magnetic domains [8, 18]. In addition, deformation
and residual stress reduce the mean grain size of the electrical steel [105, 125]. This
reduction of grain size increases the ratio of smaller closure domains on the edge of
the grain relative to larger internal domains [8].
The decrease of ΣROMD at higher magnetic fields for all areas indicates that the
magnetic domains’ orientations align parallel to the applied magnetic field, reducing
the difference in scattering length density in the observed samples.
σROMD remains for all considered areas roughly constant when increasing Happ. The
lower variance observed in the virgin sample may be due to different material properties.
A comparison of the raw data and the fitted curves in Fig. 5.6 shows a generally
good agreement, which indicates the suitability of the ROMD-model to fit the data.
However, we note that the correlation function needs to be probed at a sufficiently
high number of correlation lengths and over a wide range for better results.
We note that sample R1 in Fig. 5.8 shows for Happ ≥ 15 120 A m−1 some structure in
the DROMD-map. As this structure remains relatively constant with increasing Happ
and can also be found in the DMicro-maps presented in 5.11, we are confident that this
is not caused by random variation in the data or as an artifact of the ROMD-model.
Some macroscopic structure in the material possibly causes this variation, which may
be a remnant of the manufacturing process. A full explanation for this structure has
yet to be made available.

5.3.4. Micromagnetic approach

Evaluation procedure

For the evaluation of the Happ dependent magnetic domain size using the micromagnetic
spin-misalignment (Micro) model, we consider the same areas as for the ROMD-model.
The areas are shown in Fig. 5.5 a). To increase the dynamic range of the DFI signal
(see Sec. 3.2.3), a 5 × 5 binning was used for every raw image. The procedure is
shown in Fig. 5.5 b). Then we used the standard DFI evaluation scheme of fitting
the oscillation in every pixel as presented in Sec. 3.2.3. To model the change in the
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DFI signal for every pixel during the scan of the correlation length (ξ), we use the
following equation:

DFI(ξ,DMicro,bMicro,ΣMicro) = exp
[
ΣMicrot

(
G(ξ,DMicro,bMicro)
G(0,DMicro,bMicro)

− 1
)]

. (5.3)

For the sake of readability, we used the short hand notation D and b instead of DMicro
and bMicro, respectively, in the following equation. The normalized correlation function
G(ξ,D,b)
G(0,D,b) can be calculated from the equations presented in Sec. 2.2.2:

G(ξ,D,b)
G(0,D,b) =

∫ (dΣM
dΩ (qx ,D,b)

)
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(5.4)

Here P(ξ,D) is the form factor of spherical particles and S(ξ) the structure factor as
introduced in Sec. 2.2.2:

P(ξ,D) = 9 j2
1 (ξD/2)
(ξD/2)2 and (5.5)

p = p(qx ,Happ) is the dimensionless function introduced in Eq. 2.26, containing
information about the material parameters:

p(qx ,Happ) = Ms

Happ
(
1 + 2A

µ0MsHapp
q2

x

) (5.6)

The fit parameters in Eq. 5.3 are the average domain diameter (DMicro), bMicro and
the dark field extinction coefficient (ΣMicro). Similar to [14], we set for simplicity
S(ξ) = 1 as our data shows no strong impact of dense packing. We approximated the
integrals in Eq. 5.4 by Riemann integration. The resulting expressions were fitted using
a Levenberg-Marquardt least squares approach. This approach to fitting the data is
similar to the one presented in [15]. For Eq. 5.6, we use the saturation magnetization
Ms = 1.75 × 106 A m−1 and the exchange stiffness A = 1.5 × 10−11 J m−1 as material
parameters of the NGOES samples. µ0 is the vacuum magnetic permeability.
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Results

Similar to Sec. 5.3.3, we divide sample C into four areas, the flux reduction area
(blue), the flux concentration area (magenta), the embossed edge area (green), and
the embossed area (red). These areas are shown in Fig. 5.5. In addition, we consider
sample R1 as a virgin area (black). In Fig. 5.9, the mean data value (filled circles)
and the corresponding correlation function fits (solid lines) vs the correlation length
are shown. The fits and data points show good agreement in general. However, at
Happ ≥ 23 520 A m−1, the quality of the fit degrades slightly.

0.0

0.3

0.6

0.9

D
F

I
si

g
n

a
l

(a
rb

.
u

.)

27 A m−1a)

Fit to Theory

Measurement

Fit to Theory

Measurement

785 A m−1b)

Embossing

Embossing edge

Flux reduction

Flux concentration

Virgin

Embossing

Embossing edge

Flux reduction

Flux concentration

Virgin

2251 A m−1c)

0.0

0.3

0.6

0.9

D
F

I
si

g
n

a
l

(a
rb

.
u

.)

3360 A m−1d) 5040 A m−1e) 6720 A m−1f)

0.0

0.3

0.6

0.9

D
F

I
si

g
n

a
l

(a
rb

.
u

.)

8400 A m−1g) 11200 A m−1h) 15120 A m−1i)

1 5 9 13

Correlation length (µm)

0.0

0.3

0.6

0.9

D
F

I
si

g
n

a
l

(a
rb

.
u

.)

20160 A m−1j)

1 5 9 13

Correlation length (µm)

23520 A m−1k)

1 5 9 13

Correlation length (µm)

26880 A m−1l)

Figure 5.9.: Evaluated DFI data (filled circles) vs. correlation length ξ and theory fit
according to Eq. 5.3 (solid lines) of the considered areas, embossed (red), embossed
edge (green), flux concentration (magenta) and flux reduction (blue) shown for sample
C in Fig. 5.5 and the virgin sample R1 (black).
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In Fig. 5.10, we compare the change of the fit parameters a) DMicro, b) ΣMicro and
c) bMicro vs. Happ for the embossed (red), embossed edge (green), flux reduction
(blue) and flux concentration (magenta) area of sample C with the virgin area (black)
of sample R1. DMicro for the virgin, flux concentration and flux reduction area is
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Figure 5.10.: Change of the fit parameters a) DMicro, b) ΣMicro and c) bMicro vs. the
applied magnetic field in the considered areas. The embossed (red), embossed edge
(green), flux reduction (blue) and flux concentration (magenta) area of sample C are
compared with the virgin area (black) of sample R1.

1.8 µm for Happ = 27 A m−1. The maximum DMicro of the virgin area is ≈ 11 µm at
Happ = 8400 A m−1. The flux concentration and reduction areas show a maximum
diameter of ≈ 13 µm at Happ = 8400 A m−1 and 11 200 A m−1, respectively. For
Happ ≤ 5040 A m−1 the guidance of the magnetic flux due to residual stress causes
DMicro in the flux concentration area to be higher than in the flux reduction area.
Above Happ = 11 200 A m−1 the diameter decreases. The embossed and embossed
edge area show a DMicro of 0.7 µm at Happ = 27 A m−1, which increases to its maximum
of 10.4 µm and 8.4 µm, respectively, at Happ = 20 160 A m−1. For higher Happ, the
domain diameter for the embossed and embossed edge area is roughly constant.
For Happ < 5040 A m−1 ΣMicro is relatively constant at 120 cm−1, which is likely an
artifact of the noise limit of the DFI (see, e.g., Sec. 3.2.3). At higher Happ ΣROMD
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starts to decrease for all areas. The three non-embossed areas decrease to 20 cm−1,
while the embossed area decreases to 50 cm−1 and the embossing edge area to 40 cm−1.
In contrast to the other parameters, the value of bMicro varies widely between 7 × 10−9

and 820.
Similar to Sec. 5.3.3, we present the maps of the diameter DMicro, DFI extinction
coefficient ΣMicro and the ratio bMicro dependent on Happ for samples C and R1 in Fig.
5.11.
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(right column) for samples C and R1 using Eq. 5.3 for increasing magnetic fields.
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As in Fig. 5.8, we observe a strong influence of the embossing in the DMicro-map.
Again the embossed area shows a decrease in DMicro compared to the surrounding area.
For Happ ≤ 8400 A m−1 the effect of the embossing is less signifcant in the ΣMicro-map.
We observe a signifcant change in the bMicro-maps dependent on the applied magnetic
field, with high bMicro values for an applied magnetic field 2251 A m−1 ≤ Happ ≥
15 120 A m−1.

Discussion
DMicro and ΣMicro show similar trends and values as observed for the ROMD-model
in Sec. 5.3.3. We again observe an increased DMicro for Happ ≤ 5400 A m−1 in the
flux concentration area compared to the flux reduction area. As noted before, the
magnetic flux deflection due to the induced residual stress causes this difference. At
higher applied magnetic fields, this effect vanishes due to the reduced effect of the
embossing. In contrast to the ROMD-model, the value of DMicro in the virgin area is
close to the flux reduction and concentration area values. As with the ROMD-model,
the difference in value between the virgin area and the flux concentration and reduction
area may be a result of variations in the material or be caused by the reduced number
of measurement points used for sample C compared to sample R1.
The increase in DMicro with increasing applied magnetic field again indicates a growth of
the magnetic domains oriented favorably to the magnetization direction. The decrease
of ΣMicro at increasing Happ indicates the onset of domain rotation parallel to the
applied magnetic field [8, 124]. For volumes with residual stress, the magnetoelastic
energy contribution changes, which decreases the diameter of the magnetic domains.
In addition, the magnetic permeability decreases [70, 113], leading to a decreased
magnetization in this area at the same applied magnetic field compared to an area
without residual stress.
The variation between DMicro and DROMD may result from the different approaches in
the two models. In the case of the ROMD-model, we assumed that we could view
the distribution of magnetic domains as an ensemble of isolated spheres, for which
we can fit the mean domain diameter DROMD as well as its variance σROMD. For the
micromagnetic model, we assumed that the diameter is the area of homogeneous
magnetization with spin-misalignment fluctuations extending outside. The parameter
bMicro describes the extent of the spin-misalignment fluctuations and the power-law
dependence of the correlation function [15, 32]. This dependence of the decay of the
correlation on bMicro may cause the difference in the fitted diameter.
The significant variance of bMicro at different Happ may indicate that this model is
not well suited to the USANS data. The slightly worse fit may be because while the
theory works well within the SANS regime (nanometer), the length scales probed by
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nGI are in the micrometer regime. We expected this theory to work reasonably well, as
theories developed for SANS, i.e., scattering theory of two-phase system [88] generally
also work for nGI [77]. One reason may be that the interactions considered in the spin
misalignment approach (i.e., exchange length) are only on the nanometer scale, and
the nGI does not detect them.
In contrast, the absolute value of ΣMicro fits quite well to ΣROMD. This match fits our
expectation as the DFI signal in the correlation length regime, where the correlation
function reaches zero, defines the extinction coefficient. The extinction coefficient
should be roughly the same regardless of the applied model. An exception is high Happ,
as the correlation function has not fully decayed to zero, causing the uncertainty of Σ
to rise.
However we need to note, that the fit parameters required extensive tuning for the
least squares approach to work.

5.3.5. Conclusion
In the previous section, we have shown that we can extract information about the
internal domain distribution of embossed and virgin NGOES using the correlation length-
dependent change in the DFI signal. We have studied two approaches; one assumes
randomly oriented magnetic domains with a specific domain size distribution (ROMD),
and the other considers scattering based on spin misalignment within a micromagnetics
approach (Micro). The ROMD-model considers no magnetic parameters except for
the size of magnetic domains. In contrast, the Micro model includes the exchange
stiffness constant, the domain size, and the saturation magnetization as magnetic
material parameters.
Both models show good agreement between raw data points and the resulting fits.
However, while the Micro model links to additional magnetic parameters, this also
poses problems during the fit of the correlation function. Due to the limited range of
correlation lengths, the density of the points in the range of correlation lengths, and
the form of the correlation function, the fitting remains relatively unstable. It requires
previous knowledge about magnetic parameters such as saturation magnetization
and exchange stiffness constant. For homogeneous samples, these parameters can
be accessed by, e.g., vibrating sample magnetometer measurements. In the case of
inhomogeneous samples, such a procedure is challenging or even impossible to apply.
In contrast, the ROMD-model allows extraction of the dependence of the local
distribution of magnetic domains on Happ and the residual stress state. Normally
the local domain distribution can only be visualized close to the surface. Hence we
visualized the local domain distribution in the bulk of NGOES for the first time.
Previously, the distribution magnetic domains was mainly mapped on the surface of a
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sample using various techniques, such as the MOKE or Bitter method. In the case
of single crystals, the knowledge of the closure domains on the surface of the sample
allows us to reconstruct the magnetic domains in the bulk of the sample. Considering
the polycrystalline nature of NGOES, these procedures are not applicable. While
USANS has been used previously to access the size of magnetic domains in FeSi, the
sample thickness was limited to 50 µm to prevent multiple scattering [123]. Due to the
nature of a USANS beamline, no spatial information about the domain distribution
was gathered.
The presented data shows that quantitatively analyzing the distribution of magnetic
domains in ferromagnets using DFI is possible and can be used to understand the
complex interaction of residual stress with the magnetic flux. Introducing residual
stress decreases the domain size at a specific Happ compared to a sample without
residual stresses. Here, the magnetoelastic energy contribution to the total magnetic
energy changes. Due to this, smaller magnetic domains are energetically favorable. In
addition, the introduced residual stress reduces the magnetic permeability, decreasing
the magnetization for an applied magnetic field and reducing the size of magnetic
domains.
In the context of the research towards new electric drive topologies, this allows us to
understand better how the complex interaction between residual stress and applied
magnetic field changes the local distribution of magnetic domains and hence the
magnetic properties. In our experiments, we looked at the embossed NGOES case
without any applied external strain. However, in a rotating electric drive, centrifugal
forces will be present. Therefore, in further experiments, the change of the distribution
of magnetic domains in a stressed sample with applied external strain should be
evaluated, which would allow us better to understand the magnetic properties of a
rotating electric drive.

5.4. Anisotropic magnetic scattering

Due to its one-dimensional construction, an nGI-setup is only sensitive to scattering
perpendicular to its grating lines. Hence, we conduct nGI-scans with different grating
orientations to detect anisotropic scattering. In the following, we will use this technique
to analyze the anisotropy in the magnetic scattering on NGOES at varying applied
magnetic fields Happ and correlation lengths ξ.
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5.4.1. Experimental Setup
To evaluate the anisotropy in scattering off of magnetic domains in NGOES, the
orientation of the grating lines relative to the sample has been rotated from ω = −90◦

to ω = 50◦, where 0° corresponds to vertical grating lines in the nGI-setup. For every
ω, Happ has been varied from 27 A m−1 to 27 800 A m−1. For every Happ, we performed
an nGI scan with ten steps over one grating period. We took three images at every
step, each with an exposure time of 20 s. Hence, the total exposure time was 600 s for
every DFI. This procedure has been performed at three correlation lengths ξ = 0.84 µm,
2.05 µm and 9.71 µm. This experiment used the virgin sample R1 to evaluate the
anisotropic magnetic scattering innate to the electrical steel sheet. The magnetic field
was applied parallel to the rolling direction of the sample and perpendicular to the
grating lines at ω = 0◦.
In Fig. 5.12 a) the DFI of R1 for different ω at ξ = 0.84 µm with Happ = 785 A m−1

is shown exemplarily. We see an oscillation of the DFI signal with the maximum and
minimum DFI signal at ω = 0◦ and ω = −90◦, respectively. In b), a photograph of the
evaluated sample area (10 mm × 10 mm) is shown. In c) an example for the change
in mean DFI signal vs. ω at Happ = 785 A m−1 is presented for the three considered
correlation lengths ξ = 0.84 µm (blue), 2.05 µm (orange) and 9.71 µm (green). Please
note the different scaling of the DFI signal in a) and c). Both ξ = 0.84 µm and
2.05 µm show a maximum at ω = 0◦, while ξ = 9.71 µm has its minimum at this ω

value. We will discuss the reason for this discrepancy in the following section.
We used the mean value of the area shown in a) to evaluate the anisotropy. We use a
bi-gaussian model (see Sec. 3.2.4) similar to the models presented in [67, 96, 126]
to fit the data and extract information about the anisotropy. Here we use the
isotropic extinction coefficient Σiso to model the isotropic scattering and the anisotropic
extinction coefficient Σan to model the increase in scattering along one direction defined
by the phase ϕ. For the readers convenience we reproduce the function (Eq. 3.20)
used to fit the data points here:

DFI(ω) = exp
(
−t

[
Σiso + Σan sin2 (ω − ϕ)

])
(5.7)

The model in question is detailed in Sec. 3.2.4.

5.4.2. Change of anisotropy
Fig. 5.13 shows the calculated a) Σiso, b) Σan and c) phase ϕ of the bi-gaussian model
used to fit the anisotropy data. In d) the relative anisotropy Σan/Σiso is given. Σiso and
Σan denote the isotropic and anisotropic part of the dark field extinction coefficient Σ.
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5 mm

Rolling direction

Happ = 785 A/m

a)

b) c)

Figure 5.12.: a) DFI of R1 at the measured ω at ξ = 0.84 µm with Happ = 785 A m−1.
b) Photograph of the sample. c) ω dependent change in mean DFI signal for the three
considered correlation lengths at Happ = 785 A m−1. Please note the different scaling of
the DFI signal in a) and c).

The phase denotes the angular orientation of Σan. ϕ = 0◦ denotes elongation of the
microstructure along the rolling direction, with increased scattering along the vertical
direction. Regardless of accessed correlation length Σiso decreases towards higher Happ.
For ξ = 0.84 µm (blue) and 2.05 µm(orange)Σan similarly decreases towards higher
Happ. For ξ = 9.71 µm (green) Σan shows a dip at Happ = 6720 A m−1 and 8400 A m−1,
but generally decreases towards higher Happ. For ξ = 0.84 µm and 2.05 µm the phase
remains close to 0°, regardless of Happ. In contrast ϕ for ξ = 9.71 µm is at ≈ 90◦ for
Happ ≦ 6720 A m−1 and then switches to ≈ 0◦ at Happ > 6720 A m−1. For ξ = 0.84 µm
the relative anisotropy Σan/Σiso shows a peak (0.29) at Happ ≈ 5000 A m−1. For both
lower and higher Happ, the relative anisotropy decreases towards ≈ 0.12. In contrast,
for ξ = 2.05 µm the relative anisotropy has its maximum (0.25) at 27 A m−1 and
a small dip at 785 A m−1. From Happ = 2251 A m−1 to 11 200 A m−1 the relative
anisotropy is roughly constant at ≈ 0.13. Towards Happ = 26 880 A m−1 the relative
anisotropy increases to 0.22. The relative anisotropy of ξ = 9.71 µm shows a dip
to 0.03 at Happ = 6720 A m−1 with an increase to 0.13 (0.1) at high (low) Happ,
respectively.

5.4.3. Discussion

Except for ξ = 9.71 µm the anisotropy of the scattering shows increased scattering
perpendicular to the rolling direction and applied magnetic field direction (ϕ = 0◦),
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Figure 5.13.: Parameters of Eq. 5.7 describing the anisotropy in scattering off magnetic
domains vs Happ at correlation lengths ξ = 0.84 µm (blue), 2.05 µm (orange) and
9.71 µm (green). a) and b) show the isotropic and anisotropic extinction coefficient
Σiso and Σan, respectively. c) shows the angle of the semi-major axis of the bi-gaussian
distribution relative to the grating orientation ϕ. An angle of 0° corresponds to σ1 parallel
to the x-axis. d) presents the ratio of anisotropic to isotropic extinction coefficient
Σan/Σiso. The sharp change in ϕ for ξ = 9.71 µm at Happ ≈ 8400 A m−1 is an artifact
caused by a decrease of the DFI signal below the noise limit for Happ < 8400 A m−1.

regardless of Happ. Assuming that the ROMD-model used in Sec. 5.3.3 is correct,
this indicates that the magnetic domains are, on average, elongated along the rolling
direction of the material. The elongation likely results from the rolling process used
to form the sample. This rolling process introduces stress into the material, which
changes the magnetic easy axes of the material [8] and influences the distribution of
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magnetic domains. Hence, the domain size recovered with the simplified model in Sec.
5.3.3 is only correct parallel to the rolling direction.
At ξ = 0.84 µm, the relative anisotropy at Happ < 15 120 A m−1 is increased compared
to ξ = 2.05 µm, indicating that smaller magnetic domains are more elongated than
larger magnetic domains. At higher Happ > 20 000 A m−1, this trend reverses, which
may be due to the growth of magnetic domains, whereby smaller magnetic domains
tend to decrease in number. The apparent rotation of the anisotropy for ξ = 9.71 µm
and Happ < 8400 A m−1 is likely caused by the saturation of the scattering signal and
the change in visibility caused by rotation of the gratings. As we have shown in Sec.
3.2.4, the reference visibility of an nGI-setup decreases when rotating the setup from
ω = 0◦ to ω = −90◦. The reference visibility decreases due to the bandwidth of
the NVS and the resulting spread in neutron velocities, and the influence of gravity
on the neutrons, which results in an additional spread of the neutron beam. In case
the sensitivity direction is horizontal (ω = 0◦), the vertical spread of neutrons due
to gravity is not detected, but for ω = −90◦ this spread is detected lowering the
reference visibility. An example of this is shown in Fig. 3.11, where the change in
visibility depending on the setup orientation and the NVS bandwidth is demonstrated.
Usually, a change in visibility does not cause problems, as the DFI is normalized to
the reference visibility. However, as we have shown in Sec. 3.2.3, a lower limit of
detectable visibility is caused by Poisson noise during the detection of neutrons. This
lower limit is independent of the rotation of the nGI-setup; hence for lower reference
visibility, the minimum DFI increases.

5.4.4. Conclusion

In the previously discussed experiment, we have shown that the assumption of perfectly
isotropic scattering, which we have used in Sec. 5.3.3, does not sufficiently describe
the scattering signal. The DFI signal indicates increased scattering perpendicular to the
rolling and magnetization direction, which points toward an elongation of the magnetic
domains along the rolling direction. The results also show that we need to scan the
correlation length and the anisotropy for a complete analysis of the distribution of
magnetic domains. For a better understanding of the exact influence of the rolling
direction on the distribution of magnetic domains, the dependence of the orientation
of the DFI signal on the angle between the rolling direction and the magnetization
direction should be analyzed in greater detail.
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5.5. Hysteretic behavior of the dark field contrast in electrical
steel

While we have discussed the change of the distribtuion of magnetic domains caused by
residual stress and applied magnetic field in a previous section, here we will discuss the
influence of residual stress on the local hysteretic behavior of electrical steel. First, we
will present the experimental parameters for these measurements. Afterward, we will
discuss the influence of different embossing strategies on the magnetic hysteresis in a
sample where the embossed area covers the whole width of the sample. In a second
step, we will analyze the change of magnetic hysteresis in a partially embossed sample
where magnetic flux barriers and concentration exist. We note that the hysteresis
measured by nGI is not directly comparable to the magnetic hysteresis measured by
standard methods such as VSM or SST. In an nGI measurement, the direction of the
magnetic polarization B may not be identified as positive and negative polarization
cause an increase of the DFI signal. Additionally, as noted before, the DFI tracks the
change in distribution of magnetic domainse and not directly the magnetic polariza-
tion. While these two properties are connected, the connection is not trivial. Hence,
comparing the acquired DFI signal to a standard magnetic hysteresis measurement is
impossible. For comparison of the evaluated samples, we use a similar methodology to
standard hysteresis measurements.

5.5.1. Connection between DFI and hysteresis

First, we want to remind the reader about the connection between the magnetic
polarization of the material and the recorded DFI signal. As mentioned above, this
connection is not trivial. An increase in the applied magnetic field Happ first leads to a
growth in domains oriented favorably with Happ, i.e., domain wall movement. At high
Happ, the domains rotate to align with the magnetic field. The size of the domains is
further defined by the metallurgic properties, i.e., impurities and residual stress. These
properties also pin the magnetic domain walls, leading to increased coercivity [124].
Assuming a constant neutron wavelength and nGI correlation length, an increase in
domain size leads to a non-linear increase of the correlation function G and hence an
increase in DFI signal (see Eq. 3.14).
Further complicating the relationship between polarization and DFI signal is that the
linear extinction coefficient Σ of the DFI signal is not constant when the domain size
changes. As a result of these complicated relationships, the extraction of physically
meaningful quantities from the DFI hysteresis is complicated. However, the DFI
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uniquely allows to visualize the differences in hysteresis in inhomogeneous materials.
In Fig. 5.14, an approximate wing-shaped DFI hysteresis curve is sketched as measured
with nGI and the corresponding parameters are given. Here, the remanence MDFI

R is
defined as the DFI signal at an applied magnetic field Happ of 0 A m−1. We define
the coercivity HDFI

C as the applied magnetic field at the minimum DFI signal DFImin
in this hysteresis loop. An additional parameter we consider is the DFI value DFImax
reached the maximum Hmax

app . Due to noise in the data, MDFI
R , HDFI

C and DFImin were
determined by fitting a parabola to the eight measurement points around the minima
at positive and negative Happ and taking the mean of the absolute values. By analyzing
the opening enclosed by the hysteresis curve, we can attempt to calculate a value for
the local energy loss PDFI, which corresponds in some way to the energy loss per cycle
P/f calculated from a standard hysteresis loop [127]. In standard magnetic hysteresis
measurements, an increase in area corresponds to an increase in energy loss.

DFI signal

Happ-Happ

DFImin

DFImax

MR
DFI

HC
DFI

pDFI

0

Figure 5.14.: Sketch of a DFI hysteresis curve with its defining parameters, remanence
MDFI

R , coercivity HDFI
C , minimum DFI DFImin, maximum DFI DFImax and energy loss

PDFI, marked.

5.5.2. Experimental setup
For the analysis of the magnetic hysteresis in embossed electrical steel sheets, we
performed nGI measurements at the PSI beamline BOA using a symmetric TLI-nGI
setup with the polychromatic spectrum available at BOA [13]. The open beam visibility
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was 50 %. We demagnetized the sample before the measurement in the magnetic
yoke used for the measurements. During the measurement Happ was cycled from
2750 A m−1 to −2750 A m−1 and back to 2750 A m−1 in non-equidistant steps with an
increased step density around 0 A m−1 to measure MDFI

R and HDFI
C . For every applied

magnetic field (Happ), we performed an nGI scan consisting of 10 steps with three
images per step, each with an exposure time of 20 s. Hence, every DFI has a total
exposure time of 600 s.
We analyzed four different samples made from electrical steel type M330-35A. The
size (L × W × T ) of the samples was 60 mm × 40 mm × 0.35 mm. The rolling
direction is parallel to the long side of the samples. One non-embossed reference
sample (R2), one homogeneously embossed sample across the width of sample (F),
one sample with a staggered embossing pattern across the width of sample (G), and
one sample homogeneously embossed across 50 % of the sample width (H). The
embossing consisted of multiple pyramidal indentations made with an applied force of
100 N. General sample parameters are provided in Sec. 4.4. A sketch of the sequential
embossing process is shown in Fig. 4.9 c). In Fig. 5.15, the embossing patterns of the
four considered samples R2, F, G, and H are shown.

R2 F G H

60 mm 10 mm 10 mm

4
0

 m
m

10 mm

Figure 5.15.: Sketch of the embossing patterns of the four samples considered in Sec.
5.5. A sketch of the embossing process employed for samples F-H is shown in Fig. 4.9
c). General sample parameters are presented in Sec. 4.4.

5.5.3. Magnetic hysteresis in quasi-static magnetic fields
Fig. 5.16 shows the DFI at 49 A m−1 of a) the reference sample, b) the homogeneous,
c) the staggered embossing pattern and d) the sample with a flux barrier used to
analyze the influence of embossing induced residual stress on the DFI hysteresis curve.
For the three embossed samples (F-H), the DFI signal decreases significantly in the
embossed areas compared to the non-embossed area. In the case of samples F and
G, the DFI signal decreases to 0.28, while the signal in sample H decreases to 0.24.
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In sample H, we also observe an increase in the DFI signal between the embossed
flux barriers. Fig. 5.16 e) shows the DFI signal hysteresis of different areas marked in
the DFI in a)- d). As noted before, the DFI signal maps USANS in a sample, which
relates non-linearly to the absolute value of the polarization. Similarly, a polarization
of zero results in a sample parameter dependent (thickness, grain size, and residual
stress) non-zero DFI value. Hence the hysteresis curves shown in Fig. 5.16 e) take on
a distinct wing shape, where the DFI signal shows significant change at low absolute
Happ values and less change at higher absolute Happ values. The “wing” shape changes
slightly depending on the residual stress state in and around the considered area. The
hysteresis loop starts at Happ = 2750 A m−1. Arrows indicate the direction of the
hysteresis curve. Please note that the direction of positive and negative Happ has been
chosen arbitrarily but is consistent between the samples.
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Figure 5.16.: a)-d) DFI signal of the reference sample R2 as well as the embossed
samples F-H at Happ = 49 A m−1. The black arrows point to an area with a defect in
a grating of the nGI-setup. This damage leads to the distorted signal. e) Magnetic
hysteretic behavior of the DFI signal of the marked areas in a)- d). Due to induced
residual stress, the DFI signal of the two embossed samples F (red) and G (blue), is
constantly lower than the reference sample (black), indicating smaller magnetic domains.
There is no significant change in signal between the different embossing strategies in
samples F and G. The barriers in sample H (orange) have a similar stress state as the
embossed areas in samples F and G. However, the possibility of the magnetic flux to
avoid the embossed area significantly reduces the DFI signal in this area but increases
the signal between the flux barriers (green). In the area adjacent to the embossing
(magenta), the signal varies between the full-width embossing at low Happ and the
reference at high Happ.

For a better comparison, the parameters defined in Fig. 5.15 are collected in table
5.2. For all considered areas, the hysteresis is, as expected, axially symmetric around
Happ = 0 A m−1. Hence, positive and negative Happ are interchangeable unless specifi-
cally noted. The residual stress in the two samples, F and G, increases the coercivity as
well as decreases the overall DFI signal, i.e., lower MDFI

R , DFImax and DFImin compared
to the reference sample R2. Additionally, the ratio DFImax

DFImin
increases from 1.4 in the

reference sample to 1.68 (1.73) in the homogeneous (staggered) embossed area of
sample F (G), respectively. HDFI

C increases to 98 A m−1 (98 A m−1) in the homogeneous
(staggered) embossed area in the samples F (G) from 79 A m−1 in the reference R2.
As the difference in DFI signal between the homogeneous (red) and the staggered
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Sample name MDFI
R (arb. u.) HDFI

C (A m−1 DFImax(arb. u.) DFImin(arb. u.) PDFI(arb. u.)
Reference 0.391 79 0.54 0.384 104.5

Homogeneous 0.287 98 0.47 0.279 99.2
Staggered 0.285 99 0.48 0.277 99.7

Barrier 0.24 109 0.43 0.235 99.1
Between barriers 0.458 81 0.57 0.453 57.2
Adjacent barrier 0.313 98 0.55 0.305 128.5

Table 5.2.: Remanence MDFI
R ,coercivity HDFI

C , DFImax and DFImin of the areas marked
in Fig.5.16.

(blue) embossing is minimal, the influence of the embossing pattern, in this case, is
minimal.
In contrast, the barrier (orange) in the sample (H) d) shows a smaller DFI signal at the
same magnetic flux than the fully embossed samples (F and G). Hence, MDFI

R = 0.24
is slightly lower than the corresponding values for the homogeneous MDFI

R = 0.29 and
the staggered MDFI

R = 0.28 embossing. Similarly, DFImax and DFImin of the barrier are
lower than the corresponding values in the embossing. The DFImax

DFImin
ratio is 1.82, slightly

higher than for the embossing. Here HDFI
C increases to 109 A m−1

The area between the barriers (green) in sample H, indicated in Fig. 5.16, shows an
increased DFI signal compared to the reference. At Happ = 49 A m−1 the difference
is 0.12, which decreases to 0.07 at Happ = 2750 A m−1. Here MDFI

R = 0.46 is higher
than in the reference sample, while HDFI

C = 50 A m−1 does not change compared to
the reference R2. The DFImax

DFImin
ratio is reduced to 1.26. In contrast to the embossed

areas HDFI
C remains nearly constant compared to the reference at 81 A m−1

The area adjacent to the embossing in sample H (magenta) shows a decreased DFI
signal at Happ < 2750 A m−1 compared to the reference, while at Happ = 2750 A m−1

the DFI signal of the adjacent area is at the same level or slightly above the reference
DFImax = 0.55. Together with a DFImin = 0.3, this results in a ratio of 1.8, which
is the largest of all analyzed areas. Similarly, MDFI

R and HDFI
C are between the values

found for the reference and the embossed areas. MDFI
R (HDFI

C ) is reduced (increased)
to 0.31 (98 A m−1), respectively.



94 5. Magnetic properties of electrical steel with residual stress

0.05
0.1

0.15
R

el
. C

ou
nt

s 2775 A/m 1592 A/m 793 A/m 499 A/m 349 A/m

0.05
0.1

0.15

R
el

. C
ou

nt
s 249 A/m 172 A/m 99 A/m 49 A/m 5 A/m

0.05
0.1

0.15

R
el

. C
ou

nt
s -5 A/m -49 A/m -99 A/m -172 A/m -249 A/m

0.05
0.1

0.15

R
el

. C
ou

nt
s -349 A/m -499 A/m -793 A/m -1592 A/m -2775 A/m

0.05
0.1

0.15

R
el

. C
ou

nt
s -1592 A/m -793 A/m -499 A/m -349 A/m -249 A/m

0.05
0.1

0.15

R
el

. C
ou

nt
s -172 A/m -99 A/m -49 A/m -5 A/m 5 A/m

0.05
0.1

0.15

R
el

. C
ou

nt
s 49 A/m 99 A/m 172 A/m 249 A/m 349 A/m

0.2 0.4 0.6
DFI signal (arb. u.)

0.05
0.1

0.15

R
el

. C
ou

nt
s 499 A/m

0.2 0.4 0.6
DFI signal (arb. u.)

793 A/m

0.2 0.4 0.6
DFI signal (arb. u.)

1592 A/m

0.2 0.4 0.6
DFI signal (arb. u.)

2775 A/m R2: Reference
F: Homogeneous embossing
G: Staggered embossing
H: Barrier
H: Between barrier
H: Adjacent to barrier

Figure 5.17.: Histograms of the DFI signal of the homogeneous (red), staggered (blue)
embossed barrier (orange), between barriers (green), adjacent to a barrier (magenta)
and reference (black) areas in ES samples at applied magnetic fields Happ used in the
hysteresis scan presented in Fig. 5.16. As expected, the histogram of the homogeneous,
staggered embossed and barrier area shifts toward lower DFI signals than the reference
sample. The barrier area shows the lowest DFI signals and little histogram overlap with
the reference, indicating a better magnetic flux deflection than in the homogeneous
and staggered embossed area. In addition, the histograms of the embossed samples are
broadened compared to the reference but do not show a dual peak, which we would
expect if the influence of the embossing points is restricted to the deformed area.
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As the DFI in Fig. 5.16 a)-d) indicates an inhomogeneous distribution of DFI signal in
the embossed area; we will use the histogram of the evaluated areas for further analysis.
The histograms for the different applied Happ are presented in Fig. 5.17. The colors
of the histograms correspond to the colors used to mark the areas in Fig. 5.16 a)-d).
All histograms were scaled to the areas of the regions indicated. The histograms are
ordered from top left to bottom right, following the hysteresis measurement, starting
at Happ = 2750 A m−1.
Regardless of Happ and considered area, the histogram of each area shows a single
peak. The position of this peak corresponds to the mean DFI signal plotted in Fig.
5.16 e). At high Happ, the peaks of all areas tend to overlap while separating at Happ
close to zero, indicating a decreased impact of residual stress at high Happ. We also
note that for all Happ, the full width at half maximum (FWHM) of the histogram of
the reference is smaller than the FWHM of the histograms of the other areas. Fig.
5.18 presents, a) the overlap of the area below the histogram with the reference during
the hysteresis and b) the FWHM of the histograms. The FWHM of the histogram
corresponds to the homogeneity of the signal in the area, related to the homogeneity of
the magnetic flux distribution in the area. The overlap of the non-reference histograms
with the reference histogram indicates the difference in size of magnetic domains for
the considered areas, which correlates with the polarization in this area.
As expected, the overlap is small for the homogeneously (staggered) embossed area
in sample F (G), rising from roughly 10 % at Happ = 0 A m−1 to 25 % (31 %) at
Happ = 2750 A m−1. The rise of overlap is not linear but has a significant jump at
roughly 500 A m−1 and remains relatively constant afterward. In contrast, the overlap
of the barrier (orange) starts at 2 % at Happ = 0 A m−1 and rises quite linearly to
11 % at Happ = 2750 A m−1, indicating less magnetic flux in the barrier than in the
homogeneous and staggered embossing.
The overlap of the area adjacent to the embossing in sample H (magenta) shows
its minimum value of 12 % around a value of Happ = 250 A m−1. Towards Happ =
0 A m−1 the overlap increases to 25 %. Towards Happ = 2750 A m−1 the overlap rises
asymptotically towards an overlap of 76 %.
Unlike the other areas, the overlap in the area between the two barriers in sample H
(green) shows a significant dependence on the previous magnetization state of the
sample. In case Happ is decreased from a high value, the overlap will first slightly
decrease from 70 % at Happ = 2750 A m−1 to 60 % at Happ ≈ 300 A m−1 and then
rapidly decrease towards 26 % around Happ = 0 A m−1. Increasing Happ to −2750 A m−1

causes a relatively linear rise of overlap back to 70 %. In Fig. 5.18 b), the dependence
of the FWHM of the histograms on Happ is plotted. As expected, the FWHM of the
reference (black) is the smallest and remains constant at roughly 0.062. While for
most previously applied analysis methods, the homogeneous (red) and staggered (blue)
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embossing showed little difference, this is not the case when analyzing the FWHM
of the histogram. Here the staggered embossing has a relatively constant FWHM
of around 0.082, while the homogeneous embossing has a distinct maximum of 0.1
around Happ = 0 A m−1 and decreasing towards 8.5 at Happ = 2750 A m−1. The barrier
(orange) shows a minimum of the FWHM of 0.08 at Happ = 0 A m−1 with increasing
FWHM towards 0.105 at Happ = 2750 A m−1.
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Figure 5.18.: Analysis of a) the overlap of the histograms between an area in an
embossed sample with the reference sample and b) the FWHM of the histograms shown
in Fig. 5.17. a) shows a strong dependence of the overlap on the previous magnetization
state for the area between barriers (green), which is not seen in the other histograms.
As expected, the overlap of the embossed areas (red, blue, orange) with the reference
is minimal. In the case of the homogeneous and staggered embossed area, there is a
jump of overlap around Happ = 500 A m−1. The area adjacent to the barrier (magenta)
also shows little overlap below Happ = 500 A m−1 but rises rapidly at higher Happ. The
histogram overlap of the area between the barriers and the reference shows a stronger
dependence on the previous magnetization state than the other areas. Here reducing
Happ from high values leads to a higher overlap than if Happ increases from lower values.
This trend is shown in Fig. 5.18 a).

Discussion

In the DFI hysteresis measurements shown in Fig. 5.16, the influence of the embossing
on the magnetic properties of the sample at different Happ are seen. The DFI signal
decreases in the embossed area for all three embossed samples, indicating increased
scattering, effectively pointing towards decreased magnetic flux and magnetization
in this area. Comparing the embossed areas of the fully embossed samples with the
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barrier area in the flux barrier sample shows that even though both areas have roughly
the same residual stress state, the DFI signal and hence the magnetization is lower in
the flux barrier sample. The most probable cause for this difference is the possibility of
the magnetic flux deviating towards the non-embossed areas in the flux barrier sample,
decreasing the energy in the system. In contrast, in the fully embossed sample, the
flux has to go through the embossing (or the surrounding air), causing an increase in
magnetization and hence an increase in the DFI signal. The deviation of the magnetic
flux towards the non-embossed areas in the flux barrier sample leads to a decrease in
scattering in this area, indicating an increase in domain size, effectively showing the
possibility of guiding the magnetic flux using multiple small embossing points.
While the hysteresis curves of the different areas show different trends, it is hard to
quantify the changed physical constants. As noted before, the hysteresis captured
by the DFI signal is not connected linearly with the magnetic polarization usually
considered in hysteresis measurements. While it is possible to map the DFI signal
to a magnetic polarization by measuring both the DFI signal and the polarization at
the same Happ, as has been shown by Weiss et al. in [30], this is primarily applicable
for perfectly homogeneous (non-embossed) samples. Here the global polarization
measurements can be matched to the local DFI signal. While it would be possible to
perform this matching process for a fully embossed sample, this method breaks down
when considering partially embossed samples, as their underlying magnetic and material
properties are not constant over the whole sample. The problems with acquiring local
information from global measurements again demonstrate the value of using nGI to
map the DFI signal of the sample as it visualizes the influence of inhomogeneous
distributed residual stress on the local magnetic polarization.
The embossed areas in samples F-H and the area adjacent to the barrier in sample H
show an increase in HDFI

C , indicating that the material has become slightly magnetically
harder in these areas. This is expected for the embossed areas, as residual stress may
pin magnetic domain walls, increasing the energy necessary for reversal of magnetization
[127, 128]. In contrast, the area in sample H adjacent to the embossing has no increase
in residual stress. While the coercivity is also dependent on the maximum polarization
B of the material, the data suggests that the maximum polarization in the reference
and the area adjacent to the embossing are very similar. Hence, we have shown that
we track the deviation of magnetic flux due to energy minimization using the DFI
signal regardless of the residual stress state. While this effect is significant at low
Happ, towards high Happ, the effect vanishes as the flux barriers are less efficient. As
expected, the area between the barriers shows no change in HDFI

C .
The singular peak of the histograms presented in Fig. 5.17 in the embossed areas is
slightly unexpected. Visually inspecting the scattering images in 5.16 a)-d), one expects
a double peak structure of the histogram. Hence, the magnetic flux in areas between
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two indentations of an embossing area is also significantly reduced. We published
similar results [111], where we showed that in the case of multiple small indentations
comprising an embossed line perpendicular to Happ, the indentations themselves show
primarily compressive residual stress, while the area between indentations shows tensile
residual stress. While the magnitude of these two stress types was very similar, we
have shown that similar magnitudes of compressive stress decrease the magnetic
permeability more than tensile stress.
The overlap of the histograms of the considered areas with the reference area is shown
in Fig. 5.18 a), which measures the effectiveness of the guidance of the magnetic
flux. The barrier shows a maximum overlap of 11 % with the reference, indicating
the significantly reduced magnetic flux in this area. Interestingly, the homogeneous
and staggered areas show a maximum overlap of 25 % and 31 %, respectively. Again,
showing that embossing the full width of the sample forces the magnetic flux through
the embossed area.
As noted before, the connection between polarization and the DFI signal is non-linear;
hence calculating the area of the hysteresis loop described by the DFI signal and trying
to estimate the energy loss per cycle results in inconclusive results. The data suggest
an increase in energy loss in the reference sample (see Table 5.2) compared to the
embossed samples. In contrast, the increase in HDFI

C suggests increased losses in the
embossed areas. To successfully extract meaningful information about the local energy
losses, we need to reduce the number of non-linear links between the polarization
and the measured signal. We have shown in Secs. 5.3 and 5.4 that we can extract
information about both the size and the orientation of the magnetic domains using
nGI. Hence, performing correlation and anisotropy scans for every probed point of
the hysteresis would allow the recovery of the hysteresis of the size of the magnetic
domains. As this property is more closely linked to magnetic polarization, extracting
more information about the local magnetic hysteresis may be possible. However, such
a scanning procedure is quite time-consuming, and a single hysteresis scan would likely
take up to a week to perform. For homogeneous materials, another option may be to
match the DFI signal and polarization as described in [30]. As explained before, this
approach breaks down in inhomogeneous samples.

Conclusion
In this section, we have analyzed the possibility of measuring the local hysteresis
of (embossed) electrical steel sheets and extracting physical parameters from the
measurements. We were able to recover the local coercivity HDFI

C and remanence MDFI
R

from the hysteresis curve. As imaging integrates along the beam axis, this allows to
analyze the local magnetic properties in the bulk of a sample. In contrast, recovery of
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the energy loss PDFI has proven difficult and likely requires extensive measurement
time to gather enough data for a somewhat successful attempt. Matching the DFI
signal to the magnetic polarization is only feasible for homogeneous samples or requires
significant knowledge about the local magnetic properties, which is difficult to acquire
for the bulk of an inhomogeneous sample.
We have further been able to show that the DFI signal of an NGOES sheet is not
only dependent on the local residual stress and applied magnetic field but also on
the available magnetic flux path. We could visualize the deviation of magnetic flux
in a non-embossed area caused by an area adjacent to the residual due to the mini-
mization of energy in the system. A further observation is that the magnetic flux is
still significantly deflected from these areas despite significant gaps between the small
indentations in the embossing area.
In our measurements, we have analyzed the quasi-static hysteresis. For future mea-
surements, the hysteresis at different frequencies and the resulting differences in DFI
signal would be interesting to measure. Furthermore, a variation of embossing point
density and embossing force as parameters for enhancing the flux barriers and reducing
the deformation of the electrical steel would be interesting.





6 Conclusion and Outlook

The ongoing fight against climate change is a dominating subject in many research
fields. In particular, transportation is a significant contributor to the consumption
of fossil fuels and the accompanying emission of greenhouse gases. According to
the German Environment Agency (Umweltbundesamt), the transportation sector in
Germany used, in 2021, 653 TWh of primary energy of which 605 TWh were provided
by fossil fuels, i.e., gasoline and diesel. In comparison, the total primary energy usage
in Germany was 2407 TWh. Hence switching to battery electric vehicles (BEVs) is
one option to significantly reduce the amount of fossil fuel consumed. However, the
gravimetric and volumetric energy density of batteries is rather low compared to
gasoline, which makes the maximum range without recharging an electric car a major
weakness. This problem requires batteries with higher energy densities or more efficient
electric vehicles.
In this thesis, we have looked at the latter problem by studying methods to increase the
efficiency of the electric drives used in BEV. Electric drives convert electric energy into
rotational energy by the interaction of the magnetic field in the drive with the magnetic
field generated by the applied electric current. In BEVs typical electrical drive types
are synchronous reluctance machines (SynRM) and permanent magnet synchronous
machines (PMSM). For an optimum operation of such electric drives, the magnetic
flux inside the magnetic core of the drive has to be guided to reduce stray magnetic
flux and create a magnetic anisotropy. Conventionally, this guidance is achieved by
removing material from the magnetic core. The magnetic core comprises stacked
non-grain-oriented electrical steel (NGOES) sheets, a soft magnetic material. The
areas removed from the NGOES sheets are called cutouts and reduce the mechanical
strength and hence maximum rotational speed of the drive, which is tied to its power
density and efficiency.
As part of an interdisciplinary project, we have studied the basic principles of replacing
the conventional cutouts to guide the magnetic flux in the magnetic core. As a
replacement for cutouts, we use embossing, a local forming process, to introduce
residual stress in the material. The interaction between residual stress and magnetic
permeability is described by inverse magnetostriction, also called the Villari effect.
Residual stress causes a decrease in local magnetic permeability, which displaces the
magnetic flux from these regions and concentrates it in other regions. Understanding
the displacement of the magnetic flux concerning the introduced embossing is key
in enabling the development and simulation of the magnetic core of drives using
embossing to guide the magnetic flux.
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Neutron grating interferometry (nGI), an advanced neutron imaging technique, can
uniquely map the displacement of magnetic flux in the bulk of electrical steel. The
size of magnetic domains changes depending on the local magnetization state of the
electrical steel, which is determined by the local magnetic flux. The distribution of
magnetic domains creates an inhomogeneity in the micrometer regime of the magnetic
scattering length density. Variations in the magnetic and nuclear scattering length
density cause ultra-small-angle scattering of neutrons (USANS) which nGI detects.
Hence, the change in the distribution of magnetic domains and, therefore, the influence
of embossing on the magnetic flux can be tracked.
An nGI-setup generates an interference pattern with a micrometer period by introducing
a phase-shifting line grating into the neutron beam. USANS degrades this interference
pattern. A requirement for interference is spatial coherence. Hence, an absorbing
line (source) grating generates coherent neutron beamlets. Often neutron imaging
detectors cannot resolve the interference pattern directly. One option is to introduce an
additional absorption line (analyzer) grating, with the same period as the interference
pattern, into the neutron beam. This grating partially blocks the interference pattern.
Moving one of the gratings results in an intensity oscillation in every detector pixel.
This intensity oscillation can then be used to map the USANS caused by a sample, as
the visibility of the oscillation (ratio of amplitude vs. offset) is reduced by scattering.
The visibility is normalized to the reference visibility without a sample to recover the
influence of the sample. The resulting map is called the dark field image (DFI).
The line profile of the gratings is also the reason for the single dimensionality of nGI,
as only scattering perpendicular to the line profile affects the generated interference
pattern. This effect is also called slit-smearing. Therefore, to measure anisotropic
scattering, the angle between the sample and gratings has to be varied.
Quantitative analysis of the scattering signal and, therefore, analysis of the size of
the scatterer requires probing the characteristic correlation function of the magnetic
domains at different correlation lengths. The correlation length is a setup-specific
parameter defining the sensitivity to a specific scattering angle of the neutrons. This
parameter can be tuned by varying the placement of the sample with respect to the
gratings or by adjusting the incoming neutron wavelength. With increasing correlation
length, the correlation function decreases, with the trend of this decrease containing
information about the size of the scatterer.
By applying nGI to NGOES with different residual stress states and applied magnetic
fields, we verified the suitability of nGI as a means to detect the effect of residual
stress on the distribution of magnetic domains. We further showed that residual stress
introduced by embossing is the primary cause of the change in magnetic domains, not
the pure deformation of the material.
A critical influence on the energy loss in the magnetic core of an electric drive is
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the presence of inadvertent residual stress caused by inadequate localization of the
introduced residual stress. Here, we showed that a sharp deformation is preferred
over a gradual process. However, a single sharp deformation also results in a global
deformation of the electrical steel. This deformation causes additional loss in an
electric drive as gaps when stacking NGOES in the magnetic core also increase losses.
Therefore, we found multiple small embossing points as an optimum for redirecting
the magnetic flux and reducing global deformation.
These qualitative results can already be used to validate material and magnetic simu-
lations of electrical steel necessary to optimize electric drives. However, a quantitative
analysis of the distribution and orientation of magnetic domains will allow us to refine
the simulations. Accordingly, by probing the correlation function of the magnetic
domains at different correlation lengths, we extracted spatially resolved quantitative
information about the distribution of magnetic domains. We compared two approaches:
i) assuming a simple model of isolated spheres and ii) a model based on the scattering
by misaligning the spins. While both models show good agreement between raw
data and theory, the model based on isolated spheres shows slightly better agreement.
This model contains no information about the underlying magnetic interactions of
the material and only considers the average diameter of the magnetic domains and
its variance. Still, we were able to map the change in the diameter of the magnetic
domains vs. the applied magnetic field and the residual stress. Hence allowing for the
first time to visualize the local change of the magnetic domains.
In contrast to the model based on isolated spheres, the model based on misaligned
spins considers more magnetic properties, such as the exchange stiffness constant or
the range of spin-misalignment perturbations. This link to more parameters proved
challenging during the fitting process. The exponential decay of the correlation func-
tion has no characteristic features, such as minima or maxima helping to define the
optimum parameters. In combination with the increased number of parameters, the
fit becomes relatively unstable.
We assumed spherical magnetic domains for the quantitative analysis to stabilize the
fit. However, analysis of the anisotropy of the scattering shows that, on average, the
magnetic domains are slightly elongated towards the rolling direction of the electrical
steel and the magnetization direction.
The quality of NGOES is typically defined by analyzing the global magnetic hysteresis
of the material using single-sheet-testers or Epstein frames. Similar to these global
measurements, we analyzed the local change of the magnetic hysteresis with residual
stress induced by embossing. From this, we extract the local coercivity and remanence
from the bulk of the sample. Directly extracting the magnetic polarization from the
DFI signal is not trivial and requires extensive knowledge about the magnetic properties,
which are difficult to access for inhomogeneous samples.
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The successful analysis of the results presented above required an improvement of the
nGI-setup and a deep understanding of the limitations present during measurements.
As a result, we completely rebuilt the nGI-setup used at ANTARES. We significantly
increased the performance of the nGI-setup by adapting its geometry and changing the
manufacturing method of the source and analyzer gratings. The new nGI-setup allows
unprecedented performance by increasing the visibility of the intensity oscillation near
its theoretical limit. In addition, we also increased the range of accessible correlation
lengths. Both of these adaptations were vital for successfully quantifying the magnetic
domain size in NGOES.
Understanding the various artifacts appearing in the evaluated data further required
an analysis of the limitations inherent to nGI. Particularly for the quantitative mea-
surements, which we have performed, this knowledge is key. As outlined, the signal
measured during an nGI-scan is an intensity oscillation. This oscillation typically takes
the form of a (co)sine curve. Scattering decreases the visibility of the oscillation.
Strongly scattering samples and high correlation lengths may lead to a suppression of
the visibility towards zero.
However, the Poisson distribution inherently governs the detection process of neutrons,
i.e., there are always variations in the measured intensity even if there is no change
in the incoming neutron flux. The standard deviation of the variation depends on
the number of neutrons counted. This inherent variation in the measured intensity
causes the appearance of a minimum visibility, regardless of scattering, during the
evaluation of the intensity oscillation. Combined with the reference visibility, we can
define a minimum accessible DFI value. Together with previous results, this allows
for the first time to define a neutron count-dependent dynamic DFI range in which
quantitative measurements are possible. The knowledge about the dynamic range
allowed us to optimize the analysis of the distribution of magnetic domains. It will
allow us to precisely plan the required measurement time and neutron fluence for
samples, enabling to optimize the use of limited beamtime.
As a primary result of this thesis, we have shown that nGI is a uniquely capable tech-
nique that can help develop new electric drives, complementing standard measurement
methods. For the first time, nGI has been used to directly gather spatially resolved
information about the distribution and orientation of magnetic domains in the bulk
of a sample. Quantitative measurements with increased statistics and data point
density will allow the extraction of more precise information in the future. Combining
anisotropy measurements with scans of the correlation length on embossed samples
will allow us to track the change in the size and shape of magnetic domains and the
resulting magnetic flux under applied magnetic fields.
A secondary result of this work was the signifcant improvement of nGI as a technique
and the increased understanding of the contribution of noise to measurements. We
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must emphasize that the approach shown is not limited to NGOES and its use in
electric drives but is viable for most ferromagnetic materials. Hence, nGI is a valuable
addition when analyzing the magnetic properties of inhomogeneous polycrystalline
ferromagnetic samples.
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A Appendix

Differential neutron flux in ANTARES
Estimation of the noise in the neutron imaging detector requires a precise knowledge
about the incoming differential neutron flux. One way to acquire this information is by
performing Time of Flight measurements of the spectrum of the neutron flux. In the
past an absolute measurement of the differential neutron flux was performed by Lorenz
et al. [129]. However, these measurements were performed before the relocation of
the ANTARES instrument from beamport SR4b to SR4a [87] and hence a different
collimation system and incoming neutron spectrum. Unfortunately, information required
to recalculate the spectrum for the upgraded ANTARES instrument is not included in
the paper. Due to the continuing reactor shutdown and the damage and subsequent
removal of the cold source [130], it is also not possible to measure the neutron spectrum
available during the measurements in this thesis. Hence, an alternative method of
calculating the differential neutron spectrum is used. The relative differential spectrum
of ANTARES at SR4a was measured in [95] (See Fig. 4.2 b)). By dividing the total
neutron flux acquired by gold foil measurements [94] by the integral of the spectrum,
we get a correction factor for the relative spectrum. The resulting differential neutron
flux is presented for L/D = 250 (black) and 500 (red) in Fig. A.1 a). L/D = 250
corresponds to a collimator diameter DC = 36.68 mm and a LCS = 9170 mm, which
was used for the measurements presented in this thesis. In Fig. A.1 b) the neutron flux
per selected wavelength after the neutron velocity selector is presented. At λ = 3 Å
the bandwidth of the selector changes from ∆λ

λ
= 20 % (λ ≤ 3 Å) to ∆λ

λ
= 10 %

(λ ≥ 3 Å). For this thesis, the measurements at ANTARES were performed at λ = 4 Å,
with a neutron flux of 1 × 107 s−1 cm−2.
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Figure A.1.: a) Differential neutron flux for the collimation ratios L/D = 250 (black)
and 500 (red). The dashed gray lines indicate the wavelength range accessible by the
neutron velocity selector at ANTARES. b) Neutron flux for L/D = 250 (black) and
500 (red) after the selector. The jump at 3 Å is caused by the two different operation
regimes of the selector. For λ ≤ 3 Å the selector has a bandwidth ∆λ

λ = 20 % and for
λ ≥ 3 Å a bandwidth ∆λ

λ = 10 %.
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