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Abstract

This doctoral thesis deals with the physics of quantum many-body systems and is divided into two parts: The
physics of polarons and the physics of phase transitions in light-matter systems. The first part is devoted to
the study of Fermi and Bose polarons in ultracold atoms and in TMD materials. Using the Chevy Ansatz
for Fermi polarons and molarons, we theoretically calculate Raman spectra for both injection and ejection
protocols in ultracold atom setups. Furthermore, we provide a theoretical description of the experimental
realization of Bose polarons in a monolayer of MoSe2 embedded in an optical cavity, where polaritons with
different polarizations can act as impurities or baths. We show here that by exploiting a biexciton Feshbach
resonance, the interaction between polarons can be tuned between repulsive and attractive. The second part
of the thesis deals with phase transitions in light-matter systems. We first show that driven-dissipative Bose
gases featuring a quadratic drive can exhibit a phase diagram radically different from the one exhibited by
its equilibrium counterpart. The non-equilibrium nature of the fluctuations can suppress the condensate and
the BKT phases present at equilibrium and replace them with a disordered phase where the correlation ex-
hibits a KPZ-like scaling. This physics can be reproduced in experiments with exciton-polaritons. Finally,
we consider the case of systems with tunable long-range interactions (realizable with cavity photons coupled
to matter degrees of freedom) and show that, upon increasing the range of the interaction, symmetry-broken
phases usually hosting Goldstone modes can be substantially modified. In particular, the dispersion of the
Goldstone modes can acquire unusual dependencies at small momenta, and even become gapped if the inter-
actions are long-range enough. We show this for different spin systems and for a Bose gas, and demonstrate
that these effects should be visible in current experimental setups with ultracold atoms in an optical cavity.
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Kurzzusammenfassung

Diese Doktorarbeit befasst sich mit der Physik von Quantenvielteilchensystemen und ist in zwei Teile geglie-
dert: Die Physik von Polaronen und die Physik von Phasenübergängen in Licht-Materie-Systemen. Der erste
Teil ist der Untersuchung von Fermi- und Bose-Polaronen in ultrakalten Atomen und in TMD-Materialien
gewidmet. Die ersten Ergebnisse drehen sich um Experimente mit ultrakalten Fermi-Gasen. Unter Verwen-
dung des Chevy-Ansatzes für Fermi-Polaronen und Molaronen berechnen wir theoretisch Raman-Spektren
sowohl für Injection- als auch für Ejection-Protokolle. Darüber hinaus liefern wir eine theoretische Beschrei-
bung der experimentellen Realisierung von Bose-Polaronen in einer Monolage aus MoSe2, die in eine optis-
che Cavity eingebettet ist. Hier können Polaritonen mit unterschiedlicher Polarisation entweder als Störstellen
oder als Bad fungieren. Wir zeigen, dass durch Ausnutzung einer Biexzitonen-Feshbach-Resonanz die Wech-
selwirkung zwischen Polaronen variiert, und sogar von repulsiv zu attraktiv durchgestimmt werden kann.
Der zweite Teil der Arbeit beschäftigt sich mit Phasenübergängen in Licht-Materie-Systemen. Wir zeigen
zunächst, dass getrieben-dissipative Bose-Gase mit einem quadratischen Antrieb ein im Vergleich zum Gle-
ichgewicht stark modifiziertes Phasendiagramm aufweisen können. Der Nicht-Gleichgewichtscharakter der
Fluktuationen kann die Kondensat- und die BKT-Phase im Gleichgewicht unterdrücken und sie durch eine
ungeordnete Phase ersetzen, in der Korrelationen eine KPZ-ähnliche Skalierung aufweisen. Diese Physik
kann in Experimenten mit Exziton-Polaritonen sichtbar gemacht werden. Schließlich betrachten wir den Fall
von Systemen mit abstimmbaren langreichweitigen Wechselwirkungen (realisierbar beispielsweise Licht-
Materie-Systemen) und zeigen, dass bei Erhöhung der Reichweite der Wechselwirkung die Goldstone-Moden,
assoziiert mit den symmetriegebrochene Phasen, erheblich modifiziert werden können. Die Dispersion
der Goldstone-Moden kann bei kleinen Impulsen ungewöhnliche Abhängigkeiten annehmen und, wenn die
Wechselwirkungen langreichweitig genug sind, sogar ein Gap entwickeln. Wir zeigen dies für verschiedene
Spinsysteme und für Bose-Gase mit langreichweitigen Wechselwirkungen, und demonstrieren, dass diese
Effekte in aktuellen Experimenten mit ultrakalten Atomen in Cavities sichtbar sein sollten.
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Preface

Our daily lives rely on a wide range of physical phenomena that often go unnoticed. Simply switching on our
phone in the morning to check our emails makes heavy use of the semiconducting character of silicon chips,
as well as of the properties of several magnetic materials (e.g. NdFeB), which are needed for the haptics in
the phone’s alarm clock or for wireless charging. While these macroscopic material properties may seem
trivial, they are in fact rooted in the collective behavior of objects nearly ten orders of magnitude smaller
than those of our every-day experience. A single gram of the silicon used in the chips in our smartphones
contains approximately 1023 electrons. It is the interaction between these electrons that gives rise to much of
the world we observe around us. If we seek to comprehend it, we must first develop a deeper understanding
of the underlying physics.

This task falls to the area of physics known as quantum-many-body physics, which studies systems consisting
of a large number of interacting particles obeying the laws of quantum mechanics and exhibiting quantum
properties at a macroscopic scale under certain conditions (e.g., at low temperature). The distinctive feature
of many-body systems such as silicon is that their properties emerge from the collective behavior of the
components of the system and cannot be understood by looking at individual particles in isolation.

One of the keys to the success of quantum-many-body physics lies in its ability to explain and predict the
emergent phenomena and collective behavior exhibited by those materials, such as magnetism and phase
transitions. But, its predictive power is not limited to the every-day experiences mentioned above. Indeed,
quantum-many-body physics also reveals to us stranger and more peculiar phenomena, such as superconduc-
tivity and superfluidity.

However, the study of quantum many-body systems is an immense challenge both analytically and numeri-
cally, as they involve a large number of degrees of freedom, interactions between particles, and statistical and
quantum fluctuations. One therefore has to frequently resort to approximations: on the analytical side, for
example, a common approach consists in identifying the quasiparticles in the system and using them as main
ingredients to predict the system properties. On the numerical side, one typically considers small system
sizes and tries to extrapolate the results towards the thermodynamical limit. In this regard, quantum impu-
rity problems hold a special place, because in these settings interactions only occur with a single (mobile)
impurity, and the bath particles either do not or only weakly interact with each other. This makes quantum
impurity problems simpler to describe and provides a natural starting point for successively including more
impurities (and thereby interactions), thus moving towards the full interacting quantum many-body system
in a controlled way.

Complementary to the theoretical approach, the extraordinary advances in experimental techniques over
the past two decades have made it possible to simulate quantum many-body systems in the lab, exploring
previously inaccessible regimes including the limit of only very few quantum impurities. Ultracold quantum
gases, for example, feature extremely precise and versatile experimental control as well as a great degree of
tunability in regard to the system’s geometry, dimensionality and interactions between the single components.
They therefore provide a very clean testbed for simulating quantum systems and comparing the results to
predictions of quantum many-body theory. Another type of experimental platform that has flourished in
the past two decades are light-matter systems. These refer to physical systems composed of both photons
and matter degrees of freedom (such as electrons, atoms or excitons) which are made to interact with each
other. This field is undergoing rapid evolution, combining various methods that enable the manipulation
and control of quantum matter by utilizing electromagnetic fields. Light-matter systems provide an ideal
platform to engineer and study extreme physical conditions as, for example, driven-dissipative systems or
systems with long-range interactions.

This thesis addresses two different topics within the field of theoretical quantum many-body physics: In the
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first part of the thesis, we delve into the physics of mobile quantum impurities, called polarons, and investigate
the implications of moving beyond the single impurity limit to finite impurity density. In the second part of
the thesis, our focus lies on phase transitions and emergent phenomena in light-matter systems.

Part 1: Impurity and composite excitations in quantum many-body systems

This part is devoted to the study of polarons and molarons, which are single and composite quasiparticles that
arise from the interaction between a moving impurity and the surrounding medium. These quasiparticles are
fascinating objects themselves, as they can have the same or different statistics than the underlying impurity
and modified properties, such as effective mass, lifetime and dispersion. Here, we are specifically interested in
the implications of moving beyond the single impurity limit to finite impurity density. Our work is inspired by
experimental studies of polarons and molarons in ulracold atom setups and atomically thin semiconductors.

In Chap. 1, we start with an introduction to ultracold quantum gases and the Fermi polaron problem. We
specifically focus on the theoretical description of Raman spectroscopy in ultracold Fermi gases with impu-
rities. Firstly, we show how Raman spectroscopy can be used to study the fate of the polaron-to-molecule
transition in the finite temperature and impurity density regime, where the statistics of quantum impurities
and thermal effects become relevant. In a theory-experiment collaboration with the Sagi group at the Tech-
nion, we found that several quantities, including the quasiparticle spectral weight and the contact parameter,
show a smooth transition with no sudden changes around the predicted polaron-to-molaron transition [7, 8],
both in experiment and theory [P1]. This strongly suggests a coexistence phase of polarons and molarons
around the interaction strength where the first-order transition in the single-impurity limit takes place. Re-
markably, up to now it has not been possible to experimentally characterize the molaron state due to a lack
of spectroscopic methods. In the second part of Chap. 1, we propose a new spectroscopic protocol based on
Raman transitions that tackles this challenge and allows to probe the momentum-resolved spectral function
of the molaron [P2]. Furthermore, we show a remarkable link between the finite momentum properties of
molarons and the emergence of the elusive Fulde–Ferrell–Larkin–Ovchinnikov (FFLO) phase (governed by
unconventional pairing of electrons into finite momentum Cooper pairs [9, 10]) which is predicted to occur in
imbalanced Fermi-Fermi mixtures. This connection implies a simple picture of the FFLO phase as emerging
from a condensate of molarons. A precursor of this phase can now be readily probed using our proposed
molecular injection spectroscopy technique.

In Chap. 2, we turn to the description of Bose polarons, i.e. a single impurity immersed in a Bose-Einstein
condensate. Specifically, we focus on the case of their experimental realization in atomically thin semicon-
ductors coupled to an optical cavity. In a theory-experiment collaboration with the İmamoğlu group at ETH
Zurich, we investigated interactions between impurities mediated by the medium by monitoring the changes
in the polaron spectrum as a function of the impurity density. We show both experimentally and theoretically
how the interaction between impurity particles depends on the density of the impurities, and how they can
be manipulated and changed in sign and magnitude, e.g., from repulsive to attractive interactions [P3]. Our
findings thus suggest that the observation of pairing between polarons may be in reach in two-dimensional
materials.

Part 2: Phase transitions in light-matter systems

The second part of the thesis deals with collective behavior in light-matter interacting systems. The increas-
ing level of control over the interactions between light and atomic or solid-state systems makes them ideal
platforms to engineer and study unconventional physics, for example, driven-dissipative systems or systems
with long-range interactions. In fact, the inherently finite lifetime of photons in cavities requires the con-
tinuous injection of new photons, giving light-matter systems a driven dissipative nature: this, in turn, has
a typical nonequilibrium character, and cannot be described using the textbook tools of quantum statistical
physics. Additionally, in open quantum systems, the competition between dissipative and coherent processes
can produces a wealth of collective phenomena, absent in their equilibrium counterpart. Conventional states,
such as ordered magnetic states, can be replaced by novel collective behaviors such as, for instance, time crys-
tals [11] and chiral dynamics in driven-dissipative quantum magnets [12]. Photons in cavities can moreover
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generate effective long-range interactions between the matter degrees of freedom: these kinds of interactions
can generate states of matter which are qualitatively different from their short-range counterparts and which
can escape some paradigms of condensed matter physics, such as the Mermin-Wagner and the Goldstone
theorem, even at thermal equilibrium.

After providing introductions to light-matter systems and phase transitions in Chaps. 3 and 4, we turn to
the theoretical study of quadratically driven-dissipative bosons in Chap. 5. Here we particularly focus again
on the case of exciton-polaritons. We discuss a novel incarnation of the Kardar-Parisi-Zhang (KPZ) phase
in these systems, which represents one of the most paradigmatic examples of nonequilibrium universality.
While KPZ signatures are abundant in one-dimensional physical systems, they have remained experimentally
elusive and even numerically difficult to tackle quantitatively in the two-dimensional case. Using nonequi-
librium field theory and renormalization group methods, we show that in two dimensions, a phase described
by KPZ scaling emerges on experimentally accessible length scales, and this KPZ phase replaces the Ising
phase expected for equilibrium gases, providing a novel example of how nonequilibrium fluctuations might
dramatically modify equilibrium behavior [P4].

In Chap. 6, we investigate the connection between the expanding research field of quantum long-range in-
teracting systems and the celebrated Higgs mechanism. Specifically, we study the low-energy excitations of
several long-range interacting quantum systems, including spin models and interacting Bose gases, in the
ordered phase associated with the spontaneous breaking of U(1) and SU(2) symmetries. Instead of the ex-
pected gapless Goldstone modes, we find three qualitatively different regimes, depending on the range of the
interaction [P5]. In the first regime, the Goldstone modes are gapped, realizing a generalized Higgs mecha-
nism. In the remaining two regimes the Goldstone modes are still gapless but with an anomalous algebraic
dispersion or with the usual one for short-range interacting systems. We furthermore demonstrated the visi-
bility of this mechanism in current experiments of atomic gases in optical cavities. Finally, we conclude the
thesis with summarizing remarks and an outlook on future avenues and interesting directions.
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Part I

Impurity and composite excitations in
quantum many-body systems
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Chapter 1

Impurity spectroscopy in ultracold quantum
gases

This chapter is based on the following publications
G. Ness, C. Shkedrov, Y. Florshaim, O. K. Diessel, J. von Milczewski, R. Schmidt, and Y. Sagi, Observation
of a Smooth Polaron-Molecule Transition in a Degenerate Fermi Gas,

Phys. Rev. X 10, 041019 (2020)

O. K. Diessel, J. von Milczewski, A. Christianen, and R. Schmidt, Probing molecular spectral functions and
unconventional pairing using Raman spectroscopy,

arXiv:2209.11758v1 (2022)

1.1 Introduction

This chapter will discuss spectroscopic protocols used to study impurity physics in ultracold fermionic quan-
tum gases. The situation where a single (usually mobile) impurity is embedded and interacting with a de-
generate gas of fermions is called the Fermi polaron problem. The Fermi polaron problem appears in a
multitude of different physical systems ranging from ultracold quantum gases and semiconductors [13] to
neutron stars [14].

Depending on the impurity’s quantum statistics, the Fermi polaron problem also represents the extreme limit
of an imbalanced Fermi-Fermi or Bose-Fermi mixture. Both of these systems are of particular interest, as
they are expected to feature rich many-body physics: On the one hand, strongly interacting Fermi systems
exhibit many complex phases, including the elusive Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phase [9,
10] and itinerant ferromagnetism [15, 16]. On the other hand, phases in strongly interacting Bose-Fermi
systems include boson-induced unconventional superconductivity [17, 18] and supersolid charge density
wave states [19]. However, strongly interacting mixtures are theoretically extremely hard to describe and
their phase diagrams remain largely unexplored, making them the subject of current research [20–22]. In
this respect, the Fermi polaron problem represents a controlled starting point for the investigation of two-
component mixtures.

One platform to investigate the Fermi polaron problem in a clean and controlled environment are ultracold
atomic gases. Here, Feshbach resonances allow for tunable interactions between the bath and the impurity
particle, and spectroscopic methods enable the creation and study of impurities. Furthermore, the density
ratio between impurity and bath particles can be tuned, which allows one to enter the regime of a finite
impurity number and thereby the subsequent study of strongly interacting two-component mixtures.

After a short overview of ultracold quantum gases and Feshbach resonances, we introduce the Fermi polaron
problem and show how this can be modelled theoretically. Next, we turn to a brief discussion of spectroscopic
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methods in ultracold quantum gases. In Sec. 1.2, we show how the polaron-to-molaron transition, defined in
the single impurity limit, is modified by a finite density of impurities and finite temperature. We furthermore
demonstrate how this can be probed using Raman ejection spectroscopy. In Sec. 1.3, we introduce a new
spectroscopic protocol based on Raman transitions that allows us to access a class of quasiparticles known
as molarons; composite states which appear in the Fermi polaron problem. Moreover, we show a remarkable
link between the finite momentum properties of molarons and the elusive FFLO phase which emerges for
finite population imbalance. A precursor of this FFLO phase can now be probed using our proposed protocol.

1.1.1 Ultracold quantum gases

The first experimental realization of Bose-Einstein condensates in 1995 [23, 24], followed by the creation of
degenerate Fermi gases four years later [25], initiated a flurry of experimental activity with ultracold quantum
gases. Ultracold atoms are a well-established platform used to study and simulate a broad variety of physical
phenomena, including the exploration of polaron physics. This is due to the fact that firstly, ultracold gases
allow for high experimental controllability, secondly, the atoms behave like point-like particles with short-
range interactions at the prevailing energies, making them easy for theoretical modelling, and thirdly, they
allow for tunable interaction strengths in the form of Feshbach resonances.

The physics of ultracold quantum gases is determined by the interplay of several scales. Given a d-dimensional
homogeneous gas of atoms with density n, one can define the inter-particle spacing as

l = n− 1
d .

In experiments the ultracold atoms are confined in (usually harmonic) optical traps. Therefore, the density
of the atoms is not homogeneous but instead depends on space. The length scale associated with a harmonic
trap is called oscillator length, and is given by

losc =
( ~
mω0

)1/2
(1.1)

with ω0 the trapping frequency. It is typically the largest length scale in the system and the physics under
consideration occurs on much smaller scales. Therefore, in many cases, it is justified to assume a locally
homogeneous system which is known as the local density approximation. We will discuss how this is done
in Sec. 1.2, when we compare theoretical calculations to measurements performed on harmonically trapped
atoms.

According to wave-particle duality, the de Broglie wavelength is the wavelength associated with all quantum
mechanical objects, and determines the probability density of finding the object at a given point in space. It
is given by

λdB = 2π~
p

=
(

2π~2

mkBT

)1/2

, (1.2)

where p andm are momentum and mass of the object, kB is the Bolzmann constant and T is the temperature.
The second equivalence comes from connecting the particle’s kinetic energy to the temperature via p2/2m =
πkBT . Thus the de Broglie wavelength determines the length scale above which the quantum coherence is
suppressed by thermal fluctuations. Comparing the inter-particle distance to the de Broglie wavelength of
the particles provides information about how quantum a system behaves: If l � λdB, the wave packets of
individual particles do not overlap, and the gas can be described classically. However, for l . λdB, the
wavepackets strongly overlap. In this case, one speaks of an ultracold, or degenerate gas.

Let us additionally consider interactions between particles. The alkali (single valence electron) atoms used in
ultracold gas experiments are neutral and interact via van der Waals forces. At a small separation r between

6
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atomic radius van der Waals length interparticle spacing de Broglie wavelength trap size
rA/a0 lvdW/a0 l/a0 λdB/a0 losc/a0

2 − 4 30 − 100 (0.8 − 10) × 103 (3 − 40) × 103 (3 − 300) × 103

Table 1.1: Typical length scales of ultracold alkali atoms in units of the Bohr radius a0 = 0.53 × 10−10m [26].

two atoms, the interaction potential V (r) is strongly repulsive, stemming from the Pauli principle which
forbids the overlap of their respective electronic clouds.

For a separation between two atoms much larger than their size (∼ rA), the atoms experience an attrac-
tion that originates from the polarizability of the electron clouds. Each atom then behaves as an induced
dipole, resulting in an attraction between two atoms according to V (r) = −C6/r

6 for r → ∞. At the low
energies prevailing in an ultracold gas, next order interaction terms such as dipole-quadrupole or quadrupole-
quadrupole are subleading.

A characteristic length scale for the interaction can be obtained from equating the kinetic and the potential
energy of the two interacting particles, which renders the van der Waals length

lvdW =
(2µC6

~2

)1/4
,

where µ is the reduced mass of the particles. For alkali atoms, the van der Waals length is between one and
two orders of magnitude larger than the atomic radii rA, but crucially, is much smaller than the interparticle
spacing and the de Broglie wavelength (typical values for alkali atoms can be found in Tab. 1.1). The van
der Waals length represents a natural scale for the interaction between two particles.

In ultracold quantum gases, the scattering between two particles can be well approximated by s-wave (angular
momentum L = 0) scattering1; This is due to the presence of a centrifugal barrier term in the Schrödinger
equation of relative motion for finite angular momentum. At the typical energy scales of ultracold gases,
this term is dominant and prohibits higher order scattering processes. The low momentum scattering is
mainly described by the s-wave scattering length a. This length scale characterizes two-body collisions in
potentials of sufficiently short range, such as the van der Waals potential. It can be extracted from the zero
energy limit of the scattering amplitude. The next-order expansion coefficient of the scattering amplitude
after the exact zero energy limit, is the effective range re

2. The effective range parameter needs to be included
for the description of scattering processes for example in the vicinity of a closed channel-dominated Feshbach
resonances, as described below.

Due to the separation of scales present in ultracold atom systems, the de Broglie wavelength of atoms prevents
them from resolving the precise shape of the scattering potential. Therefore, the true interaction potential
can be replaced by a pseudo potential which correctly reproduces low-energy observables like the scattering
length a and the effective range re.

In order to obtain an intuitive understanding of the scattering length a, let us consider two attractively inter-
acting particles in three dimensions in the center-of-mass frame. Following our argument above, the micro-
scopic interaction potential can be replaced by a pseudo potential. Here we assume a square well potential
located at radial distance r = 0 with variable depth V0 corresponding to tunable interactions between the
particles (Fig. 1.1). In the vicinity of the potential, the wavefunction of the mobile particle is drawn towards
it, and for large distances takes the form ψ(r) ∼ sin(kr+ δ). The asymptotic behaviour of the wavefunction
is characterized by only one constant, the phaseshift δ which, for a finite range potential, has a power series

1 Due to Pauli blocking, two identical fermions cannot scatter in the s-wave channel. In fermionic ultracold gases, identical fermions
are therefore nearly non-interacting.

2 It can be obtained by expanding the scattering amplitude in the relative momentum between the two scattering atoms.
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Figure 1.1: (a) Radial wavefunction of a particle (blue) scattering off a square well potential (black), compared to the
wavefunction of a particle which does not see any potential (pink, dashed). The pink arrows indicate the phase shift δ.
The corresponding scattering lengths a can be inferred from subfigure (b). The blue shaded region shows the absolute
value squared of the wavefunction in presence of a potential. Circle: For a shallow potential, the wavefunction of
the scattered particle is only slightly drawn towards the potential, corresponing to a negative scattering length a and a
phaseshift 0 < δ < π/2. Square: At resonance, δ = π/2, the scattering length diverges. Triangle: For a potential of
sufficient depth, a bound state emerges. The scattering lengths becomes positive and the phaseshift δ > π/2. Diamond:
Remarkably, a repulsive potential can lead to the same squared wave function profile as an attractive potential featuring
a bound state, resulting in the same scattering length a. However in this case the scattering length can not exceed the
range of the potential, unlike in the case of an attractive potential.

expansion around k = 0:

k cot(δ) = −1
a

+ 1
2rek

2 + O(k4). (1.3)

In the zero energy limit3, the phase shift is related to the scattering length a via

a = −limk→0
tan(δ)
k

.

From this expression it becomes apparent that the scattering length can take both positive and negative values,
despite the purely attractive interactions present on a microscopic level. As depicted in Fig. 1.1, one can
discriminate between three different regimes:

1. For small attractions, the phase shift is 0 < δ < π/2 and the scattering length is negative. The intercept
of the asymptotic wave function is negative, and it appears as though the particles are attracted to each
other (see circle in Fig. 1.1 (a)).

2. If the phase shift becomes δ = π/2, the scattering length diverges (see square in Fig. 1.1 (b)), thus
becoming the largest length scales in the system. In this situation, the physics becomes independent
of a. This is called the unitary regime.

3. For strong interactions, the phase shift is δ > π/2 and the potential is deep enough to feature a bound
state. The scattering length is positive. The intercept of the asymptotic wave function is positive and
the particles appear to repeal each other (see triangle in Fig. 1.1 (b)).

When the potential is sufficiently deep, a scattering resonance with an associated bound state occurs. In
contrast to the model potential, interaction potentials between real atoms in general do not have a variable
depth. However, there exists a tool to tune the scattering length of ultracold atoms to arbitrary values −∞ ≤
a ≤ ∞ in a controlled way. Underlying this principle are Feshbach resonances, which are discussed in the
following subsection.
3 Disregarding the effective range correction.

8



Chapter 1: Impurity spectroscopy in ultracold quantum gases

1.1.2 Feshbach resonances

The main properties of Feshbach resonances can be explained using a simple picture. As discussed above,
the scattering potential between two atoms at distance r can be modelled by the Lennard-Jones potential

Vo(r) ∼ C12
r12 − C6

r6 , (1.4)

which asymptotically connects to two eigenstates of the free atoms. Here we have included a subscript o, as
in the context of Feshbach resonances, this potential is commonly referred to as the open channel.

We now consider a second potential Vc, which asymptotically connects to two eigenstates of the free atoms
with different magnetic moment (see Fig. 1.2 (a)). These excited eigenstates are higher in energy and therefore
asymptotically not accessible to ultracold atoms. The corresponding potential is commonly referred to as
the closed channel. The essential requirement for a Feshbach resonance to exist is the presence of a bound
state in the closed channel.

A Feshbach resonance occurs when the bound state in the closed channel resonantly couples to the atoms
scattering in the open channel. In experiments, the energy difference between both channels can be controlled
via a magnetic field. The scattering length close to a Feshbach resonance as a function of the magnetic field
B can be described by

a(B) = abg − 2
r∗δµ(B −B0) . (1.5)

The background scattering length abg is associated with the open channel potential. The parameter B0 de-
notes the position of the resonance at which the scattering length diverges, r∗ characterizes the resonance
width as a function of the magnetic field4, and δµ is the difference in magnetic moments of the open and
closed channels. At the scattering resonance (a → ∞), a molecular bound state emerges which becomes
more tightly bound for decreasing positive scattering lengths. Its energy is shown in Fig. 1.2 (b). Near res-
onance, the coupling between the open and closed-channel mixes their contributions. The energy of the
molecular state in this (universal) regime is given by

Eb = ~2

2µa2 , (1.6)

with µ the reduced mass of the two atoms. Far from the resonance, the bound state energy depends linearly
on the magnetic field with a slope given by δµ.

Feshbach resonances can be divided into open- and closed-channel dominated Feshbach resonances. To this
end, one can define the dimensionless resonance strength parameter [27]

sres = ā

r∗ (1.7)

which depends on r∗ and the mean scattering length ā = 4πlvdW/Γ(1/4)2 with Γ(x) the Gamma function.

When sres � 1, the resonance is called a closed-channel dominated resonance. In this case, the bound state
has the character of the open channel only over a small fraction of the resonance width near the resonance
position (see Fig. 1.2 (b)). Systems close to a closed-channel dominated resonance need to be modelled by a
coupled channels description, taking into account the scattering length a and the effective range parameter
re. This can be done using a two-channel Hamiltonian

H2-Ch =
∑

p
εc

pc
†
pcp +

∑
p
εd

pd
†
pdp +

∑
p

(ξp + ν)m†
pmp + h√

V

∑
l,p

m†
pcld−l+p + h.c.. (1.8)

4 The parameter r∗ is related to the effective range via r∗ = −re/2
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Figure 1.2: (a) Interaction potentials for a Feshbach resonance. The resonance phenomenon occurs when the bound
state in the closed channel (blue) resonantly couples to the atoms scattering in the open channel (black). In ultracold gas
experiments, the energy level of the bound state with respect to the open channel can be tuned via an external magnetic
field. (b) Comparison of closed-channel (left) and open-channel (right) dominated Feshbach resonances. The upper
plots shows the scattering length (pink) as a function of the magnetic field, and the lower plots the corresponding bound
state energies (yellow). The gray shaded region indicates the area in which the bound-state energy closely follows that of
the open-channel and has a vanishing closed-channel admixture. For a closed-channel dominated Feshbach resonance,
this region is small compared to the range of scattering length enhancement, whereas for the open-channel dominated
resonance it is comparable.

Unless explicitly stated otherwise, in what follows we assume ~ = 1. The first two terms describe two
different atoms (d†

p and c†
p) of mass Md/c with respective dispersion relations εd/c

p = p2/2Md/c. These
can scatter in the open channel, which, for simplicity, we set to zero, resulting in a vanishing background
scattering length abg. The third term describes the propagation of the molecule (m†

p) in the closed channel.
The bare molecule is detuned from the zero of the open channel by a magnetically tunable detuning ν. The
last term describes the conversion of the open channel atoms into the closed channel molecule, and vice
versa. The conversion factor h is proportional to the width of the Feshbach resonance and, along with the
detuning ν, it can be tuned to reproduce the s-wave scattering length a and effective range re (or equivalently
r∗) of the impurity-bath interaction via ν0/h

2 = −µ/2πa + V −1∑
k 1/(εc

k + εd
k) and h2 = π/r∗µ2 with

µ = MdMc/(Md +Mc) [27].

The eigenstates of the system feature a bound state, which we call physical molecule (in order to discriminate
it from the molecular state in the closed channel). For h → 0, the physical molecule is a pointlike particle,
described by the operator m. For h small, the physical molecule is a linear combination of the m-particle
and the d†c† scattering states. This case describes the situation of a closed-channel dominated Feshbach
resonance.

Resonances with sres � 1 are called open-channel dominated Feshbach resonances. In this case, the bound
state has the character of the open channel over a large range of the scattering enhancement, as can be seen
in Fig. 1.2 (b). In this regime, the system is well described by a single-channel Hamiltonian

H1-Ch =
∑

p
εc

pc
†
pcp +

∑
p
εd

pd
†
pdp + U

V

∑
p,p′,l

c†
pd

†
p′cp′−ldp+l, (1.9)

which only takes into account the interaction between the impurity and the bath particles in the open channel.
The interaction strength U is related to the s-wave scattering length a by the Lippmann–Schwinger equation
U−1 = µ/2πa−V −1∑

k 1/(εc
k+εd

k). The single-channel Hamiltonian can be derived from the two-channel
Hamiltonian (1.8) upon taking the limit h → ∞.
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1.1.3 The Fermi Polaron Problem

The Fermi polaron problem depicts the situation of a single, mobile impurity that interacts attractively with
a degenerate gas of fermions. For weak attractive interactions, the impurity is coherently dressed by the
surrounding bath particles and forms a quasiparticle, the attractive Fermi polaron (referred to simply as the
polaron in the following). The polaron has well-defined momenta with a narrow dispersion relation. It is
adiabatically connected to the bare impurity for vanishing interactions (see Fig. 1.3 (a)).

When the interactions exceed a critical value, the system favors a ground state in which the impurity is tightly
bound to only one of the bath particles and forms a composite particle [7, 28, 29]. This composite particle
is adiabatically connected to the molecular bound state at strong interactions. For intermediate interactions,
however, it experiences dressing and exchange with its enviroment. Therefore, in what follows, we will refer
to this composite particle as the molaron. It was predicted that the energies of the polaron and molaron
states cross at (1/kFa)c, as both states are orthorgonal at the transition point. This leads to a first-order
transition between the polaron and the molaron ground state [7, 28–32]. Both states, however, also exist as
excited states in the interaction regimes where the respective other state is the ground state. Remarkably, the
molaron is stabilized even in the regime of negative scattering lengths where in the model (1.8) no molecule
exists in vacuum, reminiscent of Cooper pairing in the theory of superconductivity [33, 34].

For intermediate and strong interactions, it was found that a second, metastable polaron state exists at high
energies in the excitation spectrum [32, 35–41]. However, this so-called repulsive polaron becomes progres-
sively unstable towards unitarity (1/kFa → 0+).

The polaron problem can be theoretically modelled using the two-channel Hamiltonian (1.8), where a sin-
gle impurity particle (d†

p) interacts with a bath of N fermions (c†
p). Both the polaron and molaron can be

described using diagrammatic techniques, where the central object is the retarded Green’s function

GR(E,p) = F
[
−iΘ(t)

〈
FS
∣∣∣∣[X l

p(t), X†
p(0)

]
±

∣∣∣∣FS
〉]

(1.10)

with Xp = dp(mp) for the impurity (molecule) and [. , .]± the (anti-)commutator. Here F denotes the
Fourier transform from time t to frequency space E. The poles of GR(E,p) directly yield the energy of the
attractive and repulsive polaron (molaron) as schematically shown in Fig. 1.3 (a). The single particle spectral
function can be obtained via A(E,p) = ImGR(E,p). It is shown for the impurity and the molecule for
two different interaction strengths in Fig. 1.4, obtained using a non-selfconsistent T -matrix resummation
approach (see Fig. 1.3 (b)-(e)). In the impurity spectrum, both the dispersions of the attractive and repulsive
polaron are visible. The molaron’s dispersion can be seen in the single particle spectral function of the
molecule.

The diagrammatic calculation leading to GR
mol/pol in Fig. 1.4 is equivalent to diagonalizing the problem in a

truncated Hilbert space, by approximating the exact eigenstates of the Hamiltonian in Eq. (1.8) in terms of
states that only contain single particle hole excitations of the Fermi sea. It was found that accounting only
for a single such excitation in form of the variational wavefunction Chevy Ansatz [42, 43],

|ψp
P 〉 = αp

0 d
†
p|FSN 〉 +

∑
q

′
αp

qm
†
p+qcq|FSN 〉 +

∑
k,q

′
αp

k,qd
†
p+q−kc

†
kcq|FSN 〉 (1.11)

already yields a remarkably good approximation for the attractive polaron at momentum p [7, 30, 44, 45].
Here, αp

0 , αp
q and αp

k,q are variational parameters, and primed sums indicate that the summation occurs over
momenta fulfilling |k| > kF and |q| < kF . The state |FSN 〉 denotes the zero temperature Fermi sea of N
majority particles (the Fermi wave vector kF , and energy εF refer to the majority ensemble). The first term
describes the so-called coherent part of the polaron wavefunction. At low polaron momenta it determines the
quasiparticle residue (or weight) Zp = |αp

0 |2. The quasiparticle weight quantifies how similar the polaron
remains to the non-interacting impurity particle. When Z is zero, the quasiparticle description is no longer
valid.
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Figure 1.3: (a) Schematic figure of the relevant energy levels in the Fermi polaron problem. (b) Diagrammatic repre-
sentation of the T -matrix in the single-channel model within the ladder approximation. Red (black) lines correspond to
the impurity (bath particle) propagators, respectively. (c) Selfenergy correction of the impurity propagator. (d) Within
the two-channel model, quartic interactions are replaced by a Yukawa coupling, converting the impurity and one bath
particle into a molecule (wavy line). (e) Dyson’s equation for the molecule propagator in the two-channel model.

On the other hand, to lowest order, molecular states at momentum p can be described by an Ansatz with
variational parameters βp

k of the form [28, 29, 43]

|ψp
M 〉 = βp

0m
†
p|FSN−1〉 +

∑
k

′
βp

kc
†
−kd

†
k+p|FSN−1〉 . (1.12)

This ansatz is an extension of the vacuum solution and creates a molecule on top of a Fermi sea |FSN−1〉
with N − 1 atoms. In our model, the closed-channel component to the molaron wavefunction is given
by the first term, and the open-channel component by the second term, respectively. Both expressions in
Eqs. (1.11) and (1.12) can be systematically improved in their accuracy by entangling a larger number of
particle-hole excitations of the Fermi sea with the quantum impurity. The minimization of the energy func-
tional 〈ψp

P/M |H − E|ψp
P/M 〉 with respect to the variational parameters allows one to obtain the respective

Green’s function of the impurity and the molecule, including the renormalized dispersion relations εpol(p)
and εmol(p) of the polaron and the molaron.

In the limit of open-channel dominated Feshbach resonances (h → ∞), it is justified to work in the single-
channel Hamiltonian. Here, the corresponding Ansätze read

|ψp
P 〉 = αp

0 d
†
p|FSN 〉 +

∑
k,q

′
αp

k,qd
†
p+q−kc

†
kcq|FSN 〉 (1.13)

for the polaron, and
|ψp

M 〉 =
∑

k

′
βp

kc
†
−kd

†
k+p|FSN−1〉 . (1.14)

for the molaron.

1.1.4 Spectroscopic methods in ultracold quantum gases

There exist several spectroscopic methods to probe and characterize quasiparticle properties in experiments
with ultracold atoms. The key ingredient necessary for these methods is the transitioning between different
atomic hyperfine states which occurs upon the absorption of photons. In conventional radio frequency (rf-)
spectroscopy, the transition between two hyperfine states is driven by a photon with negligible momentum,
and the atomic momentum is essentially unchanged in the transition. By contrast, when relying on Raman
transitions based on optical excitation pathways, a finite momentum transfer is possible (see Fig. 1.5 (a)).
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Figure 1.4: Single particle spectral functions in the contact interaction limit (kF r
∗ = 0) for a mass balanced system

at two different interaction strengths. The impurity (molecule) spectral function is obtained using the Ansatz (1.13)
((1.14)). Impurity: At unitarity ((kFa)−1 = 0), the attractive polaron is a well defined, long lived quasiparticle for
momenta p . kF . The peak at higher energies (E ≈ 1.3εF ) has much less spectral weight and a wider spread,
corresponding to the respulive polaron with finite lifetime. A continuum emerges at energies for which there exists
spectral weight in the molecule spectral function. For increasing interactions (shown here for (kFa)−1 = 0.5), the
spectral weight shifts from the attractive to the repulsive polaron. Molecule: At unitarity, the molaron is visible as
a sharp excitation at low momenta. Its dispersion has a minimum at finite momentum, which can be regarded as a
precursor of the elusive FFLO phase occurring at finite imbalance, as we will show in Subsec. 1.3.1. At (kFa)−1 = 0.5,
the molaron is a well defined quasiparticle for all momenta.

We consider a quantum degenerate mixture of two types of atoms, e.g. a Bose-Fermi mixture or a Fermi-
Fermi mixture, assuming that one type of atom has a much lower density than the other. The majority atoms
are always taken as fermionic, such that Fermi polarons are realized. We label the state of the majority atoms
as |1〉, and the state of the minority (impurity) atoms as |2〉, respectively. They are interacting when being
close to a Feshbach resonance between |1〉 and |2〉. In so-called ejection spectroscopy, the hyperfine state of
the impurity is changed to |3〉, in which impurity and bath particles are non-interacting due to the absence
of any nearby Feshbach resonances between |1〉 and |3〉. The impurity particle is ejected from its initial
polaron or molaron state into a non-interacting one (see Fig. 1.5 (b)). Therefore, ejection spectroscopy is
especially well suited to study the ground state of the system, including the polaron-to-molaron transition
(cf. Fig. 1.5 (c)). In addition, ejection spectroscopy also allows one to study the repulsive polaron, when
this state is initially prepared. It therefore permitted the first direct observation of both, the attractive and
repulsive Fermi polaron in two dimensions [38], and the attractive Fermi polaron in three dimensions [8].

The opposite protocol is termed injection spectroscopy. There, an initially non-interacting impurity is in-
jected into a state in which it can interact with the bath particles (see Fig. 1.5 (b)). The spectrum obtained
in injection spectroscopy is identical to the single-particle spectral function of the impurity, featuring peaks
of the attractive and the repulsive polaron (see Ref. [37] for the first experimental observation of repulsive
Fermi polarons in three dimensions). In injection spectroscopy, the molaron remains inaccessible due to a
vanishing overlap between the non-interacting initial state and the molaron state. Experimentally, the spectra
are obtained by counting the number of transferred atoms as a function of the photon detuning ω.

Theoretically, for a single impurity, both ejection and injection spectra can be calculated in the linear response
regime using Fermi’s Golden rule

A(ω, i) =
∑

f

∣∣〈f |V̂q̄|i〉
∣∣2δ [ω − (Ef − Ei)] , (1.15)

where |i〉 denotes the initial state with energyEi, {|f〉} denote all possible final states with respective energies
Ef , and V̂q̄ is the transition operator. The spectra A(ω) are related to the transition rate Γ(ω) via Γ(ω) =
2πΩ2

eA(ω) with Ωe the effective Rabi frequency. In ejection spectroscopy, the impurity resides in an initial
state |i〉 that is characterized by a conserved momentum p and may be either polaronic or molaronic i.e. |i〉 =
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ŷ

ẑ
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ẑ

~B

45�

7�

!1, ~k1

✏̂

7�

!2, ~k2

✏̂

mF = � 9
2

mF = � 7
2

mF = � 5
2

42P3/2

42S1/2

F = 9
2

40K

Raman 2
!2, ⇡

Raman 1
!1, �+

�

!

|1i
|2i

|3i

D2 line
766.7nm

(a)

(b)

Raman
<latexit sha1_base64="+whCd8Vo4/20RYPBOBLBrUrSIWw=">AAAB7HicdVBNS8NAEJ34WetX1aOXxSJ4CkmqbY9FLx6rmLbQhrLZbtqlm03Y3Qgl9Dd48aCIV3+QN/+N2w9BRR8MPN6bYWZemHKmtON8WCura+sbm4Wt4vbO7t5+6eCwpZJMEuqThCeyE2JFORPU10xz2kklxXHIaTscX8389j2ViiXiTk9SGsR4KFjECNZG8m9xjEW/VHbsqlP1KnVkiOvWqpUFuTj3kGs7c5RhiWa/9N4bJCSLqdCEY6W6rpPqIMdSM8LptNjLFE0xGeMh7RoqcExVkM+PnaJTowxQlEhTQqO5+n0ix7FSkzg0nTHWI/Xbm4l/ed1MR/UgZyLNNBVksSjKONIJmn2OBkxSovnEEEwkM7ciMsISE23yKZoQvj5F/5OWZ7sV27vxyo3LZRwFOIYTOAMXatCAa2iCDwQYPMATPFvCerRerNdF64q1nDmCH7DePgEZWo7h</latexit>

rf
<latexit sha1_base64="GsLhRdvXQnALtXE/d52+m/nrCw8=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5iEcugjWUU8wHJEfY2e8mSvb1jd04IR/6BjYUitv4jO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHnQ4KFfcqrsAWSdeTiqQozkof/WHMUsjrpBJakzPcxP0M6pRMMlnpX5qeELZhI54z1JFI278bHHpjFxYZUjCWNtSSBbq74mMRsZMo8B2RhTHZtWbi/95vRTDaz8TKkmRK7ZcFKaSYEzmb5Oh0JyhnFpCmRb2VsLGVFOGNpySDcFbfXmdtGtV76pau69VGjd5HEU4g3O4BA/q0IA7aEILGITwDK/w5kycF+fd+Vi2Fpx85hT+wPn8AZ3MjWg=</latexit>

�
<latexit sha1_base64="bdAS1DU9pLDwmRSuoG8etVlJoIw=">AAAB7XicbVBNS8NAEN34WetX1aOXxSJ4KkkV9FjUg8cK9gPaUDbbSbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsGpVqDg2upNLtgBmQIoYGCpTQTjSwKJDQCkY3U7/1BNoIFT/gOAE/YoNYhIIztFKzewsSWa9UdivuDHSZeDkpkxz1Xumr21c8jSBGLpkxHc9N0M+YRsElTIrd1EDC+IgNoGNpzCIwfja7dkJPrdKnodK2YqQz9fdExiJjxlFgOyOGQ7PoTcX/vE6K4ZWfiThJEWI+XxSmkqKi09dpX2jgKMeWMK6FvZXyIdOMow2oaEPwFl9eJs1qxTuvVO8vyrXrPI4COSYn5Ix45JLUyB2pkwbh5JE8k1fy5ijnxXl3PuatK04+c0T+wPn8AWHajwA=</latexit>

!
<latexit sha1_base64="tlCosEe7acB15WG/y1yAvFPNxVY=">AAAB7XicbVDLSgNBEJyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5id9CZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNoUkVV7oTEQOcSWhaZjl0Eg1ERBza0fh25refQBum5IOdJBAKMpQsZpRYJ7V6SsCQ9MsVv+rPgVdJkJMKytHol796A0VTAdJSTozpBn5iw4xoyyiHaamXGkgIHZMhdB2VRIAJs/m1U3zmlAGOlXYlLZ6rvycyIoyZiMh1CmJHZtmbif953dTG12HGZJJakHSxKE45tgrPXscDpoFaPnGEUM3crZiOiCbUuoBKLoRg+eVV0qpVg4tq7f6yUr/J4yiiE3SKzlGArlAd3aEGaiKKHtEzekVvnvJevHfvY9Fa8PKZY/QH3ucPkX+PHw==</latexit>

!1
<latexit sha1_base64="4jwydYJy+j1aJe4fyf4qCtcM7Ds=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZD5rHOzAphyU948aCIV3/Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWyd1ekrQIe4H/XLFr/pzoFUS5KQCORr98ldvoEgqqLSEY2O6gZ/YMMPaMsLptNRLDU0wGeMh7ToqsaAmzOb3TtGZUwYoVtqVtGiu/p7IsDBmIiLXKbAdmWVvJv7ndVMbX4cZk0lqqSSLRXHKkVVo9jwaME2J5RNHMNHM3YrICGtMrIuo5EIIll9eJa1aNbio1u4vK/WbPI4inMApnEMAV1CHO2hAEwhweIZXePMevRfv3ftYtBa8fOYY/sD7/AG61Y/D</latexit>

!2
<latexit sha1_base64="csR7G8aqOn5tobrszlFoWTgeyr8=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BLx4jmAckS5idzCZD5rHOzAphyU948aCIV3/Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWyd1ekrQIe7X+uWKX/XnQKskyEkFcjT65a/eQJFUUGkJx8Z0Az+xYYa1ZYTTaamXGppgMsZD2nVUYkFNmM3vnaIzpwxQrLQradFc/T2RYWHMRESuU2A7MsveTPzP66Y2vg4zJpPUUkkWi+KUI6vQ7Hk0YJoSyyeOYKKZuxWREdaYWBdRyYUQLL+8Slq1anBRrd1fVuo3eRxFOIFTOIcArqAOd9CAJhDg8Ayv8OY9ei/eu/exaC14+cwx/IH3+QO8WY/E</latexit>

0 (1/kFa)c

0
rep. polaron

att. polaron

molaron

Interaction, 1/kFa

En
er

gy
,E

injection spectroscopy
ejection spectroscopy

0
(1
/k

F
a)

c

0
re

p.
po

la
ro

n

at
t.

po
la

ro
n

mola
ron

In
te

ra
ct

io
n,

1/
k F

a

Energy,E

in
je

ct
io

n
sp

ec
tro

sc
op

y
ej

ec
tio

n
sp

ec
tro

sc
op

y

0
(1
/k

F
a)

c

0
re

p.
po

la
ro

n

at
t.

po
la

ro
n

mola
ron

In
te

ra
ct

io
n,

1/
k F

a

Energy,E

in
je

ct
io

n
sp

ec
tro

sc
op

y
ej

ec
tio

n
sp

ec
tro

sc
op

y

(a)
<latexit sha1_base64="4URxhkPLOv0ujiJ6df7vziyaifo=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BItQLyWpgh6LXjxWsB/QhLLZbtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSK4Rsf5tgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVNyCaCS5ZCzkK1k0UI1EgWCcY3878ziNTmsfyAScJ8yMylDzklKCRPA/ZEwZhViXn03654tScOexV4uakAjma/fKXN4hpGjGJVBCte66ToJ8RhZwKNi15qWYJoWMyZD1DJYmY9rP5zVP7zCgDO4yVKYn2XP09kZFI60kUmM6I4EgvezPxP6+XYnjtZ1wmKTJJF4vCVNgY27MA7AFXjKKYGEKo4uZWm46IIhRNTCUTgrv88ipp12vuRa1+f1lp3ORxFOEETqEKLlxBA+6gCS2gkMAzvMKblVov1rv1sWgtWPnMMfyB9fkD0bORiQ==</latexit>

(b)
<latexit sha1_base64="4ClYskdo4rv5F7mbx5b9W26cfrI=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BItQLyWpgh6LXjxWsB/QhLLZbtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSK4Rsf5tgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVNyCaCS5ZCzkK1k0UI1EgWCcY3878ziNTmsfyAScJ8yMylDzklKCRPA/ZEwZhVg3Op/1yxak5c9irxM1JBXI0++UvbxDTNGISqSBa91wnQT8jCjkVbFryUs0SQsdkyHqGShIx7Wfzm6f2mVEGdhgrUxLtufp7IiOR1pMoMJ0RwZFe9mbif14vxfDaz7hMUmSSLhaFqbAxtmcB2AOuGEUxMYRQxc2tNh0RRSiamEomBHf55VXSrtfci1r9/rLSuMnjKMIJnEIVXLiCBtxBE1pAIYFneIU3K7VerHfrY9FasPKZY/gD6/MH0zmRig==</latexit>

(c)
<latexit sha1_base64="itExKrLcnEN4pqsW/BXuTJk1wYY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BItQLyWpgh6LXjxWsB/QhLLZbtqlm03YnYgl9G948aCIV/+MN/+N2zYHbX0w8Hhvhpl5QSK4Rsf5tgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVNyCaCS5ZCzkK1k0UI1EgWCcY3878ziNTmsfyAScJ8yMylDzklKCRPA/ZEwZhVqXn03654tScOexV4uakAjma/fKXN4hpGjGJVBCte66ToJ8RhZwKNi15qWYJoWMyZD1DJYmY9rP5zVP7zCgDO4yVKYn2XP09kZFI60kUmM6I4EgvezPxP6+XYnjtZ1wmKTJJF4vCVNgY27MA7AFXjKKYGEKo4uZWm46IIhRNTCUTgrv88ipp12vuRa1+f1lp3ORxFOEETqEKLlxBA+6gCS2gkMAzvMKblVov1rv1sWgtWPnMMfyB9fkD1L+Riw==</latexit>

0 (1/kFa)c

0
rep. polaron

att. polaron

molaron

Interaction, 1/kFa

En
er

gy
,E

injection ejection mol. injection

0 (1/kFa)c

0
rep. polaron

att. polaron

molaron

Interaction, 1/kFa

En
er

gy
,E

injection ejection mol. injection

0 (1/kFa)c

0
rep. polaron

att. polaron

molaron

Interaction, 1/kFa

En
er

gy
,E

injection ejection mol. injection

0 (1/kFa)c

0
rep. polaron

att. polaron

molaron

Interaction, 1/kFa

En
er

gy
,E

injection ejection mol. injection

Figure 1.5: (a) Schematic representation of impurity spectroscopy, using rf-transition (black) and Raman transitions
(gray). The impurity (pink) is transferred from state |2〉 to state |3〉, while the bath particles (blue) remain in |1〉.
In injection (ejection) spectroscopy, |1〉 and |2〉 are non-interacting (interacting), and |1〉 and |3〉 are interacting (non-
interacting). In Raman spectroscopy, the finite momentum transfer can be tuned by changing the relative angle between
the two Raman beams. (b) Illustration of injection spectroscopy (blue arrow) and ejection spectroscopy (red arrow).
(c) The colors indicate which states in the Fermi polaron problem can be probed with current spectroscopic protocols.
Injection spectroscopy (blue) allows for the detection of the polaron, but suffers from a vanishing overlap between
the non-interacting ground state and the molaron state. Ejection spectroscopy (yellow) allows for the detection of the
ground state.

{|ψp
P 〉, |ψp

M 〉}. The corresponding energies are Ei = {εpol(p), εmol(p)}, respectively. In the calculation of
injection spectra, the initial state is non-interacting |i〉 = d†

0|FS〉, and the final state can be approximated by
the polaron Ansatz |ψp

P 〉. The operator V̂q̄ describes the transition between the two hyperfine states of the
impurity. In the single-channel model, it is given by

V̂q̄ =
∑

p

(
d†

p+q̄,|3〉dp,|2〉 + h.c.
)
. (1.16)

Within the two-channel model, understanding the action of the operator requires translation of V̂q̄ from an
atomic state basis (where it takes the form (1.16)) into a basis that explicitly accounts for the closed-channel
moleculem† that arises from having integrated out atom fluctuations in the closed-channel. How this can be
done will be discussed in Sec. 1.3. The transfer momentum q̄ is finite in Raman spectroscopy and corresponds
to the relative two-photon momentum q̄ = k2 − k1, while in rf-spectroscopy, it is zero.

Raman spectroscopy offers two main advantages compared to rf-spectroscopy. Firstly, it allows one to access
finite momentum properties of the impurity. For example, in injection spectroscopy, starting from an initial
zero-momentum impurity, a tunable transfer momentum allows the injection of the impurity into arbitrary
finite momentum states, thereby accessing the full energy and momentum resolved single particle spectral
function. Secondly, it allows one to extract the polaron energy from the peak position of the Raman spectra.
As experimentally observed in Ref. [46], at finite impurity density, there is a temperature-dependent shift of
the rf spectrum peak position relative to the zero-momentum polaron energy. As the photon transfer momen-
tum increases, however, this shift rapidly vanishes. We explicitly show this in Sec. 1.2.5 when discussing
Raman spectra for finite impurity density and temperature.
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1.2 The polaron-to-molaron transition at finite im-
balance and temperature

In the single impurity limit, the transition from the polaron to a molaron ground state is of first order, i.e.
the polaron and molaron energies cross each other at a critical interaction strength [7]. This is manifested in
a discontinuous behaviour of several observables, including the impurities quasiparticle residue Z and the
Tan’s contact C. While the polaron quasiparticle weight is finite for all interactions, the polaron becomes an
excited state beyond the critical interaction strength (see Fig. 1.3 (a)). It is thus not occupied and hence—at
the polaron-to-molaron transition—a jump in the quasiparticle weight (of the ground state) occurs. In exper-
iments, however, the Z factor was observed to continuously decrease and vanish above a certain interaction
strength [8] in contrast to theoretical predictions based on the Chevy Ansatz wave function.

In Ref. [P1], we therefore study, both theoretically and experimentally, the fate of the polaron-to-molaron
transition under realistic conditions, namely finite temperature and impurity concentration. The key question
is whether the first-order polaron-to-molecule transition prevails at finite impurity density, and separates
sharply a phase of polarons from a gas of molarons. In what follows, we stay closely to Ref. [P1].

1.2.1 Experimental setup

Here, we briefly summarize the experiment performed by Sagi’s team at Technion. The obtained data then
lay the basis for the theoretical model we developed, which will be discussed in the next section. Additional
details on the experimental procedure can be found in Ref. [P1].

In order to investigate the polaron-to-molaron transition at finite impurity density and temperature, the Tech-
nion group measured Raman ejection spectra of an imbalanced mixture of the two lowest Zeeman states
(denoted by |1〉 and |2〉, with the majority of atoms being in state |1〉) of harmonically-trapped ultracold 40K
atoms. They initially produced a spin-polarized ensemble of ∼ 1 · 105 atoms in the state |1〉 at a temperature
of T ≈ 0.2TF , where TF is the Fermi temperature. Then, the magnetic field was ramped adiabatically
to 204.5G, the BCS side of the Feshbach resonance (B0 ≈ 202.14G [47]), where the interaction between
the states |1〉 and |2〉 is weak. To introduce the impurities, a short (few microseconds) rf pulse was used to
transfer a very small fraction of the atoms from state |1〉 to |2〉.

The minority concentration x in state |2〉, can be defined globally by x = NI/N , with NI (N ) being the
total number of impurity (bath) atoms, or alternatively by averaging over its local value 〈x〉 in the harmonic
trap using the local density approximation. Generally, the expected value of any observable O is given by
the minority-weighted local density average 〈O〉 =

∫
d3rO (r)nI (r) /

∫
d3rnI (r). The minority density

distribution nI (r) is calculated by taking into account the interactions with the majority atoms through a
renormalization of the confining potential V2 (r) = V1 (r) (1− ε0pol/εF ), where V1 (r) is the potential felt by
the majority atoms [48]. In modeling the experiement, we assumed that the distribution of the majority atoms
is not affected by the presence of the minority atoms, and neglect the weak interactions between polarons
[49]. Since the local density nI (r) depends on kFa, 〈x〉 changes even when x is kept constant. To ensure
there were no systematic deviations in the experiments due to this effect, the measurements were repeated
twice: once keeping x at approximately 0.04, which gives 〈x〉 ≈ 0.23 at (kFa)−1 = 0.85, and a second time
maintaining the same value of 〈x〉 by varying x. Since no significant difference between the two datasets
was observed, both datasets where accumulated into one in what follows.

Next, the magnetic field was ramped adiabatically to its final value (corresponding to finite interactions
between states |1〉 and |2〉) before pulsing the Raman beams. As illustrated in Fig. 1.5 (a), two Raman beams
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Figure 1.6: (a) Measured Raman spectra as a function of the two-photon Raman detuningω and the interaction strength
(kFa)−1. The color bar shows the transition probability P (ω). (b) For three interaction strengths, the Raman spectra
are shown as a function of the detuning ω.

couple atoms in the minority state |2〉 to a third state |3〉, which is initially unoccupied. The beam parameters
were the same as described in Ref. [50]. Their frequencies are denoted by ω1 and ω2 and their wavevectors
by k1 and k2. The measurement was performed by recording the number of atoms transferred to the state |3〉
versus the two-photon detuning, ω = ω1 −ω2 −E0/~, where E0 is the bare transition energy between states
|2〉 and |3〉. The atoms were measured using a high-sensitivity fluorescence detection scheme [47, 50]. The
obtained Raman spectra are shown as a density plot in Fig. 1.6 (a) as a function of the two-photon Raman
detuning ω and the interaction strength (kFa)−1. The colors represent the transition probability. For clarity,
three example spectra for interaction strengths (kFa)−1 = −0.66, (kFa)−1 = −0.06 and (kFa)−1 = 0.75
are shown in Fig. 1.6 (b). It is visible that the spectra change qualitatively when tuning the interaction strength
from the BCS to the BEC regime. For small interaction strengths, the Raman spectrum is almost symmetric
(cf. blue curve in Fig, 1.6 (b)). In contrast, for large interaction strengths, the Raman spectrum is highly
asymmetric and has a pronounced high-frequency tail (cf. black curve in Fig. 1.6 (b)). In the next section,
we theoretically model the Raman spectra in order to extract the quasiparticle residueZ and the Tan’s contact
C from the measured data.

1.2.2 Theoretical modelling

We now turn to the theoretical description of the observed data. As the experiment was performed with a
mass-balanced mixture close to an open-channel dominated Feshbach resonance (at B0 ≈ 202.14G with
sres = 2.2 [51]), it is justified to describe the system by the single-channel Hamiltonian (1.9) using Md =
Mc = m. In order to incorporate the finite impurity density and temperature present in the experiment into
the calculation of the quasiparticle residue, the Tan’s contact and the Raman spectra, we adopt an effective
quasiparticle approach. In this model, quasiparticle states —obtained in the single-impurity limit— are oc-
cupied thermally according to their quantum statistics. More precisely, we consider the polaron and molaron
states, given by Eqs. (1.11) and (1.12), to be populated according to the Fermi-Dirac and Bose-Einstein dis-
tributions nF/B(ε, T ) = (exp [ (ε− µ)/T ] ± 1)−1, respectively. Here, µ denotes the chemical potential
which determines the impurity density at temperature T via the implicit equation

nI(µ, T ) = 1
V

∑
p

(nF [εpol(p), T ] + nB [εmol(p), T ]) . (1.17)
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Figure 1.7: (a) Calculated polaron contribution. Fraction of impurity particles propagating as polarons as a function of
interaction strength (kFa)−1. The impurity particles which are not polaronic are bound to a bath particle, thus forming
a molaron. In the single-impurity limit and T = 0 (blue), there is a sharp transition between a polaron and a molaron
at (kFa)−1

c ≈ 1.27. Finite impurity density (0.15n, red) leads to smoothing of the transition for (kFa)−1
< (kFa)−1

c .
When the temperature is increased (0.2TF , black), the polaronic branch is populated also for (kFa)−1

> (kFa)−1
c

and the sharp transition disappears. (b) The polaron (blue) and the molaron (red) dispersions for nI = 0.15n and
(kFa)−1 = 0.6, along with the chemical potential at T = 0 (dashed black) and T = 0.2TF (solid black). At
T = 0.2TF , polarons and molarons are populated only by thermal excitations, while at T = 0 the chemical potential
is above the minimum of the polaron dispersion such that a well-defined polaronic Fermi surface forms.

Note that the impurity temperature and chemical potential µ are set independently of the bath. Specifically,
for all calculations in this section, µ is tuned to yield an impurity density of nI = 0.15n at a finite impurity
temperature T = 0.2TF

5.

In Fig. 1.7 (a), the polaron contribution to the total impurity density in the initial state is shown as a function of
the interaction strength (kFa)−1. Evidently, in the single-impurity limit at zero temperature (blue circles) the
system undergoes a sharp transition from a purely polaronic to a purely molaronic state at (kFa)−1 ≈ 1.27.
Still at zero-temperature but at finite impurity density (red squares), the system is purely polaronic up to
(kFa)−1 ≈ 1.1. At this interaction strength the chemical potential reaches the minimum of the molaron
dispersion and, henceforth, it remains pinned to that value (for an illustration of this effect, see Fig. 1.7 (b)
which shows the dispersion relations of polarons (blue) and molarons (red) as well as the impurity chemical
potential µ (black)). Accordingly, for 1.1 . (kFa)−1 . 1.27, molarons begin to condense in the lowest-
lying molecular state while the polaron Fermi surface shrinks and eventually vanishes at the polaron-to-
molaron transition. In this range of (kFa)−1, polarons and molarons coexist, even at T = 0. Beyond the
transition, the system forms a molaronic condensate within the bath of the remaining majority atoms. Finally,
at finite temperature (black triangles), polarons and molarons coexist as a thermal mixture. This blurs the
transition and leads to a smooth interpolation between polaron and molaron dominated regimes. Note that the
temperatures considered exceed the critical temperature for Bose-Einstein condensation of molarons, which
thus form a purely thermal gas.

In the calculation of the polaron contribution to the equilibrium state and all following calculations, we only
occupy quasiparticle states with an infinite lifetime and finite quasiparticle weight. This ensures that the
initial state has an infinite lifetime as expected for an equilibrium state, and also that the quasiparticle picture
remains valid. As a consequence, we cut off the quasiparticle populations of the polaronic and molaronic
states at momenta where they no longer feature poles on the real frequency axis. For the polaron, this mo-
mentum cutoff occurs when the energy becomes positive or |αp

0 |2 vanishes. For the molaron, however, this
cutoff occurs when the dispersion intersects the continuum of states delimited by a parabola of the form
(|p| − kF )2. In fact, this condition causes the slight dent in the polaron contribution at (kFa)−1 ≈ 0.4

5 The value of nI = 0.15 n is taken as the typical value of the experimentally realized 〈x〉.
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visible in Fig. 1.7 (a), as beyond that value molarons have a well-defined dispersion for all momenta and thus
do not have a cutoff. Similarly, for the polaron, its cutoff condition changes at around (kFa)−1 & 0.3. We
note that in order to accurately incorporate states with a finite lifetime or continuum states, a solution of the
full imbalanced problem would be necessary.

1.2.2.1 Many-impurity quasiparticle residue

The polaron Z factor can be obtained from the impurities selfenergy Σ(ω,p) via

Zp =
∣∣1 − ∂ωΣ(ω,p)|ω=ωp

∣∣−1
, (1.18)

where ωp is a pole in the retarded Green’s function of the quasiparticle at momentum p [52]. We use a ladder
approximation for the T -matrix in the calculation of the selfenergy (cf. Fig. 1.3 (b) and (c)) which thus reads

Σ(ω,p) = 1
V

∑
q

′ 1
1
U + 1

V

∑
k

′ 1
εk−εq+εq−k+p−ω−i0+

. (1.19)

As before, the primed sums indicate that the summation occurs over |k| > kF and |q| < kF .

The momentum-dependent weight Zp can, alternatively, be obtained from the overlap of the non-interacting
wavefunction with the interacting one, Zp = |αp

0 |26. In the molaron state, the impurity is bound to a bath
particle, leading to a vanishing Z factor in the thermodynamic limit [29]. The many-body quasiparticle
residue Z̄ can be calculated from the single impurity residues via

Z̄ = 1
NI

∑
p
Zp · nF [εpol(p), T ] . (1.20)

As evident in Fig. 1.8 (a), in the single-impurity limit Z̄ features a sharp jump at the polaron-to-molaron
transition where it drops to zero as the polaron is not populated anymore. Importantly, in this limit Z̄ reduces
to the zero-momentum polaron residue, Z̄ = Z0, before the transition. At finite impurity density and T =
0, this jump is smoothed with the many-body weight again dropping to zero at the transition. At finite
temperature and density, the transition is completely blurred, with Z̄ being lowered on the polaronic side
compared to T = 0 and the single impurity limit. This is due to the fact that first, some impurity particles
are propagating as molecules with a vanishing residue and, second, finite-momentum polarons with a lower
residue Zp < Z0 also contribute to the many-body weight Z̄.

1.2.2.2 Many-impurity contact coefficient

The so called Tan’s contact coefficient C makes its appearance in several exact relations describing ultracold
gases with short range interactions. It is related to the tail of the momentum distribution of quasiparticles and
measures the short-distance correlations between bath and impurity particles [53–60]. Moreover, it relates
the high-momentum tail to various many-body quantities such as the thermodynamic pressure. It can be
extracted from the derivative of the ground state energy with respect to the inverse scattering length via
V −1∂E/∂(1/a) = −C/4πm. Therefore, in the single-impurity limit at T = 0, C is expected to exhibit a
discontinuity at the polaron-to-molaron transition [29].

6 If the polaron is a stable quasiparticle (Im(ωp) = 0), its Z factor within the polaron Ansatz (1.11) is given by |αp
0 |2. These

definitions are, however, not equivalent if the polaron acquires a finite lifetime (Im(ωp) , 0). This discrepancy can be seen by
comparing the definition of Zp using the selfenergy to the normalization condition for |αp

0 |2 as they differ in the placement of the
absolute value bars.
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Figure 1.8: Calculated quasiparticle weight and contact. The quasiparticle weight (a) and contact coefficient (b) are
shown for different interaction strengths. In the single-impurity limit (blue), the transition between polaron and molaron
at (kFa)−1 ≈ 1.27 leads to a sharp jump between the polaronic and molaronic residues and contacts. As in Fig. 1.7,
at T = 0 and finite impurity density (0.15n, red) the transition is smoothed, and eventually blurred at finite impurity
density and temperature (0.2TF , black). The inset in (b) shows a magnification around the transition point.

We can determine the many-impurity contact coefficient of the full many-body spectrum by

C =
∑

p
Cpol[p, εpol(p)] · nF [εpol(p), T ] +

∑
p
Cmol[p, εmol(p)] · nB [εmol(p), T ] . (1.21)

Here, the single-impurity coefficients are given by

Cpol [p, εpol(p)] = 1
V

∑
q

′ m2 ∣∣αp
0
∣∣2∣∣∣ 1

U − 1
V

∑
k

′ 1
εpol(p)−εk−εq−k+p+εq

∣∣∣2
for the polaron, and

Cmol [p, εmol(p)] = m2

 1
V

∑
k

′

∣∣∣∣∣ 1
εmol(p) + εF − εk − εp+k

∣∣∣∣∣
2
−1

for the molaron. The contact C is shown in Fig. 1.8 (b) as a function of (kFa)−1 at finite impurity density
for T > 0 and T = 0, along with the prediction in the single-impurity limit at T = 0. As can be seen, these
scenarios differ significantly only around the polaron-to-molaron transition. While the single-impurity limit
features a discontinuity, the finite density graph at T = 0 already shows a smooth transition between the
polaronic and molaronic contacts. At finite temperature this transition is further blurred.

1.2.2.3 Many-impurity Raman spectrum

The total many-impurity Raman spectrum can be computed via

Ā(ω) = 1
NI

∑
p

Apol(ω,p) · nF [εpol(p)] + 1
NI

∑
p

Amol(ω,p) · nB [εmol(p)] (1.22)

for finite impurity density and finite temperature by summing the single-impurity Raman spectra of the
polaron Apol(ω,p) ≡ A(ω, i = |ψp

P 〉) and the molaron Amol(ω,p) ≡ A(ω, i = |ψp
M 〉) over all impurity

momenta, weighted by their occupation probability7.

7 Similar to the single impurity case, the full many-impurity Raman signal is connected to the Raman rate by Γ̄(ω, i) =
2πΩ2

eNIĀ(ω, i).
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The single-impurity Raman spectra are obtained by computing the matrix elements 〈f |V̂R|i〉 in Eq. (1.15)
for the Ansätze Eqs. (1.11) and (1.12). This yields (details of the calculation are provided in App. A.1)

Apol(ω,p) =
∣∣αp

0
∣∣2δ [ω − εp+q̄ + εpol(p)] +

∑
k,q

′ ∣∣αp
k,q
∣∣2δ [ω − εp+q̄+q−k − εk + εq + εpol(p)

]
(1.23)

for the polaron, and

Amol(ω,p) =
∑

k

′ ∣∣βp
k
∣∣2δ[ω − εk − εp−k+q̄ + εmol(p) + εF ] (1.24)

for the molaron. These expressions make explicit the three contributions that make up the many-body Raman
spectrum, namely a coherent (first term of Eq. (1.23)) and incoherent (second term of Eq. (1.23)) polaron
part as well as a molaron part. Note that our Raman spectra are normalized such that they sum to unity once
integrated over frequency ω. In Fig. 1.9 (a), we show many-body Raman spectra for three example values of
(kFa)−1 across the transition.

The many-body quasiparticle weight Z̄ and the contact coefficient C can be extracted from the total Raman
spectra: Z̄ is given by the spectral weight of the coherent part of the Raman spectra (blue-shaded area in
Fig. 1.9 (a)), while C quantifies the spectral weight in the universal ω−3/2 tail of the Raman spectra and can
therefore be obtained from their large-frequency behavior [61, 62]. However, our theory cannot completely
reproduce the experimental data: the reason for this disagreement lies in the quality of the Ansatz for the
molaron (1.14), which is not sophisticated enough to correctly reproduce the dependence of the molecule
energy as a function of the interaction strength. In particular, our simplified Ansatz predicts a crossing at
(kFa)−1

c = 1.27, in contrast to the correct value (kFa)−1
c = 0.9 [7, 30]. This in turn prevents us from

comparing the theoretical Raman spectra to the experimental ones at a given interaction strength. Instead,
as detailed in the next chapter, we develop a fitting model for the experimental Raman spectra, which can
discriminate the coherent contribution (proportional to Z̄) from the rest of the spectrum (see Fig 1.9(b)).
This allows us to determine Z̄ and C from the experimental spectra.

1.2.3 Quantitative analysis of experimental Raman spectra

Using the general characteristics of the Raman response revealed by the theoretical calculations, we quan-
titatively analyze the experimental data by devising a fit model for the lineshape of the Raman transition
amplitude, and from that extract the many-body quasiparticle weight Z̄ and the contact coefficient C from
the experimental data. The Raman response is composed of two main contributions:

1. Coherent polaron peak Pcoh(ω): a roughly symmetric peak due to the coherent part of the polaron. It
contains information about quasiparticle properties such as the polaron energy εpol, the spectral weight
Z, and the effective massm∗. We will find below that the coherent part of the spectrum is proportional
to the polaronic momentum distribution, and its peak position gives the polaron energy at zero momen-
tum ε0pol (plus the recoil energy from the two-photon Raman transition). This correspondence emerges
from the finite transferred photon momentum and thus is not affected by thermal shifts observed in rf
measurements, as further discussed in Sec. 1.2.5.

2. Background signal Pbg(ω): an asymmetric lineshape extending to high frequencies that contains the
combined response arising from the incoherent part of the polaron, as well as from molecules that are
dissociated by the Raman lasers. In a wavefunction picture, the former corresponds to contributions
as given by the second term in Eq. (1.11). We find that up to a rescaling by a factor, the shapes of the
background spectra from polarons and molarons are similar.
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Figure 1.9: Calculated and measured Raman ejection spectra of the imbalanced Fermi gas for three interaction
strengths. (a) The calculated many-body Raman spectra were obtained from an occupation average for fixed impu-
rity concentration NI = 0.15N and temperature T = 0.2TF . The blue-, red- and grey-shaded regions represent
the coherent and incoherent polaronic contributions from (1.11) as well as the molaron contributions from (1.12), re-
spectively. The coherent part yields an almost symmetric lineshape that is peaked at the polaron energy shifted by
the constant Raman two-photon recoil energy (dotted vertical lines) due to the finite Raman momentum transfer of
q̄ ≈ 1.9 kF , while the incoherent and molaron parts lead to an asymmetric continuum. (b) The measured Raman
spectra were fitted with the function given in Eq. (1.25) (solid lines). The dark shaded area under the graph is the
combined contribution from molarons and the incoherent part of the polaron wavefunction, Pbg (ω;Tbg, Eb), while
the light shaded area is the coherent polaron contribution, Pcoh

(
ω;Tp, ε

0
pol,m

∗). In both figures, the second and third
graphs from the bottom are vertically shifted for clarity.

Based on this identification, we are able to develop a fit model for the transition probability that reflects the
lineshape of the coherent and background signals

P (ω) = Z̄Pcoh(ω;Tp, ε
0
pol,m

∗) + (1 − Z̄)Pbg(ω;Tbg, Eb). (1.25)

Here, both contributions Pcoh and Pbg are normalized to unity. Next, we theoretically motivate suitable shape
functions for Pcoh and Pbg.

1.2.3.1 Raman coherent polaron peak

The Raman spectrum of a single polaron can be expressed as

Apol(ω,k) = ZAcoh(ω,k) + (1 − Z)Ainc(ω,k), (1.26)

where the coherent part can be approximated at low momenta as

Acoh(ω,k) = δ
[
ω − εk+q̄ + εpol(k)

]
. (1.27)

Z is approximated as a momentum independent quasiparticle weight, and the dispersion εpol(k) = ε0pol +
k2/2m∗ is parametrized by an effective mass m∗, and the polaron energy ε0pol. The function Pcoh accounts
only for the Raman response arising from Acoh(ω) with m∗, ε0pol, and a polaron temperature Tp being fit
parameters. It is therefore natural to identify

Pcoh = αAcoh, (1.28)

with α a proportionality constant. As described below, the incoherent response arising from Ainc will be
attributed to Pbg.
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Chapter 1: Impurity spectroscopy in ultracold quantum gases

Within this model it is useful to recognize that the total number of impurities leading to the observed absorp-
tion response can be interpreted as a sum of impurities contributing to the coherent response, the incoherent
response, and molarons, NI = Ncoh + (Ninc + Nmol). NI is responsible for the full signal P (ω), while
Ncoh = Z̄NI yields the contribution Z̄Pcoh in Eq. (1.25). The sum (Ninc+Nmol) = (1−Z̄)NI , in turn, gives
(1 − Z̄)Pbg. Moreover, the number of polarons is given by Npol = Ncoh +Ninc with Ncoh = ZNpol. Thus,
within a model with momentum independent quasiparticle weight Z ≡ Zk=0, one has Z̄ = ZNpol/NI .
The coherent part of the polaron Raman spectrum Acoh is related to the coherent contribution of the full,
many-impurity Raman spectrum by [63, 64]

Ācoh (ω) = 1
NI

∑
k

Acoh (ω,k) · nF [εpol(k), Tp] , (1.29)

such that ∫
dωĀcoh(ω) = Ncoh

NI
. (1.30)

Since the concentration of impurities is finite, polarons can be found at non-zero momenta [32, 65]. As
Eq. (1.27) shows, a polaron with a momentum k gives a coherent contribution to the Raman signal if εpol(k) =
εk+q̄ − ω, which can be solved for kq̄ (ω) ≡ k · ˆ̄q. In particular, if m∗ = m, this yields a linear relation
between ω and kq̄. Otherwise, the solution has a weak dependence on (1 −m/m∗) and k2

⊥ ≡ k2 − k2
q̄ .

However, this dependence is only noticeable for kq̄ close to kF , and when the effective mass is substantially
larger than the bare mass (see Appendix A.3). Neglecting this small effect, we obtain

kq̄ (ω) = m

q̄

(
ω + ε0pol

)
− q̄

2 , (1.31)

where q̄ ≡ |q̄|.

Evaluation of Eq. (1.29) shows that the coherent polaron Raman rate is proportional to the one-dimensional
momentum distribution of polarons in the direction of q̄,

Ācoh(ω) = mNcoh
q̄NI

nP[kq̄ (ω)]. (1.32)

In the local density approximation (LDA) this distribution is given by (for details see Appendix A.2)

nP [kq̄ (ω)] = −
6T

5
2

p

(
εF − ε0pol

)− 3
2

√
πxZ̄kF εFm/m∗ Li 5

2

−ζPe
−

k2
q̄

2m∗Tp

 . (1.33)

As defined previously, x is the global impurity concentration, Li5/2 is the polylogarithm function, and ζP =
e−(ε0

pol−µ)/Tp is the fugacity of polarons. The chemical potential µ is tuned so that Eq. (1.29) is normalized
to the number of polarons that contribute to the coherent part of the response.

As a final step, the spectrum Ācoh has to be normalized to unity when integrated over all frequencies in order
to obtain the probability Pcoh

8. We arrive at

Pcoh(ω;Tp, ε
0
pol,m

∗) = m

q̄
nP [kq̄ (ω)] . (1.34)

8 This allows us to determine the proportionality constant α between the probability and the coherent Raman spectrum Pcoh = αĀcoh

to be α = NI/Ncoh.
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Chapter 1: Impurity spectroscopy in ultracold quantum gases

1.2.3.2 Background Raman signal

We find that the experimental spectral lineshape arising from the incoherent polaron part and the molarons
are fitted well by the response of a thermal gas of molecules (see Appendix A.3). Indeed, this model covers
the overall spectral weight of the background well and allows us to incorporate the ∼ ω−3/2 tail.

The fit function Pbg(ω) is derived by considering a thermal ensemble of molecules with binding energy
Eb and a center-of-mass momentum kcm, each of which is made of a single impurity and a single bath
particle and considered to be in vacuum. The assumption of a thermal gas is justified since the molecules’
temperature is far above the critical condensation temperature due to the low impurity density. The Raman
process dissociates the pair and changes the center-of-mass momentum to kcm + q̄. In addition, the unbound
fermions acquire a relative momentum krel ≡ |krel|.

As a wavefunction Ansatz for the molecule, we use

|ψkcm〉 =
∑

l
γkcm

l c†
−ld

†
l+kcm

|0〉 . (1.35)

Note that the only difference to Eq. (1.12) is that here, we do not consider the Fermi sea of background
particles. This simplification is made in order to obtain a closed-form expression for the fitting function
which is feasible to calculate numerically. Using Eq. (1.35) as the initial state |i〉 for Eq. (1.15), one obtains

A
(
ω, ψkcm

)
=
∑

l

∣∣∣γkcm
l

∣∣∣2 δ(ω − εl − εkcm−l+q + Eb + k2
cm

4m

)
.

The variational parameter γkcm
l has to be obtained by the minimization of 〈ψkcm |H − E|ψkcm〉. It reads

γkcm
l = 1√∑

l
1

(E−ε−l−εkcm+l)2

1
E − ε−l − εkcm+l

. (1.36)

Within this calculation, the relative momentum after the Raman dissociation is given by krel = l + (kcm +
q̄)/2. After changing variables l to krel, evaluating the δ-function implements the energy conservation

k2
rel = mω −mEb − q̄2

4 − q̄kcm,q̄

2 , (1.37)

where kcm,q̄ ≡ kcm · ˆ̄q.

Averaging the Raman spectral function over all momenta kcm weighted by a thermal Boltzmann distribution
at temperature Tbg, G(kcm, Tbg) = (4πmTbg)−3/2e−k2

cm/4mTbg , yields

Ā(ω) =
∫

dkcm A
(
ω, ψkcm

)
·G (kcm, Tbg) . (1.38)

Finally, integration over the angle k̂rel · ˆ̄q and kcm,q̄ yields the normalized Raman transition probability for
the background signal,

Pbg (ω;Tbg, Eb) =
√

2Eb

π3Tbg

2mω̃/q∫
−∞

dkcm,q̄
2m

√
2mω̃ − kcm,q̄ q̄e

−
k2

cm,q̄
4mTbg

4mEbq̄2 + (q̄2 + kcm,q̄ q̄ − 2mω)2 , (1.39)

where ω̃ ≡ ω − Eb − q̄2

4m . This integral does not have an analytic solution, but it can be readily calculated
numerically.

Note that in this fit model, Tbg and Eb are effective temperatures and binding energies. Since Pbg also
describes the incoherent polaron contribution, Eb can be interpreted as the molecular binding energy −εmol
only in the limit of large (kFa)−1. The effective temperature Tbg compensates for the absence of Pauli
blocking in the molecular model, and therefore should not be interpreted as the physical temperature of
molarons.
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Figure 1.10: Comparison of measured and calculated quasiparticle weight Z̄ and Tan’s contact C. (a) Blue circles
mark the weight extracted from the measured Raman spectra by identifying the nearly symmetric spectral lineshape
arising from the coherent polaron contribution. Z̄ is smoothly decreasing towards the polaron–molaron transition, in
agreement with the theoretical prediction, averaged over the harmonic trap using the LDA (solid line). For comparison,
we also present the trap-averaged prediction for a single impurity at T = 0 (dotted line) obtained from Ref. [29]. (b) The
contact coefficient C is shown for different interaction strengths, obtained using Eq. (1.40) with Eb and Z̄ extracted
from the Raman spectra. The data agree well with our calculation, taking into account the finite temperature and
coexistence of polarons and molarons (solid line). The two red squares indicate data measured by the MIT group [46]
using rf spectroscopy of a unitary, homogeneous 6Li gas at T = 0.17TF (lower point) and T = 0.29TF (upper point)
For comparison, the trap-averaged prediction for a single impurity (dotted line) is also shown.

1.2.4 Comparison between theory and experiment

The polaron weight Z̄ can be extracted by fitting the measured spectra with Eq. (1.25). The effective tem-
perature parameter Tbg controls the sharpness of the onset of the background spectrum. We fix Tbg = 2TF ,
which yields a minimal systematic error in extracting Z̄ (see Appendix A.3). The polaron effective mass,
m∗, is strongly coupled to the polaron temperature. To make the fit robust, we set m∗ to the trap-averaged
theoretical value at k → 0, calculated from Eq. (1.11). We find that the effective mass modifies the extracted
polaron weight and molecular binding energy only marginally. In fact, setting m∗ to the bare mass leads
to a maximal deviation of less than 0.4σ. We are thus left with three free fitting parameters: Z̄, Eb, and
Tp. Examples of fits are shown in Fig. 1.9 (b) (solid lines). Overall, we find excellent agreement between
the fits and the measured spectra throughout the whole interaction range. The light and dark shaded areas
beneath the curves are the spectral contributions of the coherent part of the polaron and the background,
respectively. The data on the BCS-side (blue circles) are dominated by a nearly symmetric quasiparticle
peak with Z̄ = 0.91(3), while the BEC-side data (black triangles) are dominated by the asymmetric pair
dissociation spectra, leading to a small coherent weight Z̄ = 0.18(2). The unitary data (red squares) shows
both the symmetric peak and an asymmetric tail. The quasiparticle weight is Z̄ = 0.58(3), close to the value
of 0.47(5), which was measured for 6Li atoms with rf spectroscopy [8].

A comparison between the extracted and calculated coherent polaron spectral weight is shown in Fig. 1.10 (a).
The predicted smooth behavior is consistent with the experimental observation. We attribute the overestima-
tion of the theoretical values for Z̄ in the polaron-dominated interaction regime for (kFa)−1 . 0.4 to several
factors. Firstly, the single-impurity polaron weight Z will be reduced when higher-order terms are included
in the wavefunction Ansatz Eq. (1.11). Secondly, due to the neglect of finite-lifetime molaron states, the po-
laron contribution in the initial state is overestimated. Thirdly, the disregard of finite-lifetime polarons leads
to an effective population transfer to low-momenta polaron states which, again, results in a higher quasipar-
ticle weight. To demonstrate the crucial role of the finite impurity density and temperature, we also plot
in Fig. 1.10 (a) the prediction for a single impurity at zero temperature in the LDA (dotted line). The data
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clearly disagrees with this result, and in particular, does not exhibit a sudden change at the polaron-to-molaron
transition as predicted in the single polaron limit.

Finally, we extract the Tan’s contact C from the experimental data. In our fitting model, the tail appears in
the spectral contribution of incoherent polarons and molarons. Thus the contact is related to the parameters
of our model by [57, 66]

C = 4π(1 − Z̄)
√
Eb/ 2εF . (1.40)

Here C is given in units of 2NIkF such that the high-frequency tail of the spectrum approaches P (ω) →
C

√
εF /

√
2π2ω3/2 [67]. The results for C are shown as blue circles in Fig. 1.10 (b). For comparison, we

plot the trap-averaged theoretical prediction for the contact in both the single-impurity limit (dotted line) and
in the many-impurity case (solid line). The data is in excellent agreement with the many-body model, and, in
particular, it does not show any sudden change as predicted in the single impurity limit. We also indicate the
contact measured by the MIT group with a homogeneous 6Li gas using rf spectroscopy [46] (red squares),
which agrees with our measurements to within the experimental uncertainty.

1.2.5 Dependence of the coherent peak on the transferred
photon momentum

As previously mentioned, the peak position of rf spectra does not coincide with the zero-momentum polaron
energy as soon as a finite impurity density is present. Instead, a temperature-dependent shift occurs, as
experimentally observed also in the case of Bose polarons in Ref. [46]. In order to calculate this shift, we
compute the peak position of the coherent polaron contribution (first term of Eq. (1.23) within Eq. (1.22))
as a function of the photon transfer momentum. The results at unitarity, shifted by the recoil energy, are
shown in Fig. 1.11 (a) for three relevant temperatures. In rf spectroscopy (q̄ → 0), we find that the peak is
shifted to energies lower than the zero-momentum polaron energy (see Fig. 1.11 (b)). As the photon transfer
momentum increases, however, this shift rapidly vanishes. Already for q̄ & 0.1 kF (a value easily reached
in Raman spectroscopy experiments) the shift is negligible, making it possible to extract the polaron energy
from the peak position of the coherent part of the Raman spectra.

The peak of the coherent polaron spectrum, as given in Eq. (1.34), is at kq̄ = 0. According to Eq. (1.31), this
maximum is attained for

ω0 = q̄2

2m − ε0pol . (1.41)

For interactions below the transition point, the most significant contribution to the spectral peak stems from
the coherent part of polarons. Thus, from ω0 we can determine the polaron energy, ε0pol. We find the peak
position (dotted vertical lines in Fig. 1.9 (b)) by fitting the points above the median with a skewed Gaussian
[68]. The resulting polaron energies are plotted in Fig. 1.11 (c) (blue circles), and compared to the theoretical
predicion calculated within the Chevy Ansatz (1.13) (dashed line). The latter are, in turn, close to diagMC
and T -matrix calculations [7, 29, 30, 69, 70]. Beyond (kFa)−1 = 0.9 the weight of the coherent peak is
small. Therefore, the polaron energy is only extracted for (kFa)−1 < 0.9.

1.2.6 Summary

In summary, we have investigated the polaron-to-molaron transition at finite impurity density and tempera-
ture using Raman ejection spectroscopy. To interpret the experimental data we have employed a quasiparticle
theory, in which the many-body Hilbert space of impurity particles is spanned by single-particle states ob-
tained from variational wavefunctions. The approximate nature of this approach is reflected by the fact that
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Figure 1.11: (a) Coherent spectral peak position at unitarity. Using the full many-body model for the Raman spectra
(first term of Eq. (1.23)), we plot the coherent peak position vs. transferred photon momentum for polaron temperatures
Tp = 0.1TF (blue circles), 0.15TF (red squares), and 0.2TF (black triangles) at (kFa)−1 = 0 with nI = 0.15n. We
observe convergence to the zero-temperature value εpol = −0.6066 εF (dashed line) for photon momentum transfer
larger than 0.1 kF . Specifically, with the Raman momentum of q̄ = 1.9 kF used in our experiment, no shift is expected.
(b) Temperature dependence of the spectral peak position with conventional rf spectroscopy (q̄ = 0). (c) Comparison
of measured and calculates polaron energies ε0pol at interaction strengths below the polaron-to-molaron transition. The
polaron energies (blue circles) are obtained using Eq. (1.41) from the position of the spectral peak. The theoretical
prediction obtained from the variational Ansatz Eq. (1.13) averaged over the harmonic trap is shown as a dashed blue
line.

polarons and molecules are effectively created by composite impurity-bath operators that maintain their re-
spective commutation relations only approximately. Correspondingly, both impurity-induced correlations
between majority fermions, as well as quasiparticle interactions (polaron–polaron, polaron–molaron, and
molaron–molaron), induced by the Fermi sea, are neglected. How the bath mediated interactions of two
polarons can be studied on the level of variational wavefunctions is discussed in Subsec. 2.2.3. In general,
the accurate inclusion of correlation effects, which could, for instance, describe an instability of a Fermi po-
laron gas towards p-wave superfluidity [71, 72], presents a formidable theoretical challenge. While the finite
density of impurities can be included in quantum field theory approaches, the systematic study of polaron–
polaron interactions requires the inclusion of extended sets of vertex functions [73–75] that are beyond the
reach of mean-field approximations.

Within our theory, we are able to calculate finite impurity density and temperature Raman spectra, and to
extract quantities as the many-body quasiparticle weight and the Tan’s contact throughout the polaron-to-
molaron transition. To extract these quantities also from the experimental data, we have developed a simple
fitting model that leverages the separation of the Raman spectra into two contributions: the nearly symmetric
coherent polaron response, and an asymmetric background arising from the incoherent response of polarons
and from molecules. This allows us to extract the polaron energy, the quasiparticle spectral weight and Tan’s
contact from the experimental spectra, and to compare them to the theoretical predictions. All calculated
and measured quantities show a smooth transition with no sudden changes around the predicted polaron-to-
molaron transition. Our findings suggest that close to the interaction where the polaron-to-molaron transition
takes place in the single impurity limit, polarons and molarons coexist when the temperature is above the
critical temperature of Bose-Einstein condensation of molarons.

At lower temperatures, the phase diagram is not yet understood and contrasting predictions have been made.
On the one hand, at zero-temperature, the polaron-to-molaron transition marks the endpoint of a fermionic
polaron phase, where its finite Fermi surface volume vanishes and a polarized superfluid phase consisting of
molecules is expected to take over [29, 76]. On the other hand, considering the strong atom-dimer interac-
tions close to the transition point [77], it has been predicted that the system might become unstable towards
phase separation between superfluid and normal phases [78]. The application of Raman spectroscopy in an
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imbalanced Fermi gas at lower temperature [79] and homogeneous traps [80–83] might help to distinguish
these scenarios and allow one to experimentally determine, e.g., the transition temperature towards phase
separation.

Furthermore, away from the transition point a plethora of phases has been discussed in the literature, ranging
from p-wave pairing of polarons to the FFLO phase [10, 61, 84, 85]. In the next chapter, we will show how
the existence of an FFLO phase can be already inferred from the single impurity limit. As already visible in
Fig. 1.4, the excited molaron in the polaronic regime features a dispersion relation with a minimum at finite
momentum (see also Refs. [39, 86]). In the next chapter, we will show that this effect may be regarded as a
precursor of the long-sought-after FFLO phase in the imbalanced BEC-BCS crossover [9, 10, 84, 87–89],
which emerges due to the macroscopic occupation of such molaron states at finite momentum.

1.3 Probing molecular spectral functions

In the previous chapter we have seen how ejection spectroscopy can be used to study the ground state of
a strongly imbalanced Fermi system, including the polaron-to-molaron transition. As discussed in Sub-
sec. 1.1.4, polarons can be probed even in their excited states using injection spectroscopy [37]. However,
the vanishing overlap between a non-interacting initial state of fully delocalized particles and a final state
where an impurity is fully localized around one of the bath fermions hinders the creation of molarons in
injection spectroscopy. This is why, to date, it has not been possible to explore molarons experimentally
beyond their ground state properties [P1, 8].

However, the molaron displays some intriguing properties in the unitary regime, where it is the excited state
of the system. This becomes evident from its single particle spectral function, which we have already seen
at unitarity in Fig. 1.4. Here, the molaron has a negative effective mass, which is given by the curvature of
the molarons dispersion E(k) with respect to its momentum k via 1/m = ∂2E/∂k2. Its dispersion features
a minimum at finite momentum [32, 43, 90], which is found to be robust with respect to the theoretical
approximation scheme.

1.3.1 Precursor of the FFLO phase

The existence of the finite momentum minimum in the molaron dispersion can be directly connected to the
emergence of the elusive Fulde-Ferell-Larkin-Ovchinnikov (FFLO) [9, 10] phase at finite impurity density,
where composite Cooper pairs condense into a finite-momentum state. To this end, we extend the T -matrix
approach to finite fermionic impurity density, by including a chemical potential for the impurities µd (cf.
Fig. 1.3 (b)). The bosonic molaron spectral function for different impurity chemical potentials is shown in
Fig. 1.12 (a). The dispersion minimum continuously evolves until the finite-momentum molaron becomes
gapless precisely at the predicted onset of the FFLO phase at µd = 0.196 εF [91]. This continuous relation of
the molaron spectral function towards a gapless spectrum implies a simple picture of FFLO as a condensate
of molarons.

To further substantiate this direct connection between molarons and the formation of the FFLO phase, we
investigate its dependence on interaction strengths and the range parameter. The transition line towards the
FFLO phase can be found by solving the Cooper problem at finite momentum p [91]. Here, we extend this
approach to the two-channel model (1.8) which accounts also for a finite effective range parameter re (or
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Figure 1.12: (a) Density plot of the molaron spectral function Amol(E,p) in units of εF at unitarity in the contact
interaction limit (kF r

∗ =0) and mass balance (α = 1) for different chemical potentials of the minority population. The
molaron dispersion (gray line) has a minimum at finite momentum. For µd = 0.196 εF , the molaron becomes gapless
at finite momentum, which determines the onset of FFLO. (b) Critical range parameter kF r

∗ below which the molaron
dispersion minimum is at finite momentum (blue) and for which FFLO sets on at finite impurity density (pink), shown
for the mass ratios α = 40/6 (heavy impurity), α = 1 (mass balance), and the hypothetical mass ratio α = 23/40
(light impurity) as a function of the interaction strength.

equivalently a finite r∗):

−E + ξp − µd − µc + π

r∗µ2

[
µ

2πa − 1
V

∑
k

(
1

εc
k + εd

k
−

1 − nF (εc
k, µc) − nF (εd

−k+p, µd)
−E − i0+ + εc

k − µc + εd
−k+p − µd

)]
=0,

(1.42)

withµ = MdMc/(Md+Mc) the effective mass andnF (ε, µ̃) = (e
1
T

(ε−µ̃)+1)−1 the Fermi-Dirac distribution
function at chemical potential µ̃. For a given interaction strength and effective range, we start from a density
balanced system, i.e. µd = µc, and decrease the chemical potentialµd up to the point where we find a solution
of Eq. (1.42) for finite p and E = 0. The results, for different mass ratios, are shown in Fig. 1.12 (b) as pink
lines. We now compare predicted quantum critical value of the FFLO transition to the critical interaction
strengths at which the minimum of the molaron dispersion moves to finite momentum (see Fig. 1.12 (b) blue
lines). As can be seen, the boundaries lie in close proximity and exhibit the same behavior with respect to
tuning of the range parameter r∗. Based on this close correspondence, the transition point towards FFLO
can already be inferred from the excited composite states in the Fermi polaron problem.

1.3.2 Molecular injection spectroscopy

We now show how the idea of injection spectroscopy can be extended to make the full excitation spectrum
of molarons accessible. The vanishing overlap in injection spectroscopy between the non-interacting initial
state and the final molaron state highlights how the choice of an initial state is the key to measuring molaron
properties. This initial state should fulfill two main criteria:

(a) It has to be a good reference state, i.e., a state that can be reliably prepared and whose properties are
well-understood.

(b) It should have sufficient spectroscopic overlap with the final state of interest, in this case the molecular
state in the quantum medium.

We now show how one can fulfill both criteria when starting from a relatively deeply-bound molecular state
and how this allows us to reliably probe many-body dressed composited in what we term molecular injection
spectroscopy (cf. Fig. 1.13 (a)). In this scheme, the first criterion is fulfilled by starting from a molecular
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Figure 1.13: (a) Sketch of molecular injection spectroscopy. Starting from a deeply bound molecular initial state (top,
blue), the molaron in the final state (bottom, red) can be probed. (b) Experimental protocol for the example of 6Li.
Scattering length (solid black) as a function of magnetic field for the initial (top, blue) and final state (bottom, red). In
the left (right) panels one aims to probe a molaron in a final state at a narrow (broad) Feshbach resonance. The insets
show the different channel contributions to the radial wave function of the Feshbach molecule at the applied magnetic
field: Open channels (blue) and closed channels (pink). In the top right plot the narrow resonance is omitted for clarity.
All data is obtained from a coupled-channel calculation, using realistic atomic potentials as input [92]. Dashed (dotted)
lines in the insets indicate the van-der-Waals and scattering length, respectively.

state with binding energy εB,in/εF � 1, so that medium corrections determined by the Fermi energy εF are
negligible. As a result, the initial state is well described by typical atomic physics models [27]. Establishing
the fulfillment of the second condition requires a detailed analysis of the action of the Raman operator V̂q̄
on this initial state. We use the two-channel model (1.8) to generally establish our protocol for broad and
narrow Feshbach resonances in the final state, and the corresponding variational Ansatz (1.12) to describe the
molaron. Within the two-channel model, understanding the action of the Raman lasers requires translation
of V̂q̄ from an atomic state basis (where it takes a form ∼

∑
p d

†
p+q̄,fdp,i, with i, f labeling the internal

atomic states of the impurity before and after the Raman transition) into a basis that explicitly accounts for
the closed-channel molecule m†. To achieve this we turn to an ab-initio coupled-channel calculation in the
two-body limit. It is reasonable to work in this limit since the initial state is tightly bound and many-body
dressing of the final state molecule only affects its low energy physics, and hence does not affect the form of
the laser operator.

More information about the ab-initio calculation can be found in Appendix A.4. It is based on atomic states
and yields not only the binding energies and the magnetic field dependent scattering lengths, but also allows
for a clear distinction between the open-channel (long-range component) and closed-channel (short-range
component) contributions to the molecular wave functions9 (see Fig 1.13). For concreteness, we exclusively
consider the example of 6Li, which features all key elements to demonstrate the idea of molecular injection
spectroscopy. Specifically, we focus on two limits where the initial state molecule has either its weight almost
entirely in the closed channels (cf. Fig. 1.13 (b), upper left), or in the open channel (upper right), allowing
for a precise characterization of the Raman laser operator.

The left-hand panels in Fig. 1.13 (b) show the scenario of a strongly bound closed-channel Feshbach molecule
in the initial state, corresponding to |i〉 = m†

0,i|0〉 in our model. Such a state can be prepared for sufficient
detuning from a Feshbach resonance, possible for both narrow and broad resonances. This choice of initial
state (the wave functions including their hyperfine state contributions are shown as insets in Fig. 1.13 (b),

9 Note that we refer here to an ‘open-channel’ as the channel in which particles resides asymptotically in the scattering process.
Using this terminology a channel is also closed for a Feshbach molecule when it is below the collision threshold.
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see also App. A.4) is ideal to detect molarons in the final state close to a narrow resonance, due to a large
spectroscopic overlap between initial and final closed-channel contributions (compare insets in Fig. 1.13 (b)).
Furthermore, with a size on the order of the van-der-Waals length lvdW (dashed, vertical lines in insets), the
initial closed-channel contributions yield only a small overlap with the spatially extended open-channel states
in the final state. As a consequence, the Raman operator is well approximated as

V̂q̄ =
∑

p
m†

p+q̄,fmp,i (1.43)

in the two-channel model.

A second option, best suited to detect molarons close to a broad resonance in the final state, is to start from
a deeply-bound initial molecular state close to an open-channel dominated resonance (see right hand panels
in Fig. 1.13 (b)). Note that compared to the previous scenario, the initial state is less deeply-bound and
resides in the regime where its energy does not depend linearly on the B-field. As the coupled-channel
calculation shows, the initial state is dominated by open-channel contributions. In the two-channel model
this state is described by |i〉 =

∑
k β

0
kc

†
−kd

†
k,i|0〉. Thus the Raman laser mostly acts on that contribution

which is confined on the order of the scattering length a (dotted vertical line in the inset of Fig. 1.13 (b)), and
transferred to open-channel contributions in the final state manifold. The projection onto closed-channels of
the final state manifold has a negligible contribution due to a lacking overlap of these states at low energy.
Hence, within the two-channel model the Raman operator is well represented by

V̂q̄ =
∑

p
d†

p+q̄,fdp,i. (1.44)

Having established the form of the operator V̂q̄ we now turn to the prediction of the Raman absorption
A(ω, q̄). To this end, by using the identity limy→0+1/(x+iy) = −iπδ(x)+P (1/x) and replacingEα|α〉 =
H|α〉 we eliminate the explicit final state dependence in Fermi’s Golden rule (1.15)

A(ω, q̄)= − 1
π

Im
〈
i

∣∣∣∣V̂q̄
1

ω − H + Ei + i0+ V̂q̄

∣∣∣∣ i〉. (1.45)

Here, the initial state |i〉 is given by a molecular state of form (1.12) with energy εB,in � εF such that
the many-body dressing by bath particles is negligible. In order to compute the Raman spectra, the matrix
elements of the resolvant operator (ρ−H)−1 with ρ = ω+Ei + i0+ need to be determined on the final state
manifold spanned by states of the form m†

q̄,f |FSN−1〉 and {c†
−kd

†
k+q̄,f |FSN−1〉}. To this end, the resolvant

operator can be rewritten as

1
ρ− H

= 1
ρ− ε

+ 1
ρ− H

T
1

ρ− ε
(1.46)

where ε and T denote the kinetic and interaction terms of the Hamiltonian in Eq. (1.8), respectively. Using
a basis truncation that includes up to one excitation on top of the Fermi sea, the Raman response takes the
form

A(ω, q̄) = − 1
π

Im
(
f q̄(ω)GR

mol(q̄, ω)
)

+
∑

k
|β̃q̄

k |2δ(ω + Emol,i − EFSN−1− εc
k − εd

q̄+k), (1.47)

where β̃q̄
k is the open-channel contribution of V̂q̄|i〉 and f q̄ is a multiplicative structure factor given by

f q̄(ω) = |β̃q̄
0 |2 +

∑
k

2 Re
[
β̃q̄∗

k β̃q̄
0

] h√
V

1
ρ− εk

+
∑
kk′

β̃q̄∗
k′ β̃

q̄
k
h2

V

1
ρ− εk

1
ρ− εk′

. (1.48)

Details on the calculation can be found in Appendix A.6. In the case of a narrow Feshbach resonance in the
final state (Fig. 1.14 (b)), we choose a deeply-bound initial state given by |i〉 = m†

i,0|FSN−1〉. In this case, the
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Figure 1.14: (a) Schematics of the polaron-to-molaron transition. The colors indicate which states can be probed
with which spectroscopic method. Our proposal (yellow) enables for the first time the detection of the excited molaron
branch, by initializing the system in the ultra-strong coupling limit. (b) Raman spectra A(ω, q̄) at unitarity and mass
balance. Left: Narrow Feshbach resonance (r∗kF = 1) in the final state. The Raman spectrum equals the molaron
spectral function. Right: Broad Feshbach resonance (r∗kF = 0) in the final state and initial state at (kFa)−1 = 1.5.
The Raman spectrum reproduces all key spectral features such as the onset of the continuum (white line) and sharp
quasiparticle excitations (black line). Initial state energies are subtracted in both spectra.

laser operator takes the simple form (1.43) and, due to the choice of initial state, this results in β̃q̄
0 = βq̄

0 = 1,
β̃q̄

k = 0 and f q̄ = 1. Therefore, the Raman spectrum and the molecular spectral function exactly coincide,
A(ω, q̄) = Amol(E,p).

Next we turn to a broad Feshbach resonance in the final state (|i〉 =
∑

k β
0
kc

†
−kd

†
k,i|FSN−1〉). Here, the laser

operator takes the form (1.44). Therefore β̃q̄
0 = 0 and, due to our choice of initial state, β̃q̄

k = βq̄
k , which can

be simply obtained from minimizing the energy functional 〈ψq̄
M |H − E|ψq̄

M 〉 and is given by

|βq̄
k |2 = 1

V

(
1

ω + i0+ − εc
k − εd

k+q̄ − EFS(N − 1)

)2 1
1

h2 + 1
V

∑
k′
( 1

ω+i0+−εc
k′ −εd

k′+q̄−EFS(N−1)
)2 .
(1.49)

In Fig. 1.14 (c) it can be seen that the Raman spectrum contains the same qualitative features as the corre-
sponding molaron spectral function shown in Figs. 1.4 and 1.12 (a). In particular, the position of the molaron
as well as its merging into the continuum can be inferred from the Raman spectrum. Quantitatively, the differ-
ence between these spectra is merely a redistribution of spectral weight, where the second part of Eq. (1.47)
provides only a negligible contribution10. Importantly, the dispersion relation of the molaron including its
finite momentum minimum is contained in such Raman spectra. Therefore, our approach allows one to
observe a key signature of the instability towards FFLO both for broad and narrow Feshbach resonances.

1.3.3 Summary

In this chapter we have presented a protocol to measure the momentum-resolved molaron spectral function at
arbitrary interaction strengths. This is achieved using Raman injection spectroscopy with a tunable transfer
momentum, where the system is initialized in the ultrastrong coupling limit. The protocol is even applicable
when relying on rf-transitions. In this case, however, only zero-momentum properties of the molaron would
be accessible. Still, this would, for the first time, allow one to detect the zero-momentum molaron energy
across the polaron-to-molaron transition. In combination with standard injection spectroscopy, which allows

10 It should be noted, however, that for certain observables such a redistribution is important, such as when one aims to infer decay
rates of quasiparticles from spectral functions.
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for the detection of the polaron branch, this would allow for the simultaneous observation of both polaron
and molaron branches at the same interaction strength, which provides an experimental tool to prove not only
their coexistence but also the first-order nature of their transition [93–95].

When relying on Raman transition, our technique enables the measurement of the momentum-resolved mo-
laron spectral function, providing information about the dispersion, lifetime, effective mass, and full exci-
tation spectrum of the composite quasiparticle. This includes the observation of the non-trivial dispersion
relations of composite states, including the formation of a roton-type minimum. We demonstrated a connec-
tion between the finite-momentum properties of the excited molaron state and the emergence of the FFLO
phase at finite impurity density. More specifically, we showed that the finite-momentum minimum in the
molaron spectral function can be identified as a precursor to the elusive FFLO phase.

The spectroscopic protocol can also be applied to Bose polarons, where the resulting composite is fermionic.
It holds potential for studying topologically non-trivial Fermi surfaces, Fermi surface reconstruction, and
many-body bound states involving multiple bath atoms, as well as emerging phases in mass-imbalanced
ultracold gases. Furthermore, it may allow one to shed new light on the role of many-body bound states
involving more than one bath atom as well as emerging phases in mass-imbalanced ultracold gases [96].
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Chapter 2

Interactions of Bose polarons in a driven
dissipative enviroment

This chapter is based on the following publication
L. B. Tan*, O. K. Diessel*, A. Popert, R. Schmidt, A. İmamoğlu, and M. Kroner, *equal contribution,
Bose polaron interactions in a cavity-coupled monolayer semiconductor,

Phys. Rev. X 13, 031036 (2023)

2.1 Introduction

After discussing the Fermi polaron and its realizations in ultracold quantum gases, we now turn to another
species of polarons, namely Bose polarons. Bose polarons arise from the coupling of a quantum impurity
with a surrounding bosonic bath. We notice here that the very first polaron problem, introducted in a crystal
lattice [97], describes a Bose polaron, since the lattice vibrations constituting the bath are of bosonic nature.

In this chapter, we consider a coherent bosonic bath with a finite impurity density and investigate interac-
tions between Bose polarons. Interactions between quasiparticles play a key role across physics, determining
novel phases of matter and governing the quantum dynamics of many-body systems. One spectacular ex-
ample for how polaron-polaron interactions could drastically deviate from those of the bare impurities is
superconductivity: electronic quasiparticles form bound Cooper pairs due to bath-mediated attraction even
though bare electrons are subject to repulsive Coulomb interactions. Here, we show that the interactions be-
tween two fundamentally repulsive bosonic quantum impurities can be tuned and even reversed in sign. Our
theoretical results are confirmed by an experiment, in which Bose polarons are realized in a two-dimensional
semiconductor, a so called transition-metal dichalcogenide (TMD).

In addition to ultracold quantum gases, TMDs represent a platform with great potential to simulate quantum
matter and to study polarons. Similar to ultracold quantum gases, TMDs allow for the creation of Fermi-
Bose and Bose-Bose mixtures at various imbalances, the tunability of the interaction parameter between
both species, and the formation of bound states due to resonances. All these ingredients make them ideal to
investigate both Fermi and Bose polaron physics.

The chapter is organized as follows: We start with a brief introduction to Bose polarons, followed by a
discussion of TMDs including how Fermi and Bose polarons can be realized in such platforms. Next, in
Sec. 2.2, we focus on a specific realization of Bose polarons in terms of exciton-polaritons, a naturally driven-
dissipative system, and discuss its theoretical modelling. Finally, in Subsec. 2.2.3 we investigate interactions
between polarons and show how they can be tuned and even reversed in sign upon varying the bath density.
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Chapter 2: Interactions of Bose polarons in a driven dissipative enviroment

2.1.1 The Bose polaron problem

The Bose polaron describes the situation of a single impurity interacting with a bosonic environment, usually
a Bose Einstein condensate (BEC), into which it has been immersed. For small interactions between the
impurity and the bath, the impurity is dressed by excitations of the BEC, thus forming a polaron. In contrast
to the Fermi polaron, however, up to now there is no consensus in theory of what happens to the impurity as
the interaction strength increases [98].
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Figure 2.1: Schematic figure of the Bose polaron problem. The attractive polaron can either smoothly crossover into
a molaron state, or decay into a multiparticle cluster state. For strong impurity-bath interactions, multi-particle bound
states emerge between the repulsive and the attractive polaron branch. The figure is adapted from Refs. [98, 99].

The three dimensional Bose polaron problem, depicted in Fig. 2.1, is proposed to behave in one of two
ways: In the first scenario, the polaron experiences a smooth crossover into a molaron (which, in contrast
to the Fermi polaron problem, can also involve more than one bath particle as the interaction strength is in-
creased) [100–102]. In the second scenario, the impurity mediates an effective attractive interaction between
the bath bosons, which leads to a collapse of the BEC [103, 104]. As a result, the polaron decays into a
multi-particle bound cluster. The second scenario is particularly favorable for light impurities (with the im-
purity massMd much smaller than the mass of the bath particlesMd � Mc), as light particles have a higher
mobility and thus are able to mediate interactions more efficiently. The unification of these two scenarios is
currently object of active research [98].

Similar to the Fermi polaron problem, on the repulsive side of the Feshbach resonance (1/an1/3), a repulsive
polaron state emerges. Additionally, for sufficiently strong interactions, two additional excited polaron states
(not shown in Fig. 2.1) and metastable bound states (see Fig. 2.1) are found to exist in between the attractive
and repulsive polaron branches [99]. These bound states emerge due to the competition between the energy
gained from multiple occupation of the bound state and the inter-boson repulsion. For increasing interactions,
the bound states ultimately join the attractive branch and therefore cause the adiabatic evolution from the
attractive polaron into a molaron with increasing boson number. We refer the reader to Ref. [99] for a
detailed analysis of the connection between the attractive and repulsive polaron.

Attractive and repulsive Bose polarons were first observed spectroscopically [105–107] in ultracold atomic
mixtures, in 1d and 3d geometries. An inherently two-dimensional platform for quantum simulation are
TMDs. Within these, Fermi polarons were first realized in [13]. The first experimental realization of Bose
polarons is discussed in Sec. 2.2.
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2.1.2 Transition metal dichalcogenides

Ever since the Nobel prize in 2010 “for groundbreaking experiments regarding the two-dimensional material
graphene” [108, 109], 2d materials have attracted enormous interest. The discovery of graphene illustrates
how dramatically the properties of materials can change when the dimensionality is reduced to only one
atomic layer.

TMD monolayers represent one family of atomically thin materials. They have the chemical composition
MX2, where M represents the transition metal element (e.g., Mo, W), and X represents the chalcogen atom
(S, Se, or Te). For most TMDs, the lowest energy stable configuration is semiconducting, where the three
chemical planes in a single monolayer are stacked in an A-B-A sequence and form a quasi 2D hexagonal
lattice (see Fig. 2.2 (a) and (b)). In the monolayer limit, the conduction band minimum and the valence band
maximum are located at the K and K′ points in momentum space, referred to as the K and K′ valley. The
K and K′ points are high symmetry points of the first Brillouin zone, which are invariant under a 2π/3 in-
plane rotation and related via time reversal symmetry (see Fig. 2.2 (c)). As a direct consequence of these
symmetries, the optical selection rules for interband transitions from the valence to the conduction band at
the K, K′ points are valley selective: σ+ (σ−) circularly polarized light can only couple to the transition at
the K (K′) valley.

Additionally, in TMDs optical selection rules are effectively spin selective. This is due to the strong spin–orbit
coupling, which lifts the spin degeneracy in both, valence and conduction band, and introduces an energy
spitting between spin-up and spin-down states. The spin–orbit splitting amounts to hundreds of meV in the
valence band and a few meV in the conduction band. As a consequence, excitations of electrons with different
spin have different excitation frequencies (see Fig. 2.2 (d)). For a more in-depth discussion on TMDs, we
refer the reader to Refs. [110, 111].

2.1.2.1 Excitons in TMDs

Through the absorption of a photon with suitable energy and polarization, a valence electron (of specific spin
and valley index) can be promoted to the conduction band. The attractive Coulomb interactions between the
excited electron and the hole left in the valence band lead to the formation of a bound state, the exciton.
Due to the reduced dielectric screening from the environment in a two dimensional TMD monolayer, the
Coulomb attraction between the hole and the electrons is strong, leading to typical exciton binding energies
on the order of Eb ∼ 0.5 eV, one order of magnitude larger compared to typical bulk semiconductors such
as GaAs (Eb ∼ 0.02 eV). The exciton radii are small (with a Bohr radius on the order of 1 nm), allowing us
to treat them as point like particles in what follows.

2.1.2.2 Exciton-polaritons in TMDs

Due to the exciton’s large oscillator strength, TMDs reach the regime of strong light-matter coupling when
placed inside an optical cavity. When the cavity is calibrated such that the cavity mode and the exciton are
at resonance, the Rabi coupling between exciton and light results in a coherent admixture between the cavity
photon and the exciton, which together form a particle known as the exciton-polariton.

The Hamiltonian describing such a system is given by

H =
∑

k
ωX(k)x†

kxk +
∑

k
ωC(k)c†

kck +
∑

k

Ω
2
(
x†

kck + h.c.
)

(2.1)

with x†
k the excitons, c†

k the photon, and their respective energies ωX(k) = k2/2mX and ωC(k) = δ +
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Figure 2.2: (a) Top view of a monolayer TMD. Blue (orange) spheres denote metal (chalcogen) atoms. (b) The side
view of a monolayer TMD shows the layered structure of metal atoms sandwiched between two layers of chalcogen
atoms. (c) The hexagonal first Brillouin zone of the lattice shown in (a). K and K′ valleys lie at the edges and are
related by time reversal symmetry. (d) Schematics of the spin-orbit coupling in the K and K′ valley lifting the spin
degeneracy in both valence and conduction band. The arrows indicate the valley and spin optical transition selection
rules.

k2/2mC. The detuning between the exciton and the photon is given by δ. The Rabi coupling Ω leads to the
hybridisation into the upper and the lower polariton.

The Hamiltonian (2.1) can be diagonalized by the unitary transformation(
xk
ck

)
=
(

cos θk sin θk
−sin θk cos θk

)(
Lk
Uk

)
(2.2)

which corresponds to a rotation from the exciton/photon basis into the upper polariton (U †)/lower polariton
(L†) basis. Here,

cos θk = 1√
2

√
1 + |ωC(k) − ωX(k)|√

(ωC(k) − ωX(k))2 + Ω2 (2.3)

are the Hopfield factors which correspond to the exciton fraction in the lower (upper) polariton state at a
given momentum. The diagonalized Hamiltonian reads

H =
∑

k
ωLP(k)L†

kLk +
∑

k
ωUP(k)U †

kUk (2.4)

with ωLP/UP(k) = 1
2(ωX(k) + ωC(k) ∓

√
(ωC(k) − ωX(k))2 + Ω2) the lower/upper polariton energy.

Similar to bare excitons, one can create two different types of exciton-polaritons in TMDs: one consisting of
a K-valley exciton and a σ+-photon, and the other one consisting of K′-valley exciton and a σ−-photon.

2.1.2.3 Fermi polarons in TMDs

Our discussion so far has been limited to the charge-neutral regime. However, it is possible to introduce free
charge carriers in form of electrons or holes in the system by applying a gate voltage. Excitons in one valley
can attractively interact with electrons in the opposite valley. In the limit of a single exciton, this realizes the
situation of the Fermi polaron problem, an impurity (i.e., the exciton) immersed in a fermionic bath (i.e., the
injected electrons/holes). In two dimensions, any purely attractive, short-range interaction supports a bound
state. The bound state associated with the exciton-electron interaction is called the trion. Its binding energy
amounts about Eb ∼ 25 meV. It is common to relate the interaction coefficient to the bound state energy and
define the dimensionless interaction parameter Eb/εF (similar to 1/kFa in three dimensions). In contrast
to ultracold atomic mixtures, in which the full tunability of the Feshbach molecule (by the application of
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Figure 2.3: (a) Sketch of a TMD monolayer embedded inside an optical microcavity. The TMD is encapsulated
between two hexagonal Boron Nitride (hBN) layers, where the bottom layer serves as a dielectric spacer that separates
the TMD monolayer from a graphene gate. The graphene and TMD are each contacted using metal electrodes. A gate
voltage V can be applied to tune the device away from the charge neutrality regime. The heterostructure is deposited
between two mirrors, which form the optical cavity. Figure adapted from Ref. [P3]. (b) The elementary excitations of
a TMD inside a cavity are exciton-polaritons. The energies of the upper and lower exciton-polaritons are shown as a
function of the cavity length detuning δ. The dashed line denotes the cavity mode ωC which depends linearly on the
detuning. The exciton energy ωX is shown as a dashed dotted line.

an external magnetic field) allows us to change the dimensionless interaction parameter, the trion energy in
TMDs is fixed. The interaction parameter in TMDs, however, can be tuned by changing the Fermi energy
εF through the application of a gate voltage. In Ref. [13], Fermi polarons were experimentally studied in
MoSe2.

2.2 Bose polarons in TMDs

Bose polarons can be realized by an (extremely) imbalanced mixture of K/K′ excitons or K/K′ polaritons. In
both cases, the interaction mechanism comes from the exchange of a biexciton with binding energy Eb: two
excitons from opposite valleys can form a biexciton state. For the excitonic Bose polarons, the density of the
bath particles nb and thereby the dimensionless interaction parameter Eb/nb can be tuned. For polaritonic
Bose polarons, the cavity detuning δ offers a second tunable parameter. It allows one to tune the energy of
the two polaritons across the biexciton bound state energy. This resembles closely the scenario of exploiting
a Feshbach resonance in ultracold gases, where the energy of the closed channel bound state can be tuned
with respect to the open channel scattering energy.

In a solid-state setup, Bose polaron-polaritons have already been investigated in a bulk semiconductor cou-
pled to a cavity [112]. In Ref. [P3] we, for the first time, study Bose polaron-polaritons in a monolayer
TMD (Molybdenum Diselenide (MoSe2)) that is strongly coupled to an optical microcavity. In a pump and
probe experiment performed in the İmamoğlu group at ETH Zurich, a strong σ+-polarized pump laser gen-
erates a coherent state of K-valley lower exciton-polaritons of a large occupation number. These particles
act as a quantum bath for the σ−-polarized probe pulse that generates a controllable density of K′-valley
exciton-polariton quantum impurities. In absence of the bath these probe particles interact repulsively. Upon
switching on interactions between the pump and probe exciton-polaritons, the dressing of the probe exciton-
polaritons leads to the formation of repulsive (RP) and attractive (AP) Bose polarons. In the experiment, the
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cavity consists of a fused Silica substrate whose surface is coated with a distributed Bragg reflector (DBR)
mirror (bottom) and a DBR-coated optical fibre facet with a concave dimple (top) (see Fig. 2.3 (a)). The po-
laritons are excited from below through the substrate. A photon transmission probe spectrum can be obtained
by collecting the transmitted light through the fibre.

2.2.1 Theoretical modelling of Bose polaron-polaritons

The realization of Bose polarons in terms of exciton-polaritons can be described by the following two-channel
Hamiltonian

H =
∑
k,σ

(
ωX(k)x†

k,σxk,σ +ωC(k)c†
k,σck,σ + Ω

2
(
x†

k,σck,σ +h.c.
)

+ωXX(k)m†
kmk

)
+ g√

A

∑
p,k

(
x†

p−k,σx
†
k,σ′mp+h.c.

)
. (2.5)

The σ-index labels the valley for the excitons (x†) and the polarization for the photons (c†). Excitons from
opposite valleys can interact via the exchange of a biexciton (m†), whose bare dispersion relation is given
by ωXX(k) = k2/4mX. The bare parameter ωXX is related to the binding energy ωXXB of the biexciton
via ωXX = −ωXXB − iγXX + g2V −1∑

k 1/(2ωX(k) + ωXXB − iγXX) with γXX the bare biexciton lifetime.
ωXX contains a divergent contribution for which a renormalization of the model is needed. A finite lifetime
of the excitons and photons can be included by adding an imaginary part to the single particle energies
ωX/C → ωX/C − iγX/C. For g → ∞, the Hamiltonian reduces to the single-channel model used in Ref. [113].

We can now perform a rotation of the pump degrees of freedom from the exciton/photon basis to the up-
per/lower polariton basis. The upper polaritons can be neglected since they are not addressed by the pump
laser and energetically well-separated from the lower polaritons at any given momentum. We keep the de-
scription of the impurity in the exciton/photon basis, as we want to capture the effect of the medium on the
photonic component by calculating the photon probe transmission spectrum measured in the experiment.
After the transformation, the Hamiltonian reads

H =
∑

k

(
ωX(k)x†

kxk +ωC(k)c†
kck + Ω

2
[
x†

kck+h.c.
]
+
[
ωLP(k)−ωLP(0)

]
L†

kLk+
[
ωXX(k)−ωLP(0)

]
m†

kmk

)
+ 1√

A

∑
p,k

g(k)
(
x†

p−kL
†
kmp + h.c.

)
(2.6)

with g(k) = g cos θk and θk given in Eq. (2.3). For later convenience, we work in the frame rotating with
the condensate energy E0 = NωLP(0), where N is the number of bath particles.

2.2.1.1 Chevy-like Ansatz

Since the interaction between the probe excitons and the pump polariton is captured by the physics of po-
larons, we extend the variational wave function Ansatz (1.11) to describe the probe exciton and photon as
impurities, and the pump lower polaritons as a bath

|ψ〉 =
(
φCc†

0 + φXb†
0 + 1√

NA

∑
k
φkb

†
−kL

†
kL0 + 1√

V
φMm†

0L0

)
|L〉

≡ â†|L〉, (2.7)

with φC, φX, φk, φ
M variational parameters. We define an operator a† creating a polaron at zero momentum

for later convenience. The first two terms account for the hybridisation of the photon and the exciton into
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Figure 2.4: (a) The impurity lower polariton (cf. Fig. 2.3 (b)) splits into an attractive and a repulsive polaron close to
the biexciton resonance. The biexciton resonance condition for a polariton in one valley in the presence of a polariton
in the other is shown by the gray dash-dotted line. (b) Calculated transmission spectrum (Eq. 2.12) as a function of
the cavity detuning δ and the energy difference ∆E from the undressed exciton-polariton energy, obtained for the
fit parameters nb,theo = 2.5 × 1011 cm−2 and γXX = 2.5 meV. It exhibits a splitting of the lower polariton into an
attractive and repulsive polaron branch. (d) Measured transmission spectrum. The bath density introduced by the pump
pulse is estimated to be nb = 6.3 × 1011 cm−2.

polaritons, while the third term reflects the dressing of the exciton by bath polaritons, leading to the formation
of a polaron cloud. We assume that the pump laser in the experiment creates approximately a coherent state
of lower polaritons, which we in turn model as a Fock state |L〉 = (N !)−1/2(L†

0)N |0〉, which is an accurate
approximation for a coherent state in the limit of large polariton number N .

2.2.1.2 Green’s functions and cavity transmission

The repulsive and attractive polaron energies can be obtained by minimizing the energy functional 〈ψ|H −
E|ψ〉. As in the Fermi polaron problem the resulting equations are equivalent to a diagonalization in the
Hilbert space reduced to single bosonic excitations from the polariton condensate. A simple computation
allows us to determine the values of the variational parameters as a function of the energy E. They are given
by

φC =
(Ω/2) √

nb,theog0

ξCξX − (Ω/2)2 φM, (2.8a)

φX =
−ξC

√
nb,theog0

ξCξX − (Ω/2)2φ
M, (2.8b)

φk = −gk
ξk

φM, (2.8c)

φM =

∣∣∣∣∣(Ω/2) √
nb,theog0

ξCξX − (Ω/2)2

∣∣∣∣∣
2

+
∣∣∣∣−ξC

√
nb,theog0

ξCξX − (Ω/2)2

∣∣∣∣2 + 1 + 1
V

∑
k

∣∣∣∣−gk
ξk

∣∣∣∣2
−1

, (2.8d)

where nb,theo = N/A, and with the shorthand notations

ξC = ωC(0) − iγC − E, (2.9a)
ξX = ωX(0) − iγX − E, (2.9b)
ξXX = ωXX(0) − iγXX − E − ωLP(0)L, (2.9c)
ξk = ωX(0) + ωX(k) − iγX − iγLP − E − ωLP(0). (2.9d)

At this point, the energy E is left to be determined. Since E provides information about the spectrum of the
system, it can natural be determined by the poles of the retarded Greens function in frequency space, which
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is defined as the Fourier transform of

G(k, t) = −iθ(t)

 〈[xk(t), x†
k(0)]〉 〈[xk(t), c†

k(0)]〉 〈[xk(t),m†
k(0)]〉

〈[ck(t), x†
k(0)]〉 〈[ck(t), c†

k(0)]〉 〈[ck(t),m†
k(0)]〉

〈[mk(t), x†
k(0)]〉 〈[mk(t), c†

k(0)]〉 〈[mk(t),m†
k(0)]〉

 (2.10)

with θ(t) the Heviside theta function. Using the Ansatz (2.7), in frequency space we find (through minimizing
of the energy functional):

G(k, E) =

 ξX Ω/2 g0
√
nb,theo

Ω/2 ξC 0
g0

√
nb,theo 0 ξXX − g2

A

∑
k

g2
k

ξk
,


−1

. (2.11)

The spectrum of the system is then found by solving the equation Re
{
detG−1(E)

}
= 0 for E. It is shown

in Fig. 2.4 (a) for a Rabi coupling of Ω = 15 meV and g → ∞. In the vicinity of the crossing of the lower
polariton and the biexciton energy, we observe a splitting of the lower polariton into an attractive polaron
(AP) and a repulsive polaron (RP) branch.

The photon transmission probe spectrum can be obtained from the photon retarded Green’s function via [113]

T (k, E) = |G22(k, E)|2. (2.12)

It is shown in Fig. 2.4 (b) and compared to the measured specrum in Fig. 2.4 (c). For the spectrum shown in
Fig. 2.4 (b) we used the values realized in the experiment, i.e. Ω = 15 meV, γC = 0.1 meV and ωLP(0) −
ωX(0) = −15.5 meV. Moreover, we use the independently measured biexciton binding energy ωXXB =
29.35 meV [114]1. The biexciton decay width γXX in turn is treated as a fit parameter due to the absence
of an experimentally determined value. More importantly, we also take the peak bath density nb, theo as an
additional fit parameter. We do not consider a finite lifetime for the probe exciton in order to reduce the
number of fit parameters. From fitting the experimental data, we obtained γXX = 2.5 meV, and nb, theo =
2.5 × 1011cm−2. We find a theoretical value nb, theo that is smaller than the experimentally estimated value
by a factor β = 2.62; this difference can be attributed to the fact that the absolute value of the experimentally
estimated polariton density nb is subject to a large uncertainty. Using only the two fit parameters nb, theo and
γXX we find remarkable agreement between theory and experiment across the full range of detunings and
frequencies. This agreement lends credence to the interpretation of the observed response of the probe pulse
as being due to the formation of APs and RPs arising from the dynamical dressing of the polariton impurity
by the polariton bath.

2.2.2 Impurity-bath interactions

While Bose polarons exhibiting RP and AP branches have previously been observed in cold atom sys-
tems [106, 117, 118], the transmission data obtained in the experiment by the İmamoğlu group at ETH
Zurich provides the first evidence for their existence in 2D materials. To further characterize their properties
and the role of medium dressing in this light-matter coupled system, we now study the polaron spectrum
for various bath densities. In our theoretical model, we observe a slight shift with density for the detuning
at which the “jump” in the spectral weight from the attractive to the repulsive branch occurs (cf. Fig. 2.5),
which is also predicted for cold atomic gases. Quite intriguingly, this shift is not observed in the experiment
in TMD which may be attributed to finite range effects (that are, to a large degree, negligible in the cold atom

1 This observation implies a biexciton binding energy larger than what has been reported in earlier experiments which yielded
ωXXB = 20 meV [115, 116], and is not consistent with our findings.

2 An explanation of how the density can be estimated experimentally is given in [P3].
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setting) and not included in our theoretical model. Accounting for this, we extract the AP and RP energies
and the respective energy splitting Esplit for the detuning at which the transfer of weight occurs in the theo-
retical data. Figs. 2.6 (a) and (b) show a comparison between the extracted peak energies of the calculated
and measured photon transmission spectra. To this end, the theoretical densities are rescaled by the fixed
factor β = 2.6, obtained from the measurement of the transmission spectrum in Fig. 2.4 (b). The energies
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Figure 2.5: Calculated transmission spectra for increasing bath density (from left to right). A shift of the resonance
position can be observed, which we do not find in the measured transmission spectra.

from the experimental data are extracted at a fixed detuning ωLP − ωX = −15.5 meV. The theory is in good
qualitative agreement with the experimental data. However, while we experimentally observe a linear scaling
of the splitting with respect to the bath density nb, the scaling in theory is sublinear. A possible source of
the different scaling might again arise from finite range corrections.

For sufficiently large bath density we can approximate the impurity-bath interaction as a Kerr type nonlinear-
ity, and obtain an effective interaction strength geff

ib between the impurity and bath polaritons from the gradient
of the peak polaron energies with respect to the bath density: ∆ω = geff

ib nbni. The experimentally extracted
impurity bath interactions are shown in Fig. 2.6 (c): By tuning across the biexciton resonance, the interaction
strength varies from geff

ib = 0.4µeV µm2 to 1µeV µm2 on the RP branch and from geff
ib = −0.2µeV µm2 to

−0.8µeV µm2 on the AP branch. This finding implies that the magnitude of the interaction strength between
opposite-spin polaritons can be enhanced by a factor of up to ∼ 5 in comparison to that of parallel-spin po-
laritons in the absence of a bath (gii(nb = 0) = 0.2µeV µm2). Most importantly, not only the magnitude but
also the sign of gib is tunable. This can be understood as a consequence of the polariton-biexciton Feshbach
resonance, where by tuning the energy of a scattering state across a bound state, interactions can be enhanced
and their sign can be reversed [112, 119, 120].

2.2.3 Induced interactions between Bose polarons

Next, we address the question of how the interaction between two impurities are modified when they form
polaronic quasiparticles due their coupling to a bosonic bath.

In the experiment this was done by increasing the impurity density (ranging from ni = 0.15 × 1011 cm−2

to 1.4 × 1011 cm−2) while keeping the bath density fixed (here at nb = 2.6 × 1011 cm−2 ). In Figs. 2.7 (a)
and (b), the experimentally observed polaron spectrum is shown as black lines for various impurity densities.
The probe spectrum of the undressed impurity (in absence of a bath) is shown as orange lines in Figs. 2.7
(a) and (b) and was recorded for each probe power and serves as a control experiment. We attribute the
residual energy shifts in these spectra to interactions between the impurities in the presence of the long-lived
incoherent heating effects induced by the previous pump pulses.

For the AP-polariton branch we find that the energy of the dressed impurities blueshifts as their density is
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Figure 2.6: (a) Theoretically calculated peak energies of the repulsive (attractive) branch in blue (red) circles as a
function of bath density (rescaled by the factor β = 2.6). The energies are extracted for the detuning at which the
transfer of weight from the attractive to the repulsive branch occurs in the theoretical data. The green curve shows the
splitting between the two branches. The gray shaded region indicates the bath densities for which the same quantities
were extracted from the experimental data. (b) Measured peak energies of the RP (blue) and the AP (red) as well as
their splitting (green), extracted from the experimental Bose polaron transmission spectrum for an impurity density of
ni = 0.15 × 1011cm−2. The energies are obtained from Lorentzian fits to the measured spectrum. (c) Impurity-bath
interaction strength gib of the repulsive (attractive) branch in blue (red) circles as a function of detuning. The purple
triangles correspond to the polariton-polariton interaction strength (gii(nb = 0)) measured in linear polarisation as a
function of the detuning.

increased. For RP-polaritons on the other hand, we find the opposite effect: increasing the impurity density
leads to a redshift. That means increasing the density of repulsive polarons lowers the energy to create
further repulsive polarons. By taking the gradient of the energy shifts with respect to the impurity density,
one can extract the effective interaction strength between the polaron-polaritons. For APs this leads to a
repulsive interaction strength gii = 0.12µeV µm2 while RP-polaritons experience an attractive interaction
strength of gii = −0.11µeV µm2. These interaction values have been measured relative to the polariton-
polariton interaction strength without bath interactions, the latter having been independently measured in
linear polarization and amounting to gii(nb = 0) = 0.2µeV µm2 (see purple data in Fig. 2.6 (c)).

This procedure was repeated for other pump densities (nb = 4.0 and 6.3 × 1011 cm−2) and values for the
impurity-impurity interactions gii(nb) were thus extracted as function of the bath density. The result is plotted
in Fig. 2.7 (c) for the AP (red) and RP (blue) polaritons. For AP-polaritons the interactions become more
repulsive upon increasing the bath density. In contrast, for the RP-polaritons, the dressing by increasing
the density of bath particles leads to a reduction of the polaron-interactions compared to the bare repulsive
polariton interactions. For the largest bath density that is experimentally achievable we find the striking
result that the interactions between RP-polaritons become attractive. This observation demonstrates that by
polaron dressing one can not only strongly modify the magnitude of polariton interactions but even change
their sign and turn repulsive interactions between bare impurity particles into net attractive interactions upon
Bose polaron formation.

To theoretically investigate the interaction between polarons, we compute the expectation value of the Hamil-
tonian (2.6) with respect to a two-polaron state

E2Pol = 〈L|ââHâ†â†|L〉
〈L|âââ†â†|L〉

. (2.13)

Since the operator a† is applied twice on the state, the result for E2Pol is a long expression the explicit form
of which is shown in Appendix A.7. In this first-order model the correlations between the polarons are
neglected on the level of the wave function (up to the normalization). The dependence of E2Pol on the probe
exciton density is extracted by varying the system area at fixed pump polariton density nb,theo = N/A. From
the dependence of the attractive and repulsive polaron energy on the ratio between probe and pump densities
ni/nb, we extract the effective interaction strength of the polaron-polaritons, which is shown in Fig. 2.7 (d)
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to the undressed polariton spectrum which included polariton-polariton interactions in the same valley, implying that
the interaction strength values above the gray shaded area are repulsive. (d) Theoretically obtained impurity-impurity
interactions strengths as a function of the bath density.

as a function of the bath density. Remarkably, already within the simple Ansatz (2.13), the same qualitative
behaviour of the energy shift as the one observed in the experiment is obtained. However, the extracted
effective interaction strengths differ by a factor of five for the RPs, and by a factor of ten for the APs. We
attribute this to the uncertainty of the polariton density, the simplified Chevy Ansatz based model used for
the calculation of polaron-polaron interactions, as well as the modeling of the impurity density as arising
from a simple finite size effect.

2.3 Summary

In this chapter, we introduced Bose polaron, impurities that are immersed into a bosonic bath, and discussed
their first experimental realization in terms of exciton-polaritons in atomically thin semiconductors coupled
to an optical cavity. Here, Bose polarons can be introduced by a pump-and-probe experiment: The probe
laser creates a small density of σ− polariton impurities immersed in a much larger density of σ+ polaritons,
created by the pump laser. Within this pump and probe experiment, it is possible to detect the impurity photon
transmission spectrum, showing a spitting of the lower polariton branch into an attractive and repulsive
polaron branch. Using a non-hermitian Hamiltonian and a variational wave function approach inspired by
the Chevy Ansatz for the impurity exciton-polariton, we were able to calculate the same photon transmission
spectrum, which shows excellent agreement with the experimental data. Furthermore, we studied, both
experimentally and theoretically, the splitting between the attractive and repulsive branches as a function of
the bath density.

In Subsec. 2.2.3, we then turned to the investigation of polaron-polaron interactions. We demonstrated that
the interactions between polarons can fundamentally be tuned by the bath density, and, even more remarkably,
the interaction between repulsive polarons can be changed from repulsive to attractive due to the many-body
nature of the system. Our theoretical results are obtained by comparing the single impurity energy to the
energy of a state featuring two impurities. Here, the interaction mechanism comes exclusively from the
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mediation of the bosonic bath. The work goes beyond the pioneering results reporting modified polariton-
polariton interactions in the presence of a biexciton resonance that were obtained on conventional semicon-
ductor quantum wells strongly coupled to microcavities, such as ZnSe [121] or GaAs [122, 123]. All these
reports focused on impurity-bath interactions, while this study provides the first measurement of impurity-
impurity interactions and their modifications by the bath.

The findings demonstrate how Bose polaron formation can be utilized to control interactions, opening up
possibilities for unconventional induced pairing mechanisms in van der Waals materials based on exciton-
polariton exchange. These results represent a step towards investigating interactions in nonequilibrium po-
laronic systems, guiding further theoretical and experimental exploration of novel quantum states of matter,
such as bipolarons and induced superconductivity. Applying the observed Bose polaron effects to electronic
systems may offer insights into weakening or overcoming Coulomb repulsion between electrons, potentially
uncovering unconventional electron pairing mechanisms in van der Waals materials based on exciton or po-
lariton exchange.
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Phase transitions in light-matter systems

45



Chapter 3

Preliminaries on light-matter systems

The second part of this thesis deals with phase transitions in light-matter systems. Light-matter systems can
feature unusual properties, such as long-range interactions or driven-dissipative behavior. Here, we are inter-
ested in how phase transitions are modified by these properties, which are not captured in the standard theory
of phase transitions. In both cases, for example, the Mermin-Wagner theorem, which forbids long-range or-
der in systems with a continuous symmetry in spatial dimensions d ≤ 2 with short-ranged interactions at
equilibrium, does not hold. As a consequence, long-range interacting or nonequilibrium systems can order
even in low spatial dimensions. Examples include two-dimensional flocks [124] or driven quantum spin
chains [125, 126]. However, the presence of nonequilibrium can also lead to the destruction of long-range
order already present at equilibrium or in a short-range interacting system [127]. Additionally, completely
new phases are to be expected, which are missing in the short-range or equilibrium counterpart. An example
here is the Kardar–Parisi–Zhang (KPZ) phase [128].

Long-range interactions and nonequilibrium can both be naturally designed in quantum gases coupled to
optical cavities [129, 130]. Here, the cavity serves to strengthen the interactions between the photons and the
atoms, which are generally weak in free space. Light-matter interactions are a fundamental process in physics,
where photons are absorbed or emitted by matter. In absorption, the energy of the photon is transferred to
an atom, for example by exciting one atom’s electron to a higher state. This results in an increase in the
internal energy of the atom. The reverse process is called emission, where the atom relaxes back to a lower
energy state and emits a photon of the respective energy. Emission is the basis of almost every light source:
Fluorescent tubes, light bulbs and lasers all emit light through the process of electrons falling back to lower
energy states.

If an ensemble of atoms is subject to a light field, a photon that is emitted by one atom can in principle be
absorbed by a second atom. This results in a photon-induced, non-local interaction among the atoms. As a
result, long-range interactions are naturally built into optical interaction potentials. However, it is extremely
unlikely for multiple photon emission-and-absorption processes to take place, and usually, they are negligible
for typical free-space configurations. However, it is again possible to enhance the photon-atom interaction
through the use of optical cavities. This is due to the fact that the confinement of photons in a high-finesse
cavity causes each photon to traverse the same ensemble of atoms multiple times. Hence cavities significantly
enhance the probability of an emitted photon being absorbed by the same or another atom in the ensemble.

All-to-all (infinite range) interactions among the atoms can be mediated by a single-cavity mode coupled to all
atoms. Alternatively, employing degenerate cavity modes allows for tunability of the interaction range among
the atoms [131–133]. Cavity-induced interatomic interactions can also be reversed in sign by changing the
laser frequencies with respect to the cavity resonance [134, 135]. Atoms trapped in a cavity therefore rep-
resent a promising platform for the quantum simulation of long-range atom-atom interactions. A prominent
example of an experimentally realized cavity-mediated long-range interacting system is the Bose-Hubbard
model [136]. In contrast to the standard Bose-Hubbard model featuring superfluid and Mott-insulating states,
the phase diagram of the Bose-Hubbard model with cavity-induced global atom-atom interactions exhibits
novel phases such as a lattice supersolid and a charge-density-wave state [136–141].

Moreover, the cavity causes losses which enable the study of nonequilibrium, dissipative physics. This is due
to the fact that cavities are naturally driven-dissipative, as photons can leak out of the cavity’s mirrors and
therefore continuous injection of new photons is required. Driven-dissipative systems can feature shifted crit-
ical points or a modified scaling of the critical fluctuations compared to their equilibrium counterparts [142].
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They even allow for new phases that would not be present in equilibrium. An additional advantage of the
dissipative nature of optical cavities is that information on the dynamics of the system can be obtained by the
non-destructive observation of photons leaking out of the cavity [129, 143]. In contrast, measurements of the
atoms themselves are typically destructive, which makes repeated observations within a single experimental
sample difficult.

Quantum gases strongly coupled to a quantized light field in a high-finesse optical cavity therefore represent
an ideal platform to simulate and study phase transitions in driven-dissipative and long-range interacting
quantum systems. Their study is an active field of research, both experimentally and theoretically (see [144]
and references within). All of the theoretical predictions obtained within this part of the thesis are discussed
with regard to realistic experiments with quantum gases coupled to optical cavities.

In the following chapter, we provide the reader with an introduction to phase transitions and further introduce
basic concepts such as spontaneous symmetry breaking and Goldstone modes. In Chap. 5, we will then
discuss a new incarnation of the KPZ phase in quadratically-driven dissipative Bose gases. This setup offers
a tuning knob to reduce the length scale at which KPZ physics becomes visible, and offers a promising route
for demonstrating KPZ physics at experimentally and numerically accessible length scales in 2d, where it
had so far remained elusive. In Chap. 6, we will consider a class of long-range interacting models including
spin systems and Bose gases in optical cavities, and explore how the low-energy excitation spectrum of the
Goldstone modes changes from linear over sub-linear to gapped, as the interaction range is increased.
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Phase Transitions

Matter can appear in different phases. A familiar every day example is H2O, which can be in a solid (ice),
liquid (water), or gas (vapor) phase, depending on the given temperature and the pressure. We have also
already seen a second example; an impurity immersed in a Fermi gas can either form a polaron or a molaron
state. In this case, which phase the system is in depends on the interaction strength.

Let’s have a closer look at the example of H2O and its different phases. In the solid phase, the H2O molecules
form a crystal, bound together by hydrogen bonds between nearest neighbors. Due to the binding energy,
this state has the lowest energy. At finite temperature, however, minimizing the energy is no longer the only
criterion that matters. To determine which phase of the system is realized at equilibrium, the entropy of the
system also has to be taken into account. At finite temperature, therefore, the relevant quantity to minimize
is the free energy

F = E − TS, (4.1)

withE the energy, T the temperature, and S the entropy. The solid phase of H2O also has the lowest entropy
S among the three, as the molecules have almost fixed positions. It also has the lowest energy, as every atom
in bound into the crystal structure. At low temperature, the solid phase therefore realizes the equilibrium
state of H2O. In the liquid phase, the molecules are not fixed any more, but instead they can move around.
This leads to a constant breaking and building up of hydrogen bonds and, consequently, the liquid phase
has higher energy than the solid one. However, as there a many different but macroscopically equivalent
configurations in the liquid form, the entropy of this phase is also higher than the entropy of solid phase,
where there is only a single crystallized configuration1. In the gas phase, the molecules are typically much
more dilute, filling up all the available space. Therefore, the attractive interactions are effectively weaker and
consequently, the energy is much higher. As the single molecules can almost move around freely, however,
the entropy of this state is also much higher compared to the solid and liquid phase.

The phase diagram displaying the equilibrium phases of H2O as a function of temperature and pressure
is shown in Fig. 4.1 (a). The solid lines mark the phase boundaries at which two phases can coexist in
equilibrium. When crossing such a line, one speaks of a phase transition. At a (first-order) phase transition,
the system abruptly changes its macroscopic properties. For example, liquids and gases have very different
rescaled volumes v = V/N with V the volume and N the number of atoms in the gas. This quantity jumps
discontinuously when crossing the phase boundary. The rescaled volume serves as an example of what is
known as an order parameter, the value of which characterizes the phase of the system2.

In H2O, phase transitions can be driven by changing either the temperature or the pressure and thereby
crossing a phase boundary. However, these boundaries between different phases do not necessarily extend
forever. As can be seen in Fig. 4.1, the phase boundary between the liquid and the gas phase ends at the
critical point. For H2O, the critical point is located at Tc ≈ 374 ◦C and pc ≈ 218 atm. This means that it
is possible to smoothly transform from the liquid into the gas phase without undergoing a phase transition,
simply by moving around the critical point. This also implies that the order parameter (the rescaled volume
v) behaves smoothly along this path and can not be used to completely characterize the two phases. Here we

1 We note here that H2O can in fact crystallize into various different forms, from which hexagonal ice is the common form of ice
found at atmospheric pressure and temperatures below 0°C.

2 In the literature, density (inverse rescaled volume) is more commonly used as an order parameter for the liquid-to-gas transition.
Here we use the rescaled volume, in analogy to the magnetization in the Ising model, the latter of which we will discuss in Sec. 4.1.
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Figure 4.1: (a) Schematic phase diagram of H2O as a function of temperature T and pressure p. The black lines mark
the phase boundaries, which are all of first order. The point at which all three phases coexist is called the triple point.
The point at which the boundary between the liquid and the gas phase ends is called the critical point, which is of
second order. (b) Comparison of the behavior of the order parameter in a first- and second-order phase transition.

see why it is difficult to give a precise definition of a phase. Instead, it is often more insightful to describe
the phase transitions.

There exist different categories of phase transitions: two of the most frequent ones are the first- and second-
order phase transition. At a first-order transition the order parameter jumps discontinuously (see Fig. 4.1 (b)
left panel). All phase boundaries shown in Fig. 4.1 (a) are of first order. At a second-order phase transition
the order parameter behaves continuously (see Fig. 4.1 (b) right panel). This is why these phase transitions
are also called continuous phase transitions. Second-order phase transitions are always associated with the
spontaneous breaking of a symmetry: in one phase, the state is invariant under a certain symmetry transfor-
mation, while this is not the case across the transition. The critical point in Fig. 4.1 (a) is an example of a
second-order phase transition.

A very famous phenomenological theory describing phase transitions was provided by Landau in 1937. The
Landau theory involves free energy functional that is an analytic function of the order parameter and shares
the symmetries of the Hamiltonian. Close to the transition, where the order parameter is small, the free
energy can be expanded in powers of the order parameter. By minimizing the free energy with respect to the
order parameter, several observables, such as the scaling of the order parameter with the temperature, can be
derived. It should be mentioned that the Landau theory is a mean-field theory and does not always provide
the correct scaling. Although more advanced theories such as the renormalization group have now largely
taken its place, it remains a powerful way of qualitatively categorizing phase transitions.

4.1 The Ising model

The Ising model is one of the most important models in statistical physics. It covers many concepts intro-
duced before, such as order parameters, first- and second-order phase transitions and spontaneous symmetry
breaking. The Ising model is given by

H = −B
∑

i

si − J
∑
〈ij〉

sisj (4.2)

and consists of discrete spins which can either point up or down, i.e. si =↑, ↓, on each lattice site i = 1, ..., N
of a d-dimensional lattice withN sites. Here,B is an external magnetic field acting on the spins. ForB > 0,
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it is favorable for the spins to point up, aligning with the magnetic field. The second term is the interaction
between two neighboring spins. Here 〈ij〉 indicates that the sum is only taken over nearest neighbors. For
J > 0, it is favorable for spins to be aligned (↑↑ or ↓↓). Such a system is called a ferromagnet. By contrast, for
J < 0, the preferred spin configuration is anti-aligned (↑↓ or ↓↑), which is called an anti-ferromagnet. In what
follows we focus on the ferromagnetic case for convenience. We will discuss antiferromagnetic spin systems
in Sec. 6.2. When the system is at finite temperature, maximizing the entropy becomes important again.
A disordered state is therefore favored at a finite T , as there are many more disordered spin configurations
than ordered ones (which increases the entropy). We see that the three parameters B, J and T all favor
different configurations of the spins, and we expect phase transitions between these configurations to take
place depending on the ratios of these parameters3. Here we will show how to describe them.

At finite temperature, the partition function

Z(T, J,B) =
∑
{si}

e−βH[si] (4.3)

is obtained by summing over all possible spin configurations {si}, with β = 1/T the inverse temperature.
Here, and in what follows, we set kB = 1. The partition function encodes all information about the system
and is therefore the object of interest4. However, an exact solution for Eq. (4.3) only exists in 1d, and in 2d
for B = 0. In higher dimensions, one has to resort to approximations.

We can define the magnetization of one spin configuration, which is given by m = 1
N

∑
i si. This allows

us to divide the sum over the spin configurations in Eq. (4.3) into a sum over configurations with a specific
magnetization {si}m and then over all magnetizations

Z =
∑
m

∑
{si}m

e−βH[si] :=
∑
m

e−βF(m). (4.4)

Here we defined a new quantity, the effective free energy F(m) which is a function of the magnetization5.

4.1.1 Mean field and Landau theory

In order to compute the effective free energy F(m), one has to perform the sum over all configurations with
a specific magnetization, c.f. (4.4). The first instinct is to do a mean field approximation, where each spin in
Eq. (4.2) is replaced by its expectation (mean) value 〈s〉 = m. This gives an estimate for the energy of such
a configuration:

E = −B
∑

i

m− J
∑
〈ij〉

m2 = −BNm− 1
2JqNm

2. (4.5)

Here, q is the number of nearest neighbors of each site which depends on the geometry and the dimension of
the lattice, and the factor 1/2 compensates for double counting. The number of configurations with a specific
magnetization is given by m = (N↑ − N↓)/N . These, in turn, can be arranged in Ω = N !/N↑!N↓! ways.
We can therefore write

e−βF(m) ≈ Ω(m)e−βE(m). (4.6)

3 There are two relevant ratios, as one parameter can be used to determine the energy scale.
4 For example, the partition function is related to the free energy via F = −T logZ.
5 Minimizing the effective free energy with respect to the magnetization, one obtains the thermodynamic free energy (4.1) and the

associated magnetization of the system in equilibrium.
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Figure 4.2: (a) Effective free energy of the Ising model without external magnetic field for temperatures above (left)
and below (right) the critical temperature Tc. Below Tc, the Z2 symmetry of the Hamiltonian (4.2) is spontaneously
broken, as the system picks one of the two degenerate equilibrium states with m = ±m0. (b) For a finite magnetic
field, no phase transition occurs as a function of temperature, since the magnetization m is finite and positive for all
temperatures.

Using this approximation, one can find the mean field expression for the effective free energy to be

f(m) ≈ −Bm− 1
2Jqm

2 − T

(
log(2) − 1

2(1 +m)log(1 +m) − 1
2(1 −m)log(1 −m)

)
(4.7)

where the effective free energy per unit spin f(m) = F(m)/N was introduced to cancel the factors of N .

4.1.1.1 Second-order phase transition

In the Ising model with zero magnetic field B = 0, we expect a phase transition to occur as a function of
temperature. In the limit of zero temperature, the spins are perfectly aligned (due to the second term in the
Hamiltonian (2.6)) and all point in the same direction, which can be either up or down. Finite temperature,
however, tends to distrupt the ordered state. This will increase the entropy, and at some critical temperature,
the disordered state becomes more favorable as it has a lower free energy.

The order parameter of this phase transition is the magnetization m: it is finite in the low temperature phase
0 < m ≤ 1, but zero in the high temperature phase. Close to the phase transition, where the order parameter
is small, we can expand the effective free energy (4.7) in powers of the order parameter6

f(m) ≈ 1
2(T − Jq)m2 + 1

12Tm
4 + O(m6). (4.8)

One can see that there are two qualitatively different forms of the effective free energy as a function of the
magnetization m, depending on whether the quadratic term is negative or positive (see Fig. 4.2 (a)). For a
positive quadratic term, i.e. T > Jq, the magnetization which minimizes the effective free energy ism = 0.
This agrees well with our assumption of a disordered state at high temperature. For T < Jq, the effective
free energy is minimized for m0 = ±

√
3(Tc − T )/T . The critical temperature Tc = Jq distinguishes both

phases, the ordered phase withm = 0 and the disordered phase with m , 0. As the order parameter itself is
continuous, this is an example of a second-order phase transition.

Spontaneous symmetry breaking (SSB) describes a transition from a state which shares the symmetries of
the Hamiltonian into a state which does not. This is exactly the case we have just seen. The Hamiltonian (4.2)
for B = 0 is invariant under the Z2 symmetry (si → −si), and so is the effective free energy (m → −m).
However, below Tc the system spontaneously picks one of the two degenerate equilibrium states m = ±m0

6 We neglect constant terms, as we are interested in the dependence of the effective free energy on the order parameter.
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Figure 4.3: (a) Effective free energy of the Ising model at a temperature T < Tc for a varying external magnetic field.
For B < 0 (B > 0), the equilibrium magnetization of the system is −m0 (+m0). No symmetry breaking occurs as all
configurations break the Z2 symmetry of the Hamiltonian (4.2). The transition is of first order. (b) Phase diagram of
the Ising model as a function of temperature T and magnetic field B, compared to the phase diagram of the liquid-to-
gas transition (inset, also c.f. Fig. 4.1 (a)). Both phase diagrams are qualitatively similar. The similarity at the critical
point is even quantitative, implying that both systems lie in the same universality class.

and thereby breaks this symmetry (see Fig. 4.2 (a)). The definition of order can be made more formal. In
general, going beyond mean field, the magnetization of the system can depend on space. In the ordered
phase, the correlation function of two spins is finite no matter how far they are separated in space

limr→∞〈m(r)m(0)〉 = const. (4.9)

This is known as long-range order (LRO) and is characteristic of the ordered phase accompanying SSB.

4.1.1.2 First-order phase transition

For a finite magnetic field B , 0, the free energy expanded in powers of the order parameter reads

f(m) ≈ −Bm+ 1
2(T − Jq)m2 + 1

12Tm
4 + O(m5). (4.10)

Depending on the temperature, one can discriminate two qualitatively different forms of the effective free
energy (see Fig. 4.2 (b)). However, the global minimum is always at a finite value of the order parameter,
which is for B > 0 also always positive. Hence it would seem that we find no phase transition as a function
of temperature.

What we can do, however, is to vary the magnetic field from B > 0 to B < 0 for a fixed temperature below
Tc. Here, the global minimum of the effective free energy switches and the associated magnetization jumps
discontinuously from +m0 to −m0, as depicted in Fig. 4.3 (a). This is an example of a first-order phase
transition.

4.2 Universality

The phase diagram of the Ising model as a function of temperature and magnetic field is shown in Fig. 4.3 (b).
A line of first-order phase transitions ends at a second-order phase transition, which is called the critical point.
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Remarkably, this phase diagram looks quite similar to the H2O phase diagram in the region around the liquid-
gas transition (see inset of Fig. 4.3 (b)). Here, the pressure plays the role of the magnetic field in the Ising
model. In both systems, a line of first-order phase transitions ends at a critical point. Even more remarkably,
the similarities are not only qualitative. The order parameter of the liquid-gas transition (the rescaled volume
v) depends on the temperature in the exactly same way as the magnetization in the Ising model

vgas − vliquid ∼ m ∼ (Tc − T )β (4.11)

with the same exponent β. This exponent is an example of a critical exponent which describes the scaling
of a macroscopic quantity in the vicinity of a critical point. Another example of a critical exponent is δ,
quantifying the dependence of the order parameter on the pressure, or respectively, on the magnetic field in
the Ising model. Also δ is the same for both systems, as well as the other critical exponents of the critical
point. They are summarized in Tab. 4.1.

Critical exponent Scaling in H2O Scaling in Ising model Mean field d = 2 d = 3
α c ∼ c±|T − Tc|−α c ∼ c±|T − Tc|−α 0 (disc.) 0 (log) 0.1101
β vgas − vliquid ∼ (Tc − T )β m ∼ (Tc − T )β 1/2 1/8 0.3264
γ κ ∼ |T − Tc|−γ χ ∼ |T − Tc|−γ 1 7/4 1.2371

δ vgas − vliquid ∼ (p− pc)1/δ m ∼ B1/δ 3 15 4.7898

Table 4.1: Critical exponents of the Ising universality class along with their appearance in H2O and the Ising
model [145]. We defined c = C/N , and c± indicates the existence of a discontinuity at Tc.

In both systems, α quantifies the dependence of the heat capacity on the temperature, which can be obtained
via C = β2∂logZ/∂β2. In H2O, γ describes the scaling of the compressibility κ = −v−1∂v/∂p|T on the
temperature. The equivalent of the compressibility in the Ising model is the magnetic susceptibility, which
is defined as χ = ∂m/∂B|T .

This is an example of universality: Even though the systems are microscopically very different, at the crit-
ical point, they behave in exactly the same way and give rise to exactly the same scaling of macroscopic
observables. There exist different universality classes, corresponding to a certain set of critical exponents.
Universality does not necessarily occur only at a single point in the phase diagram, i.e. the critical point.
There exist whole phases which are critical (or more precisely self similar) and have the same power law
scaling of macroscopic observables. One example is the Kardar Parisi Zhang (KPZ) phase, which will be
further discussed in Chap. 5.

For the sake of completeness it should be mentioned that the critical exponents which are calculated in mean
field theory are not accurate for dimensions d < 4 for the Ising model. It turns out that for d = 1, there does
not even exist a phase transition in the Ising model (and equivalently for H2O). For 1 < d < 4, mean field
theory delivers the correct qualitative behavior of the phase diagram, but not the right values of the critical
exponents. Only for d ≥ 4 is mean field theory correct. The dimension below which mean field theory fails
is called lower critical dimension dl. The dimension at and above which mean field theory gives the correct
result is called upper critical dimension du. Here, dl = 1 and du = 4. High precision predictions for the
critical exponents of the Ising universality class are summarized in Tab. 4.1.
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4.3 Continuous symmetries

We discussed phase transitions and spontaneous symmetry breaking using the example of the Ising model,
which has a discrete Z2 symmetry as the spins can either point up or down. We could also allow the spins
to continuously rotate in the x− y plane. This model is known as the XY-model and has a continuous O(2)
symmetry. We come back to this model in Chap. 5. If we give the spins even more freedom and allow them to
rotate in 3 dimensions, we arrive at the so called Heisenberg model which is invariant under the continuous
O(3) symmetry. Both the ferro- and anti-ferromagnetic Heisenberg model with long-range interactions are
subject of Chap. 6.

Continuous symmetries are not only common in spin systems, but also in the physics of ultracold atomic
gases or condensed matter, where for example a U(1) symmetry of the Hamiltonian corresponds to particle
number conservation. Similar to a discrete symmetry, a continuous symmetry can also be spontaneously
broken. The expectation value of the order parameter changes from being zero in the disordered, to being
finite in the ordered phase. In the Ising model, the two possible values for the order parameter arem = ±m0,
corresponding to the spins either pointing upwards or downwards. For a spontaneously broken continuous
symmetry, there exists an infinite number of possible values of the order parameter. For example in the XY-
model, in the ordered phase, the spins are aligned but they can point in any direction in the x− y plane, not
only up and down. All of these configurations have the same energy, which means there exists an infinitely
degenerate choice of ground states (see Fig. 4.4 (a)).
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Figure 4.4: (a) Effective free energy of a system with a two-component order parameter and continuous SO(2) sym-
metry in 3d (for instance the XY-model). In the symmetry broken phase (T < Tc), there exists an infinite number
of equilibrium states. Excitations which stay within the manifold of equilibrium states preserve the norm of the order
parameter. These are the gapless Goldstone modes (solid arrow). Excitations which do not preserve the norm of the
order parameter are gapped (dotted arrow). (b) Upper figure: Sketch of the equilibium configuration of spins in the
XY-model in the symmetry broken phase. Lower figure: Example of a gapless Goldstone excitation. Its energy can be
arbitrarily lowered by increasing the wavelength of the variation along the direction of the magnetization. Note: The
sketch shows the one dimensional XY-model. Spontaneous symmetry breaking in the model, however, only occurs in
d ≥ 3.

In this situation of a spontaneously broken continuous symmetry, there exist excitations of the system with
arbitrarily small energy. This can be seen in Fig. 4.4 (a) describing the ordered phase of the XY-model: given
a certain ground state, one can stay in the manifold of ground states and only vary the direction in which the
spins point over long distances. The greater the spatial extent of the excitation, the less energy is required.
In the context of spin systems these kind of excitations are called spin waves (see Fig. 4.4 (b)). More gener-
ally, the gapless excitations which arise from a spontaneous breaking of a continuous symmetry are called
Goldstone modes.

Goldstone Theorem: Assume a theory which is invariant under continuous global symmetry transforma-
tions. If the symmetry is spontaneously broken, there are gapless excitations, the Goldstone modes. Each
broken generator of the symmetry corresponds to one Goldstone mode.

In the case of the XY-model, there exists one Goldstone mode. As discussed before, the lower critical di-
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mension in the Ising model is dl = 1. For a system with continuous symmetries at zero temperature, the
lower critical dimension is raised to two. The reason that there exists no ordered phase in d = 2 is due to the
presence of would-be Goldstone modes. The gapless excitations in d ≤ 2 are so strong that they destroy any
long-range order. This result is known as the Mermin-Wagner theorem.

Mermin-Wagner Theorem: Continuous symmetries cannot be spontaneously broken at finite temperature
in systems with sufficiently short-range interactions in dimensions d ≤ 27.

In Tab. 4.2, the correlations of the order parameter φ as a function of the spacial separation r in the low-
temperature phase are shown for r → ∞. In three dimensions the correlation function is constant, signalling
true long-range order in agreement with the Mermin-Wagner theorem. In contrast, in 1d, the correlations of
the order parameter decay exponentially (with the correlation length ξ), implying that no long-range order
exists even at low temperature. For some continuous symmetries, the two dimensional case can be special, as
here the correlations are neither constant as in 3d, nor they decay as fast as in 1d. The phase with algebraically
decaying correlations is called quasi long-range ordered, and the phase transition from the disordered high-
temperature to the quasi long-range ordered low-temperature phase is not caused by SSB. Quasi-long-range
order is found in O(2) symmetric models such as the XY-model, but not in systems with O(N) symmetry
for N ≥ 3.

Dimension Correlation function Order

1d 〈φ(r)φ(0)〉 ∼ e−|r|/ξ disorder
2d 〈φ(r)φ(0)〉 ∼ 1/|r|η quasi long-range order (QLRO)
3d 〈φ(r)φ(0)〉 = const. true long-range order (LRO)

Table 4.2: Correlation functions of the order parameter φ for a system with continuous O(2) symmetry in dimensions
1 − 3 in the low temperature phase. Exponentially decaying correlations (with correlation length ξ) correspond to a
disordered state. In 1d, even at low temperature, no long-range order can exist. In contrast, correlations which are
constant indicate a state with true long-range order, as in the symmetry broken phase in 3d. In 2d, correlations decay
algebraically as a function of the distance r (with some exponent η), which corresponds to a state with so called quasi
long-range order.

7 For quantum systems, the Mermin-Wagner theorem at T = 0 provides a different value of the lower critical dimension, typically
smaller than two.
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Chapter 5

Nonequilibrium universality in
quadratically driven bosonic systems

This chapter is based on the following publication
O. K. Diessel, S. Diehl, and A. Chiocchetta, Emergent Kardar-Parisi-Zhang Phase in Quadratically Driven
Condensates,

Phys. Rev. Lett. 128, 070401 (2022)

5.1 Introduction

In the following, we turn to the question of how the absence of thermal equilibrium affects the properties
of matter. This is one of the fundamental questions of many-body physics, with far-reaching consequences
for the engineering of novel materials, the development of quantum technologies, and the understanding of
active and living matter. In nonequilibrium systems, the lack of detailed balance can radically modify the
collective behavior typical of equilibrium systems. Accordingly, novel phases can be expected, such as non-
reciprocal (or chiral) phases in active matter [146, 147], quantum optical platforms [148, 149] and ultracold
atoms [150], or dissipative time crystals in many-body quantum systems [151–154].

An intriguing aspect concerns the impact of nonequilibrium fluctuations in two spatial dimensions. On the
one hand, the Mermin-Wagner theorem does not hold out of equilibrium and out of equilibrium systems can
feature transitions to phases with long-range order as e.g. in two-dimensional flocks [124] or driven quantum
spin chains [125, 126]. On the other hand, quasi long-range order (QLRO), allowed in two-dimensional equi-
librium systems, can be destroyed due to nonequilibriumness. An example here is the Berezinskii–Koster-
litz–Thouless (BKT) phase transition, expected for equilibrium Bose gases in two spatial dimensions, which
is erased in their driven-dissipative counterpart and replaced by a disordered phase featuring a Kardar-Parisi-
Zhang (KPZ) scaling of the phase fluctuations [127].

KPZ scaling refers to the scaling behavior observed in a class of nonequilibrium statistical physics models,
the KPZ models, that describe the dynamics of surface or interface growth over time. They are named
after Mehran Kardar, Giorgio Parisi, and Yi-Cheng Zhang, who introduced these models in 1986. The KPZ
equation describes the dynamics of a height variable h(x, t) under drive

∂h(x, t)
∂t

= D∇2h(x, t) + λ

2 [∇h(x, t)]2 + ξ(x, t). (5.1)

The non-linearity ∝ λ describes growth perpendicular to the surface, which is counteracted by the diffusion
term ∝ D which favors a smoothening of the surface. ξ(x, t) is a Gaussian averaged white noise. Examples
of systems that can be described by the KPZ equation (5.1) include the growth of bacterial colonies, which
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are driven by the supply of sugar, the propagation of a fire front which is driven by oxygen, or, as we will
encounter later, the phase dynamics of exciton-polariton systems which are driven by a laser. Also the growth
of domain walls in the Ising model (4.2) under application of an external magnetic field can be described by
the KPZ equation [155].

Remarkably, the KPZ equation is generically scale-invariant, that is, the height field h(x, t) remains gapless
under RG. This is due to the symmetry h(x, t) → h(x, t)+α of the KPZ equation and, unlike critical points,
requires no fine-tuning1. The absence of any length scale in the system leads to an algebraic scaling behavior
of the correlations in space and time

〈[h(x, t) − h(0, 0)]2〉 = |x|2χfK

(
t

|x|z
)

(5.2)

with fK(y) being an universal scaling function with asymptotics

fK(y → 0) = const. (5.3)

fK(y → ∞) = y2χ/z. (5.4)

The exponent χ is called the roughness exponent. For χ > 0, the variance of the hight field grows with space
and time corresponding to an increase in the surface’s roughness, whereas for χ < 0 height variance shrinks
leading to a smoothing of the surface. Interestingly, in d ≤ 2, one always finds the hight field to undergo
roughening. This can be traced back, within the RG analysis [156], to the existence of a fully attractive strong
coupling fixed point2 with χ > 0. Only in d > 2, an additional unstable fixed point exists which separates
the fully attractive strong coupling fixed point from the Gaussian fixed point (corresponding to λ = 0). By
varying the microscopic value of λ, one can therefore encounter a phase transition, the so called roughening
transition, from a smooth to a rough surface. A more detailed introduction to KPZ models can be found, e.g.,
in Ref. [155].

While KPZ scaling has been observed in many one dimensional systems, its observation in two dimensions is
still elusive. Promising candidates to experimentally observe KPZ scaling in 2d are exciton-polaritons fluids
in microcavities [157, 158]. However, the length scales at which their signatures are expected to become
visible are dramatically larger than the typical system sizes [159–162], which has so far prevented their
observation.

In this chapter, we investigate the fate of nonequilibrium systems with discrete symmetries, which are less
explored than nonequilibrium systems with continuous symmetries. Specifically, in Sec. 5.2, we consider a
two-dimensional, driven-dissipative Bose gas with a quadratic drive, which results in a global Z2 symmetry
of the system. We show that the absence of thermal equilibrium suppresses the Ising phase transition in favour
of an emerging KPZ phase. In Sec. 5.3 we moreover show that the presence of the quadratic drive reduces the
scale at which the KPZ physics sets in, enhancing its visibility in finite-size systems. Finally, in Sec. 5.4, we
discuss our theoretical predictions with respect to experiments with exciton-polaritons considering realistic
parameters. We show that these systems hold promises for identifying KPZ physics in two spatial dimensions
at currently available system sizes, where experimental realizations have so far remained elusive [163, 164].

1 This is called ”self-organized criticality”. One can find this phenomenon also e.g., in the Kosterlitz-Thouless phase.
2 This fixed point is not accessible perturbatively, but has has been established using numerics and functional RG approaches [156].
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5.2 Quadratically driven-dissipative Bosons

5.2.1 Master equation

We consider a gas of quadratically-driven and dissipative bosons, described by the master equation

∂tρ̂ = −i[Ĥ, ρ̂] +
∫

r

∑
n

[
L̂nρL̂

†
n − 1

2{ρ̂, L̂†
nL̂n}

]
. (5.5)

The first term of the equation, including the Hamiltonian Ĥ of the system, describes the unitary or coherent
part of the dynamics of the density matrix ρ̂. The latter term, including the Lindblad operators L̂n = L̂n(r),
describes the dissipative part of the dynamics. The quadratic drive can be regarded as a process coherently
creating or destroying two particles at a given position. The Hamiltonian is thus given by

Ĥ =
∫

r

[
∇ψ̂†∇ψ̂

2m + δψ̂†ψ̂ + G

2 (ψ̂2 + ψ̂†2) + U

2 ψ̂
†2ψ̂2

]
, (5.6)

with m the mass of the bosons, δ > 0 the detuning between the bosonic and the drive frequency, and
U > 0 the particle interaction. The quadratic drive has a strength G, and we can set G > 0 without loss of
generality, by absorbing its phase into a redefinition of the fields. The Hamiltonian (5.6) can describe Bose
gases interacting with a molecular condensate [165], where two bosons are coherently created out of (or
absorbed into) the condensate. A physical realization of this was suggested in terms of ultracold atomic gases
in presence of Feshbach resonances [166]. In this case, the Hamiltonian describes the bosonic gas in presence
of a molecular condensate, leaving a residualZ2 symmetry. In this phase, the system can still undergo a phase
transition to an atomic-condensed phase, with the phase transition falling in the Ising universality class [167,
168]. The presence of further incoherent processes, such as single particle losses and pump, as well as two-
particle losses, is included via the Lindblad operators L̂1l = ψ̂, L̂1p = ψ̂†, and L̂2l = ψ̂2, respectively. In
the following, we assume the single-particle pump to be weaker than single-particle losses.

5.2.2 Langevin equation for the Bosons

Since we are interested in the critical properties of this model, we neglect quantum fluctuations, as they
are irrelevant compared to the statistical fluctuations induced by the incoherent processes [142, 169]. This
approximation allows us to treat ψ̂ as a stochastic field rather than an operator: its dynamics is accordingly
described by the Langevin equation [155]

∂tψ = −
(

−K∇2 + r + u|ψ|2
)
ψ − iGψ∗ + ζ, (5.7)

withK, r, u complex numbers, and ζ a Gaussian, zero-average white noise with correlations 〈ζ(r, t)ζ∗(r′, t′)〉
= 2σδ(t− t′)δ(2)(r − r′). The imaginary parts of K, r, u (in the following denoted by a “c” subscript) cor-
respond to coherent couplings describing reversible dynamics. More precisely Kc = 1/2m is the kinetic
energy, rc = δ is the detuning and uc = U/2 is the interaction parameter. Their real parts (in the following
denoted by a “d” subscript) correspond to dissipative couplings representing irreversible processes, therefore
rd and ud describe single and two-particle losses, respectively. Moreover, Eq. (5.7) includes Kd, describing
spatial diffusion, which is zero at the microscopic level but expected to be generated by coarse-graining.

For G = 0, Eq. (5.7) is invariant under the U(1) transformation ψ → eiαψ,ψ∗ → e−iαψ∗, and it is known
as the complex Ginzburg-Landau equation [170, 171], or as the driven-dissipative Gross-Pitaevski equation
in the context of exciton-polaritons [158]. For finite G, Eq. (5.7) is invariant under the Z2 transformation
ψ → −ψ, ψ∗ → −ψ∗, and it is known as the periodically-driven complex Gross-Pitaevski equation [171].
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5.2.3 Langevin equation for the phase of the Bosons

A mean-field analysis of Eq. (5.7) shows that a phase transition is expected for G > Gc, predicting the
spontaneous breaking of the Z2 symmetry and the emergence of a condensate (see Fig. 5.1 (a)). This result is
expected to be qualitatively robust in higher spatial dimensions d > 2, while in lower dimensions fluctuations
can dramatically modify the mean-field result. In passing, we notice that for negative detunings δ < 0 the
mean-field solution may exhibit a bistable behavior, as predicted in Ref. [172]. In the following, we will
restrict ourselves to the case δ ≥ 0, where no bistability is expected.

To assess the effect of fluctuations, we proceed in the spirit of the hydrodynamic theory for quasiconden-
sates [127, 173]. We represent the bosonic complex field in Eq. (5.7) in its phase amplitude representation
ψ(r, t) = χ(r, t)eiθ(r,t), with χ and θ real fields associated with density and phase fluctuations. Separating
real and imaginary parts, one obtains the two equations:

∂tθ = −rc +Kc

[
∇2χ

χ
− (∇θ)2

]
+Kd

[
2∇χ
χ

∇θ + ∇2θ

]
− uc|χ|2 −G sin(2θ) + Im

[
ζe−iθ

χ

]
, (5.8a)

∂tχ = −rd + χKd

[
∇2χ− χ(∇θ)2

]
−Kc

[
2∇χ∇θ + χ∇2θ

]
− ud|χ|2χ−Gχ sin(2θ) + Re

[
ζe−iθ

]
.

(5.8b)

The fluctuations of χ are gapped3. Assuming that these fluctuations are small compared to saddle point
value χ0, we neglect spatial and time derivatives of χ from the previous equations. This allows one to solve
Eq. (5.8b) for χ2 and to insert the result into Eq. (5.8a). By further performing the shift θ → θ + θ0, with
tan(2θ0) = ud/uc, we obtain the effective equation for the phase

η ∂tθ = γ∇2θ − 2g sin(2θ) + λ

2 (∇θ)2 + F + ξ, (5.9)

with ξ a zero-average Gaussian white noise with correlations 〈ξ(r, t)ξ (r′, t′)〉 = 2Dδ(2)(r − r′)δ(t − t′).
The microscopic values of the six parameters η, γ, g, λ, F,D are given by

η = 1,

g = G

2

√
1 + u2

c

u2
d

,

F = −rc + uc

ud
rd,

γ = Kd + uc

ud
Kc,

λ = 2
(

−Kc + uc

ud
Kd

)
,

D = σ

2χ2
0

(
1 + u2

c

u2
d

)
.

(5.10)

The Z2 symmetry appears in Eq. (5.9) as an invariance under the transformation θ → θ + mπ, for all odd
integers m. The properties of the phase θ derived from the solutions of Eq. (5.9) can be directly translated
into the correlations of the original complex fields ψ,ψ∗ via

〈ψ(r)〉 ≈ χ0e
iθ0 e− 1

2 〈θ(r)2〉, (5.11a)

〈ψ(r)ψ∗(0)〉 ≈ χ2
0 e

〈θ(r)θ(0)〉−〈θ(r)2〉, (5.11b)

with θ0 the saddle point value of θ. The previous relations are obtained by neglecting the fluctuations of
χ, and retaining only the leading terms in the cumulant expansion of 〈ei(θ(r)−θ(0))〉. A first insight into the
solution of Eq. (5.9) can be gained by considering two limiting cases before moving onto the general scenario.

3 This can be seen by linearizing the equation for χ around its saddle point value χ0.
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5.2.3.1 KPZ limit

For g = 0, Eq. (5.9) possesses a U(1) symmetry, realized by the invariance under the transformation θ →
θ+ α, with α any real number. The drift term F can be removed by a gauge transformation θ → θ+ Ft/η.
Equation (5.9) thus reduces to the KPZ equation [128]

∂tθ = γ∇2θ + λ

2 (∇θ)2 + ξ. (5.12)

In two spatial dimensions, the massless, KPZ-like fluctuations of the phase are shown to erase the BKT phase
usually expected in equilibrium Bose gases, and replace it with a disordered phase [127] with correlations
〈ψ(r)ψ∗(0)〉∼ e−|r|2χ , where χ ≈ 0.38 is the critical exponent [174, 175].

5.2.3.2 Equilibrium limit

Thermal equilibrium is achieved when the conditionKc/Kd = rc/rd = uc/ud is satisfied [127, 176], which
entails the validity of the fluctuation-dissipation theorem, or, more generally, the presence of the associated
thermal symmetry of the Keldysh action [177]. In this case, λ = 0 and F = 0, and Eq. (5.9) reduces to the
relaxational dynamics of a sine-Gordon field

η ∂tθ = γ∇2θ − 2g sin(2θ) + ξ, (5.13)

whose renormalization was first studied in relation to the roughening transition of crystal surfaces [178]. The
equilibrium Langevin equation (5.13) can be written as η∂tθ = −dS

dθ + ξ, where S is the statistical action
given by

S =
∫

d2r
[
γ

2 (∇θ)2 − g cos(2θ)
]
, (5.14)

and we identify γ = 1/2m and 2g = G. One can study the model (5.14) by performing a perturbative
renormalization group (RG) analysis. The idea consists in treating the coupling g perturbatively around the
Gaussian model, and in deriving an effective long-wavelength theory by progressively integrating out high-
energy modes. The couplings of the long-wavelength model are then expressed by a set of flow equations.
To this end, we go to Fourier space and decompose the field θ into slow and fast modes: θk = θ−

k + θ+
k .

The slow modes θ−
k have support over momenta k such that |k| < Λ(1 − d`), while the fast modes θ+

k have
support over the momentum shell defined by Λ(1 − d`) ≤ |k| ≤ Λ (with Λ the ultraviolet cutoff). In the first
RG step, we integrate out the fast modes which generates a contribution to the couplings γ and ḡ = g/Λ2

in the remaining action for the slow fields. The second step is to rescale momenta k → k′ = (1 − d`)k in
order to compare the resulting action to the initial one. Finally, in the last RG step, one has to rescale the
fields, which is trivial in two dimensions. More details on the RG analysis of the sine-Gordon model can be
found in Ref. [145].

The resulting RG equations read

dḡ
d` =

(
2 − D

γπ

)
ḡ,

dγ
d` = ḡ2f(γ), (5.15)

with f a function whose form depends on the renormalization scheme. The associated flow is portrayed in
Fig. 5.1 (b). If ḡ is an irrelevant perturbation, it flows to a line of fixed points, where ḡ∗ = 0 and γ∗ ≤ 1/2π
(red curves in Fig. 5.1 (b)). Here, θ is gapless and correlations grow logarithmically. When the dimensionless
coupling ḡ ≡ g/Λ2 is a relevant perturbation, however, ḡ flows to infinity, signalling the relevance of the
sine-Gordon nonlinearity (green curves in Fig. 5.1 (b)). This corresponds to the field θ being massive, and,
consequently, its correlations decay exponentially over long distances.

The impact of these two phases on the properties of the bosonic field ψ can be inferred from Eqs. (5.11).
On the one hand, for a gapped θ, the value of 〈θ(r)2〉 is infrared-convergent and finite, while 〈θ(r)θ(0)〉
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Figure 5.1: (a) Mean-field phase diagram of a quadratically driven, open condensate, as a function of the imprinted
pairing strengthG and the detuning δ. (b) Investigation of how fluctuations affect the Ising ordered phase predicted by
the mean field in equilibrium. The red (green) arrows indicate the flow of the inital parameters ḡ0 and γ0 for which the
sine term in Eq. (5.13) is irrelevant (relevant), resulting in a phase featuring quasi long-range order (true long-range
order) for the bosons. (c) Equilibrium phase diagram. Fluctuations give rise to an intermediate phase featuring BKT
scaling.

decays exponentially at long distances. As a consequence, the order parameter is finite and long-range order
is established, indicating that the system lies in the ordered phase with a sponatneously broken Z2. On the
other hand, for a gapless θ, 〈θ(r)2〉 is infinitely large as a consequence of an infrared divergence, while
〈θ(r)θ(0)〉 − 〈θ(r2)〉 grows logarithmically, implying an algebraic decay of 〈ψ(r)ψ∗(r)〉. This suggests that
order is not supported, and the condensed phase is replaced by a BKT phase characterized by quasi-long-
range order. This is the usual case for two-dimensional Bose gases with U(1) symmetry (i.e., G = 0).

The separatrix between the two basins of attraction can be approximated by a line g = β(γ − γc), which
has a zero at γc = D/2π with D = σ/2χ2

0, and a slope of β ≈ −1.7. The region where g is irrelevant, and
therefore the phase with long-range order is replaced by a BKT phase is described by

G

2U < β

(
σ

4π
1

G− δ
− 1

2mU

)
. (5.16)

In Fig. 5.1 (c), we show the phase diagram for the values σ = 4 and m = U = 1.

Summarizing, for a two-dimensional equilibrium gas, three phases are expected: a normal fluid with short-
range correlations (corresponding to the mean-field solution without condensate), a BKT phase with quasi-
long-range order, and a Z2-symmetry-broken phase with long-range order. The corresponding phase dia-
gram in terms of G and δ is reported in Fig. 5.1 (c). Analogous phases have been obtained for the ANNNI
model [179, 180] and the XYZ spin chain in transverse field [181, 182], which share the same effective
dimensionality and Z2 symmetry with the present model.

5.2.3.3 Full problem

In Eq. (5.9), the KPZ fluctuations wash out the sine-Gordon physics, thus destabilizing the phases predicted
at thermal equilibrium. The renormalization analysis of this equation was first performed in Refs. [183, 184]
to study the effect of nonlinearities on the roughening transition of crystal surfaces. There, it was shown
that the KPZ physics dominates over large distances. We will show that for driven-dissipative Bose gases,
the equilibrium ordered and BKT phases are destabilized by nonequilibrium fluctuations, and replaced by a
phase with short-range order.

The long-wavelength physics of Eq. (5.9) can be conveniently studied using a perturbative RG approach.
Here, the couplings g and λ are treated perturbatively. We will consider two RG schemes, derived in
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Figure 5.2: (a) Mean-field phase diagram. (b) Investigation of how fluctuations affect the Ising ordered phase predicted
by the mean field in nonequilibrium. The flow of ḡ(`) for different initial values of ḡ0 (in steps of 0.01) is shown.
Parameters for the solid curves: γ0 = 0.3, T0 = 1, λ0 = 0.4, η0 = 1, F̄0 = 0. Parameters for the dashed curves:
γ0 = 0.3, T0 = 1, λ0 = 0.0, η0 = 1, F̄0 = 0. The diamond symbols denote the onset of a divergence in the RG flow
`∗. For a finite initial λ0, ḡ flows to zero, implying that the sine term in Eq. (5.9) becomes irrelevant. (c) Nonequilibrium
phase diagram of model (5.9). The Ising phase is replaced by a phase with KPZ scaling. A residual Ising phase (striped
region) may persist in the non-perturbative regime of large G, inaccessible to our method.

Refs. [184] and [185]. Their derivation is shown in Appendix B.1. The equations are expressed in terms
of the dimensionless quantities ḡ ≡ g/Λ2, and F̄ ≡ F/Λ2 and read

dḡ
d` =

(
2 − T

πγ

)
ḡ,

dγ
d` = 2T

πγ2A
(γ)(n, κ)ḡ2,

dη
d` = 8Tη

πγ3 A
(η)(n, κ)ḡ2,

dT
d` = T 2λ2

8πγ3 + 8T 2

πγ3A
(T )(n, κ)ḡ2,

dλ
d` = 8T

πγ2A
(λ)(n, κ)ḡ2,

dF̄
d` = 2F̄ + Tλ

4πγ − 4T
πγ2A

(F )(n, κ)ḡ2,

(5.17)

with T ≡ D/η the effective temperature, n ≡ T/γπ, Ū ≡ U/Λ2, F̄ ≡ F/Λ2, and κ = 2F̄ /γ. The form of
the functions A(n, κ) is given in App. B.1 and depends on the renormalization scheme. Before proceeding
to a more detailed analysis, we discuss the qualitative solution of the RG equations.

If the system is in thermal equilibrium, the equations reduce to the ones for the relaxational sine-Gordon
model of Ref. [178]. If instead ḡ = 0, the equations reduce to the ones for KPZ [155]: the noise level D
and the effective temperature T flow to infinity, indicating that the RG flow flows towards the KPZ strong-
coupling fixed point, entailing that the KPZ physics dominates4. Finally, if both ḡ0 and λ0 are finite, the
KPZ nonlinearity λ dominates over the sine-Gordon nonlinearity ḡ, which eventually renormalizes to zero.
Typical flows of ḡ are shown in Fig. 5.2 (b): for λ = 0 and F̄ = 0, ḡ(`) grows indefinitely (dashed curves),
signalling that the field θ is gapped. For finite initial values of λ0 or F̄0, however, ḡ flows back to zero,
indicating the irrelevance of the sine-Gordon term. The diamond symbols denote the onset of a divergence
in the RG flow, which is further discussed in Sec. 5.3.

At long wavelengths, the phase correlations are then expected to be captured by the KPZ exponent: 〈θ(r)θ(0)〉
−〈θ(r)2〉 ∼ −|r|2χ, with χ ≈ 0.38 [174, 175]. Moreover, 〈θ(r)2〉 diverges due to long-wavelength fluc-
tuations. Accordingly, by replacing these values in Eqs. (5.11), we find that complex fields are short-range
correlated via a stretched exponential, implying that no phase transition takes place. Whether the ordered
phase is completely removed or survives for large values of the two-particle drive (corresponding to large
values of g) cannot be determined from our analysis, as the RG analysis is not valid for non-perturbative
values of g. Finally, here we neglected the presence of topological excitations, such as vortices and anti-

4 We emphasize that, while our perturbative RG can identify the onset of a strong-coupling fixed point, it is not suited to fully
describe it, given its perturbative nature.
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Figure 5.3: (a) Schematic behavior of the correlations as a function of the radial distance r = |r| in the KPZ phase.
Only above the critical length scaleL∗, the characteristic scaling and therefore KPZ physics can be observed. In 2D,L∗

is usually large, thus exceeding experimenally and numerically available system sizes. Within our model, the value of
L∗ can be drastically reduced by increasing the quadratic drive G. (b) RG scale `∗ for the KPZ crossover as a function
of the sine-Gordon nonlinearity ḡ0, for different values of F̄0. The RG length scale is related to the physical length
scale via L∗ = ξ0e

`∗
. The solid and dashed lines correspond to the RG schemes derived in Ref. [184] and [185].

Parameters: γ0 = 0.3, T0 = 1, λ0 = 0.4, η0 = 1.

vortices. Whether such defects play a role on length scales below or only above the KPZ length scale is a
non-universal question, which depends on the microscopic details of the experimental system. In the former
case, the KPZ phase would be replaced by a disordered phase; in the latter, the KPZ physics will be visible
in experiments [186–191].

5.3 Enhancement of KPZ physics

An essential question concerns the visibility of the predicted 2d KPZ physics in experimental systems or
numerical simulations with limited size. In fact, the length scale L∗ above which the KPZ physics becomes
visible is usually very large, and can exceed the accessible systems’ size (see Fig. 5.3 (a)): this is the case for,
e.g., the roughening transition in crystal surfaces [192], and for exciton-polaritons in two-dimensional mi-
crocavities [127, 161, 193–195]. Here we show that the presence of a sine-Gordon nonlinearity can actually
lower L∗, thus enhancing the visibility of the 2d KPZ.

The value of L∗ can be extracted from the solution of the flow equations [196]. To illustrate this, it is
convenient to first focus on the pure KPZ case of Eqs. (5.17), i.e., ḡ = 0. Here, the relevant RG equation is
the one for the effective temperature T with γ and λ constant under the RG flow. T (`) features a divergence
for finite values of the flow parameter `, namely `∗ = 8πγ3/(T0λ

2), with T0 the initial value of T . The value
of `∗ therefore determines the physical length scale above which the KPZ scaling is visible via L∗ = ξ0e

`∗ ,
with ξ0 some microscopic length scale. As L∗ is exponentially sensitive to the value of `∗, finding conditions
to minimize `∗ is crucial to observe KPZ physics. For finite values of ḡ, `∗ cannot be determined analytically,
but it can be extracted from the divergence of the numerical solutions. We compute `∗ for different values of
ḡ0 and F̄0. The results are reported in Fig. 5.3 (b). Since `∗ is not a universal quantity, we extracted its value
using two different RG schemes (cf. Appendix B.1), finding the same qualitative behavior.

Our results indicate that `∗ generically decreases as a function of ḡ0. The decrease can be optimized by
varying the value of F̄ , which, corresponding to the laser detuning (cf. Eq. (5.10)), is an experimentally
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Figure 5.4: (a) Mean-field phase diagram associated with Eq. (5.18), highlighting the presence of one or two stable
condensate solutions, for U/γ1 = γ2/γ1 = 1. (b) RG length-scale `∗ corresponding to the onset of KPZ physics as a
function of the drive strength G (lower x-axis) and of the rescaled RG paramater ḡ0 (upper x-axis). The RG schemes
1 and 2 correspond to the choices of Eqs. (B.15) and (B.16), respectively.

tunable parameter. The value of `∗ can be reduced by up to a factor of four upon reaching ḡ0 ∼ 0.1, indicating
thatL∗ can be reduced by four orders of magnitude compared to the case with ḡ0 = 0. This implies a dramatic
improvement of the visibility of the KPZ scaling in two-dimensional driven-dissipative gases, where it has
so far remained elusive. As an example, in the next section we estimated the KPZ length scale for current
exciton-polariton experiments.

5.4 Visibility of KPZ in exciton-polariton experiments

In this section we discuss the theoretical predictions with regard to experiments with exciton-polaritons. The
starting point for the description is provided by the complex Gross-Pitaevskii equation obtained from the
Hamiltonian Eq. (5.6) , and by adding further incoherent processes [158]:

i~∂tψ =
[
−~2∇2

2mP
+ δ − iγ1 + (U − iγ2)|ψ|2

]
ψ +Gψ∗ + ζ (5.18)

where mP is the polariton mass, γ1,2 represent the polariton single- and two-particle losses, respectively,
and ζ is a white, zero-mean Gaussian noise generated from the single particle losses with correlations given
by 〈ζ(r, t)ζ∗(0, 0)〉 = 2~γ1δ(t)δ(2)(r). For convenience, ~ is restored. Typical experimental values for a
GaAs/AlAs microcavity are given by [197] mP = 10−4me (with me the vacuum electron mass), γ1 = 0.4
meV , whileU = 1.5µeVµm2 (see, e.g., Ref. [198]). The value of the two-particle losses is usually neglected
in the microscopic description. However, its presence is crucial to the mapping (5.10). While it is possible to
control these processes, e.g., using a polaritonic Feshbach resonance [112], they nevertheless emerge from
a coarse-grained description of the model (i.e., they are generated under the renormalization group). We
then conservatively assume that γ2/U = 0.1. The parameters δ andG depend on the drive and are therefore
tunable.

It is convenient to recast Eq. (5.18) in units where r2 and t have the same dimension. To this end, we perform
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the replacement t → 2mpt/~. Accordingly, Eq. (5.18) takes the form

i∂tψ =
[
−∇2 + δ̃ − iγ̃1 + (Ũ − iγ̃2)|ψ|2

]
ψ + G̃ψ∗ + ζ̃ (5.19)

where γ̃1 = 2mPγ1/~, Ũ = 2mPU/~, γ̃2 = 2mPγ2/~, G̃ = 2mPG/~. The correlation of the noise ζ̃ is
given by 〈ζ̃(r, t)ζ̃∗(0, 0)〉 = 4mPγ1/~2δ(t)δ(2)(r).

At this point we can map Eq. (5.19) onto Eq. (5.9), with parameters given by (using Eq. (5.10)):

η = 1

g = mPG

~2

√
1 + U2

γ2
2
,

F = 2mP

~2

(
U

γ2
γ1 − δ

)
,

γ = U

γ2
,

λ = −2,

D = mpγ1
~2χ2

0

(
1 + U2

γ2
2

)
,

(5.20)

where χ2
0 is the mean-field condensate density given by:

χ2
0 = −γ1γ2 − δU +

√
G2 (γ22 + U2) − (γ1U − γ2δ)2

γ22 + U2 . (5.21)

As already mentioned above, for negative detunings δ < 0 or for strong incoherent pump γ1 < 0, an ad-
ditional stable solution may occur, giving rise to a bistable behavior. The phase diagram in Fig. 5.4 (a)
illustrates the onset of bistability upon varying δ and G (γ1 > 0 is assumed). In this thesis, however, we
exclusively focused on the cases with δ > 0 and γ1 > 0.

The values in Eq. (5.20) can be used as starting point for the RG flow. To this end, it is neccessary to
make g and F dimensionless by dividing them by an ultraviolet cutoff Λ2. We set Λ = 2π/a with a =
0.5µm, corresponding to the discretization used for the numerical solution of the complex Gross-Pitaevskii
equation in Ref. [161]. This will provide a direct comparison for future numerical simulations of Eq. (5.7).
Furthermore we assume the experiment to take place at resonance, thus setting δ = 0. Next, we can compute
the KPZ crossover scale L∗, at which the KPZ physics is expected to become visible. In Fig. 5.4 (b) we
show the dependence of `∗ on the values of G for the different RG schemes (Eqs. (B.15) and (B.16)). The
values of G are chosen to be larger than the threshold Gc = γ1 = 0.4 meV for the existence of a mean-field
solution. We observe that `∗ decreases upon increasing the pump strength, approaching the value `∗ ' 5. We
can accordingly compute the associated length scale as L∗ = ξ0e`∗ , with ξ0 = ~/

√
2mPUχ2

0 the healing
length, and compare it with a typical system size (determined by the pump spot size), i.e., L = 50µm [197].
We then find L∗/L ≈ 0.83, indicating that the KPZ physics is expected to be visible in current experimental
setups.

5.5 Summary

We showed that, in two-dimensional quadratically-driven Bose gases, the absence of thermal equilibrium
can erase (quasi) long-range order and instead lead to an emerging phase where boson correlations are char-
acterized by the KPZ scaling. In this chapter, we considered a gas of bosons subject to a coherent quadratic
drive, which reduces the overall U(1) symmetry of the model down to Z2. Such a quadratic drive can result,
e.g., from the coherent injection of two bosons into the system. Additionally, we considered dissipation by

65



Chapter 5: Nonequilibrium universality in quadratically driven bosonic systems

including incoherent single- and two-body losses generated by the coupling to an environment. The dis-
sipative losses are incorporated via Lindblad operators. A natural experimental platform described by this
driven-dissipative model is given by exciton-polaritons in microcavities.

In thermodynamic equilibrium and in two spatial dimensions, the phase diagram of this system contains a
symmetric BKT phase (characterized by quasi-long-range order) and a condensate phase (i.e., with long-
range order). The latter is associated with the spontaneous breaking of the Z2 symmetry, with a critical point
characterized by the Ising universality class. Out of equilibrium, we found that the condensate phase and
the BKT phase are replaced by a disordered one (i.e., with short-range order) characterized by correlations
displaying KPZ scaling. This can be understood as the nonequilibrium nature of fluctuations of the bosonic
phase enhances their strength and makes them able to erase (quasi) long-range order. We showed this by
mapping the master equation onto a Langevin equation. By deriving an effective action for the bosonic
phase degree of freedom, we were able to analyze the character of this equation (the driven sine-Gordon
equation) by a perturbative RG approach. However, it remains an open question whether the long-range order
disappears completely, or only in the region of the phase diagram accessible by our perturbative approach
(i.e., for small drives). The investigation of these regimes requires non-perturbative techniques, for which
good candidates could be the functional renormalization group or numerical simulations.

Additionally, we discovered that the quadratic drive can be tuned to shrink the length scale at which the
KPZ physics occurs. While KPZ physics dominates at long time and length scales, shorter scales can exhibit
different types of correlations. So far, this prevented for instance the experimental observation of KPZ physics
in two-dimensional U(1)-symmetric driven-dissipative exciton-polariton gases, as typical system sizes are
too small to display KPZ scaling. It is therefore crucial to control and reduce the scale at which KPZ physics
sets in. In this chapter, we showed that the presence of the quadratic drive substantially reduces the size of
the KPZ scale. We used realistic experimental parameters to predict the KPZ length scale and showed that
it can, in fact, become shorter than the system size.

These results demonstrate how the nonequilibrium nature of driven-dissipative systems can profoundly im-
pact the properties of many-body systems. Specifically, despite sharing the same symmetry and dimen-
sionality as their equilibrium counterparts, nonequilibrium systems can exhibit significantly distinct phase
diagrams. In this regard, nonequilibriumness represents a novel parameter that can be finely adjusted to
create materials with desirable new properties.
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Chapter 6

Modification of Goldstone modes in
long-range interacting quantum systems

This chapter is based on the following publication
O. K. Diessel, S. Diehl, N. Defenu, A. Rosch, and A. Chiocchetta , Generalized Higgs mechanism in long-
range interacting quantum systems,

Phys. Rev. Res. 5, 033038 (2023)

6.1 Introduction

Many-body systems with long-range interactions represent one of the most intriguing challenges in modern
condensed matter, AMO and statistical physics. The long-range nature of the interactions dispense these
systems from some of the fundamental paradigms of statistical physics. For instance, classical long-range
interacting systems (LRIS), such as gravitational systems and non-neutral plasmas, enjoy unusual proper-
ties, such as non-additivity of the energy and non-ergodicity. The latter may, in turn, lead to a very slow
(if not completely absent) thermalization dynamics [199–201]. Furthermore, the Mermin-Wagner theorem
does not apply to LRIS, enabling them to exhibit spontaneous symmetry breaking even in low spatial dimen-
sions [202]. Recently, the investigation of LRIS has gained new momentum from a flurry of experimental
realizations of quantum long-range interacting systems (QLRIS), including Rydberg atoms [203], dipolar
quantum gases [204], polar molecules [205], quantum gases coupled to optical cavities [144, 206], trapped
ions [207], and dipolar magnets [208, 209]. This increasing amount of experimental data opens up new
challenges to theoretically understand the corresponding many-body problem.

A great deal of information about a quantum system is typically encoded in its low-energy properties. Re-
markably, while most existing theoretical studies involve the characterization of ground states and critical
properties of QLRIS [210], little is known about their low-energy spectra. Notable exceptions include the na-
ture of their point spectra [211], the existence of confinement [212], and of fractional excitations [213, 214].
Among these, it was pointed out that long-range interactions may cause the Goldstone modes to acquire a
mass, thus violating the Goldstone theorem. Notable examples of this include a Bose gas with Coulomb
interaction in 3+1 dimensions [215], a superconductor with Coulomb interactions in 3+1 dimensions [216],
and the Schwinger model in 1+1 dimension (called in this context seizing of the vacuum) [217]. Even the
celebrated Higgs mechanism appears to be a special case of this more general mechanism, as the gauge fields
effectively mediate a long-range Coulomb interaction [218]. In this chapter, we will study the unexplored
connection between the expanding field of QLRIS and the Higgs mechanism, the latter being at the center of
increasing experimental attention, e.g., in strongly interacting Fermi superfluids [219], including pioneering
studies of its few-body precursor [220, 221].
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The textbook Higgs mechanism can be understood from two angles: On the one hand, in a gauge theory the
Goldstone mode can be absorbed by a gauge transformation into the electromagnetic field which then obtains
a mass by coupling to the condensate. On the other hand, the integration of the gapless electromagnetic field
gives rise to long-range interactions, which also provide a mass for the Goldstone mode. Here, we uncover
a new side to this second line of thought, by showing the occurrence of a generalized Higgs mechanism
in QLRIS for different kinds of long-range interactions. We consider a number of experimentally-relevant
models, including anti- and ferromagnetic spin models, and weakly interacting Bose gases, which exhibit
spontaneous breaking of continuous symmetries, and analyze their low-energy excitation spectra for different
spatial dimensions and general long-range interactions.

First, in Sec. 6.2, we consider the anisotropic antiferromagnetic Heisenberg model with long-ranged inter-
actions. We study the low-energy excitations of the model using a spin-wave and a non-linear sigma model
analysis. In Sec. 6.3, we then turn to the anisotropic ferromagnetic Heisenberg model which is again stud-
ied using a spin-wave analysis. In Sec. 6.4, we consider a gas of bosons with, first, long-range interactions,
and, second, an interaction which is described by a Bessel function. The latter one is relevant for current
experimental setups of Bose gases coupled to an optical cavity. Our first main result is to show that all of
these models show three qualitatively different regimes exist depending on the interaction range: I. A regime
where the Goldstone modes behave as in short-range models, II. A regime where the Goldstone dispersion
is gapless but qualitatively different at low momenta, and III. A regime where the Goldstone modes are
gapped. Our second main result is the characterization of the visibility of the generalized Higgs mechanism
in current experiments with atomic gases in optical cavities: We demonstrate that, with realistic experimental
parameters, the Bogoliubov dispersions are gapped and discrete, thus realizing the third regime.

6.2 Antiferromagnetic Heisenberg model

The anisotropic antiferromagnetic Heisenberg model on a square lattice with long-ranged interactions is
given by

Ĥ =
∑
i,j

Jij(Ŝx
i Ŝ

x
j + Ŝy

i Ŝ
y
j + γŜz

i Ŝ
z
j ), (6.1)

where Ŝx
i , Ŝ

y
i , Ŝ

z
i are spin operators of length S residing at the i−th lattice site, 0 ≤ γ ≤ 1 is the anisotropy

coefficient, and Jij > 0 is a long-range antiferromagnetic exchange, which we assume to be of the form
Jij = |rij |−α. The parameter α > 0 controls the range of the interaction and rij ≡ ri − rj is the relative
distance between the i-th and j-th sites. Since Jij couples all the spins antiferromagnetically, it acts similarly
to a frustrating interaction [213]. We will focus on the case of semi-classical spins (i.e., with spin length
S � 1), for which the spin-wave approximation and analyses based on the non-linear sigma model provide
accurate results. The case for S = 1/2 was considered in Refs. [214] and [213] for the one- and two-
dimensional case, respectively, and it was shown to lead to exotic phases including quantum spin liquids and
valence-bond solids.

The classical (i.e., S → ∞) ground state of Eq. (6.1) is a Néel state [213], which allows one to define two
sublattices of opposing spin, but where the classical spin on each individual sublattice points along the same
direction. In order to account for quantum fluctuations around this state, a Holstein-Primakoff transformation
is used and the Hamiltonian is truncated at order O(S) [222] (see Appendix C.1 for more details on the
calculation). By diagonalizing the resulting Hamiltonian with a Bogoliubov transformation, one finds the
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Figure 6.1: Two-dimensional (upper green row) and three-dimensional (lower red row) spin-wave spectrum Eq as a
function of q = (qx, 0) [q = (qx, 0, 0)] from Eq. (6.1) for an AFM (left) and FM (right) interaction. The insets show
the rescaled discrete spectrum En as a function of the quantum number n = (nx, 0) [n = (nx, 0, 0)]. The unrescaled
dispersions which diverge with the system size are shown in Fig. 6.4 in Subsec. 6.2.2, where also the origin of the
divergences is discussed . All results are obtained for linear system sizes L = 800.

spectrum of the low-energy excitations (i.e., spin waves) given by

E±
q = S

√
(Jd

0 ∓ Jd
q−J s

0 + J s
q)[Jd

0 − J s
0 + γ(J s

q ± Jd
q)], (6.2)

with q a quasi-momentum in the first Brillouin zone of the sublattice, and J s
q ≡

∑
`∈same e−iq·r`J` and Jd

q ≡∑
`∈diff e−iq·r`J`, where the first (second) sum includes only vectors connecting sites on the same (different)

sublattice. The dispersion E+
q corresponds to the Goldstone excitation branch, while E−

q corresponds to
generally gapped excitations. E+

q is shown in Fig. 6.1 in the left panel for different values of γ and α, and for
different spatial dimensions. In the SU(2)-symmetric case (γ = 1), the two dispersions become degenerate
and both gapless, as two Goldstone modes are expected for the spontaneous breaking of a SU(2) symmetry.
We numerically evaluate the dispersions, and analyze the low-momenta behavior of the Goldstone branch
by parametrizing the dispersion as E+

q ≈ A|q|s, for q → 0, and use a fit to determine the value of s as a
function of the exponent α in the Hamiltonian (6.1) (see Fig. 6.2). For nearest-neighbor interactions, one
expects a linear spectrum [222], i.e., s = 1. A gapped dispersion, instead, would correspond to s = 0.

6.2.1 Non-linear sigma model

Before discussing the results, it is instructive to derive a fully analytical expression for s(α). To this end, we
use the non-linear sigma model (NLSM), which is able to capture the low-energy behavior of an antiferro-
magnet. We represent a classical spin of length S as

Sj/S = (−1)j(1 − m2
j )1/2φj + mj , (6.3)

where φj describes the antiferromagnetic order parameter associated with the Néel state and mj is the so-
called canting field. The canting field describes the quasi-homogeneous variations of the magnetization due
to variations of φj . Both fields satisfy the conditions mj · φj = 0 and |φj |2 = 1, as a consequence of the
spin-length conservation. Assuming the canting fluctuations to be small, i.e., m2

j � 1, and by performing a
spatial coarse-graining, the effective action of the Heisenberg model reads:

A[φ,m] =
∫

t,r

[
Sm · (φ̇ × φ) − S2H(φ,m)

]
(6.4)
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with
∫

t,r ≡
∫

dtddr, φ = φ(t, r), m = m(t, r), and H(φ,m) the coarse-grained Hamiltonian associated
with Eq. (6.1). This Hamiltonian density can be obtained in the following way: after replacing the map-
ping (6.3) into Eq. (6.1), we retain only the quadratic terms and neglect higher order processes. This yields
H = S2∑

ij Hij , with

Hij 'Jij

{[
(−1)iφi + mi

][
(−1)jφj + mj

]
+ (γ−1)

[
(−1)iφz

i +mz
i

][
(−1)jφz

j +mz
j

]
− (−1)i+jm2

i

}
(6.5)

where the last term arises from
√

1 − m2
i φi

√
1 − m2

j φj ≈ 1 − m2
i where we approximated φi ≈ φj and

mi ≈ mj , as they are slowly varying fields, and used the fact that φ2
i = 1. In order to derive the coarse-

grained version of the previous Hamiltonian, it is convenient to analyze every term in momentum space,
keeping in mind that φ and m are slowly varying fields, i.e., their Fourier components are concentrated
around q = 0. Accordingly, the first term reads∫

q
Jq+Q |φq|2 '

∫
q

(
a0 + a1Q · q + a2|q|2

)
|φq|2, (6.6)

with
∫

q ≡ 1/(2π)d
∫

ddq, Q = (π, · · · , π) and |φq|2 = φq · φ−q. The first term (a0) gives rise to an
inconsequential constant, due to the constraint |φi|2 = 1, while the second one vanishes since the integrand
is odd. Accordingly, the leading term in real space is given by a2|∇φ|2, regardless of the form of J . A
similar analysis can be done for the cross product in Eq. (6.5). The leading order vanishes because of the
constraint, and the remaining terms are not relevant enough to contribute. Finally, the last term in Eq. (6.5)
reads

∫
q Jq|mq|2, and therefore depends crucially on the form of J . Putting everything together, we thus

obtain the following Hamiltonian:

H=
∫

r

{
a2 |∇φ|2+(γ−1)

[
a0+a2(∇φz)2+JQm2

]}
+
∫

r1,r2
Jr1−r2

[
mr1·mr2 +(γ−1)mz,r1mz,r2

]
,

(6.7)

with J(r) the continuum version of Jij . In order to analyze the spectrum of this effective theory, it is con-
venient to simplify the Berry-phase term in Eq. (6.4). This can be achieved by using the Ansatz φ(r) =
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φ0 + δφ(r), with φ0 = ey the homogeneous order parameter and δφ(r) the fluctuations around it. Since no
finite homogeneous solution exists for the canting field, it only consists of small fluctuations, thus we define
m(r) = δm(r). We thus retain only the quadratic terms of the Berry-phase term in Eq. (6.4), i.e., m · (φ̇ ×
φ) ' δmzδφ̇x − δmxδφ̇z . Considering Eq. (6.7), we realize that δmy and δφy decouple from the remaining
degrees of freedom and therefore can be dropped in the following analysis. By defining the multiplet ΨT =
(δφx, δφz, δmx, δmz), the final quadratic action reads A[Ψ] = −S2 ∫

ω,q ΨT (−ω,−q)A(ω,q)Ψ(ω,q),
with the matrix A(ω,q) given by

A =


a2|q|2 0 0 −i ω

2S
0 a0(1 − γ)+γa2|q|2 i ω

2S 0
0 −i ω

2S Jq + JQ 0
i ω

2S 0 0 γJq + JQ

 . (6.8)

The excitation spectrum Eq can finally be obtained by solving the equation detA(Eq,q) = 0 leading to

E+
q = 2S

√
a2|q|

√
JQ + γJq, (6.9a)

E−
q = 2S

√
(1 − γ)a0 + γa2|q|2

√
JQ + Jq, (6.9b)

where E+
q corresponds to the Goldstone branch. For γ = 0, a purely linear dispersion regardless of the

interaction range is predicted. For γ > 0 and α > d − 2, with d the spatial dimension, the low-momentum
behavior of Eq reads

Eq ≈


|q| for α > d

|q|
√

log |q| for α = d

|q|
2+α−d

2 for d− 2 < α < d.

(6.10)

For α ≤ d−2,Eq diverges with the system size and therefore a regularization is needed. This is achieved by
rescaling the proper timescales for excitation propagation, in analogy with the well-known case of diverging
ferromagnetic interactions [223, 224]. This procedure is outlined in the next subsection and reveals the
discrete, gapped nature of the spectrum (see insets in Fig. 6.1). Once properly regularized, it becomes evident
that the divergent dispersion relation characteristic of the third regime reduces to a pure point spectrum,
similar to the one observed in strongly disordered systems. The resulting values of s(α) are in agreement
with the values obtained from the spin-wave approximation, as shown in Fig. 6.2, with minor discrepancies
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Figure 6.4: Unrescaled spin-wave dispersions for different linear system sizes L. Their rescaled form is shown in the
insets of Fig. 6.1.

due to finite-size effects. Note that for α ≤ d − 2 we did not fit the values of s(α), as the spectrum is
discretized. Thus we arrive at the first main results of this chapter: three qualitatively different regimes exist
for the Goldstone mode depending on the value of α.

I. The Goldstone mode is as in the short-range model.

II. The Goldstone mode is anomalous.

III. The Goldstone mode is gapped and discrete.

In particular, the last regime hosts the generalized Higgs mechanism: for sufficiently long-ranged interactions,
the Goldstone spectrum is discrete and, in turn, becomes gapped. An instance of regime II. was found for a
dipolar (α = 3) antiferromagnet on a square lattice [225].

6.2.2 Regularization of super-extensive divergences

We now turn to a more detailed inspection of the origin of the divergence in the antiferromagnetic excitation
spectrum in Eq. (6.9) and discuss its physical interpretation. Indeed, in analogy with the ferromagnetic case,
the divergence of the long-range interacting contribution in the last term of Hamiltonian (6.7) causes the
appearance of a super-extensive contribution to the system’s internal energy. Super-extensive contributions
to the energy refer to terms which scale as a power of the system size larger than one. This is easily seen, as
the integral Jq =

∫
r J(r)eiq·r diverges with the system size for α ≤ d. Here, super-extensivity occurs since

the long-range contribution of the canting field (second term on the r.h.s. of Eq. (6.7)) is convolved with the
quadratic dispersion generated by the order parameter (first term on the r.h.s. of Eq. (6.7)).

Thus, for α ≤ d − 2, the frequency of low-energy modes increases with the size of the system Eq ∼
L(d−2−α)/2 (see Fig. 6.4). Indeed, in many cases, long-range interactions are known to cause a scaling of the
relevant time scales with system size [223]. In particular, for long-range quantum lattice models, the fastest
time scale τ was found to shrink algebraically with an increasing system size N , i.e., τ ∝ N−p, where p is
a positive exponent. It follows that the excitations propagate increasingly fast as the thermodynamic limit is
approached and hence, their velocity is not bounded by any finite quantity in the absolute time t.

Long-range interactions have the additional effect of rendering the spacing between the Hamiltonian low-
energy eigenvalues (i.e., the quasi-particle spectrum) finite even in the thermodynamic limit. In other words,
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the Hamiltonian spectrum remains point-like even for L → ∞. To show this, we consider a d-dimensional
system with periodic boundary conditions and finite linear sizeL. The momenta are then quantized according
to q = n2π/L, with the d-dimensional vector n ≡ (n1, . . . , nd) with ni, i = 1, . . . , d integer numbers. The
interaction also obeys periodic boundary conditions as J(r) = d(r/L)−1(π/L)α, where

d(r/L) =
[

d∑
i=1

sin
(
πxi

L

)2
]α

2

, (6.11)

with r = (x1, . . . , xd) the d-dimensional spatial vector. The Fourier transform of J(r) can the be written as
J(q) = Ld−απα

∫
r̄[ei2πn·r̄/d(r̄)], with

∫
r̄ ≡

∫ 1
0 dx̄1 . . . dx̄d, upon the substitution r = Lr̄ in the integral.

From the dispersion Eq = |q|
√
Jq one then finds

En = L
d−α−2

2 2π
2+α

2 |n|
√∫

r̄

ei2πn·r̄

d(r̄) ≡ L
d−α−2

2 εn, (6.12)

where εn is a regular, L-independent function of the quantum number n. We then define the spectral spacing
as ∆n ≡ En+e − En, with e a unit vector in an arbitrary direction. It then follows that ∆n ∝ L

d−α−2
2 ,

entailing that in the thermodynamic limit L → ∞:
∆n → 0 for α > d− 2,
∆n → const. for α = d− 2,
∆n → ∞ for α < d− 2.

(6.13)

It then follows that while for α > d− s the spectrum becomes continuous, for α ≤ d− 2 it remains discrete.
The diverging character of ∆n, related to the energy super-extensivity mentioned above, will be regularized
by the rescaling discussed in the following.

In analogy with several studies of excitation propagation and dynamics in quantum long-range systems [224,
226], we will introduce the rescaled time t′ = tLp and the corresponding rescaled frequencies ω′L−p in
order to obtain a finite dispersion relation in the thermodynamic limit.

In the new variables the coupling matrix reads

A=


a2|q|2 0 0 −iω′Lp

2S

0 a0(1 − γ)+γa2|q|2 iω′Lp

2S 0
0 −iω′Lp

2S Jq + JQ 0
iω′Lp

2S 0 0 γJq + JQ

 (6.14)

yielding the rescaled Goldstone dispersion relation

E+
q ∝ |q|

Lp

√
JQ + γJq. (6.15)

The latter result remains finite for all α as long as we impose

p =
{

0 if α ≥ d− 2,
d−2−α

2 if α < d− 2,
(6.16)

which extends the conventional Kac scaling procedure to the antiferromagnetic regime. By applying this
rescaling to Eq. (6.12), one sees that the spectrum for α ≤ d − 2 remains discrete in the thermodynamic
limit and it is given by εn. In contrast, for α > d− 2, the spectrum is continuous in the thermodynamic limit
and can be expressed in terms of continuous momenta q.

As a result of the “antiferromagnetic” Kac rescaling, the excitation spectrum of the system remains gapped
in the entire regime α < d − 2 as in the marginal case α = d − 2. The entire spectrum becomes discrete
in the new variables and the system will develop all the typical out of equilibrium features of strong long-
range systems, such as quasi-stationary-states [211, 224, 227], and loss of adiabaticity [228], to name but a
few [210].
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6.3 Ferromagnetic Heisenberg model

As a next example we study an anisotropic ferromagnetic Heisenberg model on a square lattice, which takes
the same form as Eq. (6.1), with long-ranged interactions Jij = −|rij |−α. The ground state of this model is
an ordinary ferromagnet and the low-energy excitations can again be derived using the spin-wave analysis.
The Holstein-Primakoff transformation leads to the spin-wave spectrum

Eq = S
√

(J0 − Jq)(J0 − γJq) (6.17)

where Jq ≡
∑

` e−iq·r`J`. The low-momentum behavior ofEq can be easily derived analytically by approx-
imating the long-range interaction as Jq ≈

∫
|r|>a ddr|r|−αe−iq·r, with a the lattice spacing, and for α > d

it is given by

Eq ≈


|q|2xγ for α > d+ 2
(|q|2 log |q|)xγ for α = d+ 2
|q|(α−d)xγ for d < α < d+ 2

(6.18)

with xγ = 1 for γ = 1 and xγ = 1/2 for γ < 1. For α ≤ d, the dispersion diverges with the system size and
a regularization is therefore added, as in the case of AFM. The dispersions Eq for different values of α, γ,
and spatial dimensions are also shown in the right side panel of Fig. 6.1.

In Fig. 6.2 we compare the curves s(α) to the fit obtained by the lattice evaluation of the spin-wave dispersion,
showing good agreement. As in the AFM case, the results again demonstrate the existence of the same three
different regimes for s(α) (cf. Fig. 6.2). However, in contrast to the AFM case, the result is sensitive to
the symmetry of the model, namely for the SU(2) (γ = 1) and the U(1) (γ < 1) cases. While for both
cases the regimes boundaries are the same, the values of the exponents change. Instances of regime II were
found in several FM models: a ferromagnetic XXZ chain [229] (d = 1, γ < 1, α > 1 ), a ferromagnetic
U(1)-symmetric spin system with dipolar interactions on a square lattice [225, 230] (d = 2, γ < 1, α = 3),
and a ferromagnetic SU(2)-symmetric spin system [231] (d generic,γ = 1, α > d).

It is worth noting that both FM (with γ < 1) and AFM interactions yield the same scaling s(α), but in
a different range of the interaction exponent α, such that sFM(α) = sAFM(α − 2) (see Fig. 6.3). The
same correspondence has been observed between the critical exponents of ferromagnetic rotor models and
antiferromagnetic spin Hamiltonians [232], and we conjecture it to constitute a generic feature of long-range
interactions.

6.4 Interacting Bose gas

The results shown above apply in a similar fashion to the case of a condensed Bose gas with long-range
interactions. This was first studied in the context of a charged Bose gas, where the particles interact via a
Coulomb potential. There, it was shown that the Bogoliubov spectrum is gapped in three dimensions [215].
We consider in the following a generalization of this model, relevant for ongoing experiments with cold-
atoms in a cavity [233]. We assume the Hamiltonian of the gas to be given by

H =
∫

r

(
−ψ†

r
∇2

2mψr + 1
2

∫
r′
Vr′−rψ

†
rψ

†
r′ψr′ψr

)
, (6.19)
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with a long-ranged interaction Vr = V0|r|−α. According to Bogoliubov’s theory, the bosonic field can be
decomposed into a homogeneous condensate and fluctuations around it, i.e., ψr = ψ0 + ψ̄r. By replacing it
in the Hamiltonian, retaining terms up to quadratic order in the fluctuations, and finally diagonalizing via a
Bogoliubov transformation, one obtains

Eq =
√
εq(εq + 2n0Vq) (6.20)

with εq = ~2|q|2/2m the free particle dispersion, n0 = |ψ0|2 the condensate density, and Vq the Fourier
transform of the interaction potential. The chemical potential is set to µ = n0Vq=0 for thermodynamical
stability. By expanding Eq at low momenta, we find the function s(α), given in Fig. 6.3 (a), which is the
same as for the case of the AFM Heisenberg model with γ > 0. Correspondingly, the same three regimes
can be recognized, depending on their value of α.

6.4.1 Possible observation in ultracold quantum gases

In order to connect our findings to concrete experimental implementation we now turn to the following
simplified model, inspired by the experimental setup of Ref. [233], consisting of a quasi-two-dimensional
gas of bosonic 87Rb atoms enclosed in a multimode cavity. The atomic interaction mediated by the cavity
modes has the form (far from the trap boundaries) Vr = V0K0(Q|r|) where V0 can be varied upon tuning
the pump Rabi frequency andQ ' 0.29µm−1 depends on the number of modes coupled to the atoms via the
cavity, and on the cavity mode waist. The modified Bessel functionK0(x) falls off exponentially for x � 1,
while K0(x) ≈ − log x for x � 1. Accordingly, we expect the deviation from linearity and the consequent
gapping of the Bogoliubov dispersion to be visible for momenta |q| > Q. The corresponding Bogoliubov
dispersion reads

Eq =
√
εq (εq + 2n0V0/(|q|2 +Q2)), (6.21)

which shows a plateau for |q| > Q, corresponding to the gap one would have in the pure long-range case with
Q = 0. In order to better understand the possible observation of this effect in said experimental platform,
we report in Fig. 6.3 (b) the dispersions Eq for experimental values of n0 = 5.5 × 103(µm)−2 and m =
87mp (with mp the proton mass), for different values of V0 (solid red lines), and compare them with the
corresponding dispersions withQ = 0 (dashed red lines). The dispersions with finiteQ substantially overlap
with the gapped ones withQ = 0. To emphasize the difference to the dispersion for usual contact interactions,
we additionally plot the Bogoliubov dispersion for V (r) = g̃(~2/2m)δ(2)(r), with different values of the
dimensionless parameter g̃ (solid green lines). The difference to the dispersions for the long-range interacting
model is evident for the range of parameters used. This shows that the generalized Higgs mechanism can be
observed in current experimental setups. For a quantum gas in a cavity, the excitations can be probed, e.g.,
using Bragg spectroscopy [234].

6.5 Summary

We showed that, for a number of experimentally-relevant quantum many-body systems, Goldstone modes
can be strongly affected by the presence of long-range interactions. In fact, in comparison to short-range
interacting systems, the Goldstone dispersion can be distorted (i.e., it is described at momenta by a power law
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with an exponent different from the one characterizing the short-range dispersion) or, even more remarkably,
be gapped, in what can be regarded as a generalized Higgs mechanism (as no dynamical gauge field is
involved in the mechanism).

We showed that this mechanism takes place in ferro- and antiferromagnetic spin systems, by using both spin-
wave and non-linear sigm a model approximations (valid in the large-spin limit) and in cold atomic gases by
using the Bogoliubov approximation.

In the latter case, we also showed that the effect can be detected in current experiments with ultracold atomic
gases in an optical cavity. Our results open intriguing perspectives for the engineering of quantum materials.
For example, an experimentally tunable interaction range would enable the switching between gapped und
gapless spectra, resulting in very different thermodynamical properties.
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Concluding remarks and outlook

In this thesis, we explored two different topics within the realm of quantum many-body systems: In the
first part of the thesis, we delved into the physics of mobile quantum impurities, known as polarons, and
investigated the implications of moving beyond the single impurity limit to finite impurity density. In the
second part of the thesis, the interest was centered around phase transitions and the emergence of phenomena
in light-matter systems.

In Chap. 1, our main focus was on the theoretical description of impurity Raman injection and ejection
spectroscopy in ultracold Fermi gases. In contrast to standard rf spectroscopy, when relying on Raman tran-
sitions based on optical excitation pathways, a finite momentum transfer is possible during the transition.
In a theory-experiment collaboration, we investigated the polaron-to-molaron transition at finite temperature
and impurity density using Raman ejection spectroscopy. We interpreted the experimental data employing a
quasiparticle theory in which the many-body Hilbert space of impurity particles is spanned by single-particle
states obtained from variational wavefunctions. To incorporate the effects of finite impurity density and finite
temperature in the calculations of the Raman ejection spectra, we considered the thermal population of po-
laron and molaron states based on their quantum statistics. Our findings indicate that close to the interaction
strength at which the polaron-to-molaron transition occurs in the single impurity limit, both polarons and
molarons coexist, provided that the molarons are not condensed.

At lower temperatures (below the critical temperature of molaron condensation), the phase diagram is not
yet fully understood. On the one hand, at zero temperature, the polaron-to-molaron transition marks the
endpoint of a fermionic polaron phase, where its Fermi surface volume vanishes, and a polarized superfluid
phase consisting of molecules is expected to take over. On the other hand, considering the strong atom-
dimer interactions near the transition point, the system might become unstable resulting in phase separation
between the superfluid and normal phases. To gain further insights into the phase diagram of imbalanced
Fermi-Fermi mixtures, Raman spectroscopy, performed at lower temperatures and in homogeneous traps,
might help in determining, for instance, the transition temperature for phase separation. Furthermore, away
from the transition point a plethora of phases has been discussed in the literature, ranging from p-wave
pairing of polarons to the FFLO phase [10, 61, 84, 85]. While accounting for correlation effects such as
polaron–polaron, polaron–molaron, and molaron–molaron would be necessary to describe, e.g., an instability
of a Fermi polaron gas towards p-wave superfluidity or the FFLO phase, their accurate inclusion presents a
considerable theoretical challenge.

In Sec. 1.3, we showed how the existence of an FFLO phase can already be inferred from the single impurity
limit, from the finite momentum properties of the molaron. In fact, the finite momentum minimum visible in
the molaron dispersion (in the region where the molaron in the excited state of the system) may be regarded
as a precursor of the long-sought-after FFLO phase in the imbalanced BEC-BCS crossover, which emerges
due to the macroscopic occupation of such molaron states at finite momentum. In Sec. 1.3, we furthermore
proposed a new spectroscopic protocol based on Raman transitions to probe the momentum-resolved spectral
function of molarons in ultracold atoms. Our proposed molecular injection spectroscopy technique allows to
detect the above-discussed precursor of the FFLO phase. Moreover, in combination with standard injection
spectroscopy, it also allows for the first time the simultaneous observation of both polaron and molaron
branches at the same interaction strength, thus providing an experimental tool to prove their coexistence and
their first-order transition.

The spectroscopic protocol is not limited to Fermi polarons but can be applied to Bose polarons as well.
In this case, the resulting molaron is fermionic. A Bose polaron system would therefore hold potential for
studying topologically non-trivial Fermi surfaces, Fermi surface reconstruction, and many-body bound states
involving multiple bath atoms, as well as emerging phases in mass-imbalanced ultracold gases.
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In Chap. 2, we then turned to the description of interactions arising between multiple impurities. Here,
we focused on Bose polarons and their experimental realization in atomically thin semiconductors coupled
to an optical cavity. In a theory-experiment collaboration, we investigated the polaron-polaron interactions
mediated by the bosonic medium. Using variational wave function Ansätze for single and two polaron states
and a non-hermitian Hamiltonian, we were able to show how the repulsive interactions between bare impurity
particles can be turned into attractive ones through the dressing of the bath. Our findings thus suggest that
the observation of pairing between polarons may be within reach in two-dimensional materials.

In the second part of the thesis, we focused on collective behaviors arising in light-matter interacting systems.
Here we specifically looked at driven-dissipative and long-range interacting systems. Such systems can differ
qualitatively from their short ranged and equilibrium counterparts as they can escape some paradigms of
condensed matter physics, such as the Mermin-Wagner and the Goldstone theorem.

In Chap. 5, we considered a gas of quadratically driven-dissipative bosons whose experimental realizations
include exciton-polaritons. We discussed a novel incarnation of the Kardar-Parisi-Zhang (KPZ) phase in
these systems, which represents one of the most paradigmatic examples of nonequilibrium universality. Us-
ing nonequilibrium field theory and renormalization group methods, we showed that in two dimensions, a
phase described by KPZ scaling emerges on experimentally accessible length scales. This KPZ phase re-
places the Ising phase expected for equilibrium gases, providing a novel example of how nonequilibrium fluc-
tuations might dramatically modify equilibrium behavior. These results demonstrate how the nonequilibrium
nature of driven-dissipative systems can profoundly impact the properties of many-body systems. Specifi-
cally, despite sharing the same symmetry and dimensionality as their equilibrium counterparts, nonequilib-
rium systems can exhibit significantly distinct phase diagrams. In this regard, nonequilibriumness represents
a novel parameter that can be finely adjusted to create materials with desirable new properties. An open ques-
tion remains, however, of whether the Ising phase is erased entirely even in the regime where the interactions
are strongly non-perturbative. This regime could be studied, e.g., by analyzing the Keldysh action in the non-
perturbative regime using a functional RG approach, which proved useful in studying the renormalization of
non-perturbative field theories.

In Chap. 6, we investigated the low-energy excitation spectrum of antiferromagnetic and ferromagnetic spin
systems and Bose gases with long-range order. Using spin-wave theory and a non-linear sigma model anal-
ysis, we studied the behavior of the Goldstone modes, resulting from a spontaneous breaking of U(1) and
SU(2) symmetries, as a function of the interaction range. Instead of the expected gapless Goldstone modes,
we found three qualitatively different regimes: In the first regime, the Goldstone modes are gapped, real-
izing a generalized Higgs mechanism. In the remaining two regimes the Goldstone modes are still gapless
but with an anomalous algebraic dispersion or with the usual one for short-range interacting systems. We
furthermore demonstrated the visibility of this mechanism in current experiments of atomic gases in optical
cavities. Our results open intriguing perspectives for the engineering of quantum materials. For example, an
experimentally tunable interaction range would enable the switching between gapped und gapless spectra,
resulting in very different thermodynamical properties.

Both, long-range interactions and nonequilibriumness qualitatively modify the physics compared to their
short-range interacting and equilibrium counterparts: In particular, while nonequilibriumness was shown
to increase the strength of the fluctuations (compared to equilibrium), therefore impeding long-range order,
long-range interactions typically suppress fluctuations, thus favoring long-range order. In this respect, the
nonequilibriumness and the long-range interactions can be considered as competing effects with respect to the
occurrence of long-range order. This could non-trivially affect the phase diagram of these systems compared
to their equilibrium counterparts, as well as induce novel instances of nonequilibrium criticality, shining
new light on the physics of hybrid light-matter quantum systems, as well as on the theory of nonequilibrium
universality.

78



Part III

Appendix

79



Appendix A

Impurity spectroscopy in ultracold quantum
gases

A.1 Many-body Raman spectrum of the polaron

In this appendix, we provide some details on the calculation of the many-body Raman response of the polaron
given in Eq. (1.22). We focus here on the incoherent contribution, as this is the numerically most challenging
one. The incoherent polaron many-body Raman spectrum is given by

Āinc(ω) = − 1
π

1
NI

∑
p

∑
k,q

′ |αp
k,q|2Im

(
1

ω − εp+q̄+q−k − εk + εq + εpol(p) + i0+

)
· nF [εpol(p)] (A.1)

where we have used the identity limz→0+1/(x + iz) = −iπδ(x) + P(1/x) to replace the δ-function in
Eq. (1.23). The variational parameters can be obtained from minimizing the energy functional 〈ψp

P |H −
E|ψp

P 〉, and are given by:

|αp
k,q|2 = |αp

0 |2 1
y(k,q,p)2

( 1
V

)2
 1

1
U + 1

V

∑′
k′

1
y(k′,q,p)

2

, (A.2)

with

|αp
0 |2 =

1 + 1
V 2

∑
kq

1
y(k,q,p)2

 1
1
U + 1

V

∑′
k′

1
y(k′,q,p)

2


−1

(A.3)

the momentum dependant Zp factor and the short-hand notation y(k,q,p) = εk − εq + εp+q−k − ω. The
contact interaction U is related to the s-wave scattering length via U−1 = m/4πa − V −1∑

k 1/2εk. To
evaluate the sums, we go to the continuum limit by replacing V −1∑

k(...) → (2π)−3 ∫ d3k(...).

We note that in Eq. (A.1), there are, in total, nine integrations (p, ϕp, θp, k, ϕk, θk, q, ϕq, θq) over the whole
expression, and three integrations within Eq. (A.2). To evaluate the whole expression, we first compute the
Raman spectra for single impurities at discrete momenta p. We interpolate the result to obtain a function
A(ω,p) and use the interpolated result to simplify the final integration over momenta p.

To compute the single-impurity Raman spectra, we first note that a fuction for the momentum dependant Z
factor can be obtained by evaluating Eq. (A.3) separately for discrete momenta and use an interpolation of the
resulting table. Here, (and in Eq. (A.2)) the integral in the denominator, i.e. (2π)−3[

∫∞
kF
d3k′ 1/y(k′,q,p)−∫∞

0 d3k 1/2εk], can even be evaluated analytically (we used the simplified notation
∫∞

kF
d3k′(...) =

∫∞
kF
dk′∫ 2π

0 dϕk′
∫ π

0 dθk′ k′2sin(θk′)(...)). To this end, we extend the integration range of the first integral to unre-
stricted momenta k′ and write∫ ∞

kF

d3k′ 1
y(k′,q,p) =

∫ ∞

0
d3k′ 1

y(k′,q,p) −
∫ kF

0
d3q′ 1

y(q′,q,p) . (A.4)
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In the unrestricted integral, we can perform the shift k′ → k′ + (p′ + q)/2. In that way, the integration over
ϕk′ becomes trivial and both integrals on the right hand side of Eq. (A.4) can be evaluated analytically.

The trick of shifting integration variables and thereby simplifying the calculation can not be applied to the
integrations over momenta p,k,q in Eq. (A.1), as here we have the momenta occurring in two combinations:
∼ (p + q̄ + q − k)2 and ∼ (p + q − k)2. We therefore first evaluate the integrals over k, ϕk, θk, q, ϕq, θq

numerically for discrete values of p and θp, namely p ∈ [0, pmax/40, ..., pmax] and θp ∈ [0, π/40, ..., π),
where the value pmax is determined by the condition that up to this momentum we find an infinitly long
lived polaron. The integration over ϕp can be made trivial by shifting ϕq and ϕk. The resulting tables for
the single-impurity Raman ejection spectra at discrete momenta can be interpolated to simplify the final
integration over p and θp, which now can be easily performed numerically.

A.2 Raman transition rate of the coherent polaron
contribution in the LDA

In this appendix we provide more detail on the derivation of the Raman rate for the coherent polaron contri-
bution under the LDA.

Eq. (1.29) gives the rate for a homogeneous system. Here, we treat the case of a harmonically trapped gas.
The occupation averaged coherent response is given by

Γ̄coh (ω) = 2πΩ2
e

V

∫
d3r

∑
k

Acoh (ω,k) × nF

[
εpol(k) − µ+ m

2 ω
2
ho

(
1 −

ε0pol
εF

)
r2, Tp

]
, (A.5)

where Acoh(ω,k) is given in Eq. (1.27), and ωho = εF /(6N)1/3 denotes the geometrically-averaged har-
monic trapping frequency. In cylindrical coordinates the integral over k within Eq. (A.5) decomposes into a
two-dimensional integral of k⊥ over directions perpendicular to q̄, and an integral over kq̄ along the direction
of q̄. The condition imposed by the δ-function within Acoh is then given by

k2
q̄ + k2

⊥
2

( 1
m

− 1
m∗

)
+ kq̄ q̄

m
− ω − ε0pol + q̄2

2m = 0 , (A.6)

and can be solved for kq̄.

At low temperatures and for most interaction strengths, we find that k (1 −m/m∗) � q̄ for momenta which
are not suppressed by the Fermi distribution. We thus neglect the first term proportional to (1 − m/m∗) in
Eq. (A.6) when evaluating the δ-function in Eq. (A.5). Carrying out the integrations in Eq. (A.5) we then
obtain that

Γ̄coh(ω) = 2πmΩ2
eNcoh nP [kq̄ (ω)]/ q̄ , (A.7)

where nP [k] is given in Eq. (1.33) and kq̄(ω) is given in Eq. (1.31). Correspondingly, the fugacity ζP =
e−
(

ε0
pol−µ

)/
Tp within Eq. (1.33) is set by the normalization

∫
dωΓ̄coh(ω) = 2πΩ2

eNcoh, which gives

Li3 (−ζ2) = −xZ̄

6

εF

(
εF − ε0pol

)
m∗

m T 2
p

3/2

. (A.8)
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A.3 Validation of the fitting model

In this appendix we discuss the applicability of our fitting model, i.e., Eqs. (1.34) and (1.39), to the Raman
spectra of the impurity problem. To this end, we compare the two parts of the fitting function to the full
theoretical calculations.

Coherent polaron response.— In Fig. A.1 (a) we present a comparison between the first part of the fitting
model, namely Pcoh (dashed lines), and the full solution of our theoretical model introduced in Subsub-
sec. 1.2.2.3 (solid lines). As can be seen, the approximation is excellent at unitarity and at (kFa)−1 = 0.3.
Closer to the predicted transition, minor differences develop at kq ≈ kF . There are two causes to this
behavior. First, the increase of m∗ leads to a small asymmetry. Second, the polarons do not populate high
momentum states since the width of the excitation branch increases dramatically as the momentum increases,
leading to a narrowing of the theoretical Raman spectrum. Importantly, the center peak position coincides
for both spectra, which allows us to use Eq. (1.41) for the extraction of ε0pol.

Alessio Chiocchetta Cavity-induced quantum spin liquids
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0 1 2

�8

�4

0

1.270

0

(1)

(2)

(3) .

(a) (b)

(k
F
a
)�

1
c

Interaction, (kFa)�1

E
n
er
gy

("
F
)

✏attpol(0) ✏mol(0) ✏reppol(0)

0 1 2
0

0.1

�
E

("
F
)

(kF a)
�1 = 0.6

(kF a)
�1 = 1.2

(kF a)
�1 = 1.6

(1)

(2)

(3)

0 10 20 30 40
0

0.1

0.2

Raman two-photon detuning, ! ("F /h̄)

T
ra
n
si
ti
on

p
ro
b
ab

il
it
y,

Ā
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Figure A.1: (a) Comparison of coherent part Raman spectra. Using the full many-body model for the Raman spectra
(first term of Eq. (1.23), solid lines), and the approximation due to Eq. (1.34) (dashed lines), the coherent Raman rate is
shown for three interaction strengths. In these calculations we use the effective mass and polaron energy obtained from
the polaron Ansatz. For clarity, the second and third graphs from the bottom are shifted by 0.1 and 0.2, respectively.
(b) Comparison of background Raman spectra. Using the full many-body model for the Raman spectra (incoherent and
molecular terms in Eq. (1.22), solid lines), and the approximation obtained by fitting the simplified model Eq. (1.34) to
the theoretical spectra (dashed lines), Raman spectra are shown for three interaction strengths. For clarity, the second
and third graphs from the bottom are shifted by 0.02 and 0.04, respectively.

Background signal.— Here, we analyze the applicability of the second part of our fitting function, Pbg,
to fit the background spectrum. In Fig. A.1 (b), we compare the best fit of Pbg to the background signal,
as calculated by the full many-body model. Overall they match well, especially at high frequencies. The
difference at low frequencies stems from the neglect of the majority species’ Fermi surface in the fitting
model.

We should consider systematic errors in extracted observables that may arise due to this approximation. Tbg
affects almost solely the low-frequency part of the spectrum. Therefore, it should be chosen to compensate
for the absence of Pauli blocking in our fitting model and minimize errors in the extracted Z̄. The effective
binding energy, Eb, on the other hand, affects mainly the high-frequency part of the spectrum, where the fit
and numerical data are in excellent agreement.

We find the optimal value for Tbg by fitting theoretical Raman spectra of the background signal (incoherent
polaron and molecule) due to Eq. (1.22) at eight interaction strengths. In Fig. A.2 (a), we plot the fit results for
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Figure A.2: (a) Fitting simulated background Raman spectra with fixed effective temperature Tbg. The black line
denotes the homogeneous many-body quasiparticle weight computed for T = 0.2TF , x = 0.15. Errorbars mark the
fitted residue using different effective temperatures. (b) Root-mean-square deviation of the extracted residue from the
computed one, exhibiting a minimal deviation at approximately 2TF , the value we use for fitting the experimental data.

the quasiparticle residue, obtained with four example values of Tbg. The effect of varying Tbg is a systematic
shift of the residue. Fig. A.2 (b) presents the root-mean-square difference between the simulated and the fitted
quasiparticle residue as a function of the fixed value for the effective temperature. We observe a minimal
discrepancy at Tbg ≈ 2TF . Fig. A.2 (a) clearly shows that even at sub-optimal values of Tbg, the qualitative
behavior of Z̄ does not change. The reason for this is that Z̄ measures the spectral weight of the roughly
symmetric peak, and therefore it is rather insensitive to variations in the fitting procedure.

A.4 Coupled-channel method for two-body prob-
lem

In this appendix we provide supplementary information on the coupled-channel calculation leading to the
results presented in Fig. 1.13 (b) (see for example Ref. [92]). The aim is to find the scattering lengths, bound-
state energies and wave functions for two interacting 6Li atoms, labelled by indices 1 and 2, in an external
magnetic field B. Neglecting magnetic dipole interactions and assuming zero rotational angular momentum
(s-wave scattering), the Hamiltonian in the center of mass frame of this system is given by

Ĥ = ĤLi(Î1, Ŝ1, B) + ĤLi(Î2, Ŝ2, B) − 1
2µR

∂2

∂R2R+ V (R, Ŝ1, Ŝ2). (A.9)

Here Îi, Ŝi denote the nuclear and electronic spin operators of the two particles, R is the interatomic dis-
tance, µ the reduced mass, V the interaction potential and ĤLi the Hamiltonian of a free lithium atom in
a magnetic field [235]. We use singlet and triplet interaction potentials [92] which have been optimized to
match experiments.

We can now express the wave function in terms of the asymptotic spin eigenbasis, denoted by |i〉, and a
position basis in R.

|Ψ(R)〉 = P̂asym
1
R

∑
i

ψi(R)|i〉. (A.10)
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We have included a geometric factorR in the definition of the radial wave function contributionψi to channel
i and P̂asym is the anti-symmetrization operator .

In terms of the variables ψi, the problem now reduces to a second-order matrix-valued differential equation
in R, which we solve with the renormalized Numerov method [236] with variable stepsize [237]. Since the
total projection M = Îz

1 + Ŝz
1 + Îz

2 + Ŝz
2 of the angular momentum on the magnetic field axis is conserved,

the scattering/bound-state problem can be solved separately for every value of M . For every M different
combinations of the electronic and nuclear spins can contribute. An example of a channel in the M = 0
manifold is |ms1 = 1/2,mI1 = 1,ms2 = −1/2,mI2 = −1〉. For ultracold collisions of ground-state atoms,
one channel asymptotically lies below the scattering threshold (“open”) and several lie above (“closed”).

The radial wave functions are shown in Fig. 1.13 (b) for theM = 1 andM = 0 scattering manifolds of 6Li for
given magnetic field strengths. Here we have drawn the open channel in blue and the closed channels in pink.
One can then compute the corresponding bound state energies, which are shown as grey lines in the main
panels Fig. 1.13 (b) . From the long-distance properties of scattering wave functions one can furthermore
extract the corresponding scattering lengths, shown as black lines in Fig. 1.13 (b).

A.5 Relation between Raman spectrum and single-
particle spectral function

In this appendix we discuss the relation of the single particle spectral function to the Raman spectral functions
computed in the main text. Defining the retarded Green’s function of an impurity or molecule in the final
state (X† = d†,m†) as

GR
X(p, t) = −iΘ(t)

〈
FS
∣∣∣Xp,f (t)X†

p,f (0)
∣∣∣FS
〉

(A.11)

the corresponding frequency dependent Green’s function is given by

GR(p, ω) =
〈
FS
∣∣∣X l

p,f

(
ω + EFS − H + i0+

)−1
X†

p,f

∣∣∣FS
〉

(A.12)

where EF S denotes the energy of the Fermi sea |FS〉 containing N or N − 1 particles depending on X† =
d†,m†, respectively. Computing the single particle spectral function and inserting a sum over an arbitrary
set of basis states {|α〉} of the final state manifold the spectral function can be written as

A(p, ω) = − 1
π

Im
(
GR(p, ω)

)
=
∑

α

∣∣∣〈α∣∣X†
p,f

∣∣FS
〉∣∣∣2δ(ω + EFS − Eα) . (A.13)

As discussed in the main text, under certain experimental realizations, the action of the Raman laser operator
is such that X†

p,f

∣∣FS〉 = V p
L X

†
0,i|FS〉 and after setting |i〉 = X†

0,i|FS〉 for an initial state, up to shifts of
constant energy ω → ω+Ei −EF S we arrive at the form of the Raman spectral function given in the main
text

A(p, ω) =
∑

α

∣∣∣〈α∣∣V p
L

∣∣i〉∣∣∣2δ(ω + Ei − Eα) (A.14)

where Ei denotes the energy of state |i〉.
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A.6 Calculation of the molecular Raman spectra

In order to compute the Raman spectra defined in Eq. (1.47), the matrix elements of the resolvant operator
(ρ−H)−1 need to be determined on the final state manifold spanned by states of the formm†

q̄,f |FSN−1〉 and
{c†

−kd
†
k+q̄,f |FSN−1〉} with ρ = ω + Ei + i0+ and |k| > kF . To this end, we rewrite the operator as

1
ρ− H

= 1
ρ− ε

+ 1
ρ− H

T
1

ρ− ε
(A.15)

where ε and T denote the kinetic and interaction terms of the Hamiltonian in Eq. (1.8), respectively. Defining

|0〉 = m†
q̄,f |FSN−1〉,

|k〉 = c†
−kd

†
k+q̄,f |FSN−1〉,

ε0 = ξq̄ + ν + EFS(N − 1),
εk = εc

k + εd
q̄+k + EFS(N − 1)

one arrives at the following system of equations:

〈0| 1
ρ− H

|0〉 = 1
ρ− ε0

+ 1
ρ− ε0

〈0| 1
ρ− H

h√
V

∑
k

|k〉,

〈0| 1
ρ− H

|k〉 = 1
ρ− εk

〈0| 1
ρ− H

h√
V

|0〉,

〈k| 1
ρ− H

|0〉 = 1
ρ− ε0

〈k| 1
ρ− H

h√
V

∑
k′

|k′〉,

〈k′| 1
ρ− H

|k〉 =
δk,k′

ρ− εk
+ 1
ρ− εk

〈k′| 1
ρ− H

h√
V

|0〉 . (A.16)

This system can be solved and yields

〈0| 1
ρ− H

|0〉 = 1
h2

1
ρ−ε0

h2 − 1
V

∑
k′′

1
ρ−εk′′

〈0| 1
ρ− H

|k〉 = 〈k| 1
ρ− H

|0〉 = 1√
V h

1
ρ− εk

1
ρ−ε0

h2 − 1
V

∑
k′′

1
ρ−εk′′

〈k′| 1
ρ− H

|k〉 =
δk,k′

ρ− εk
+ 1
V

1
ρ− εk

1
ρ− εk′

1
ρ−ε0

h2 − 1
V

∑
k′′

1
ρ−εk′′

(A.17)

where all sums are restricted to |k′′| > kF . As can be seen, the retarded molecular Green’s function given
by

GR(ω, q̄) = 〈0|(ρ− H)−1|0〉 (A.18)

reappears within all other matrix elements of (ρ−H)−1. For two arbitrary overlapping Feshbach resonances,
after acting on an initial state (1.12) with the Raman lasers, the resulting state is given by

Vq̄|i〉 =β̃q̄
0m

†
q̄,f |FSN−1〉 +

∑
k
β̃q̄

kc
†
−kd

†
k+q̄,f |FSN−1〉. (A.19)

Here the relative weights between the closed and open channel contribution β̃q̄
0 , β̃

q̄
k can in general be different

from the ones in the molaron Ansatz 1.12, as they depend on the form of the Raman laser operator. Given
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knowledge of the β̃q̄
0 , β̃

q̄
k , the Raman response function of two arbitrary overlapping Feshbach resonances is

given by

A(ω, q̄) = − 1
π

Im
(
|β̃q̄

0 |2〈0| 1
ρ− H

|0〉 +
∑

k
2 Re

[
β̃q̄∗

k β̃q̄
0

]
〈k| 1

ρ− H
|0〉 +

∑
kk′

β̃q̄∗
k′ β̃

q̄
k 〈k′| 1

ρ− H
|k〉
)
.

(A.20)

Inserting Eqs. (A.17) into Eq. (A.20), it can be seen that with the exception of the (trivial) first term within
〈k′| 1

ρ−H |k〉 the resulting Raman response function contains the molecular Green’s function. The final result
is given in Eq. (1.47).

A.7 Energy of the two-Bose polaron state

In this appendix, we give the evaluated expression of Eq. (2.13). To this end, we again write Hamiltonian (2.6)

H =
∑

k

(
ωX(k)x†

kxk +
[
ωLP(k)−ωLP(0)

]
L†

kLk︸                                               ︷︷                                               ︸
I

+ωC(k)c†
kck︸          ︷︷          ︸

II

+ Ω
2
[
x†

kck+h.c.
]

︸               ︷︷               ︸
III

+
[
ωXX(k)−ωLP(0)

]
m†

kmk︸                              ︷︷                              ︸
IV

)

+ 1√
A

∑
p,k,0

g(k)
(
x†

p−kL
†
kmp + h.c.

)
︸                                              ︷︷                                              ︸

V

+ 1√
A

∑
p
g(0)

(
x†

pL
†
0mp + h.c.

)
︸                                       ︷︷                                       ︸

VI

, (A.21)

where we have decomposed the Yukawa term into the k , 0 and the k = 0 component. The expectation
values of the terms I-VI with respect to the two-polaron state a†a†|L〉 are summarized below:

I : Term1 = 4 1
A

∑
k

[
|φk|2

(
ωX(k) + ωLP(k) − ωLP(0)

)
− g2

2ωX(k) + ωXXB − iγXX

](
|φC|2 + |φX|2

+ N − 1
N

[
|φM|2 + 1

A

∑
k

|φk|2
])

+ N − 1
N

2
A2

∑
k

|φk|4
(
ωX(k) + ωLP(k) − ωLP(0)

)
(A.22a)

II : Term2 = 4δ|φC|2
(

|φC|2 + |φX|2 + |φM|2 + 1
A

∑
k

|φk|2
)

(A.22b)

III : Term3 = 4
(
ωXX(0) − ωLP(0)

)
|φM|2

(
|φC|2 + |φX|2 + N − 1

N

[
|φM|2 + 1

A

∑
k

|φk|2
])

(A.22c)

IV : Term4 = 4Ω
2

(
|φC|2 + |φX|2 + |φM|2 + 1

A

∑
k

|φk|2
)

(A.22d)

V : Term5 = 4g
(

|φC|2 + |φX|2 + N − 1
N

[
|φM|2 + 1

A

∑
k

|φk|2
])

2Re
[ 1
A

∑
k

(
φkθk + g

2ωX(k) + ωXXB − iγXX

)]
+ 4 g

A

N − 1
N

2Re
[ 1
A

∑
k
φk|φk|2θk

]
(A.22e)
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VI : Term6 = 4
√
ngθ0

(
|φC|2 + |φX|2 + N − 1

N

[
|φM|2 + 1

A

∑
k

|φk|2
])

2Re[φX]. (A.22f)

The expressions can be simplified by noting that the single impurity wavefunction is normalized, i.e. (|φC|2+
|φX|2 + |φM|2 + 1

A

∑
k |φk|2) = 1. The expectation value of the Hamiltonian (A.21) with respect to a two-

polaron state is given by

E2Pol =
(
Term1 + Term2 + Term3 + Term4 + Term5 + Term6

)
/Norm, (A.23)

with

Norm = 4
A

∑
k

|φk|2
(

|φC|2 + |φX|2 +N − 1
N

[
|φM|2 + 1

2
1
A

∑
k

|φk|2
])

+4|φC|2
(1

2 |φC|2 + |φX|2 + |φM|2
)

+ 2|φX|4 + 4|φX|2|φM|2 + 2N − 1
N

|φM|4 + 2N − 1
N

1
A

∑
k

|φk|4. (A.24)
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Appendix B

Nonequilibrium universality in
quadratically driven bosonic systems

B.1 Derivation of RG equations

We sketch here the derivation of the RG equations (5.17). To this end, it is convenient to represent Eq. (5.9)
in a functional form, using the Martin-Siggia-Rose-Janssen-De Dominicis (MSRJD) functional [155]. In
this formalism, observables and correlations can be computed via the partition function

Z =
∫

DθDθ̃e−S[θ,θ̃], (B.1)

where θ is the physical field and θ̃ is the so-called response field. The MSRJD action is then given by
S[θ, θ̃] = S0[θ, θ̃] + Sint[θ, θ̃], where

S0 =
∫

r,t
θ̃

(
ηθ̇ − γ∇2θ − F − D

2 θ̃
)
, (B.2a)

Sint = −
∫

r,t
θ̃

[
2V sin(2θ) + λ

2 (∇θ)2
]
. (B.2b)

In order to perform the subsequent perturbative computations, it is convenient to introduce the transformation
θ → θ + Ft/η, which removes F from S0 and introduces it in Sint via sin(2θ) → sin(2θ + Ft/η).

We first evaluate the bare correlation functions from S0. To this end, we rewrite S0 in momentum and
frequency space:

S0 = 1
2

∫
q,ω

(
θ∗ θ̃∗

)( 0 iηω + γq2

−iηω + γq2 −D

)(
θ

θ̃

)
, (B.3)

with θ ≡ θ(q, ω) and θ̃ ≡ θ̃(q, ω), where we used the Fourier convention f(r, t) =
∫

q,ω e
iqr−iωtf(q, ω),

with f any real function. The two fundamental Green’s functions are given by the response functionR(x,x′) ≡
〈θ(x)θ̃(x′)〉 and by the correlation function C(x,x′) ≡ 〈θ(x)θ(x′)〉. Here and in the following, we use the
shorthand notation x = (r, t). The Gaussian Green’s functions (denoted by a subscript 0 in the following)
can be computed from Eq. (B.3) and give, in momentum and frequency space:

R0(q, ω) = 1
−iηω + γq2 , (B.4a)

C0(q, ω) = D

(ηω)2 + (γq2)2 . (B.4b)

We are now prepared to perform a Wilson-like RG, which we shortly recapitulate here. The fields are
decomposed as θ = θ− + θ− (and similarly for θ̃), with θ− slow modes with support over momenta q
such that |q| < Λ(1 − d`), and θ+ are fast modes with support over the momentum shell defined by
Λ(1 − d`) ≤ |q| ≤ Λ. Λ is the ultraviolet cutoff of the theory. The fast modes are then integrated out,
yielding an effective action for the slow modes

e−Seff[θ−] = e−S0[θ−]
〈
e−Sint[θ−+θ+]

〉
+
, (B.5)
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Nonequilibrium universality in quadratically driven bosonic systems

where the average 〈. . . 〉+ ≡
∫

Dθ+ . . . e−S0[θ+] is over the fast modes only, and we introduced θ ≡ (θ, θ̃).
Since this expectation value cannot be calculated exactly, we treat Sint as a perturbation and expand up to
second order in it: 〈

e−Sint
〉

+
= e−〈Sint〉++ 1

2

(
〈S2

int〉+−〈Sint〉2
+
)

+ O(S3
int). (B.6)

The first-order term 〈Sint〉+ only produces corrections to U and F , which can be evaluated straightforwardly.
Here, one has to compute〈
SInt[θ−, θ+, θ̃−, θ̃+]

〉
+

=
∫

r,t

〈
(θ̃−+ θ̃+)

[
2V sin

(
2θ++ 2θ−+ F

η
t

)
+ λ

2
(
∇θ−+ ∇θ+

)2
]〉

+
. (B.7)

The evaluation of the second-order term 〈S2
int〉+ requires more care, and it produces corrections to all the

couplings but U . Here, one has to compute

〈
S2

Int[θ−, θ+, θ̃−, θ̃+]
〉

+
=
∫

x,x′

〈(
θ̃+

x + θ̃−
x

)(
θ̃+

x′ + θ̃−
x′

)[
2V sin

(
2θ+

x + 2θ−
x + 2Ft

η

)
− λ

2
(
∇θ+

x + ∇θ−
x
)2]

[
2V sin

(
2θ+

x′ + 2θ−
x′ + 2Ft

η

)
− λ

2
(
∇θ+

x′ + ∇θ−
x′
)2]〉

+

. (B.8)

The following conditions and relations are helpful to remove the majority of terms:

• The average 〈...〉+ has to contain an even number of θ+, θ̃+ fields

• The average 〈...〉+ has to contain a θ̃− field

• 〈θxθ̃x〉 = 0

• 〈θ̃xθ̃x′〉 = 0

The remaining terms have to be computed separately. In order to highlight the key steps in the calculation,
we provide the explicit computation of one of the terms contained in 〈S2

int〉+, namely:〈
θ̃+

x sin
[
2(θ+

x + θ−
x + Ft/η)

]
× sin

[
2(θ+

x′ + θ−
x′ + Ft′/η)

]〉
+
. (B.9)

We first use the trigonometric relation sin(x) sin(y) = cos(x− y) − cos(x+ y)/2 to rewrite the product of
sine terms, and then represent the cosines as the real part of a complex exponential. Terms proportional to
exp[2i(θ−

x + θ−
x′)] generate the operator sin(4θ−), which is subleading compared to the original sin(2θ−)

terms, and therefore can be neglected. The remaining term then takes the form

1
2Re

[
e2i
[
θ−

x −θ−
x′ +F (t−t′)/η

] 〈
θ̃+

x e
2i
[
θ+

x −θ+
x′
]〉

+

]
. (B.10)

The expectation value can be rewritten as ∂α〈e2iαθ̃+
x (θ+

x −θ+
x′ )〉+/(2i)|α=0 and then evaluated by using the

identity 〈eiαx〉 = e−α2〈x2〉/2. After applying the relation sin(x + y) = sin(x) cos(y) + sin(x) cos(y), Eq.
(B.10) can be written as

〈
θ̃+

x θ+
x′

〉
+
e

4
[〈

θ+
x

θ+
x′
〉

+
−
〈

θ+2
x

〉
+

]{
sin
[
2(θ−

x − θ−
x′)
]
cos
[
2F (t− t′)/η

]
+ cos

[
2(θ−

x − θ−
x′)
]
sin
[
2F (t− t′)/η

]}
.

(B.11)

Non-local operators, such as sin[2(θ−
x − θ−

x′)] and cos[2(θ−
x − θ−

x′)], yield corrections proportional to the
field derivatives, upon expanding the trigonometric functions, and further expanding in the limit x′ → x.
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Nonequilibrium universality in quadratically driven bosonic systems

The two RG schemes that were used differ in the approximation of these terms: For RG scheme 1 [184], their
expansion is given by the following expressions:

sin[2(θ−
x − θ−

x′)] ≈ 2〈cos[2(θ−
x − θ−

x′)]〉− ×
[
∂tθ

−
x (t− t′) − 1

2∂i∂jθ
−
x (ri − r′

i)(rj − r′
j)
]
, (B.12a)

cos[2(θ−
x − θ−

x′)] ≈ 〈cos[2(θ−
x − θ−

x′)]〉− ×
[
1 − 2(∂iθ

−
x )2(ri − r′

i)2
]
, (B.12b)

where the expectation value of the cosine is evaluated from the Gaussian theory, again using the identity:

〈
cos[2(θ−

x − θ−
x′)]
〉

−
= e

4
[〈

θ−
x θ−

x′
〉

−
−
〈

(θ−
x )2
〉

−

]
. (B.13)

For RG scheme 2 [185], sine and cosine terms are expanded as:

sin[2(θ−
x − θ−

x′)] ≈
[
∂tθ

−
x (t− t′) − 1

2∂i∂jθ
−
x (ri − r′

i)(rj − r′
j)
]
, (B.14a)

cos[2(θ−
x − θ−

x′)] ≈
[
1 − 2(∂iθ

−
x )2(ri − r′

i)2
]
. (B.14b)

The expectation values in Eqs. (B.11) and Eq. (B.13) can be computed by using (B.4). In a similar manner,
all second-order terms contained in 〈S2

int〉+ can be evaluated.

In the second RG step, we have to rescale all momenta q → q′ = (1 + d`)q, in order to restore the original
cutoff Λ. The third and final step amounts to rescaling frequencies and fields so that the quadratic terms
remain canonically normalized. The rescaling is straightforward and follows directly from the engineering
dimensions of the fields and couplings, which, in terms of a momentum scale µ, reads: r ∼ µ−1, t ∼ µ−2,
θx ∼ µ0, θ̃x ∼ µ3/2. Putting everything together and taking the limit d` → 0, we finally find the RG
equations given in Eq. (5.17).

The functionsA(n, κ) take different values depending on the renormalization scheme. The scheme followed
in Ref. [185] leads to functions independent of n, which read

A(η)(κ) = 2 4 − κ2

(4 + κ2)2 , (B.15a)

A(γ)(κ) = 2 32 − 12κ2 − κ4

(4 + κ2)3 , (B.15b)

A(T )(κ) = 4κ2

(4 + κ2)2 , (B.15c)

A(λ)(κ) = 8 κ
3 + 20κ

(4 + κ2)3 , (B.15d)

A(F )(κ) = 2κ
4 + κ2 . (B.15e)

The functions obtained in Ref. [184] instead read

A(η)(n, κ) =
∫ ∞

0
dxdρ ρ3g(x, ρ;n) cos(κxρ2), (B.16a)

A(γ)(n, κ) =
∫ ∞

0
dxdρ ρ

3

x
g(x, ρ;n) cos(κxρ2), (B.16b)

A(λ)(n, κ) =
∫ ∞

0
dxdρ ρ

3

x
g(x, ρ;n) sin(κxρ2), (B.16c)

A(F )(n, κ) =
∫ ∞

0
dxdρ ρ

x
g(x, ρ;n) sin(κxρ2), (B.16d)
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Figure B.1: Functions defined in Eq. (B.16), as function of κ and for different values of n

with A(T )(n, κ) = 0 and
g(x, ρ;n) ≡ J0(ρ)e− 1

4x
−xρ2−2nϕ(ρ,x), (B.17)

with
ϕ(ρ, x) =

∫ 1

0

dk
k

(
1 − J0(kρ)e−k2xρ2)

. (B.18)

The form of the functions A is shown in Fig. B.1 as a function of κ and for different values of n (cf. also
Refs. [178, 184]). The numerical evaluation of the functions A(η), A(γ), A(λ) and A(F ) is a computationally
demanding task, given the double integration in ρ and x, and the integration in the function ϕ(ρ, x). This
task is simplified for n � 1 or κ � 1. In those cases only values around ρ = 0 give significant contribution.
Accordingly, by approximating g(x, ρ;n) ≈ e− 1

4x
−n ρ

2 (1+4x), the integral over ρ can be computed exactly in
the saddle-point approximation. The functions can then be approximated as:

A(η)(n, κ) ≈ 2
∫ ∞

0
dx e− 1

x
n2(1 + x)2 − (κx)2

[n2(1 + x)2 + (κx)2]2 , (B.19a)

A(γ)(n, κ) ≈
∫ ∞

0
dx e− 1

x
8
x

n2(1 + x)2 − (4κx)2

[n2(1 + x)2 + (κx)2]2 , (B.19b)

A(λ)(n, κ) ≈
∫ ∞

0
dx e− 1

x
16κn(1 + x)

[n2(1 + x)2 + (κx)2]2 , (B.19c)

A(F )(n, κ) ≈
∫ ∞

0
dx e− 1

x
2κ

n2(1 + x)2 + (κx)2 , (B.19d)

which can be easily numerically evaluated.
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Appendix C

Modification of Goldstone modes in
long-range interacting systems

C.1 Spin-wave analysis

In this appendix, we give more details on the spin-wave analysis of Hamiltonian (6.1). We perform a large S
expansion around the classical groundstate, which is either the Néel state or the ferromagnetic state, depend-
ing on the form of the interaction. The first case calls for the definition of two sublattices,A andB, on each of
which the spins point in the same direction. Expressing the spin vectors by ladder operators S+ = Sx + iSy

and S− = Sx − iSy allows us to apply the Holstein-Primakoff transformation [238]

Sz
i = S − a†

iai,

S+
i =

(
2S − a†

iai
)1/2

ai,

S−
i = a†

i

(
2S − a†

iai
)1/2

,

Sz
i = b†

ibi − S,

S+
i = b†

i

(
2S − b†

ibi
)1/2

,

S−
i =

(
2S − b†

ibi
)1/2

bi,

(C.1)

where ai and a†
i are bosonic operators with i ∈ A, and bi and b†

i are bosonic operators with i ∈ B. By
replacing these transformations in Eq. (6.1) and retaining only terms up to order S, one obtains a Hamiltonian
quadratic in the bosonic operators, which can then be Fourier transformed via a†

j = N−1/2∑
k a

†
keikrj , with

N the system volume, into quasi-momentum space. The eigenvalues can be obtained by diagonalizing the
matrix

i
d

dt


aq
a†

−q
bq
b†

−q

= S

2


2(Jd

0 −J s
0)+γ+J s

q γ−J s
−q γ−Jd

q γ+Jd
−q

−γ−J s
−q 2(J s

0−Jd
0 )−γ+J s

q −γ+Jd
−q −γ−Jd

q
γ−Jd

q γ+Jd
−q 2(Jd

0 −J s
0)+γ+J s

q γ+Jd
−q

−γ+Jd
−q −γ−Jd

q −γ−J s
−q 2(J s

0−Jd
0 )−γ+J s

q



aq
a†

−q
bq
b†

−q


(C.2)

in the antiferromagnetic, and

i
d

dt

(
aq
a†

−q

)
= S

(
2J0−γ+J−q −γ−Jq
γ−J−q −2J0+γ+Jq

)(
aq
a†

−q

)
(C.3)

in the ferromagnetic case, with J s
q, Jd

q and Jq defined in the main text, and γ± = 1 ± γ.

For the numerical evaluation of Eqs. (C.2) and (C.3), we use a linear system size of L = 800 and periodic
boundary conditions. The interaction Jij = ±|rij |−α with periodic boundary conditions takes the form

Jij =

 sin
(

π
L

)√
sin( ixπ

L )2 + sin( iyπ
L )2 + sin( izπ

L )2

α

(C.4)

with ix, iy, iz ∈ [0, ..., L− 1].
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