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Abstract (English) 

Digital transformation requires organizations to adapt rapidly. Leaders are crucial 

multiplicators during digital transformation, for their ability to maneuver an organization 

during periods of change substantially influences the organization's ability to come out ahead 

instead of being left behind. The approaches leaders can adopt to harness the benefits of 

novel technologies depend on the strengths, weaknesses, and implementation of those 

technologies. Two technologies that have shown promise in the context of leadership are 

social robots (i.e., by taking on leadership tasks) and Virtual Reality (VR) (i.e., by creating 

virtual environments for leadership assessment and training). 

My dissertation focuses on leadership in the digital age and how technologies can be 

effectively leveraged. First, I investigated human perceptions and reactions to robots 

exhibiting leadership behaviors in a qualitative study (Chapter 2). Second, I examined the 

degree to which the effects of human leadership behaviors persist when robot leaders are 

employed, that is, the extent to which human followers can work on a task for a robot, in an 

experimental study (Chapter 3). Third, I explored the use of VR in leadership assessment and 

identified 11 concrete recommendations that scholars should consider when implementing 

leadership applications in VR (Chapter 4). 

The results from this dissertation are essential to using technologies in leadership 

contexts. First, my work sheds light on perceptions of and reactions to robot leaders. Human 

followers tend to initially adopt strong opinions about and reactions toward robot leaders. 

However, reflecting on a technology's potential benefits and drawbacks allows followers to 

develop more balanced and nuanced views. Visions of the future also play an essential role; 

technological affinity nudges followers to think about utopian or dystopian futures that 

involve robot leaders and to articulate ethical concerns correspondingly. Second, my work 

examines the extent to which evidence from research on human leaders is relevant to robot 
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leaders. Robot leadership outcomes mirror human leadership in that transformational robot 

leaders influence affect, likability, perceived safety, and stress more positively than 

transactional robot leaders. The positive mediation effects on task engagement mirror prior 

findings on human leaders. Third, my dissertation explores the potential of VR technology in 

leadership assessment applications. I provide concrete recommendations for the 

implementation of avatars (leaders), characters (followers), and environments (contexts) in 

leadership assessments that are conducted in VR. I also propose a decision tree to guide 

researchers through critical points of the implementation process. 

The practical and theoretical implications of the dissertation (Chapter 5) illustrate the 

importance of social robots and VR for leadership in the digital age. Both technologies show 

that robots can support leaders in their work and assessments. 

  



 

IX 

 

Abstract (German) 

Die digitale Transformation ist ein Prozess, der von Unternehmen schnelle 

Anpassungen erfordert, indem sie neue Technologien effektiv implementieren und agiler 

werden. Führungskräfte sind bei der digitalen Transformation von entscheidender Bedeutung, 

da ihre Fähigkeit, ein Unternehmen in Zeiten des Wandels zu manövrieren, einen 

wesentlichen Einfluss darauf hat, ob das Unternehmen kompetitiv bleibt und den Anschluss 

nicht verliert. Die spezifischen Ansätze, die Führungskräfte wählen können, um von neuen 

Technologien zu profitieren, hängen jedoch stark von den Stärken und Schwächen der 

Technologie und ihrer Implementierung ab. Zwei Technologien, die im Führungskontext 

vielversprechend sind, sind soziale Roboter (d. h. durch die Übernahme von 

Führungsaufgaben) und Virtual Reality (VR) (d. h. durch die Schaffung virtueller 

Trainingsumgebungen). 

Meine Dissertation befasst sich daher mit dem Thema Führung im digitalen Zeitalter 

und der Frage, wie Technologien am effektivsten eingesetzt werden können. Zunächst habe 

ich die menschliche Wahrnehmung und Reaktion auf transformationale und transaktionale 

Führungsroboter untersucht (Kapitel 2). Zweitens untersuchte ich, inwieweit sich die 

Erkenntnisse über transformationale und transaktionale menschliche Führungskräfte auf 

Roboter-Führungskräfte übertragen lassen, indem ich Menschen in eine Position versetzte, in 

der sie eine Aufgabe "für den Roboter" bearbeiteten (Kapitel 3). Drittens untersuchte ich VR 

für die Beurteilung und Entwicklung von Führungskräften, indem ich 11 konkrete 

Empfehlungen für Wissenschaftler*innen vorgeschlagen habe, die bei der Implementierung 

von Führungsanwendungen in VR berücksichtigt werden sollten (Kapitel 4). 

Die Ergebnisse dieser Dissertation sind für den Einsatz von Technologien im 

Führungskontext von Bedeutung. Erstens neigen Menschen zu Beginn zu starken Meinungen 

und Reaktionen gegenüber Roboter-Führungskräften, aber eine Reflexion über die 
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potenziellen Vor- und Nachteile der Technologie ermöglicht es den Menschen, 

ausgewogenere und nuanciertere Ansichten zu entwickeln. Zukunftsvisionen spielen 

ebenfalls eine wichtige Rolle, da Technologieaffinität dazu veranlasst, entweder über 

utopische oder dystopische Zukünfte mit Roboter-Führungskräften und ihren jeweiligen 

ethischen Bedenken nachzudenken. Zweitens habe ich zeigen können, dass die Ergebnisse 

von Roboter-Führungskräften die Literatur über menschliche Führungskräfte widerzuspiegeln 

scheinen, da transformationale Roboterführung im Vergleich zu transaktionaler 

Roboterführung Affekt, Sympathie, wahrgenommene Sicherheit und Stress positiv 

beeinflusst. Die positiven Mediationseffekte auf Engagement in Aufgaben spiegeln ebenfalls 

frühere Ergebnisse mit menschlichen Führungskräften wider. Drittens gebe ich konkrete 

Empfehlungen und Anleitungen für den Entscheidungsprozess bei der Implementierung von 

Führungsbewertungen in VR.  

Die praktischen und theoretischen Implikationen meiner Dissertation (Kapitel 5) 

verdeutlichen die Bedeutung von sozialen Robotern und VR für die Führung im digitalen 

Zeitalter, da beide Technologien vielversprechend sind, indem sie Führungskräfte bei ihrer 

Arbeit und ihrer Beurteilung und Entwicklung unterstützen können.  
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1. General Introduction 

Organizations face many complex challenges in their day-to-day and long-term 

operations. In particular, the digital transformation has pressured organizations to adopt 

technologies such as automated industrial systems (Leitao et al., 2016), big data (Sivarajah et 

al., 2017), and blockchain (Toufaily et al., 2021), which all entail specific opportunities and 

challenges. Researchers have pointed out that organizations must be adaptable to effectively 

navigate the digital transformation process (AlNuaimi et al., 2022; Menon & Suresh, 2020).  

Digital transformation requires organizations to restructure themselves adequately to 

enable digital technology integration (Warner & Wager, 2019). An organization’s 

preparedness for a digital transformation determines how much it can benefit from 

implementing technologies. In the case of Artificial Intelligence (AI), for example, a 

framework that evaluates an organization based on its technologies, activities, boundaries, 

and goals can be applied (Holmstrom, 2022). Implementing those technologies and the 

related organizational changes requires competent leadership (Saarikko et al., 2020). 

According to Vial (2019), leadership is a vital structural factor affecting the value 

generated by digital technology. Leadership is at the center of the digital transformation 

process because leaders are tasked with navigating their organizations through demanding 

periods and thus helping organizations survive difficulties and transform them into 

opportunities (Hansen et al., 2011). The digital transformation process has resulted in the 

creation of the role of the Chief Digital Officer, which is dedicated to the coordination of 

organizational change in response to digital technologies (Kunisch et al., 2022). External 

crises such as the COVID-19 pandemic have also emphasized the importance of leaders in 

demanding and dynamic environments, and leaders emerged as critical drivers of the 

implementation of digital technologies when social contact had to be limited (Bartsch et al., 

2021; Lin et al., 2021). 
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Yukl (2006) defined leadership as “the process of influencing others to understand 

and agree about what needs to be done and how it can be done effectively, and the process of 

facilitating individual and collective efforts to accomplish the shared objective.” How leaders 

enact their leadership style is crucial for maneuvering organizations in disruptive times. For 

instance, researchers have found that transformational leadership predicts leaders' intention to 

include technologies in their work (Gencer & Samur, 2015; Leng, 2008) and influences the 

handling of organizational change during digital transformations (AlNuaimi et al., 2022).  

Given the central role of leadership during digital transformation processes, it is 

crucial to enhance the academic understanding of leadership processes and to determine how 

leadership can be improved effectively. One way in which leadership can be enhanced is 

through the utilization of novel technologies. Whereas technologies are frequently discussed 

by reference to their benefits and dangers in various societal and organizational contexts, 

their application to leadership still needs to be explored. This dissertation aims to contribute 

important insights into leadership in the digital age while investigating how technologies can 

fulfill concrete leadership tasks. The dissertation also inquires how digital tools can be used 

to assess leaders effectively. It is guided by three research questions. 

Research Questions 

A crucial component of the work of leaders during a digital transformation is the 

management of technology implementation (Pflaum & Gölzer, 2018). The use of robots 

almost doubled between 2013 and 2018 (IFR, 2019), a trend that mirrors those observed in 

the context of other technologies, and their use has recently been examined in organizational 

contexts (Wirtz et al., 2018; Zeng et al., 2020). Accordingly, robots are becoming an 

increasingly important element of the digitalization processes of organizations (Acemoglu et 

al., 2020; Cheng et al., 2019; Chiacchio et al., 2018; Graetz & Michaels, 2018). NetDragon 

Websoft recently even named a robot leader its new CEO (Bello, 2022). These developments 
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exemplify the increasing relevance of robots in organizational contexts—they are assuming 

responsibility for complex tasks and social corporate roles, including leadership.  

Scholars have pointed to the theoretical advantages of robot leaders, e.g., concerning 

repeatable implementation, multitasking, and advanced problem-solving skills (Samani et al., 

2011). Robots are also known to have limitations, which have to do chiefly with the 

complexity of implementing leadership behaviors into the technology and lack of creativity 

(Samani et al., 2012). It has been posited that as robots become more capable and less distinct 

from humans, it will become more acceptable to use them for tasks executed initially by 

humans (Lewis et al., 2012; Lewis et al., 2013). Literature on collaboration between humans 

and robots also reports promising results, indicating that humans and robots can work 

together with varying forms of control (Lewis et al., 2010) and based on various internal, 

external, and technological factors (Simoes et al., 2020). However, whether leadership can be 

implemented in a robot must be clarified. 

Since research on robot leadership is limited, understanding human perceptions of and 

reactions toward robot leaders is an essential first step to enhancing the current knowledge of 

the interaction between human followers and robot leaders. Human-robot interaction (HRI) 

researchers have already shown that humans are capable of accepting robots as teammates 

(Gombolay et al., 2015), that the formation of trust between humans and robots follows 

similar mechanisms to the building of trust between humans (Mota et al., 2016), and that the 

acceptance of robots in social interactions depends on context (Westlund et al., 2016). At the 

same time, whether humans can accept robots in positions of authority is a question that has 

yet to be explored in detail.  

The desirable behavior of a robot leader merits investigation. Since a substantial 

amount of research has been conducted on different leadership styles and the behaviors and 

outcomes that are associated with them, leadership style research is a fitting theoretical 
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framework for studies on robot leadership. Transformational and transactional leadership are, 

in particular, the two most extensively researched leadership styles, and they are associated 

with various effects on followers in different contexts (Bass, 1999; Eagly et al., 2003; Judge 

& Piccolo, 2004). My first research project aimed to explore human perceptions of and 

reactions toward robot leaders that exhibit transformational or transactional leadership 

behaviors. My first research question, therefore, is as follows: 

RQ1: How do humans perceive and react to transformational versus transactional 

robot leaders? 

Beyond perceptions and reactions, it is critical to consider the outcomes of using 

transformational and transactional robot leaders from the perspective of human followers. 

Transformational leadership has been linked to positive outcomes such as enhanced 

performance, creativity, and trust (Gumusluoglu & Ilsev, 2009; Judge & Piccolo, 2004; 

Podsakoff et al., 1990), whereas transactional leadership is associated with superior 

performance under time pressure (Bass, 1999). However, it is still being determined to what 

degree these findings apply to robot leaders. 

In HRI research, the Uncanny Valley phenomenon has been found to affect how 

humans prefer to engage with and accept robots. Contrary to expectations, in the Uncanny 

Valley, increases in human likeness do not increase humans’ familiarity with the robot 

linearly. Instead, a drop in familiarity occurs when a robot is distinctly humanlike but exhibits 

flaws that starkly contrast its human features. This contrast evokes feelings of eeriness in 

humans (Mori et al., 2012). Researchers have found that these perceptions can have 

pronounced adverse effects on humans interacting with robots (Walters et al., 2008). At the 

same time, leadership scholars have investigated various adverse outcomes that followers 

experience due to negative leader behaviors. Combining evidence from HRI and leadership 

research highlights that some outcomes of leadership styles and technology implementations 
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can be found in interactions with humans and robots. For example, stress is generally 

considered to negatively affect humans (Ganster & Rosen, 2013; Garfin et al., 2018; Turner 

et al., 2020). Researchers have found that robots (Lu et al., 2022) and human leaders 

(Winston & Patterson, 2006) elicit stress reactions in various circumstances. Given the 

comparable foci of these disparate domains of research, my second research question is: 

RQ2: To what extent do findings related to outcomes of human leaders’ behaviors on 

followers translate to robot leaders? 

Beyond robots taking on leadership roles and their supportive capabilities, leadership 

can be supported in the digital age through technology in leadership assessment. Current 

leadership assessment approaches frequently rely on self-report and introspective 

measurements, which lack internal and external validity as a consequence of the inaccuracy 

of follower ratings (Wang et al., 2019), the lack of context-specificity (Thoroughgood et al., 

2016), and the practice of measuring perceptions of leadership instead of actual leader 

behaviors (Hansbrough et al., 2015). Leadership scholars have relied on leadership 

assessment methods, such as Situational Judgment Tests, which depend on a choice between 

different behavioral options (McDaniel & Nguyen, 2001; Whetzel & McDaniel, 2009). 

Although the Situational Judgment Test is a crucial tool for assessing leadership (Peus et al., 

2013), its focus on measuring behavioral intentions rather than actual behaviors limits the 

amount of information that can be obtained from them.  

The gap between intentions and actual behaviors has been bridged in the context of 

leadership development, which occurs primarily through the enactment of leadership, that is, 

through concrete behaviors and experiences (DeRue & Myers, 2014) that can be practiced 

during role-play exercises. Role-playing exercises are efficient for the development of leaders 

because they allow them to practice concrete behaviors in specifically designed leadership 

situations (Kark, 2011). This enactment of leadership behaviors can be utilized in leadership 
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assessments by implementing prototypical leadership situations into immersive Virtual 

Reality (VR) and using them as frameworks in which leadership can be directly observed and 

assessed. 

VR is an immersive technology that allows users to enter virtual environments that 

seem more realistic and believable than textual descriptions or traditional two-dimensional 

screen-based virtual worlds (Martirosov et al., 2021; Parong & Mayer, 2018). Since users are 

placed in immersive virtual environments and allowed to interact, they feel like genuine 

actors in a three-dimensional world (Schmid Mast et al., 2018). Presence (i.e., the feeling of 

being inside a virtual body), social presence (i.e., perceiving virtual characters as believable 

interaction partners), and telepresence (i.e., experiencing the virtual environment as a realistic 

representation of the real world; Bulu, 2012) enable situations to be experienced in forms that 

mimic the real world so closely that observed behavior can be expected to mirror real-world 

behavior.  

Leadership must be correctly assessed to formulate the specific skills and behaviors 

trainees would benefit from most. Initial investigations in non-immersive VR already indicate 

that by combining non-immersive VR with measures like eye-tracking and machine learning, 

one can differentiate between the approaches of prospective leaders (Parra et al., 2021). 

However, the effectiveness of leadership assessments through immersive VR and the most 

effective means of implementing the technology remains to be determined. My third research 

question is thus: 

RQ 3: What specific recommendations can be made to support researchers in 

implementing leadership assessment applications in VR? 
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Chapter Overview 

I investigated my research questions in a qualitative study (Chapter 2, focused on 

robot leadership), a quantitative experiment (Chapter 3, focused on robot leadership), and a 

conceptual paper (Chapter 4, focused on VR). 

To answer RQ1, I present two qualitative studies with 29 participants total (Chapter 

2). The participants experienced a transformational or transactional robot leader and 

responded to questions during semi-structured interviews or group discussions. We 

manipulated the speech and the movements of the robot leader. The study yielded important 

insights into human perceptions of and reactions toward robot leaders and illuminated the 

factors that influence said perceptions and reactions. Those factors include humans’ 

technological knowledge and their visions for the application of technology in the future. 

To answer RQ2 and to shed light on the consequences of robots assuming leadership 

roles, I investigated the effects of robot leadership behaviors on human followers in Chapter 

3. I conducted a quantitative between-participants experimental study (N = 218) with the 

robot leader described in Chapter 2. This way, I tested the differences between the 

participants who interacted with a transformational, transactional, or minimally leading robot 

leader. The participants were asked to work on a task described by the robot. In the 

experiment, the robot introduced itself as the leader of a marketing department and asked the 

participants to develop a marketing strategy for a specific product it described. I examined 

differences between participants experiencing the transformational, transactional, or minimal 

robot leaders on task engagement and mediating factors like affect or stress. With this study, I 

contribute novel findings into how human followers experience being led by a robot leader 

and working for such a leader for a brief period. Furthermore, I show that differences 

between robot leader implementations based on human leadership styles differentially affect 

human followers. 
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To investigate RQ3 (Chapter 4), I present a conceptual paper on leadership 

assessment in VR. I formulated 11 concrete recommendations for scholars who are interested 

in the application of VR in leadership assessments. Those recommendations are based on a 

study's intended setting, the technology being examined, user avatars, interactable characters, 

the requirements for the virtual environment, and other considerations. I also described 

current approaches to leadership assessment by reference to their internal and external 

validity and their potential drawbacks. Finally, I summarized the extensive evidence on 

immersive VR and learning tailored to the leadership context. Lastly, Chapter 5 summarizes 

the key findings and discusses the implications of my research for leadership in the digital 

age. 
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2.  Robot Leadership – Investigating Human Perceptions and Reactions Toward 

Social Robots Showing Leadership Behaviors1 

Introduction 

As digitalization proceeds, novel technologies create organizational challenges and 

opportunities (Schwarzmüller et al., 2018). Robots represent one promising technology; their 

utilization across various domains and organizations doubled between 2013 and 2018. Robots 

have demonstrated their ability to complete menial tasks for humans and to help in dangerous 

situations, such as rescue missions. Due to their constantly improving social capabilities, 

robots are now also being introduced into complex social situations (Reich-Stiebert & Eyssel, 

2015). Leadership is one complex social interaction that is relevant to organizations. 

Preliminary results have hinted at the potential of social robots to engage in leadership 

interactions, for instance, by motivating employees to continue working on mundane tasks 

(Young & Cormier, 2014). 

Although human-robot interaction (HRI) research has provided initial insights into the 

boundary conditions of robot leadership, more is needed about the appearance and behavior 

that would enable robots to be accepted as leaders and effective in that role. Previous studies 

on robot leadership have only considered a small subset of the behaviors required by human 

leaders. To understand which behaviors are effective in robot leaders, knowledge about 

human perceptions of and reactions toward specific robot behaviors is necessary (Gombolay 

et al., 2015; Mota et al., 2016; Westlund et al., 2016). 

In this explorative, qualitative study, we inquire how human followers perceive and 

react to specific leadership behaviors when they are adopted by a robot, that is when a robot 

 

1 Chapter 2 is based on a paper by Cichor, Hubner-Benz, Benz, Emmerling, and Peus (2023), published in PLoS 

ONE. 
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assumes a leadership role. Our research integrates the robot-based findings from HRI 

research (Kim & Hinds, 2006; Reich-Stiebert & Eyssel, 2015), which has investigated the 

capabilities of social robots and how they are perceived, and the findings from leadership and 

organizational behavior research (Avolio et al., 1999; Braun et al., 2013), which has 

examined follower reactions to leadership behaviors in humans. We answer the following 

question: “What perceptions and reactions does a robot leader elicit in human followers, and 

how do these perceptions differ from the leadership style of the robot?”. 

Our research contributes to the literature on HRI and leadership. Regarding the HRI 

literature, our study examines human perceptions of and reactions toward robots in a largely 

unexplored complex social situation, specifically robot leadership. Turning to leadership 

literature, we investigate perceptions of and reactions toward leadership behaviors in robots, 

which is a new perspective because the prior literature only covers human leadership. 

We begin this paper with a section on the theoretical background of the current state 

of research on robot leaders. We then elaborate on our method and explain how we conducted 

and analyzed our interviews and group discussions. Then, we describe our results, including 

the assumptions, reactions, ethical concerns, and future visions that we observed. Finally, we 

discuss our results, the study’s limitations, suggestions for future research, and then finish the 

paper with a conclusion.  

Theoretical Background 

HRI research has shown that robots can be utilized successfully for specific 

leadership-related behaviors. Initial research on robots engaging in motivational behavior 

indicates that robots can use algorithms to identify the most motivated employees (Canós‐

Darós, 2013) and motivate participants to work on mundane tasks, where otherwise they 

would be likely to quit (Young & Cormier, 2014). Thus, robots seem able to measure and 

increase motivation levels, an essential component of leadership (Kark & Van Dijk, 2007). 
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Humans who have worked with a robot for an extended period have even been found to 

prefer robot leadership to human leadership when they perceive it to increase efficiency 

(Gombolay et al., 2015). Thus, humans seem to accept social influences from robots (Kiesler 

et al., 2008; Nitsch & Glassen, 2015; Powers et al., 2007)—an essential prerequisite for 

robots to be taken seriously in leadership roles.  

For robots to assume leadership roles effectively, acceptance and trust are crucial. The 

acceptance of robots has been shown to depend on their design and behavior. The specific 

features that are effective depend on the task context. In casual social settings, for instance, 

playful humanlike robots are preferred over serious, mechanical ones (Goetz et al., 2003). 

Robots in leadership roles need to behave in a way that makes them appear trustworthy. Trust 

in robots is vital for human-robot interaction (Mota et al., 2016), and trust in leaders is an 

important component of effective follower-leader relationships (Braun et al., 2013). 

Therefore, trust is essential for collaborative work relationships between human followers 

and robot leaders (Samani et al., 2012). Initial research on trust in robots suggests that the 

process through which trust between humans and robots develops is very similar to how 

humans begin to trust one another (Mota et al., 2016). In this process, mind attribution is 

crucial, defined as the robot's potential to be seen as capable of experience and agency. Mind 

attribution increases likability (Kozak et al., 2006) and trust (Dang & Liu, 2021). While trust 

in technologies can decrease after technical errors become apparent (Madhavan & 

Wiegmann, 2007), direct and prolonged technology interactions can increase acceptance, 

trust, and mind attribution (Ullman & Malle, 2018). 

Their assumptions also influence what humans expect from robots and how they 

interact with robots (Branigan & Pearson, 2006). Specifically, human assumptions about 

robots (Andonova, 2006), e.g., whether the robot is seen as a tool or a social actor, influence 

how human-robot interactions unfold (Fischer, 2006). The importance of assumptions has 
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been demonstrated in HRI research; a generally positive attitude with limited attribution of 

agency has been found to make the interaction more likely (Stafford et al., 2014). In the 

context of robot leaders, interactions might be influenced by human assumptions about the 

nature of robot leadership. A robot leader might be envisioned as an emotionless machine 

that cannot form personal connections or as a paragon of objectivity, fairness, and 

competence. Crucially, negative assumptions about robots will likely decrease after 

successful interactions (Andonova, 2006). Moreover, when human followers assume that the 

robot leader is programmed and optimized to support them, they could perceive increased 

organizational support, which has been linked to well-being (Rasool et al., 2021; Wang et al., 

2020). The concrete content of these assumptions is relevant because it determines whether 

and how human followers engage in and react to interactions with robot leaders.  

We suggest that human perceptions of and reactions toward robot leadership will 

likely depend on the robot’s leadership style. Research has identified certain leadership styles 

as being particularly effective among humans. For example, transformational leadership, the 

most extensively studied leadership style, combines idealized influence, inspirational 

motivation, intellectual stimulation, and individualized consideration (Bass, 1999). 

Transformational leadership has been linked to numerous positive effects on, among others, 

organizational commitment, creativity, engagement, and trust (Avolio et al., 2004; Braun et 

al., 2013; Gumusluoglu & Ilsev, 2009; Khalili, 2016; Yasin Ghadi et al., 2013) in a variety of 

contexts (Braun et al., 2013; Schmid et al., 2019). Transactional leadership, in contrast, is 

characterized by management-by-exception (active, passive) and contingent reward. It has 

been suggested to be particularly effective under time pressure and for tasks that do not 

require creativity (Bass, 1999). To date, only one study has investigated transformational and 

transactional robot leadership. The researchers found that using a transformational robot 

leader leads to higher trust, whereas transactional robot leadership caused performance in 
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manual tower-building tasks to improve (Lopes et al., 2021). However, the effects of a semi-

humanoid and social robot leader in a realistic leadership task are yet to be studied. 

We explore the potential of implementing leadership behaviors in semi-humanoid 

social robots and the hopes and fears of followers associated with robot leadership. We 

programmed a social robot to display leadership behaviors to investigate different reactions to 

transformational and transactional robot leadership. We expected that a transformational 

robot leader might have more positive effects on human followers when compared to a 

transactional robot leader, in line with the results on human leaders that have been reported in 

the literature (Avolio et al., 2004; Braun et al., 2013; Lopes et al., 2021).  

Method 

Research Approach 

Since little research has been conducted on robot leadership behaviors, we chose a 

qualitative approach. Participants either saw a transformational or a transactional version of 

the robot. In both conditions, they received a task from the robot and subsequently worked on 

the task ‘for the robot.’ After that, we observed their perceptions and reactions. In the 

interview study, we informed the participants orally that their participation would be 

voluntary, that they could withdraw at any time, and that their answers would be recorded 

and evaluated to be used for scientific research. Written informed consent was obtained from 

the participants in the group discussions at the beginning of the study. They were also told 

that their participation would be voluntary, that they could withdraw at any point, and that 

notes from the group discussions would be used in research. Since no Ethics Committee 

regulates research in the behavioral experimental sciences at the institution where this study 

was conducted, we implemented the ethical principles for research on human participants 

from the Declaration of Helsinki and the German Society for Psychology (DGPS). 
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We integrated different data sources in two stages to obtain a differentiated 

representation of the participants’ perceptions and reactions (see Figure 1). In the first stage, 

we conducted semi-structured interviews to obtain detailed insights into our interviewees’ 

experiences of interactions with the robot leader. A male master’s student conducted the 

interviews. That student was given clear instructions on conducting semi-structured 

interviews before the study and prepared the questions with the other researchers. Only the 

student and the interviewee were present during the interviews, which were recorded with an 

audio recorder. No relationship was established with the participants before the interviews, as 

the participants were approached on campus to participate in the study. The participants were 

informed that they would experience an interaction with a robot and would be interviewed 

afterward as part of research for a master’s thesis. Each interview lasted approximately 45 

minutes.  

In the second stage, the first author oversaw semi-structured group discussions to 

observe controversial conversations between participants, which triggered in-depth 

reflections about experiences with the robot leader. The researcher had yet to have prior 

interactions with the participants in the group discussions. Still, the participants received their 

CVs before the group discussions and were told that the session would be on robot 

leadership. In addition, the participants knew that the study was being conducted as part of 

Ph.D. research. A research assistant and a lecturer were present during the discussions to take 

notes and keep track of time. The discussions lasted approximately 20 minutes. 
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Figure 1  

Procedure Overview for Study 1 and Study 2 

 

Our aim in the interviews and group discussions, in which we followed a 

phenomenological approach, was to understand what participants experience during live 

interactions with robot leaders (Alase, 2017). We asked questions and gave prompts related 

to working with a robot leader, the conditions under which a robot leader would be 

promising, and the features that made the robot most convincing in its role as leader. We 

asked the participants about their perception of the robot, whether they thought it could be a 

leader, how they felt while working for it, and what they thought working for a robot in a 

real-life setting would be like. We also compared the insights from the interviews with those 

from the group discussion to investigate similarities and contradictions.  
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Implementing Leadership Behaviors in a Robot 

We programmed the social semi-humanoid robot Pepper, manufactured by SoftBank 

Robotics, to act as a transformational or transactional leader during a presentation. Each 

version of the presentation lasted approximately 3 minutes and 15 seconds. The difference 

between the leadership styles was emphasized by adjusting the robot’s speech and 

movements. The transformational (Bass, 1999) version of the robot spoke of its vision of the 

company, its confidence in its followers’ ability to complete the task, and its enthusiasm for 

its work while making emphatic projecting movements away from its body (e.g., throwing its 

hands up in the air when displaying enthusiasm). Those features are based on charismatic 

leadership tactics (Antonakis et al., 2011). In comparison, the transactional (Bass, 1999) 

robot leader focused on rewards for completing the task, setting specific goals, and specifying 

concrete requirements. Its movements were closer to its body, and it made more directive 

movements, such as shaking its head. Those movements were intended to be the opposite of 

charismatic leadership tactics (Antonakis et al., 2011). The transformational and transactional 

versions were tested with leadership experts before the first session. 

In both conditions, the robot would state that it was the head of a marketing 

department of a botanical company that specializes in products that help customers who grow 

plants. After introducing the company and its product, the robot would instruct the 

participants to create a marketing strategy for the product based on a set of guiding questions. 

Developing the marketing strategy was intended to create a realistic situation in which the 

participants would feel like they were working ‘for the robot.’ We focused on the position of 

a leader giving a task to subordinates (i.e., we did not investigate the situation of subordinates 

who are presenting their work to a robot leader).  
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Data Collection 

Interviews. We recruited eight interviewees from our networks on campus. The 

participants were employees (academic or educational staff) or students at the university. The 

participants were shown the robot’s presentation. Four participants saw the transformational 

version, and four saw the transactional one. Then, the eight participants completed the task. 

Subsequently, we conducted in-depth interviews. Relying on a semi-structured approach, we 

started with several relevant questions (see Table 1 for a sample) and then delved into other 

topics whenever an interviewee made an interesting statement. We aimed to establish a 

natural conversation. No participants withdrew from the study. We did not conduct repeat 

interviews, and we did not provide recordings or transcripts to the participants. Data 

collection stopped when we started to identify recurring themes in the participants’ responses. 

Table 1 

Questions asked during interviews and group discussions 

Data-collection 

method 

Question 

Interviews Transactional specific: How do you think Pepper would react if you were 

to make a mistake? 

Interviews Transactional specific: What did you think when Pepper said, “We do not 

tolerate any mistakes”? 

Interviews Transactional specific: Pepper said: “You should document what you do 

so I can follow your steps and identify mistakes. This will allow me to 

give you exact feedback on your work.” Did you follow his steps exactly? 

Why? 
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Data-collection 

method 

Question (continued) 

Interviews Transformational specific: What did you think when Pepper said: „My 

vision is that we, as the marketing department, can make people 

passionate about our product.”? 

Interviews Transformational specific: How well did Pepper define and present his 

vision for the future? 

Interviews Transformational specific: Pepper said: “As a leader, I always want to be 

a role model.” What do you think about that? To what degree do you 

believe that Pepper could be a role model for you as an employee? 

Interviews Transformational specific: If you were now in a team with Pepper as a 

leader: Would you aim to reach the goals that Pepper set for you? 

Interviews Transformational specific: To what degree do you feel that Pepper would 

have high expectations for you? 

Interviews Transformational specific: To what degree do you believe that Pepper 

would support you appropriately as a team member? Why? 

Interviews Transformational specific: To what degree do you have the feeling that 

Pepper adjusts himself to you and others, for example, by paying 

attention to your personal needs? 

Interviews To what degree did Pepper inspire you to produce new and innovative 

ideas? 

Interviews Do you think that Pepper would question the status quo? To what degree? 

Interviews Would you do more than what is minimally expected to reach the goal of 

Pepper’s department? 

Interviews and group 

discussion 

Which thoughts went through your head when Pepper was talking to you? 
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Data-collection 

method 

Question (continued) 

Interviews and group 

discussion 

How did it feel when you were addressed by Pepper? 

Interviews and group 

discussion 

What was your overall impression of Pepper? 

Interviews and group 

discussion 

To what degree did you feel motivated by Pepper? Imagine that you are 

working in Pepper’s department: To what degree would you feel 

motivated by Pepper? 

Interviews and group 

discussion 

Do you feel appreciated by Pepper? Why? 

Interviews and group 

discussion 

Do you think that Pepper is fair to his team members? Why? 

Interviews and group 

discussion 

Can you trust Pepper as a leader? Why? 

Interviews and group 

discussion 

Which of his behaviors did you like? Why? 

Interviews and group 

discussion 

What did you not like about his behavior? 

Interviews and group 

discussion 

How would you feel when Pepper was your leader? What would work 

particularly well or particularly badly? 

Interviews and group 

discussion 

If Pepper gave you strict feedback: How would you take it? 

Interviews and group 

discussion 

How well do you think can Pepper create plans and set goals for the 

future of his team? 

Interviews and group 

discussion 

What would you expect: How successful would a team led by Pepper be? 

Why? 
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Group discussions. We recruited 21 company leaders or prospective leaders from an 

executive education program for the group discussions. Due to their comprehensive work 

experience, their perspectives on robot leadership were particularly interesting. They could 

compare their experiences with human leaders and their leadership approaches. The 

participants were presented with the robots’ presentations in groups of three or four—10 were 

presented with the transformational version, and 11 were shown the transactional version. 

Then, they worked ‘for the robot’ individually. Subsequently, we conducted a focus-group 

discussion with all 21 participants. The discussions were based on a set of predefined 

questions that overlapped with our interview questions. We encouraged multiple participants 

to answer each question throughout the discussion and welcomed natural discussions between 

them. All the participants completed the entire procedure. We did not carry out repeat 

discussions, and the participants did not comment on the notes. The group discussion 

emphasized themes related to robot leadership and facilitating exchanges between 

participants. The research assistants took detailed notes pertaining to the points and themes 

participants made during the exchange. After we found that the group discussions did not 

introduce new themes to those we had already extracted from the interviews, we stopped 

collecting data. 

Data Analysis 

The first and the second author coded the transcripts of the interviews based on an 

iterative process using the MAXQDA software by VERBI GmbH. First, we coded statements 

about perceptions of robots. For example, we coded instances where the participants stated 

that they found the robot inspiring or intimidating. In this step, we also coded the reasoning 

behind answers to whether the participants thought the robot could be a leader. Second, we 

coded statements on participants’ feelings during their work for the robot, such as their 

answers to the question of whether they had found themselves engaged with or bored by the 
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task. Third, we coded the participants’ thoughts about working for a robot in a real-life 

setting. We inquired whether the participants pictured similar situations and coded the 

positive and negative thoughts they mentioned. Fourth, we created codes for all emotions, 

fears, and envisioned scenarios the participants discussed. After the coding procedure, we 

structured our findings around the four categories that emerged: i) general assumptions 

regarding robot leadership, ii) reactions to specific robot leadership behavior, iii) emotional 

reactions to the robot leader, and iv) future visions and ethical concerns. By having two raters 

code the interview statements iteratively and assessing inter-rater agreement repeatedly, we 

were able to ensure the reliability of the coding process. The fit between the participants’ 

ideas and the individual categories is visualized in Figure 2. Most perceptions and reactions 

appeared in the interviews as well as in the group discussions. The similarities indicate our 

approach's high ecological validity, especially since both data-collection methods are 

conducive to natural conversations and accommodate diverse perspectives. The similarities 

between the interview and group discussion findings also supply evidence of high test-retest 

reliability. The interviews were conducted initially and coded in German. We subsequently 

translated a selection of the statements into English to exemplify the participants’ critical 

ideas in the paper.  
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Figure 2 

Gioia Methodology Based on Semi-Structured Interviews and Group Discussions 

 
 

Results 

The data analysis showed a combination of the robot’s leadership style and the 

participants’ assumptions that shaped subsequent perceptions. Depending on whether the 

participants had positive or negative beliefs, their emotional reactions were primarily 

characterized by either hope and curiosity or by fear and worry. These emotional reactions 

led the participants to imagine either a utopian fantasy in which robot leaders are humble 

servants to humans or a dystopian scenario in which robot leaders severely damage the 

contemporary work environment. The leadership style of the robot leader also affected the 

participants’ reactions. The transformational robot leader was generally judged as a more 

suitable leader, and exposure to it frequently resulted in the participants adopting a more 
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positive outlook. In Figure 3, we show the results of the effects of human assumptions about 

robot leadership and the leadership styles of robots on human perceptions, judgments, and 

reactions and the resultant fabrication of utopian or dystopian scenarios.  

Figure 3 

Synthesized Overview of Participants’ Preconceptions, Judgments, and Reflections 

 

General Assumptions Regarding Robot Leadership 

The participants assumed that a robot leader would predominantly be used to 

communicate tasks and to evaluate human performance. Participants also expected a robot 

leader to be capable of formulating and monitoring goals based on quantifiable metrics. 

However, they thought personal interactions would be deficient and could not envision 

genuine interactions with a robot. One interviewee who interacted with the transactional 

robot, for example, said, “I believe that I would see Pepper as an instructor and evaluator who 

judges my performance fairly and relays the instructions to me. But not the interaction 

between [us]” (Participant #1). Assumptions of this kind were also prevalent in the group 

discussions, in which the participants saw the robot’s potential as an instructor. They 

identified its primary function as relaying instructions to employees, but they could not 

imagine the robot fully assuming the leader role.  

Interestingly, we observed that the participants’ judgment of whether a robot could be 

a suitable leader depended on their technological knowledge and assumptions about robots. 

For instance, when the participants thought about the suitability of the robot for leadership 
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roles (e.g., its empathy and capacity to demonstrate its authority or to motivate employees), 

they frequently doubted its ability to exhibit the necessary leadership abilities. This 

assumption was more frequent when the interviewees encountered the transactional robot. 

They were worried that robot leaders would negatively affect organizations in the future. If, 

however, the participants had prior technological knowledge about robots and their 

capabilities, they would see the potential of robot leaders. For instance, they expected that 

robot leadership would reduce favoritism, as one interviewee stated, After interacting with 

the transformational robot, one interviewee said, “Yes, I think that based on how he is 

programmed, he will not be unfair. And because he is not led by emotions but rather shows 

an objective approach, I believe that he is fair” (Participant #2). 

Reactions to Specific Robot Leadership Behavior 

The analysis of the reactions to working for the robot shed light on the hopes and 

fears that humans associate with robots in leadership positions. The participants hoped to be 

challenged to do their best work, especially by the transformational robot. The 

transformational robot’s goals were taken seriously, and the participants imagined that the 

robot could have positive motivational effects on them and that they could use it as a de facto 

“role model” that guides their progress. One interviewee who saw the transformational robot 

stated, “Because [the robot] spoke with a certain emotion and also passion, I would say that 

he did it well and therefore also motivated me to develop good ideas” (Participant #3). 

The transactional robot, conversely, was usually seen as creating a depressing and dull 

work environment. The participants found it unlikely that working for a transactional robot 

leader would enable them to learn and grow. They thought its leadership would be suited 

mainly to tasks that do not require creativity. We found that participants took the 

transformational robot leader more seriously than the transactional robot leader. The 

transformational robot leader inspired various hopes, including increased motivation, 
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fairness, and gains in decision quality. In contrast, the transactional robot leader induced 

worries and fears about unfulfilled human needs, lack of creativity, and the unavailability of a 

margin for error. 

Emotional Reactions to the Robot Leader 

Irrespective of the robot leadership style that they encountered, the participants 

reported both hopes and worries. Their hopes were often related to the robot’s lack of 

emotions, which some participants imagined would lead to unbiased decision-making and 

eliminate favoritism. Furthermore, the participants associated the robot with efficiency and 

machine learning capabilities due to the robot being mechanical. Many participants doubted 

that the robot could exhibit or detect emotions as well as a human leader. For instance, the 

participants frequently identified a lack of empathy as an essential problem and could not 

imagine how a robot could react empathically to their actions and needs. One interviewee 

who encountered the transformational robot, for instance, stated, “As I said, I would not be 

able to build an emotional connection [with the robot leader], so I would not feel appreciated” 

(Participant #4). 

The participants generally did not trust the robot. They felt that trust can only be built 

through interactions on an emotional (and therefore human) level. This perception was more 

common after interactions with the transactional robot. The participants in the group 

discussions also expressed concern about the empathic capabilities of the robot and, 

subsequently, its suitability as a leader. The lack of empathy was related to clear 

communication and the neglect of personal development. For example, one interviewee, after 

encountering the transactional robot, commented, “And I would most likely be mad because I 

currently do not see how [the robot leader] could help me, for example, in my career 

development” (Participant #5). All in all, some participants saw the lack of emotions as fairer 
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and more efficient. In contrast, others worried about not being understood or about the 

possibility of their needs not being met. 

Future Visions and Ethical Concerns 

We identified two basic cognitive scenarios that can emerge from encountering robot 

leaders: utopian fantasies and dystopian fears. If participants adopted a positive perspective, 

they would frequently explain how robot leaders would be more objective and fairer due to 

lacking biases and emotions. Consequently, these participants’ emotional reactions were 

primarily characterized by hope for and curiosity about robot leaders. They idealized robot 

leaders and formed utopian visions. The participants believed that robot leaders would be 

humble servants that are highly objective, unbiased, capable of competent decision-making, 

and prepared to learn from their mistakes through machine learning. If a participant initially 

had a negative view of robots, they would immediately question the potential of robots as 

leaders. They referred to robots’ lack of empathy, authority, and motivational capabilities.  

We encountered ethical considerations that have to do with leadership responsibility 

among robots and worries about the future. The participants questioned the degree to which 

they interacted directly with the robot rather than as a vehicle for a programmer’s 

instructions. They stated that they would need to know and trust the programmer to be able to 

trust the robot. One interviewee, who had been exposed to the transactional robot, said, “For 

that, I would like to get to know the programmers first. Can I trust him? No” (Participant #6). 

These concerns also extended to algorithms. The participants worried that they would only be 

led by a programmer and not by an actual leader, which, in turn, would make them doubt that 

any leadership was involved in the first place. For instance, one interviewee, after interacting 

with the transactional robot, observed, “I always find [robot leaders] difficult because it is a 

robot, and someone has programmed it. And then the question is, ‘Can I trust the programmer 

and not [just the robot leader]?’” (Participant #7). 
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Some participants ascribed abilities and hope to robot leaders that are, to the best of 

our knowledge, far beyond the current horizon of technological possibility. Conversely, some 

participants who doubted the suitability of the robot for leadership also worried that robots 

could soon come to dominate humans in various areas of life. We found that, depending on 

the participants’ assumptions and the leadership style of the robot, judgments would swiftly 

become polarizing. The resulting emotional reactions were permeated by fear and worry, 

which is why the participants in question were preoccupied with their visions of impending 

dystopia. In that dystopia, robot leaders would have no understanding of human needs, work 

would change to require no creativity or originality, and robot leaders would not be able to 

lead effectively due to not being taken seriously by their followers. 

During the interviews, we noticed that the evaluations of many participants evolved. 

Participants who were initially skeptical often came to new conclusions during the interview. 

Sometimes, shifts were observable in answers to single questions. The participants’ 

assumptions seemed to substantially affect their judgments of and reactions to robot leaders, 

causing them to quickly imagine the best or the worst scenario. However, thinking about 

robot leaders and reflecting on their benefits and dangers made many participants reconsider 

their initial judgments and develop a more nuanced perspective by considering both the 

positive and the negative aspects of robot leadership. 

Discussion 

In this study, we implemented leadership behaviors in social robots and investigated 

human perceptions of and reactions to those behaviors. Based on our findings, we conclude 

that assumptions and specific robot leadership styles influence judgments of and reactions 

toward robot leadership and determine future visions. Depending on their initial 

understanding of robots' capabilities and leadership styles, the participants evaluated robot 

leadership either positively or negatively. We identified two types of future visions 
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concerning robot leadership. In utopian scenarios, robot leaders are imagined as humble 

servants to humans; in dystopian scenarios, robot leaders were seen as harbingers of doom. 

The ethical challenges of using robot leaders were central to all evaluations. The 

worries that the dystopian scenarios reflect indicate that uncertainty about the programmer’s 

role in the behavior of a robot leader and fears about lack of empathy resulted in some 

questions being left unanswered for our participants. Specifically, the possibility of robot 

leaders being incapable of understanding human needs incited resistance to the notion of 

robot leadership. Crucially, while initial ideas about robot leaders revolved around utopian or 

dystopian extremes, these tendencies were tempered by the reflective processes that the 

interviews and the group discussions induced. During those interviews and discussions, the 

participants re-evaluated their initial reactions and developed more balanced views about the 

advantages and perils of robot leadership. The participants frequently pointed out that they 

were hopeful because robots have the potential to be more objective and fairer than human 

leaders. However, they still thought that robot leaders might not solve all the problems 

traditionally attributed to human leaders. 

Implications 

Our study is a first step towards understanding human judgments of and reactions to 

robot leadership and contributes to the literature on leadership and HRI in three ways. First, 

we provided initial insights into the robot- and human-based factors that influence judgments 

of and reactions to the leadership behaviors of robots. The participants could imagine being 

motivated by a robot leader and were willing to trust it under appropriate conditions, which 

confirms findings from prior research (Canós‐Darós, 2013; Mota et al., 2016). Our results 

emphasize the central role of assumptions in human-robot interactions, in line with previous 

HRI studies (Fischer, 2006). In the specific context of robot leadership, we found that initial 
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positive or negative ideas about robots generally affect subsequent judgments of the potential 

of robot leadership and intuitive predictions about the future.  

Second, our findings indicate that human perceptions of robot leaders mirror human 

perceptions of human leaders. The participants in our study frequently stated that the 

transformational robot leader could convey a compelling vision. They expected the robot to 

support their growth by posing appropriate challenges and saw it as a potential role model 

from which they could learn. Some other participants stated that the transactional robot might 

be unempathetic and dull. These differences indicate that the transformational robot induced 

more positive reactions than the transactional robot leader. 

Third, we found that detailed reflections about the role of robot leaders can 

fundamentally affect the tendency of humans to adopt a balanced and nuanced perspective on 

robot leaders. This finding indicates that balanced discussions and reflections are needed to 

develop nuanced viewpoints on the issue, especially in the context of ethical concerns critical 

to robot leaders' perception. Reflecting on one’s views and second-guessing one’s judgments 

causes one to realize that robot leaders have certain advantages, such as objectivity and 

fairness, while also lacking empathy and being incapable of taking individual considerations 

into account, which makes it unlikely that they will replace human leaders altogether. 

Limitations and Future Research 

Our study is based on a small sample and only includes explorative analyses; future 

research needs to elaborate and replicate our results. Crucially, future research should aim to 

test leadership-style differences in robot leaders and differences that are due to human 

assumptions empirically to verify and extend the findings from our work, which is 

explorative and qualitative. Moreover, leadership styles other than transformational and 

transactional leadership (Bass, 1999), such as constructive and destructive leadership 

(Krasikova et al., 2013), and their effects on followers’ task engagement and performance 
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should also be investigated. Since we focused predominantly on perceptions of and reactions 

to robot leaders, further research should explore how specific perceptions and responses are 

formed and identify how personal characteristics are influenced. Additionally, investigating 

the reactions of the robot leader if participants hand in their results to it for evaluation is also 

a promising avenue for future research.  

Future research should account for cultural differences and their influence on robot 

exposure. The same is true of prior experience with human leaders. Such research could 

indicate how robot leadership behaviors can be adapted to ensure that they fit the needs of 

employees, which may differ across individual preferences, personality types, and cultural 

backgrounds. Further studies should also examine the technological savviness of participants, 

for instance, by measuring traits such as affinity for technology interaction (Franke et al., 

2019) and investigate its connection to assumptions and concerns about robots. This matter is 

beyond the scope of the present study. 

Conclusion 

We observed an interplay between the leadership style of a robot and its human 

followers’ assumptions about robots in general. That interplay shapes the human followers’ 

perceptions of and reactions toward robot leadership. Humans who interacted with the 

transformational robot leader or proceeded from favorable assumptions about robots adopted 

an optimistic view, and the potential of robot leaders to be fairer and more competent than 

humans was more salient to them. In contrast, those who encountered the transactional robot 

leader, who proceeded from unfavorable assumptions about robots or who were less 

confident of the robots’ capabilities, worried about the dangers of robot leaders and their 

potentially harmful effect on society in the future. Nevertheless, subsequent reflection on the 

negative and positive aspects of robot leaders and their interactions yielded a more balanced 

view of robot leaders and their implications for the future. 
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Our research shows how humans perceive and react to robot leaders. It can thus open 

novel vistas on how organizations can integrate robot leaders effectively and safely into their 

work environments. Whether robot leaders will ultimately become humble servants of 

humans or harbingers of doom remains to be discovered. The available evidence indicates, 

however, that hopes and fears emerging around robot leadership rely less on the technology 

in question and much more on us—the human individual interacting with the technology. 
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3. I, Robot – or Leader? The Effects of a Robot’s Transformational and 

Transactional Leadership Behaviors2 

Introduction 

Leadership research has identified several leadership styles and their effects on 

followers and organizations (Gandolfi & Stone, 2018). For example, transformational 

leadership has been shown to exert more positive effects on followers’ work engagement 

relative to other forms of leadership in various contexts (Yasin Ghadi et al., 2013). However, 

whether leadership behaviors that have been studied extensively in humans have the same 

effects when implemented in robots remains unclear. Interactions between humans and robots 

follow unique mechanisms (Bartneck & Forlizzi, 2004). Consequently, findings from studies 

of human leaders are unlikely to be transferable to the context of robot leaders without 

adaptation. For instance, robot acceptance increases with human likeness, but this 

relationship is reversed at a certain point, a phenomenon known as “the Uncanny Valley” 

(Mori et al., 2012). Due to this constraint, leadership behaviors that seem inherently human, 

such as communicating enthusiasm for an inspiring vision and acting as a role model (Bass & 

Avolio, 1994), may not be suitable for robot leadership.  

While the literature on human-robot interaction (HRI) comprehensively explains the 

factors influencing human perceptions and experiences during engagements with robots, 

knowledge about robot leadership and the effects of specific leadership behaviors in robots is 

almost nonexistent. This deficit is troublesome because robots are already assuming roles that 

exert social influences on humans (Canós‐Darós, 2013; Samani et al., 2012). Scientific 

knowledge about robot leadership is needed urgently for the opportunities that recent 

 
2 Chapter 3 is based on a working paper by Cichor, Hubner-Benz, Emmerling, and Peus (2023), currently being 

prepared for submission. 
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technological advancements in robotics have generated to be leveraged responsibly and for 

the potentially adverse effects of utilizing robots in leadership roles to be avoided.  

Integrating the leadership literature with the HRI literature, more specifically by 

drawing on full range of leadership theory (Antonakis et al., 2003) and the Uncanny Valley 

of the mind (Stein & Ohler, 2017), we develop a model of robot leadership that explains the 

effects of specific robot behaviors on human followers. We show how transformational and 

transactional leadership behaviors can be implemented in robots. We argue that 

transformational leadership behaviors in robots stimulate positive affect, perceptions of 

likability, and experiences of psychological safety in humans. In contrast, transactional 

behaviors enable negative affect, feelings of discomfort, and stress. These mechanisms 

explain how the nature of the robot’s leadership behaviors determines the human followers’ 

work engagement.  

To empirically test the effects of robots' leadership behaviors on human followers, we 

conducted a between-participants experimental study in which human participants engaged 

with and worked for a robot leader, which was set up to exhibit different leadership 

behaviors. We implemented three leadership styles, namely transformational, transactional, 

and minimal leadership, into Pepper, a semi-humanoid robot that SoftBank Robotics 

manufactures. The 218 participants in our study engaged with the robot, which introduced 

itself as a leader, exhibited leadership behavior (which varied depending on the experimental 

condition) and assigned a task to the participants. After working for the robot, the participants 

completed a questionnaire so that we could investigate their perceptions and experiences.  

Our study makes three important contributions to the literature on leadership. First, in 

shedding light on the effects of the specific leadership behaviors that robots can adopt, our 

study introduces a novel perspective on leadership behavior and opens a new avenue for 

research. While numerous studies have investigated the effects of transformational and 
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transactional leadership in humans (Eagly et al., 2003; Judge & Piccolo, 2004), our study is 

among the first to analyze the effects of specific leadership behaviors in semi-humanoid 

social robots theoretically and empirically. Second, our model explains the mechanisms by 

which the leadership behaviors of robots affect their human followers. We show the effects of 

those behaviors on positive or negative affect, human perceptions of the robot as likable or as 

discomforting, and experiences of psychological safety or stress. The description of the 

positive and negative effects of robot leadership illuminates the specific opportunities and 

threats that digitization entails, which organizations must address but which have so far 

proven elusive. Third, by introducing findings from the HRI literature to the leadership 

literature, we arrive at a comprehensive understanding of robot leadership. Specifically, by 

considering Uncanny Valley effects in the context of robot leadership, our study illuminates 

leadership mechanisms that are unique and particularly relevant to leadership by robots.  

Theoretical Background 

Robots, Social Robots, and the Uncanny Valley 

Robots and HRI. Robots are machines that are built and programmed to complete 

tasks autonomously. They can support humans in menial or dangerous tasks, such as tools 

that efficiently complement manufacturing procedures (Urhal et al., 2019) or increase the 

precision of medical operations (Simaan et al., 2018). Robots' expanding functions and 

features and increasing autonomy have amplified their potential in highly complex domains 

(Reich-Stiebert & Eyssel, 2015). As the level of automation increases, humans have less 

control over their robot peers and are thus required to accept and trust them (Beer et al., 2014; 

Glikson & Woolley, 2020; Koenig et al., 2010).  

Social Robots. The relevance of human-robot social interactions has increased since 

the advent of social robots (Fong et al., 2003). Social robots are designed to interact with 

humans, frequently over long or recurrent periods (Leite et al., 2013). Their effectiveness in 



 

35 

 

social situations depends on their ability to evoke emotions and response patterns like those 

observed in human-to-human interactions whose course otherwise depends on apparent 

moods and their intensity (Kirby et al., 2010). Extending the ability of a social robot to 

interact with humans in more complex social domains, for example, by introducing emotions 

(Kozima et al., 2008) or engaging in simple forms of humor (Garcia et al., 2017), can 

improve the outcomes of interactions. Social robots are often (semi-) humanoid because 

adding humanlike features has increased the acceptance of robots (Walters, 2008). In many 

circumstances, adding elements such as heads, torsos, or arms is beneficial because the 

resulting increase in familiarity makes acceptance more likely (Walters et al., 2009).  

Social robots increasingly thrive in social environments (Leite et al., 2013). Shopping 

malls have repeatedly embraced social robots as components of customer experience and 

allowed visitors to engage with robots to obtain overviews of areas or to ask for directions to 

specific stores (Niculescu et al., 2013). While using social robots in public spaces can attract 

potential customers, the novelty of the experience might wear off and give rise to questions 

about the long-term meaningfulness of social interactions between humans and robots 

(Niemelä et al., 2017; Smedegaard, 2019).  Furthermore, social robots have been used 

successfully in domains such as education (Belpaeme et al., 2018; van den Berghe et al., 

2019) and elderly care (Broekens et al., 2009; Leite et al., 2013). 

The Uncanny Valley. While human likeness has been shown to improve human-robot 

social interactions, this effect is reversed at a certain point, a phenomenon that is known as 

the Uncanny Valley. The term describes the experience of humans when an unnatural entity, 

i.e., a virtual character or a robot, suddenly appears to be eerie because it is too similar to a 

human (Mori et al., 2012). Many explanations for the Uncanny Valley exist, and the most 

prominent among them is based on the consistency of human realism (MacDorman & 

Chattopadhyay, 2016). Since human features are used to increase familiarity in human-robot 
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interaction, the human-realism theory of the Uncanny Valley would require, for example, that 

all aspects of the face of the robot, while resembling those of a human face, be clearly 

recognizable as robot features. If, however, one feature is predominantly humanlike while 

other features are more typical for a robot, the human realism would be inconsistent, and, 

thus, the Uncanny Valley effect would be induced (MacDorman & Chattopadhyay, 2017). 

Robots should be designed to ensure consistency across all humanlike features for the 

Uncanny Valley to be avoided. 

The Uncanny Valley is important because it affects the acceptance of a robot, which, 

in turn, can reduce the likelihood that the robot will be seen as a technology worth using 

(Davis, 1985). The questions of how social robots can be used in organizations and how their 

human peers relate to them have been investigated in various contexts. For instance, humans 

seem to categorize social robots into social groups, similarly to how they would their human 

peers (Westlund et al., 2016). When robots are perceived as autonomous, humans ascribe 

credit or blame to them in a way that goes beyond the ascription of blame for technological 

malfunctions; instead, the focus is on how humans would otherwise blame human teammates 

(Kim & Hinds, 2006). These findings indicate that humans consider robots as accountable 

partners in interactions. Thus, we raise the question of whether robots can be accepted not 

only as coworkers but also as leaders. 

Leadership Behaviors in Robots 

The initial studies on robots that exhibit leadership behaviors suggest that robots and 

algorithms can assume responsibility for leadership tasks, such as identifying the most 

motivated employees (Canós‐Darós, 2013), and that they have enough authority to convince 

humans to continue performing a mundane task when they show intentions of quitting 

(Young & Cormier, 2014). When working with a robot, human participants report liking 

being led by a robot when that leadership increases efficiency (Gombolay et al., 2015). 
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Previous research has also identified crucial aspects of robot behavior implementation. 

Acceptability depends on whether the human likeness and the robot’s demeanor match the 

task context. For example, playful humanlike robots are preferred over serious, mechanical 

robots in social settings (Goetz et al., 2003). Studies have also shown that humans develop 

trust in robots in the same way they form trust in humans (Mota et al., 2016).  

Proceeding from the assumption that humans can trust robots and might accept their 

guidance, we investigate the potential of implementing leadership behaviors in social robots 

in organizational contexts. To that end, we draw on leadership literature analyzing human 

leadership behaviors and inquire which findings may be transferable to robot leadership and 

what adaptations are necessary. 

Research has identified specific leadership styles, including transformational and 

transactional leadership, as influential in various domains (Eagly et al., 2003; Judge & 

Piccolo, 2004). Transformational leadership is a leadership style that has been studied 

extensively. It combines elements of several other positive leadership styles, and it has been 

linked to a multitude of desirable outcomes that affect, among others, organizational 

commitment, creativity, engagement, and trust (Avolio et al., 2004; Braun et al., 2013; 

Gumusluoglu & Ilsev, 2009; Khalili, 2016; Yasin Ghadi et al., 2013). Transformational 

leadership is characterized by idealized influences, inspirational motivation, intellectual 

stimulation, and individual consideration (Bass, 1999). Transactional leadership, conversely, 

entails management-by-exception (active, passive) and contingent reward (Bass, 1999) and—

in contrast to transformational leadership—is suggested to be particularly efficient under time 

pressure and for tasks that do not require creativity. However, whether these differential 

effects of leadership styles are obtained when a robot is used is an open question. With this in 

mind, we studied how transformational and transactional robot leadership influences human 

followers. 
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The first study on adopting concrete leadership behaviors by robots indicates that 

transformational and transactional leadership have different influences on productivity and 

engagement in a tower-building task (Lopes et al., 2021). The researchers had participants 

work on a tower-building task as instructed by a social robot, which had a semi-humanoid 

head but no other humanoid features, such as arms or legs. The authors manipulated 

leadership styles by varying the speech of the robot. They explored the effects on team 

productivity, team engagement, role ambiguity, and trust measures. While this study yielded 

interesting insights into the impact of robot leadership behaviors when human followers work 

on a clearly defined task, organizational contexts often require leaders to harness the 

creativity of their employees such that they can come up with novel and innovative solutions 

to complex problems (Gumusluoglu & Ilsev, 2009; Hughes et al., 2018; Klijn & Tomic, 

2010). Creative tasks are more likely to remain within the purview of humans because they 

are more difficult for machines to execute. To generate knowledge about robot leadership in 

organization-related tasks, we inquire how robot adoption of different leadership styles 

affects followers' task engagement in creative organizational tasks.  

We investigated human followers’ perceptions of and reactions to a semi-humanoid 

robot leader that can move its torso and arms to perform human gestures that accord with 

descriptions of specific leadership styles. The robot also spoke to the participants. Thus, our 

theory of robot leadership acknowledges recent developments in robotics and the large body 

of literature on the effects of specific leadership styles on innovation tasks, which are most 

relevant to organizational success. In the following pages, we elaborate on the mechanisms 

by which the leadership behaviors of robots influence human work, i.e., effects on human 

followers’ task engagement via affective reactions and perceptions of the robot leader. 
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Hypothesis Development: The Effects of Robot Leadership Behaviors on Human 

Followers 

One mechanism through which the effects of different leadership behaviors on human 

followers can be explained is their experienced positive and negative affect when the human 

follower is working for the robot leader. Positive and negative affect on leaders have been 

linked to follower mood because the leader’s affect influences affective reactions among 

followers (Gooty et al., 2010).  Similarly, a second theory focuses on the effects of contagion 

mechanisms. Affective displays on the part of the leader directly influence outcomes for 

followers (Gaddis et al., 2004). Crucially, transformational and transactional leadership have 

been shown to positively and negatively affect followers directly (Rowold & Rohmann, 

2009). In studies with human followers, transactional and transformational leadership have 

been connected to positive affect (Lyons & Schneider, 2009). However, we argue that the 

effects will likely differ for robot leaders. Horstmann and Krämer (2020) found that a robot is 

perceived to be more sociable and competent when presented as an assistant rather than a 

competitor, indicating fewer positive reactions towards a robot that can potentially be a social 

threat. Therefore, we expect engagement with a transactional robot that exhibits directive 

behaviors to induce negative affect. Accordingly, while we expect the inspiring 

transformational robot to have the same positive effects on affect as a human 

transformational leader, the directive transactional robot should be associated with negative 

affect. 

H1: Human followers experience (a) more positive affect when they engage with a 

 transformational robot and (b) more negative affect when they engage with a 

 transactional robot.  

The influence of the robot leader’s behaviors on human followers is likely to be 

shaped by the human followers’ evaluation of the robot leader’s traits, including its likability 
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and the discomfort that it induces. Research indicates that the likability of human leaders is 

an important metric (Eichenauer et al., 2022; Rojahn & Willemsen, 1994), as it influences 

important leadership outcomes, such as performance (Dionne et al., 2002). Similarly, the 

perceived likability of social robots has been studied extensively (Cameron et al., 2021; Ling 

& Bjorling, 2020). If robots are seen as likable by their social interaction partners, the 

likelihood that they can be judged similarly to humans increases (Bartneck et al., 2009). 

Beyond the measures directly relevant to humans, HRI researchers have found evidence of a 

unique negative factor in evaluations of robots, namely discomfort. Discomfort seems to be 

related to applications of human stereotypes and standards, such as human likeness, to robots 

(Carpinella et al., 2017), and it could be related to the eeriness that is associated with the 

Uncanny Valley effect (Mori et al., 2012). We expect that, in robots, the transactional 

leadership style, with its directive components, could be seen as less likable and induce more 

discomfort than the transformational leadership style. Therefore, we expect likability to be at 

its highest and discomfort to be at its lowest when the transformational robot leader is 

employed. 

H2: Human followers experience (a) the transformational robot as more likable and 

 (b) more discomfort when they engage with the transactional robot.  

Interactions with human leaders and with robots are capable of causing stress or, 

conversely, perceived safety. In a meta-analysis, Harms et al. (2017) explored how human 

leader-follower relationships substantially affect the stress outcomes of followers. In 

collaborations between humans and industrial robots, features such as the appearance of the 

robot and its movements have been found to impact mental stress in humans (Arai et al., 

2010; Lu et al., 2022). In interactions between humans and social robots, perceived stress has 

been connected to robot likability and intention to use a robot (Ling & Bjorling, 2020). In 

HRI research, a concrete construct has been developed to measure evaluations of robots by 
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reference to stress. That construct is perceived safety (Bartneck et al., 2009; Lu et al., 2022). 

Since transformational leadership has been linked to lower stress levels in followers than 

transactional leadership (Lyons & Schneider, 2009; Rowold & Rohmann, 2009), we expect 

transformational leadership to lead to lower stress and higher perceived safety. 

H3: Human followers experience (a) more perceived safety when they engage with the 

 transformational robot and (b) more stress when they engage with the transactional 

 robot. 

In line with H1, H2, and H3 and the findings by Lopes et al. (2021), we expect the use 

of the transformational robot leader to be associated with higher task engagement. This effect 

is likely to be mediated by the dependent variables of this study. The whole model is 

displayed in Figure 4. 

H4: Human followers experience higher task engagement when they engage with the 

 transformational robot, mediated by (a) positive affect, and lower task engagement 

 when they engage with the transactional robot, mediated by (b) negative affect. 

H5: Human followers experience higher task engagement when they engage with the 

 transformational robot, mediated by (a) likability, and lower task engagement 

 when they engage with the transactional robot, mediated by (b) discomfort. 

H6: Human followers experience higher task engagement when they engage with the 

 transformational robot, mediated by (a) perceived safety, and lower task engagement 

 when they engage with the transactional robot, mediated by (b) stress.  
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Figure 4 

 

Research Model with Dependent Variables and Hypotheses 

 
 

Method 

To explore our research question, we implemented transformational, transactional, 

and minimal leadership behaviors based on modifications to speech and movements in a 

semi-humanoid social robot. We then conducted a between-participants experiment in which 

our participants worked on a creative task for the robot leader. We preregistered the study in 

the Open Science Framework (Cichor et al., 2019, August 29). 

Design and Manipulation 

We manipulated leadership behaviors by designing a text vignette implemented in the 

robot. Specifically, our robot was designed to act as the leader of the marketing department of 

a fictitious company called Pocket Gardener. In the vignette, the robot leader introduces the 

company and describes how Pocket Gardener created a product that is supposed to help 

customers grow plants without prior botanical knowledge. In the second half of the vignette, 

the robot leader describes a concrete task. The participants are asked to develop a marketing 

strategy for the botanical product based on five guiding questions. 
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We developed three versions of the vignette, in which we controlled the information 

about the organization, the product, and the task. However, we altered each version's wording 

and tone to capture one of the three leadership styles we examined (i.e., transformational and 

transactional leadership, as well as minimal leadership, which serves as a control condition). 

We adjusted the vignettes based on the Leadership Style Assessment (Peus et al., 2013) and 

the definitions of the concrete dimensions of transformational leadership (i.e., idealized 

influence attributes, idealized influence behaviors, and inspirational motivation) and 

transactional leadership (i.e., contingent rewards and active management-by-exception active; 

(Avolio et al., 1999). We omitted other dimensions (i.e., intellectual stimulation, 

individualized consideration, and passive management-by-exception passive), as their 

inclusion was unfeasible to be shown in a brief experience with a robot leader. For our 

minimal leadership control condition, we focused primarily on factual information and 

providing suggestions without overemphasizing inaction. We aimed to avoid resemblance to 

the laissez-faire leadership style, which is experienced as a negative form of leadership 

(Skogstad et al., 2007). 

We implemented the vignettes that we created in Pepper, a semi-humanoid robot that 

is manufactured by SoftBank Robotics. Compared to other commercially available social 

robots like Nao, which is made by the same company, Pepper is taller, which makes it more 

suitable for a leadership role because human participants can see it at eye level when seated. 

To have the robot leader pronounce the text of the vignette, we used a Python script and the 

Google Text-to-Speech API. The robot spoke with a male voice.  

The second component of the robot leader's implementation included differential 

movement. Being a semi-humanoid robot, Pepper can be programmed to move its head, 

torso, and arms freely. As far as transformational leadership is concerned, we focused 

primarily on the resemblance between that style and charismatic leadership, and we drew on 
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examples of charismatic-leadership video manipulations from the work of Antonakis et al. 

(2014). We identified the gestures from the charismatic leadership videos that appeared to be 

the most directive and implemented them in the transactional robot. In the minimal leadership 

condition, we included comparatively fewer movements. Moreover, all movements were 

closer to the body of the robot. An overview of the different conditions and the differences in 

speech and movement is displayed in Figure 5. We limited the duration of the robot 

presentations to approximately 3 minutes and 15 seconds per condition. 

Figure 5 

Overview of Experimental Conditions with Differences and Examples 

 
 

Prior to data collection, we conducted a pretest with six leadership scholars, each of 

whom saw one implementation (i.e., two transformational, two transactional, and two 

minimal). The experts’ evaluations on the Multifactor Leadership Questionnaire (MLQ) and 

their explicit statements (Avolio et al., 1995) made it clear that all six had identified the 

leadership style that they had been shown correctly and that they were unsure and had failed 

to perceive direct leadership in the minimal leadership condition. Once the pretests were 
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complete, we conducted a three-factorial (transformational, transactional, and minimal robot 

leader) between-participants experiment.  

Sample 

We conducted the experiment at distinct time points between July 2019 and 

November 2022. The first three sessions took place in 2019, and we conducted the last eight 

in late 2021 and 2022. The COVID-19 pandemic made experimental in-person sessions 

infeasible, necessitating an intermission in the data-collection procedure between March 2020 

and August 2021. In total, we included 218 participants, whereas the participants in the first 

three sessions were Executive Master of Business Administration (EMBA) students (n = 60), 

and the remaining participants were predominantly business-oriented Master students (n = 

158). Among the participants, 47.7% were aged between 18 and 24, 35.8% were aged 

between 25 and 34, 13.8% were aged between 35 and 44, and the remaining 2.8% were 45 or 

older. Regarding gender, 45% of the participants were female, 54.1% were male, and 0.9% 

identified with another gender or did not want to disclose such information. 

Procedure and Materials 

The data collection procedure was integrated into executive MBA and general 

university courses. We began each data collection session with a brief introduction to the 

topic of robots. After the introduction, each student would draw a card to be randomly 

assigned to groups of three to four individuals. We opted for a group setting to closely place 

the participants in a situation that resembles respective situations in an organizational context. 

The participants experienced one of the three implementations of the robot in different time 

slots. After the experiences, the participants were given a link to access the task and the 

questionnaire online, where each participant completed the task and the questionnaire 

individually. 
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The questionnaire consisted of a written consent form, a manipulation check, the 

marketing task, various quantitative scales, and questions on demographics. Completing the 

questionnaire took 38 min 53 s on average, with a standard deviation of 10 min 21 s. The task 

was implemented so that the participants had precisely 10 minutes to develop a product 

marketing strategy. The five guiding questions the robot gave the participants were also 

included in the questionnaire as a reminder.  

Since we focused on transformational and transactional leadership by robots, we 

included several dimensions from the Multifactor Leadership Questionnaire (Avolio et al., 

1995) as part of a manipulation check. For transformational leadership, we included the MLQ 

dimensions of idealized influence attributes (four items, e.g., “Instills pride in me for being 

associated with him”), idealized influence behaviors (four items, e.g., “Talks about their most 

important values and beliefs”), and inspirational motivation (four items, e.g., “Talks 

optimistically about the future”), with a Cronbach’s alpha of .89. For transactional leadership; 

we included the following dimensions: contingent reward (four items, e.g., “Provides me with 

assistance in exchange for my efforts”) and management-by-exception active (four items, 

e.g., "Keeps track of all mistakes"), with a Cronbach’s alpha of .80. 

Regarding the dependent variables, we included measures for task engagement, 

positive affect, negative affect, likability, discomfort, perceived safety, and stress. Unless 

explicitly stated otherwise, all scales were measured on a seven-point Likert scale, with the 

available answers ranging from “strongly disagree” to “strongly agree.” We used a modified 

version of the Utrecht Work Engagement Scale–9 by Schaufeli et al. (2006) for task 

engagement. The items were adjusted to refer to the task instead of a job (“I was enthusiastic 

about the task”). We also removed one item before initiating data collection (“When I get up 

in the morning, I feel like going to work”) because it did not fit the task context. The 

Cronbach’s alpha of the modified scale, 0.82, is high. 
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We measured positive and negative affect with the short form of the Positive and 

Negative Affect Schedule (Thompson, 2007). This scale includes 10 adjectives that describe 

a participant’s emotional state. The sample items for positive affect include “alert” and 

“inspired," and the sample items for negative affect include "upset” and “afraid.” Cronbach’s 

alpha for positive affect is .66, and Cronbach’s alpha for negative affect is .75. 

We used the semantic differentials from Bartneck et al. (2009) to measure the 

likability of the robot leader. Likability is a subdimension of the Godspeed indices and 

includes five adjective pairs, such as “awful-nice” and “unkind-kind.” At .88, Cronbach’s 

alpha for the likability measurement is high. For discomfort, we chose the discomfort 

subdimension of the Robot Social Attributes Scale by Pan et al. (2017). This scale measures 

the perceived discomfort that a robot induces based on six adjectives, such as “awkward” and 

“strange,” which are rated on a seven-point Likert scale. The responses range between 

“definitely not associated” and “definitely associated.” The Cronbach’s alpha for the 

discomfort scale is .80. 

To measure perceived safety, we used another three-item dimension from the 

Godspeed indices (Bartneck et al., 2009). This scale consists of pairs of adjectives, such as 

“anxious-relaxed” and “agitated-calm.” The Cronbach’s alpha for this scale is low, at 0.55. 

However, removing the last item, “quiescent-surprised,” causes Cronbach’s alpha to improve 

substantially and to reach .89. One possible explanation for the problematic item could be 

that the courses from which the data was collected were being taught in Germany. Lack of 

familiarity with advanced English-language vocabulary may have prevented the participants 

from understanding the word “quiescent.” Finally, we measured stress using six items from 

the State-Trait Anxiety Inventory Short Form (Marteau & Bekker, 1992). The scale consists 

of items such as “I felt calm” or “I was tense.” The Cronbach’s alpha for this scale is .74. 
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Analysis 

We calculated ANOVAs with Bonferroni post hoc tests to explore direct effects in our 

manipulation check and on our dependent variables. For the mediation analyses, we used the 

PROCESS macro for SPSS (Hayes, 2012). 

Results 

Manipulation Check 

The ANOVAs show that the transactional robot leader (F(2,217) = 5.83, p = 0.003) 

was perceived as significantly more transactional (M = 4.50, SD = 0.90) than the 

transformational (M = 4.06, SD = 1.00) and the minimal (M = 3.95, SD = 1.01) one. The 

transformational robot leader (F(2,217) = 6.45, p = 0.002) did not appear to be significantly 

more transformational (M = 4.97, SD = 0.93) than the transactional (M = 4.61, SD = 1.04) 

one, but it was seen as significantly more transformational than the minimal robot leader (M 

= 4.37, SD = 1.12).  

Direct Effects of Robot Leadership on Human Followers' Reactions and Perceptions 

(Hypotheses 1, 2, and 3)  

First, we analyzed the post hoc comparisons by reference to all followers’ reactions 

and perceptions. Figure 6 displays an overview of the results.  

Affect. Positive affect did not differ significantly (F(2,217) = 0.81, p = 0.45) between 

transformational, transactional, and minimal robot leadership. Negative affect was 

significantly lower (F(2,217) = 3.63, p = 0.028) for transformational leadership (M = 2.17, 

SD = 1.08) than for transactional leadership (M = 2.68, SD = 1.15). No other effects on 

likability were significant. Therefore, H1a is not supported, and H1b is partially supported. 

Likability and perceived discomfort. Our participants perceived the robot as 

significantly more likable (F(2,217) = 3.33, p = 0.038) when they engaged with the 

transformational version (M = 5.40, SD = 0.96), relative to the instances in which they 
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engaged with the transactional version (M = 4.92, SD = 1.08). None of the other comparisons 

revealed significant differences in likability. Likewise, the differences in perceived 

discomfort failed to show significant differences. Therefore, we found partial support for H2a 

but not H2b. 

Perceived safety and stress. The participants felt significantly less safe (F(2,217) = 

4.97, p = 0.008) when they engaged with the transactional robot (M = 5.05, SD = 1.48) than 

when they engaged with the transformational one (M = 5.61, SD = 1.30) and the minimal one 

(M = 5.74, SD = 1.28). There was no significant difference in perceived safety between the 

transformational and the minimal robot leader. Stress was significantly higher (F(2,217) = 

4.76, p = 0.010) among the participants who experienced the transactional robot (M = 3.19, 

SD = 1.11) than among the participants who experienced the transformational robot (M = 

2.66, SD = 0.96). The other comparisons revealed no differences. H3a and H3b are, therefore, 

partially supported. 

Figure 6 

Mean Differences and Standard Deviations for the Dependent Variables 
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Mediated Effects of Robot Leadership on Human Followers' Work Engagement 

(Hypotheses 4, 5, and 6) 

Affect. Hypothesis 4 concerns the mediating role of positive and negative affect on the 

relationship between the leadership style of a robot and task engagement. No significant 

effects were found. H4 is, therefore, not supported.  

Likability and perceived discomfort. Hypothesis 5 focuses on the mediation effect of 

likability and discomfort in the relationship between leadership style and task engagement. 

The results reveal that likability has a significant indirect effect when one compares the 

influence of transformational and transactional leadership on task engagement (b = -0.09, 

95% CI: -0.21, -0.02), which provides partial support for H5a. H5b is not supported. 

Perceived safety and stress. Hypothesis 6 explores the degree to which perceived 

safety and stress mediate the relationship between robot leadership style and task 

engagement. We found stress to be a significant indirect mediator of that relationship (b = -

0.10, 95% CI: -0.23, -0.001). We did not observe any statistically significant effects on 

perceived safety. Therefore, H6b is supported, and H6a is not supported. 

Discussion 

We aimed to determine how findings on transformational and transactional leadership 

behaviors in humans translate to robot leaders. For this purpose, we conducted an experiment 

in which the robot Pepper instructed participants to perform a task using transformational, 

transactional, or minimal leadership behaviors through speech and movement.  

In line with Hypotheses 1, 2, and 3, we found that a transformational robot leader is 

significantly more likable and that it is perceived as being significantly safer. A 

transformational robot also causes significantly lower negative affect and less stress. 

Furthermore, a transformational robot leader is associated with lower discomfort. However, 

this result is not significant. As far as positive affect is concerned, leadership styles do not 
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appear to differ. Hypotheses 5 and 6 are partially confirmed in that the likability of the robot 

and the participants’ perceived stress indirectly mediate the effect of transformational versus 

transactional leadership on task engagement. 

Theoretical Implications  

Our study contributes initial insights into the effects of specific leadership behaviors 

in robot leaders. By placing human followers in a situation in which they are led by a robot 

leader, we found that transformational robots can have positive indirect effects on 

engagement in a creative task. Similar results have been observed in the context of human 

leaders (Yasin Ghadi et al., 2013) and in a prior study of robot leadership that focused on a 

simpler tower-building task (Lopes et al., 2021). These results indicate that, by mimicking a 

complex assemblage of robot behaviors, such as transformational leadership, followers can 

experience outcomes that are similar to the ones that they obtain when they are led by a 

human. Researchers can extend these findings to other vital constructs in leadership research 

by investigating different positive leadership styles, such as servant leadership (Eva et al., 

2019) and ethical leadership (Bedi et al., 2016). 

We also investigated the effects of robot leadership behaviors on human followers’ 

positive and negative affect, their perceptions of the robot as likable or discomforting, and 

their perceptions of safety and stress. The results for Hypotheses 1, 2, and 3 align with our 

expectations. They show that the transformational robot leader induced lower negative affect, 

higher likability, higher perceived safety, and less stress than the transactional robot leader. 

Prior research has shown that robot behavior matters and that it is context-dependent (Gray & 

Wegner, 2012). With its idealized and inspirational behaviors, a transformational robot leader 

can be perceived as kinder and less disruptive than a robot leader that exhibits more 

conventional robotic and transactional behaviors.  
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Since interactions with social robots can be novel for humans (Smedegaard, 2019), 

experiencing the robot leader as less directive and strict could be less distressing, resulting in 

gains in likability and perceived safety and reductions in negative affect and stress. Our 

findings suggest that the transformational leadership of a robot intensifies feelings of safety 

and perceptions of likability while reducing negative affect and stress. Importantly, this 

finding aligns with the positive perception of transformational human leaders, indicating that 

the outcomes of the two may also be analogous. Current theories of the behavior of social 

robots primarily revolve around non-verbal cues (Huang et al., 2012; Kennedy et al., 2017) or 

behaviors broadly classified as social or asocial (Kennedy et al., 2015). Based on our results, 

those theories could be developed by including concrete behaviors from transformational 

leadership (e.g., speaking about visions, being inspiring, and stating values) to provide more 

comprehensive models of robot social behavior. 

Turning to Hypotheses 4, 5, and 6, the roles of likability and stress warrant further 

examination. These dependent variables have a significant mediation effect on task 

engagement. Research has shown that perceptions of one’s leader are important determinants 

of one’s subsequent performance (Meslec et al., 2020). In particular, as the experiences of 

human leaders show, transformational leadership is connected to enhanced follower 

performance (Braun et al., 2013; Yasin Ghadi et al., 2013). It is, therefore, understandable 

that a robot leader that speaks about its vision for the company and the product, about 

wanting to support the work of an individual, and about believing in the follower’s ability to 

perform well is perceived as more likable, which, in turn, affects task engagement positively. 

The halo effect, which captures the human tendency to evaluate one feature of another 

individual and to draw conclusions about other features from that evaluation, is essential to 

understanding the importance of likability (Nisbett & Wilson, 1977). Human followers might 
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have had a much more positive image of the robot leader because of its higher likability, 

which may have increased their motivation to work for it. 

Similarly, stress plays a crucial role in the ability to focus and perform (Berkun, 1964; 

Liao & Masters, 2002). Since the transactional robot leader mentioned ideas such as 

intolerance of errors, its strict and directive style could have influenced the followers’ 

perceived stress. They might have felt pressured to perform exceptionally well in the task. 

The transformational robot leader, however, presented itself as more supportive of the 

participants and more interested in their ideas, creating a more relaxed atmosphere that 

positively influenced the followers’ focus on the task. 

While likability and stress indirectly mediate the effects of leadership styles on task 

engagement, the other variables do not. Negative affect and perceived safety, which are 

significantly influenced by the leadership style of the robot, do not affect task engagement. 

The same is true of positive affect and discomfort. One explanation for this finding is that the 

phenomena that the four variables capture are more transient than likability and stress. 

Whereas likability and stress could activate lasting impressions and effects in human 

followers after a brief interaction with the robot leader, positive and negative affect, 

discomfort, and perceived safety might lack salience after the end of an interaction to cause 

any differences in their subsequent work. Future research could inquire whether these effects 

change if the robot leader is present while the followers work on the task—it may transpire 

that the impressions that those effects produce persist. 

Our study also transplants findings from the HRI literature into the domain of robot 

leadership. The notion of the Uncanny Valley captures a phenomenon whereby an entity is 

perceived as eerie because it exhibits behaviors that humans do not expect from it. This is the 

case when a robot expresses emotion believably (Gray & Wegner, 2012) or when humans 

perceive a virtual character as having a mind (Stein & Ohler, 2017). We placed a social robot 
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in the role of a leader, which is different from a role that humans would generally expect a 

robot to perform. Consequently, we showed that the Uncanny Valley does not appear to raise 

concerns in the study context. Likability and discomfort are two measures that are commonly 

used to investigate the Uncanny Valley. Our results reveal that the transformational robot is 

the most likable. It can also be the most humanlike due to its emphasis on idealized 

influences and inspirational motivation. Furthermore, we did not find a significant difference 

in discomfort between conditions. It appears, therefore, that prior findings on human leaders 

are more applicable to robot leaders than findings on robots. The implication is that 

leadership style behaviors can have similar effects when enacted by robot and human leaders. 

Practical Implications  

The description of robot leadership's positive and negative effects illuminates specific 

digitization-related opportunities and threats that organizations need to address. Whenever an 

organization intends to employ a form of robot leadership, decisions on the design of the 

robot leader should be based on evidence from human leadership. The effects of the 

leadership styles that our robot leader adopted indicate that different robot leader 

implementations affect followers differently. If the followers are engaged in creative work, a 

transformational robot leader would likely produce more desirable outcomes than a 

transactional one. Practitioners would benefit from robot leader implementations that 

emphasize supportive behavior, which would put the robot leader in a position where it could 

strengthen the organization’s messaging regarding its vision, values, and the motivation of its 

employees. 

Various digital entities that are not robots have also been created to aid humans. AI, in 

forms such as GPT, provides a salient example. Researchers have highlighted trust as the 

foundation of successful interactions between humans and computers (Glikson & Woolley, 

2020). By investigating the application of leadership styles to HRI, we provided initial 
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insights into factors that have traditionally been seen as exclusive to humans, which can be 

necessary for implementing virtual entities. As technologies such as GPT find their way into 

organizations, where they are intended to support humans, focusing on implementations that 

emphasize support by drawing inspiration from research on traditionally human interactions 

could pave the way for successful human-computer relationships in the future. 

Our study was conducted with the semi-humanoid robot Pepper. Practitioners should 

consider the type of robot that they use for leadership carefully. Our robot leader did not 

induce the negative perceptions of eeriness to which the Uncanny Valley theory points, which 

is most likely a result of its design. It clearly includes many human features, its head, and 

upper body, but it is still clearly identifiable as a robot. Robots that appear machinelike might 

be too different from conventional human leaders. In contrast, overwhelmingly humanlike 

robots could be considered disturbing if their robotic features do not align with their 

humanlike appearance. Semi-humanoid robots could provide an optimal balance between 

machine-like and humanlike appearance. 

Robot leaders can be replicated exactly. While the limits of their capabilities must still 

be explored, organizations would benefit from using robot leaders in supportive leadership 

positions, in which they would serve as benchmarks. For instance, poor or non-existent 

leadership could be avoided by having robot leaders serve as baseline leaders that repeatedly 

and reliably complete lower- and middle-management tasks (e.g., scheduling assignments, 

maintaining records, or analyzing financial data), while more complex leadership 

requirements remain within the human domain. 

Ethical Implications 

The ethics of interactions between humans and technologies are also important. Our 

results show that while positive influences can result from transformational leadership, 

negative effects such as lower perceived safety and increased stress can also be observed. The 
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extensive public debates and studies on technologies such as self-driving cars (Holstein et al., 

2018) and social media (Terrasse et al., 2019) show that responsibility can be problematic 

when technologies malfunction or create dangers. Can a technology bear responsibility, or is 

it always the designer of the technology, be it a corporation or an individual programmer, 

who must be held accountable? Questions such as these become more pertinent when one 

observes that certain robot leader implementations can cause issues. Organizations must be 

aware of the repercussions of their technologies’ or their implementation’ detrimental 

impacts. While promising findings can motivate and inspire openness to technology, 

downsides, and dangers must be considered to avoid the risk of ignorance or poor 

implementations, causing the potential to go unfulfilled. 

One limitation of robots that are considered frequently is their lack of empathy and 

emotion. Managing emotions, precisely their expression, and interpretation, is essential to 

leadership (Antonakis et al., 2009; Van Kleef & Cote, 2022). Robots, such as the robot leader 

in our study, can be designed to mimic human behaviors. For example, they may appear as if 

they care about the successes of followers. However, technological limitations currently 

make it impossible for robots and AI to show and understand genuine emotion. Situating 

robot leaders in positions of authority and power while they remain unable to make decisions 

on an emotional level could therefore affect human beings negatively because their emotional 

needs would not be considered appropriately. The specific decision-making authority that 

robot leaders should possess must be evaluated to avoid dystopian scenarios in which the 

needs of robots are prioritized over those of humans. 

Since robot leadership must be combined with AI to become fully functional in 

organizational contexts, the problems of AI bias are also relevant. To train AI, humans must 

rely on data generated from human contexts, which means that biases inherent to humans, for 

instance, against particular races or genders, are incorporated into the output of AI (Ahmed et 
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al., 2021). While AI biases are already creating substantial issues in domains as varied as 

facial recognition and recruitment, a biased AI in a leadership position with decision-making 

authority could aggravate discrimination. It is paramount that organizations that intend to use 

robot leaders be open and transparent about the data on which their AI is trained and ensure 

that its quality is high (Sanclemente & Cardozo, 2022). 

Limitations and Avenues for Future Research 

Our study is limited in some respects. First, the participants’ encounter with the robot 

leader was short and non-interactive. Leadership is usually a process that unfolds over long 

periods, with the relationship between leader and follower playing a central role (Lord et al., 

1999)—in addition, making it challenging to convey the full spectrum of each leadership 

style in a brief presentation within the scope of an experiment. Additionally, interaction is 

crucial in determining how humans perceive and react to robots (Pan et al., 2017). Most 

experiments on leadership suffer from such limitations, and we call for further research on 

robot leadership. That research should focus on more extensive and genuine interactions 

between robot leaders and human followers. For example, having followers work on a task in 

front of the robot and enabling them to solicit feedback, which could be controlled through 

the Wizard-of-Oz method or take the form of general dummy feedback that is provided at 

specific points during the task, could shed light on the different mechanisms that drive 

experiences of working for a robot leader. 

Second, we explored the topic of robot leadership with the robot Pepper. In the 

context of the Uncanny Valley, it is important to consider other robots as well. Pepper is one 

of the few commercially available social robots that are also relatively tall and whose 

gestures can be adjusted. These factors made Pepper the correct choice for the 

implementation of leadership behaviors. Differently designed robots might elicit slightly 

different effects, depending on their features and potential relationship to the Uncanny 
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Valley. As a result, scholars should consider investigating leadership by using other robots as 

they become available.  

Third, we focused only on transformational and transactional leadership. Since robot 

leadership is at a very early stage of its development, focusing on leadership styles that have 

been studied extensively was the correct decision. At the same time, it would be interesting to 

see how human followers react to a robot acting as a servant leader. Depending on one’s 

assumptions and technological affinity, one could see a robot leader as a tool that should 

serve them, which makes servant leadership an exciting option. Likewise, exploring human 

reactions to an exploitative robot leader would be of substantial scientific value. Destructive 

leadership styles are common among humans and might also be implemented, be it by choice 

or negligence, in robots and virtual agents. Inquiring whether the negative effects on human 

followers persist or are exacerbated when a robot leader is used would yield important 

insights into the full range of robot leadership behaviors. 

Conclusion 

Robot leaders remain a technology of the future. That future can be utopian or 

dystopian (Cichor et al., 2023). Given the rapid development of AI in domains such as art 

generation, voice assistance, and intelligent chatbots, the future might arrive sooner than 

expected. Despite its downsides, which include bias and lack of empathy, AI is increasingly 

being used in domains of high social and environmental importance, such as sustainability. 

At the same time, the focus has been on responsible implementations and increasing the 

resilience of the technology to bias and cybersecurity threats (Galaz et al., 2021). It is 

paramount that researchers study these fascinating technologies so that humanity is prepared 

for digital transformation and capable of leveraging the benefits of the technologies in 

question instead of succumbing to the fears they induce. Our study is a first step in this 

direction. While robot leaders still have much to learn before replacing human leaders, the 
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effects of their behaviors are more like the outcomes of the actions of their human 

counterparts than one would expect. 
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4.  Virtual Reality Environments for Assessing Leadership Behaviors3 

Introduction 

Effective leadership is crucial for the success of an organization, especially when it 

faces challenges such as digitalization and the need for remote work. Leader selection and 

development are thus two processes that are particularly important for organizations (Day, 

2011). Accurate leadership assessment is the crucial prerequisite for selecting or developing 

capable leaders successfully. Leadership assessment is based primarily on questionnaires, 

which focus on introspective reports. This methodological monopoly has been criticized for 

having various limitations (Gottfredson et al., 2020; Hansbrough et al., 2015; Vigil-Colet et 

al., 2012). The status quo creates a need for novel approaches that can address current 

challenges. 

In this paper, we recommend leadership assessments in Virtual Reality (VR). By 

implementing leadership situations in VR and evaluating the designs of the leader, the 

followers, and the situation, researchers can observe leader behavior directly. Considering 

crucial principles, leadership researchers can create virtual environments. Natural leadership 

is more likely to emerge from those environments than from the assessment strategies that are 

available at present. We describe the fundamentals to consider when implementing leadership 

assessment applications in VR. We also address the benefits of this approach and the 

problems that arise when assessing leadership in VR.  

Leadership Assessment 

Leadership assessment is crucial for organizational research because it allows 

complex leadership phenomena to be measured accurately. The dominant method for 

 
3 Chapter 4 is based on a working paper by Cichor, Emmerling, and Peus (2023), currently being prepared for 

submission. 
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leadership assessment is the follower report, an introspection-based measure typically 

collected via questionnaires or interviews (Peus et al., 2013). Follower ratings have been used 

extensively in leadership studies as essential data sources—it has become common practice to 

ask followers to rate their leader by reference to various metrics important to researchers.  

The full range of leadership model has been the dominant framework for leadership 

research in the last few decades (Anderson & Sun, 2017; Peus et al., 2013). Transformational 

leadership has repeatedly been linked to positive organizational outcomes, such as creativity, 

work engagement, and trust (Braun et al., 2013; Gumusluoglu & Ilsev, 2009; Yasin Ghadi et 

al., 2013). A prominent example of a leadership assessment questionnaire that is used widely 

for the full range of leadership model is the Multifactor Leadership Questionnaire (MLQ). It 

measures a leader’s style on the dimensions of transformational, transactional, and laissez-

faire leadership (Avolio et al., 1995). By answering questions related to experiences with and 

perceptions of their leader, followers indicate their leader’s dominant leadership style.  

Scholars have criticized questionnaires such as the MLQ for being ambiguous, 

misleading, and unsuitable for measuring complex social phenomena (Alvesson, 2020; 

Gottfredson et al., 2020; Hansbrough et al., 2015). Furthermore, their popularity 

notwithstanding, questionnaires primarily do not account for differences in context; however, 

the efficacy of leadership is evaluated differently depending on the context in which it is 

measured (Antonakis et al., 2003). In the following pages, we focus on three major 

limitations of questionnaires based on introspective reports that have been repeatedly 

emphasized, namely i) inaccuracies of follower ratings, ii) lack of context-specificity, and iii) 

measuring perceptions of leadership instead of actual leader behavior. 

Limitations of Current Methods 

Inaccuracies of follower ratings. Most leadership studies rely on followers’ ratings of 

their leaders. Although it is assumed that the leader’s behavior determines how they are 
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assessed, research has shown that follower characteristics explain as much of the variance in 

leadership assessments as leader behaviors (Wang et al., 2019). One considerable problem in 

using follower ratings for leadership measurement is that interindividual differences between 

followers’ personality traits, prior experience, individual characteristics, or needs influence 

ratings. For instance, individuals high in trait agreeableness tend to view leaders more 

positively (Hansbrough et al., 2015). Another issue arises when followers are asked to rate 

their leaders from memory, which can be influenced by recall and mental ability 

(Gottfredson, 1997; Hansbrough et al., 2015). Introspective assessment, often used in 

questionnaires, has also been found to be inaccurate due to social desirability and individual 

biases (Vigil-Colet et al., 2012).  

Lack of context-specificity. Questionnaires rarely account for the context of leadership 

(Antonakis et al., 2003; Thoroughgood et al., 2016; Vroom & Jago, 2007). Leadership 

situations vary considerably, affecting a leader’s performance (Peus et al., 2013). The context 

in which leadership occurs additionally explains more of the variance in leadership-related 

outcome variables than the differences between leaders (Vroom & Jago, 2007). Given the 

criticism of this lack of context-specificity, researchers have called for a renewed focus on 

the context in which organizational behavior occurs (Jordan et al., 2010). 

Measuring perceptions of leadership instead of actual leader behavior. Researchers 

have written extensively on the limitations of questionnaires based on introspective reports. 

Introspective data have been shown to be a poor predictor of explicit behavior (Friese et al., 

2008), especially of behavior that is constrained by uncertainty, such as risk-taking (Ronay & 

Kim, 2006), which is of particular importance for leadership (Aronson et al., 2006). 

Consequently, direct observation of leadership behavior has been found to reveal more about 

a leader’s approach to leadership than indirectly reported behavior (Bledow & Frese, 2009; 
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Hansbrough et al., 2015). Researchers have thus called for methods that measure actual 

behavior (Hansbrough et al., 2015; Wang et al., 2019).  

Alternative Assessment Strategies 

To address the aforementioned limitations, researchers have developed various other 

methods that purport to increase the accuracy of leadership assessment (see Table 2 for an 

overview), such as i) confederates, ii) (video) vignettes, and iii) situational judgment tests. 

Table 2 

Overview of Leadership Assessment Methods and Their Validity 

Assessment Method Internal Validity External Validity Note 

Introspective questionnaire Low Low Relies on inaccurate 

follower ratings, lacks 

context specificity, 

and only measures 

perceptions of 

leadership instead of 

actual leader behavior 

Confederate Low High Classified as 

deception; should 

only be used when no 

other option is 

available 

Vignette High Low Dependent on 

imagination and 

recall 

Video vignette High Medium Videos reduce 

inaccuracies that are 

caused by deficits in 

mental ability and 

recall 

Situational judgment test High Medium Behavioral options 

measure behavioral 

intention 

 

Confederates. One controversial approach to leadership assessment entails the use of 

confederates in specifically prepared scenarios (Blascovich et al., 2002). Confederates are 
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individuals, commonly actors, who are instructed to act out a particular scenario together 

with the participant whose behavior is being assessed.  

Using confederates results in high external validity. Scenarios are performed in ways 

that closely resemble similar situations in the real world, meaning that participants are more 

likely to exhibit genuine behavior (Bombari et al., 2015). The usage of confederates has been 

described as an attempt to create “illusions” for participants, thereby improving data quality 

through the creation of “mundane realism” (Blascovich et al., 2002). Confederate-based 

assessment is also characterized by low internal validity because confederates adjust their 

behaviors to their interaction partners (Kuhlen & Brennan, 2013).  

Using confederates in the social sciences has been the topic of various debates 

because researchers consider it unethical to employ confederates without informing the 

participants beforehand. Ethics guidelines for psychologists state that deception of any kind 

may only be used under circumstances where there is no other way to complete a study 

(American Psychological Association, 2017). 

Vignettes. Vignettes also go beyond introspective questionnaires. Vignettes are 

descriptions (written or verbal) of specific situations. In leadership assessments, these 

vignettes include prototypical leadership situations that result from discussions of critical 

situations that leaders have experienced (Peus et al., 2013). The participants are asked to 

imagine the situations vividly and then to answer questions about them.  

Vignette-based assessments have a distinct advantage over questionnaires and 

introspective reports, mainly due to their ability to address specific contexts. By describing a 

situation in detail and requiring participants to think of it when answering questions, vignettes 

can standardize the reference point of the subsequent answers (Aguinis & Bradley, 2014). 

Vignettes can therefore facilitate experimental control by specifying concrete situations for 

experimental conditions (Blascovich et al., 2002). Although vignettes are intended to assess a 
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leader’s actions in concrete situations, they can only capture behavioral intention, not actual 

behavior (Eifler & Petzold, 2019).  

Accordingly, vignette-based measurements are characterized by high internal validity. 

Once developed, the specific scenarios can be shown to participants in the exact form the 

researchers originally envisioned. However, vignette-based measurements have low external 

validity (Eifler & Petzold, 2019) because they only contain descriptions of hypothetical 

situations. Vignettes thus depend on the participant’s imagination, which can vary 

considerably even when the same situations are described. To increase the external validity of 

vignette-based methods, researchers have suggested restricting their use to situations that 

participants are likely to have experienced firsthand, which are easier to imagine vividly. 

Researchers have reverted to using picture or video vignettes to increase the external 

validity of vignette-based approaches (Eifler & Petzold, 2019). One approach motivated by 

the desire to circumvent the lack of context specificity is to use video vignettes that display 

leadership situations. The remainder of the procedure resembles that employed in studies 

with non-video vignettes, meaning that participants answer questions in various forms based 

on the scenario they have seen. Video-vignette-based methods have been identified as a 

promising method for testing the effects of manipulations on variables because they do not 

require the participants to exercise their imagination, which standardizes the manipulation 

and emphasizes its effects (Podsakoff et al., 2013). Importantly, video-vignette-based 

approaches have also been used to measure the impact of certain styles of leadership, such as 

charismatic leadership, on participants (Antonakis et al., 2011; Meslec et al., 2020). Although 

video vignettes have many advantages over regular vignettes, the main one being their high 

level of standardization, their external validity is still limited because the displayed situations 

remain hypothetical, and the participants are mere observers (Bombari et al., 2015).  
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In summary, leadership assessments based on introspective reports have been the 

primary tool that leadership scholars have used over the recent decades, and they have 

enabled insightful leadership assessments in the past. These types of assessments have 

pitfalls. Inaccuracies of follower ratings, lack of context-specificity, and measuring 

perceptions of leadership instead of actual leader behavior. Attempts to solve these problems, 

such as using confederates or (video) vignettes, have shown promise but struggle with 

internal and external validity as outlined. 

Situational Judgment Tests 

Situational judgment tests (SJTs) take vignette-based assessment one step further. 

They focus on situations that describe the context that participants should keep in mind when 

answering questions (Whetzel & McDaniel, 2009). However, compared to vignettes, SJTs do 

not measure outcome variables using typical questionnaires but instead include behavioral 

options from which participants can choose (McDaniel & Nguyen, 2001). Behavioral options 

can then be used to approximate the participants’ hypothetical behavior (Peus et al., 2013; 

Salter & Highhouse, 2009).  

One SJT that has been found to assess the full range of leadership model accurately is 

the Leadership Style Assessment (LSA). The LSA was developed to measure leader behavior 

in a wide range of critical situations (Peus et al., 2013). Followers are asked to choose 

behavioral options based on prior experiences with their leader. Based on the selected 

behavioral reactions, a leadership style from the full range of leadership model is assigned to 

the leader. Each available behavioral option can then be attributed to the dimensions of 

various leadership styles, meaning that the score resulting from the participant’s choices 

determines the leader’s dominant leadership style. The LSA is an attempt to effectively 

address the aforementioned limitations of introspection-based questionnaire assessments.  
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Improving the accuracy of follower ratings. It has been suggested that measurement 

approaches focusing on critical incidents, incidents that have evoked emotions in the past, 

can increase measurement precision (Hansbrough et al., 2015). Since concrete situations 

serve as reference points for ratings, followers can remind themselves how their leader acted 

and thus provide more accurate answers.  

Enhancing context-specificity. In describing situations precisely, the LSA focuses on a 

detailed representation of the context in which leadership is to be assessed. The situations are 

described in a way that provides sufficient contextual information to determine how the 

leader would act in similar situations. Crucially, the availability of multiple scenarios in the 

LSA allows for a thorough examination of leadership style. 

Measuring concrete behavior. Although participants are not asked to act out their 

behavior directly in the LSA, their choices from several behavioral options allow for a 

precise evaluation of the participants’ behavioral intentions. The LSA measures behavioral 

intentions across important dimensions since it includes behavioral options based on the full 

range of leadership model (Bass & Avolio, 1994). 

While SJT-based approaches address the limitations of introspective questionnaires to 

some degree, they do not eliminate them. Since participants are forced to rely on their 

imagination instead of acting, SJTs have similar limitations to vignettes and make cognitive 

and emotional aspects less salient due to lower engagement with the situation. While SJTs 

can also use picture and video vignettes as their foundations, participants can still only 

“experience” the situations that are presented to them as observers (Aguinis & Bradley, 

2014). Alvesson (2020) recommended studying leadership processes and practices directly 

and researching leadership as it occurs. For leadership style research, he advocated 

emphasizing the individual components of leadership, such as behavior, instead of attempting 

to measure multiple aspects of leadership at once. Researchers have also suggested using 
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technologies instead of videos because they can provide a fully immersive experience to 

participants and, therefore, a framework in which behavior can be observed directly (Pierce 

& Aguinis, 1997). One such technology is VR. 

Virtual Reality 

VR has been investigated for decades, but the term’s meaning has evolved, primarily 

because of the technology’s changes (Blascovich, 2002). While many researchers use the 

term VR for any virtual representation, including on a two-dimensional screen, we focus on 

what has frequently been called “immersive virtual reality,” that is, on technologies that 

allow for a three-dimensional representation of the environment and transport their users into 

that space as direct actors (Schmid Mast et al., 2018). 

To clarify the differences between various classifications of VR, this paper provides 

an overview of the types of VR that are commonly used. The first important distinction that 

has to do with how the VR system accomplishes the user’s transportation to the virtual 

environment is the level of immersion that the system creates. Immersion focuses on the 

technical aspect of a virtual experience (Mantovani & Castelnuovo, 2003), characterized by 

aspects such as graphical fidelity, screen space, and sounds. It lays the foundation for users to 

be surrounded by the virtual space. Researchers classify VR as low-immersive, semi-

immersive, or fully immersive (Martirosov et al., 2021).  

In low-immersive VR, the virtual experience is delivered through a regular screen, 

e.g., on a laptop or desktop PC. Since they can see the physical distance between their eyes 

and the virtual environment, users of low-immersive VR are aware that the application they 

are experiencing is external to them and, thus, that they are not present inside the virtual 

environment. Low-immersive VR is useful in experiences that would otherwise lead to 

motion sickness (Martirosov et al., 2021), and it costs substantially less than semi-immersive 

VR systems such as the Cave Automatic Virtual Environment (CAVE). 
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Semi-immersive VR only renders a part of the environment virtually, while the other 

part remains outside the virtual space (Kyriakou et al., 2017). Semi-immersive VR is most 

used in the educational sector, for example, in various assembly or space-flight simulators. 

The users are placed in a real environment, while screens show a virtually rendered 

representation of the educational content (Abidi et al., 2018; Museth et al., 2001). One 

advanced, and commonly employed semi-immersive VR system is the CAVE (Martirosov et 

al., 2021). CAVEs attempt to immerse the users in virtual environments by surrounding them 

with screens. Users can walk around freely while simultaneously engaging with the virtual 

content on all screens. As the user changes their position, the system calculates stereoscopic 

images in real-time to create believable and deep virtual representations of an environment 

(Mullins, 2006). Whereas a CAVE can be built so that the user is surrounded by screens, 

transforming it into a highly engaging and fully immersive experience, the cost of that 

technology is high. A specifically designed room with multiple high-fidelity screens is 

needed, as is a sound system of sufficient quality. 

Fully immersive VR takes the virtual space one step further and attempts to immerse 

the user fully in the virtual environment so that no references to the real environment can be 

found (Martirosov et al., 2021; Schmid Mast et al., 2018). Fully immersive VR environments 

are frequently displayed via Head-Mounted Displays (HMD) and can be divided into two 

types. PC HMDs, such as the HTC Vive Pro 2, must be tethered to a high-performance 

computer to run, allowing for better performance and higher-fidelity visuals. Standalone 

HMDs, such as the Oculus Quest 2, do not require any external devices, but they are less 

powerful and therefore limited in their performance and graphical output.  

There has been a substantial resurgence of interest in VR due to commercial HMDs 

becoming widely available to consumers. HMDs project virtual images on two screens 

positioned directly in front of the user’s eyes. At the same time, all other light sources are 
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blocked, resulting in full immersion (Martirosov et al., 2021). Not only does the HMD 

experience have an immersive quality as a result of feeling placed in the center of a virtual 

environment, but technological advancement has facilitated a sharp decrease in costs. 

Nowadays, high-quality commercial HMDs can be purchased for between $300 and $1,500. 

In 1997, fully immersive VR systems required an investment of between $50,000 and 

$80,000. In 1992, the cost could reach $1,000,000 (Pierce & Aguinis, 1997). 

As a fully immersive technology, VR places participants in concrete situations where 

they are direct actors. The gap between behavioral intention and actual behavior is bridged, 

and cognitive and affective engagement is higher. Accordingly, external validity increases. 

Virtual Reality for Leadership Assessment 

While research on leadership in VR is scarce, many scholars have investigated 

components of leadership or leadership-adjacent behavior in VR. As far as research on 

leadership-adjacent behavior is concerned, VR interventions have focused on public-speaking 

training. VR public-speaking research originates from research on VR-supported therapies 

for social anxiety, in which appropriately designed environments have consistently recreated 

feelings of anxiety in users (Pertaub et al., 2002). Complex mechanisms, such as a virtual 

audience reacting to a presenter and giving real-time feedback, have been implemented in 

various virtual public-speaking courses (Batrinca et al., 2013; Palmas et al., 2021; Poeschl & 

Doering, 2012). Since the ability to present oneself and one’s vision confidently has been 

found to be essential for leaders (Antonakis, 2012; Judge et al., 2006), public speaking-

related VR applications are useful in the leadership context. 

While most research on leadership and VR has so far focused on military leadership 

and only considered non-immersive VR (Gordon et al., 2004; Raya et al., 2018), recent 

papers have also investigated leadership based on organizational research and non-immersive 

VR. For instance, Parra et al. (2021) developed a serious game for leadership assessment that 
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investigates task-oriented and relationship-oriented leadership on a sailboat. Eye-tracking and 

machine learning were employed to determine whether participants adopt task-oriented and 

relationship-oriented approaches to leadership. Research on fully immersive VR and 

leadership is currently limited. 

Immersion involves technical aspects that affect the degree to which the virtual 

environment will surround the user. The user’s subjective perceptions ultimately determine 

an experience. In contrast to the technical determinants of immersion, presence represents the 

feelings that users experience when they find the virtual environment believable (Sanchez-

Vives & Slater, 2005). Immersion has been identified as a precursor to presence because only 

an experience that is technically capable of creating a realistic environment can make users 

feel that the situation in which they find themselves is convincing (Bombari et al., 2015; 

Slater, 2003).  

Presence is connected to how the user, their social interaction partners, and the 

environment are perceived (Bulu, 2012). Human-Computer Interaction (HCI) researchers are 

increasingly using fully immersive VR to investigate how social interactions unfold in virtual 

spaces and which aspects of design need to be considered in relation to avatars, characters, 

and environments (Bombari et al., 2015; Schmid Mast et al., 2018). In the leadership context, 

the VR social interaction partners are followers, and the VR environment represents a 

situation that reflects researchers’ calls for leadership assessments that cover not only leaders 

but also followers and situations (Alvesson, 2020; Hansbrough et al., 2015).  

VR applications require thorough implementation and consideration of all matters that 

affect user experience. The three aspects that primarily determine a user’s experience in VR, 

particularly in leadership scenarios (i.e., virtually implemented complex social interactions), 

are embodiment, social presence, and telepresence. Avatar, characters, and environments 

must be implemented based on this triad. An overview of the considerations that must be 
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considered before a VR leadership assessment application is implemented that reflect the 

context of the study is displayed in Figure 7 and elaborated in the following sections. 

Figure 7 

Overview of Considerations and Recommendations for VR Leadership Assessment
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Avatar Implementation – Leaders in VR 

Embodiment is defined as the feeling that users have ownership over their virtual 

body in virtual spaces (Kilteni et al., 2012) and is of particular importance to VR HMDs. 

Since screens are placed right before their eyes, and users cannot see their bodies, a 

believable virtual representation of their physical entity in VR is crucial (Slater, 2017). Much 

research has been conducted on embodiment and VR’s most optimal body representations. 

One unresolved question is whether it is enough for users to see a virtual representation of 

their hands or if a representation of the entire body is required (Matamala-Gomez et al., 2019; 

Steed et al., 2016). Moreover, the haptic method of interacting with the virtual world can 

affect the degree to which the users feel embodied in their virtual representation (Spanlang et 

al., 2014). The profound effects of embodiment are evident from research on implicit bias. 

VR interventions decrease it effectively by placing participants in different virtual bodies 

(Hasler et al., 2017; Peck et al., 2013). 

To facilitate virtual environments that invite leaders to make behavioral choices that 

mirror their reactions to similar real-world situations, leadership researchers must determine 

how leaders can be represented in virtual space. Whereas many VR applications do not 

include representations of the user’s body at all (e.g., passive experiences that do not require 

complex interactions), the VR experiences that are most suitable for leadership assessment, 

that is, serious implementations with a focus on realism, must focus on those representations.  

Once a whole body is implemented in VR, new questions arise about the type of body 

that should be presented. For instance, gender mismatch affects embodiment (Schwind et al., 

2017). In the context of behavior, it is reasonable to expect that a sense of body ownership in 

VR would substantially affect the leader’s ability to act in a manner that is congruent with 

their desired actual behavior. In fact, leadership scholars have drawn a link between leaders’ 

enactment of behaviors and their subsequent perceived authenticity (Weischer et al., 2013). 



 

74 

 

Since preliminary research on embodiment suggests that including a virtual body 

leads to improved presence and engagement (Steed et al., 2016), participants can be given a 

choice between various body types, genders, and ethnicities. The choice would enable 

participants to select the avatar they feel most comfortable with, thus increasing the 

likelihood of feeling embodied and present in VR.  

Recommendation 1: Participants in VR leadership assessments should be able to choose 

between diverse virtual bodies. The options should include different body types, 

genders, and ethnicities. 

Character Implementation—Followers in VR 

Whereas embodiment focuses on how the user is represented in VR, social presence is 

specifically related to the representation of virtual characters in a virtual environment and 

determines how believable social interactions with those characters are perceived to be (Bulu, 

2012). Social presence is irreplaceable in VR applications that contain interactions with 

virtual agents. It captures the degree to which users feel a social interaction partner is 

“available” (Lee, 2004). Since any social interaction in the real world can be experienced as 

engaging, depending on the context, it is clear why social presence is crucial for engagement 

in VR (Oh et al., 2018).  

As a result, the need for standardized interaction partners has been emphasized in VR 

research. Behavior in social situations is always a result of an interaction between two or 

more individuals (Bombari et al., 2015; Schmid Mast et al., 2018). Since leadership situations 

are defined by dyadic and reciprocal interactions between leader and follower (Yukl, 1989), 

social presence is essential for the realism of the representation of leadership in VR, and it 

can lead to higher engagement, deeper immersion, and a higher likelihood of the benefits of 

VR being realized. After all, as the perceived familiarity of virtual human characters 

increases, so does the possibility that users will exhibit natural behaviors in the virtual space 
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(Slater & Steed, 2002). These increases are crucial prerequisites for precisely assessing leader 

behavior in VR. 

To maximize social presence, the acceptance of the virtual character or, in the case of 

VR leadership assessment, the virtual follower needs to be taken into account. The first 

aspect of their virtual counterparts that individuals experience is their appearance. In the 

context of realistic leadership situations in VR, one would expect that virtual followers will 

be designed as realistically as possible to increase familiarity. However, research has shown 

that this realism has diminishing effects due to a phenomenon that is called the Uncanny 

Valley. 

Familiarity with virtual characters only increases linearly with human likeness up to a 

point. Thereafter, it decreases quickly, causing humans to view the characters as eerie (Mori 

et al., 2012). In other words, if a virtual character is too humanlike, it might not be perceived 

favorably or accepted. Researchers have given many explanations for the Uncanny Valley. 

The most prominent is the theory of category uncertainty, which asserts that if a character is 

intended to be fully humanlike, any element that deviates from this standard and thus from 

the user’s expectations detracts from the experience by making it more challenging to 

determine what level of human likeness the character is supposed to represent (MacDorman 

& Chattopadhyay, 2016, 2017). However, scholars have also found evidence contradicting 

this Uncanny Valley explanation. While the theory of category uncertainty is premised on the 

assumption that humans classify entities into distinct categories, the theory of perceptual 

mismatch posits that human likeness exists on a continuum. Singular features that appear 

artificial on otherwise humanlike entities can cause perceptions of eeriness (Kätsyri et al., 

2015). Furthermore, disparities between a character’s “perfect” appearance and their 

unnatural movements can also elicit feelings of eeriness (Bombari et al., 2015). 
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The Uncanny Valley becomes particularly important whenever the design of virtual 

characters needs to be determined before they are placed in their intended context. While 

leadership assessment is considered a serious task, appearance problems make it necessary to 

design virtual characters in cartoonish styles. In this way, the complexity of their features is 

reduced, and issues of category uncertainty and eeriness are avoided (Kätsyri et al., 2017). 

This said, Uncanny Valley research is primarily based on work on two-dimensional 

environments and robots. It is reasonable to assume that important aspects of the Uncanny 

Valley can be found in VR. Due to VR's immersive and engaging nature, the triggers related 

to the Uncanny Valley are even more problematic in that context. In leadership situations, it 

is necessary to design characters before implementation because eerie characters would 

substantially affect the ability of leaders to feel socially present vis-à-vis their virtual 

followers, thereby diminishing the potential of VR to recreate scenarios for leadership 

assessment. 

These findings have major implications for designing VR leadership assessment 

applications—characters must be designed to avoid the Uncanny Valley effect. Unless 

researchers have access to high-quality characters with high-quality animations and use a PC 

HMD like the HTC Vive Pro 2 to render all details fully, focusing on fewer features would 

make the Uncanny Valley less critical. Reducing the number of features means that category 

uncertainty and perceptual mismatch are less likely and that the impact of potentially 

unnatural movements is diminished. 

Recommendation 2: For VR leadership assessments that are conducted with standalone or 

low-performance HMDs, the features of followers need to be simplified to prevent the 

occurrence of the Uncanny Valley effect and maximize social presence. For VR 

leadership assessments conducted on PC HMDs, highly detailed follower characters 

can be considered when high-quality movement animations are available. 
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The theory of the Uncanny Valley has been extended beyond the visual appearance of 

characters and to the mind. That version of the theory posits that factors that pertain to the 

experience as a whole and to the character’s behavior can also elicit feelings of eeriness. The 

most prominent findings pertain to an agent’s capacity to experience or feel (Gray & Wegner, 

2012). When humans encounter virtual entities, they commonly expect them to act 

independently due to pre-programmed behaviors or artificial intelligence. However, suppose 

the agent acts in a way that creates the perception that they can feel emotions. In that case, 

default expectations are violated, which, in turn, triggers the Uncanny Valley of the Mind 

effect (Appel et al., 2020). 

The design of an agent and its capacity to feel can be perceived directly through 

observation. A second perception can cause the Uncanny Valley of the Mind effect, namely 

mind attribution. Users expect agents to be pre-programmed or use artificial intelligence to 

choose between actions. However, if the agent’s actions seem overly intelligent or 

unexpectedly complex, humans begin attributing a mind to it (Gray et al., 2007; Stein & 

Ohler, 2017). Mind attribution has been linked to similar effects as the Uncanny Valley of the 

mind because it is another violation of the users’ expectations and therefore influences 

experiences negatively by creating distance between user and agent. 

It is vital that virtual followers in VR leadership assessment applications react to the 

leader’s actions realistically and logically. However, they should not appear emotional, 

intelligent, or as if they have minds. Researchers must ensure that the characters’ reaction is 

congruent with the leader’s expectation about the reactions of a human follower in a similar 

situation. This way, perceptions of characters deciding independently based on individual 

factors would not arise. 

Recommendation 3: The reactions of virtual followers must be realistic and logical 

consequences of the leader’s behavior. However, those followers should not be overly 
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emotional or intelligent because attributing feelings and minds to the followers will 

lead to the Uncanny Valley of the Mind effect.  

Since the LSA revolves around creating standardized leadership situations and VR 

enables researchers to create any situation in a highly immersive environment, a promising 

avenue for future research is the implementation of SJTs, such as the LSA, in VR. In 

addition, VR could be used to reverse the situation by having individuals play the role of 

followers interacting with virtual leaders. By placing the follower at the center of a situation 

and having a virtual leader exhibit a concrete behavior, researchers could investigate how 

leader behaviors affect followers in virtual environments. Moreover, leaders placed in 

follower roles would be able to experience the effects of leaders’ actions and, thus, leverage 

the ability to see specific behaviors from the follower’s perspective. 

It is important to note that, in considering the VR-based implementation of SJTs such 

as the LSA, one must think of the interaction partners in VR being pre-programmed (agents) 

rather than represented by real users (avatars). Although simultaneously putting human 

leaders and followers into virtual environments may be interesting, the standardized 

situations would not align with the researchers’ intentions, which is crucial for standardized 

leadership assessment. 

Recommendation 4: For VR leadership assessments based on situational judgment tests, 

virtual followers' behavior must be pre-programmed to ensure high internal and 

external validity. 

Environment Implementation—Leadership Context in VR 

Telepresence is determined by the implementation of the VR environment around the 

user. The user should feel as if they are inside the virtual environment (Bulu, 2012; Draper et 

al., 1998). Telepresence describes the feeling of being physically present in an experience 

(Biocca et al., 2003), which, in turn, increases overall presence so that perceptions of space 
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and time begin to blur and the user becomes fully engaged with the virtual world (Mantovani 

& Castelnuovo, 2003).  

A major challenge that needs to be overcome for the potential of VR implementations 

to be leveraged is the unification of the virtual and the real. Although the VR experience can 

be highly immersive, there are no means of making the transition between reality and VR 

seamless— users will always know that they have put the HMD on at some point. 

Consequently, VR implementations must be coherent with how one would expect to 

experience the same or a similar situation in the real world. This proposition applies not only 

to the representation of the virtual environment but also to the behaviors that may result from 

interacting with the environment in VR. 

Any deviations from expectations about objects or possible behaviors in the 

environment affect the user’s experience negatively by creating a break from their expected 

and actual experience, creating a distracting effect on their presence. Furthermore, the 

environment around the user and the agent can directly influence perceptions of eeriness. If 

the virtual environment is designed in a way that violates the user’s expectations, the 

Uncanny Valley of the Mind effect can occur (Howard, 2017). 

Since leadership situations primarily unfold in office environments, the VR 

implementation must be designed so that the virtual environment is coherent with the user’s 

expectations. Photorealism would be the first choice for serious applications. Still, the 

Uncanny Valley of the Mind can be problematic when photorealism and an exact 

representation of the environment cannot be achieved. Simpler and cartoonish 

implementations can be effective as well. If, for instance, a VR application runs on a 

comparatively cheap standalone HMD, aiming for photorealism would lead to graphical 

artifacts that not only generate breaks in immersion and perceptions of eeriness but also result 

in motion sickness when the HMD can no longer render enough frames per second to 
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maintain the VR illusion for the user. It is, therefore, vital to determine, before 

implementation, what type of research the VR implementation is intended for and what the 

relevant portability and performance concerns are. 

Recommendation 5: For VR leadership assessments that are conducted on standalone or low-

performance HMDs, the virtual environment should be rendered in simple graphics 

and with few features to implementations that represent details inconsistently and to 

improve performance. VR leadership assessments conducted on PC HMDs can be 

more detailed and rely on superior graphics. 

Considerations for Empirical Leadership Assessments 

When combined, embodiment (how the user is represented), social presence (how 

believable social interactions are), and telepresence (how the environment is implemented) 

determine the presence that a user experiences in a VR application. Hence, to create realistic 

leadership situations for assessment in VR, the embodiment is determined by the leader’s 

implementation, social presence by the followers’ implementation, and telepresence by the 

leadership situation’s representation. 

In complex social situations such as leadership interactions, the feeling of being in a 

virtual world leads to performing actions that one would also perform in the real world. It has 

been shown that when virtual humans mirror the behavior of actual humans, users begin to 

experience the interaction similarly to how they experience analogous situations in the real 

world, for instance, in terms of social inhibition (Buck et al., 1992) and arousal (Slater, 

Guger, et al., 2006). Interestingly, research on virtual situations in medicine indicates that 

perceptions of authority, a relevant aspect of many leadership interactions, and the 

corresponding behavior adjustment unfold similarly in the virtual environment and the real 

world (Mast et al., 2008). 
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It has been suggested that critical incidents can be used for measurement to activate 

episodic memory more effectively and obtain more accurate follower ratings (Hansbrough et 

al., 2015). VR is an opportunity because followers do not need to remember critical incidents. 

Instead, leaders can directly act out critical leadership incidents in VR, and their behavior can 

be observed directly. Similarly, VR can be used effectively to increase the accuracy of 

follower ratings. Since episodic memory has been shown to be more active after exposure to 

emotional content (Allen et al., 2008) and since visual reminders of emotional events have 

been linked to higher rating accuracy (Naidoo et al., 2010), researchers can recreate 

emblematic leadership situations in VR to activate the followers’ episodic memory and thus 

improve rating accuracy when they subsequently rate a leader. The implementation of 

specific leadership situations from the LSA in VR, thus, leverages all of the advantages of 

SJTs and creates a framework in which cognitive and affective engagement increase (Bulu, 

2012; Slater, Guger, et al., 2006) and in which behavioral choices are more likely to represent 

actual behavior. 

One crucial factor that needs to be considered when VR is used in leadership studies 

is the type of study being conducted. The key distinction is between experimental and non-

experimental setups. The most important benefit of VR, which was noted previously, is that it 

can create standardized leadership situations that purport to replicate all significant contextual 

factors, which, in turn, allows concrete behavior to be observed in the virtual environment. 

Consequently, VR can be used in any study, whether experimental or non-experimental. The 

benefits of VR are more pronounced in experimental studies because various conditions can 

be set up in a standardized manner and because controls for contextual factors can be 

introduced. As a result, the experiments that are run are of high internal and external validity 

(Blascovich et al., 2002; Pierce & Aguinis, 1997), a standard that other experimental 

methods, such as the LSA, cannot attain to the same degree.  
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Recommendation 6: VR leadership assessments are particularly suitable for experimental 

leadership studies because multiple standardized conditions can be implemented and 

used to control for contextual factors. VR leadership assessments also have 

advantages over experimental studies based on situational judgment tests because of 

their higher internal and external validity. 

Once a type of study has been selected, it is vital to consider the circumstances in 

which data is collected and, thus, the type of HMD that should be used. While some 

researchers have argued for field studies and criticized laboratory experiments for their lack 

of generalizability (Levitt & List, 2007), the recent literature contradicts these claims. It has 

been argued that laboratory studies are generalizable (Charness & Fehr, 2015) and enable 

more control over experimental variables. In addition, they are not affected by self-selection 

bias (Falk et al., 2013). Whatever a researcher’s reasons for conducting a field study or a 

laboratory experiment, VR can be used in any context due to the availability of standalone 

and PC HMDs. 

If researchers set up a complete laboratory experiment under controlled conditions, 

they can profit from the high performance of PC HMDs because portability is not a priority. 

As a result, graphical fidelity and performance can be emphasized. If a field study is being 

conducted at an organization, standalone HMDs are useful due to their portability, but 

concessions on visuals and performance are unavoidable. However, as explained previously, 

the photorealistic implementation does not necessarily lead to superior outcomes due to the 

operation of the Uncanny Valley effect, which is particularly problematic when high-fidelity 

characters are used and when breaks in immersion occur due to insufficiently detailed 

implementations.  

Prolonged VR experiences can have a negative psychological impact on users. Since 

HMDs simulate fully three-dimensional worlds with just two small screens that are placed in 
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front of the user’s eyes, the technical setup and its implementation can cause motion sickness, 

nausea, and disorientation (Martirosov et al., 2021; Saredakis et al., 2020). The factors that 

determine whether an individual will experience such side effects from exposure to VR are 

still being investigated, but using state-of-the-art VR technology seems to reduce the negative 

influences of VR (Saredakis et al., 2020). Side effects can become more or less prevalent 

when certain situations are displayed. For example, a small number of slower movements 

reduces the likelihood of nausea and disorientation; the same is not true of a rollercoaster ride 

simulation. The technical aspects of the HMD can also have positive effects, including higher 

picture and movement clarity (Ray et al., 2018), higher frame and refresh rates (Kourtesis et 

al., 2019), and lower field of view (Fernandes & Feiner, 2016), which have all been linked to 

improved outcomes for VR users (Saredakis et al., 2020). These features are primarily 

available with PC HMDs.  

Recommendation 7: If data is collected in the field, the portability of standalone HMDs can 

be leveraged. The side effects of VR, such as disorientation and nausea, mean that VR 

immersion needs to be relatively short. PC HMDs enhance laboratory setups through 

superior performance and graphical fidelity and have fewer side effects, but they are 

less portable. 

Researchers who are interested in using VR for leadership assessment realize that 

although initial development costs and time requirements for VR implementations can be 

high, future-oriented development can create frameworks that allow for the modular 

expansion and adjustment of the implementation and can therefore be used for various 

research projects over a long time. 

VR development is usually conducted via game engines, tools commonly used for 

video game development. Game engines deliver environments in which many fundamental 

aspects of two- and three-dimensional experiences, such as object interactions, game physics, 
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and artificial intelligence, are implemented in their initial states, enabling developers to build 

on them easily. It is essential to consider the implementation process and whether the VR 

experience needs to focus on performance or portability. As explained previously, in the 

context of different VR HMDs, it is not only the device but also the engine and the 

experience of the developers that shape the experience. For instance, an engine such as Unity 

is simple to use and effective for mobile experiences, but it generally cannot attain the 

graphical fidelity of the Unreal engine. However, the latter requires more computational 

power and, thus, more advanced VR HMDs. Researchers should use commercially available 

game engines that have long-term support. 

If all the benefits of VR are to be leveraged, the representation of a leader’s actions in 

VR needs to be considered carefully. Freedom of action has implications for measurement. 

For instance, one situation in the LSA requires the leader to navigate a scenario in which an 

employee has prepared a subpar presentation for an important client. In VR, we can imagine 

that this situation and its context are implemented directly. For instance, the follower may 

walk into the office and apologize for having handed in such a poor presentation. The 

interaction between the leader and the follower would then unfold through direct speech and 

speech recognition. The same situation could also be presented as an email on a virtual 

computer in VR space. The leader would then read the email before the virtual follower 

walked into the office. If the interaction and the choice of behavior occur through an interface 

element whereby the user selects what they want to say, situations could be quickly combined 

with new behavioral options.  

Both approaches have benefits. The first is more immersive because context is 

presented directly through an interaction; the second requires fewer modifications of the base 

material and represents the actual situation more directly. While interactions with virtual 
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followers can also be conducted through speech and speech recognition, which increase 

immersion, adding more situations would require additional development resources. 

Recommendation 8: Commercial and widely available game engines enhance 

implementation. Complex interactions through speech create a more immersive 

experience, so researchers should include these natural interaction options whenever 

possible. However, text-based descriptions of situations and behavioral decisions 

made through interface elements allow the application to be extended more quickly in 

the future. 

VR has been used for decades in numerous contexts, and it is important to consider 

the ethical implications of the technology. Due to its nature as an immersive technology and 

as a subjectively real experience, researchers must consider the proposition that the presented 

content can affect participants substantially. While participants can be made aware that they 

are in a safe space and can stop the experience at any time, the effects it induces can still be 

profound. In psychology research, experiments that would be unethical by contemporary 

standards, such as the infamous Milgram experiment on direct physical aggression, have now 

been implemented in VR (Slater, Antley, et al., 2006) because the ethical restrictions are 

thought to be less stringent—the experience is presumed not to be real. Research on phobias 

(Garcia-Palacios et al., 2007; Safir et al., 2012) indicates that VR induces realistic fear 

responses. Given that the virtual world can be perceived so intensely that it triggers phobias, 

one needs to be cognizant of the fact that researchers have a responsibility to be careful with 

the content that they generate for participants.  

The VR researchers who specialize in HCI realized early that the technology can be 

effective for investigating sensitive situations that would be difficult to study in the field. 

Scholars of organizational behavior, for instance, have suggested using VR for research into 

workplace romance and sexual harassment (Pierce & Aguinis, 1997). This suggestion is 
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congruent with the clinical research in which VR has been used to simulate situations that 

would be impossible or unethical to recreate in the real world (Bombari et al., 2015). 

Consequently, VR leadership assessment can be employed to investigate sensitive leadership 

situations if this research adheres to ethical guidelines and as long as VR is not treated as a 

blank check. Participants must be informed about the content they will encounter and be 

allowed to abort the VR experience at all times. 

Furthermore, VR provides a unique opportunity to vary the individual features of 

virtual followers, which is promising for leadership research because humans react differently 

to interaction partners with different appearances. For instance, competence is assessed 

differently depending on facial features (Todorov et al., 2005), and willingness to negotiate is 

judged more negatively in female candidates than in male candidates (Bowles et al., 2007). 

Given the different perceptions of various characteristics, researchers must frequently use 

multiple interaction partners to counteract the impact of specific traits on variables (Azmat & 

Petrongolo, 2014). In VR, it would be substantially more accessible for researchers to select 

from multiple characters with various facial features or genders. Consequently, VR is a 

promising means of investigating perceptions of individual traits and the way biases influence 

them in the leadership context. 

Recommendation 9: VR leadership assessments can be used to investigate leader behavior 

safely in sensitive contexts that cannot be observed quickly otherwise. However, VR is 

not a blank check—ethical guidelines must be followed. Participants must be aware of 

the content presented to them, and the option to stop the VR experience must always 

be available because immersive VR experiences can induce similar reactions to 

experiences of sensitive situations in reality. 

The evaluation of interactions through the assessment of markers relevant to 

automatic processing in real-time has been found to be necessary for the perception of 
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leadership (Braun et al., 2018; Lord & Maher, 2002). This proposition is particularly true of 

VR because researchers have found that cognitive and affective responses can be measured 

due to VR experiences (Slater, Guger, et al., 2006). Methods that are used primarily in 

neuroscience or the adjacent fields, such as eye-tracking, Electroencephalography (EEG), or 

Galvanic Skin Response (GSR), are also increasingly being investigated in leadership 

research (Parra et al., 2021; Raya et al., 2018). It is difficult to use these methods effectively 

because they often require experimental setups to be created in laboratories, which limits 

researchers to controlled environments and excludes the possibility of field research, in which 

these methods would serve as promising new data sources. By creating VR leadership 

situations that can also be experienced in laboratories, researchers could combine situations 

that can otherwise only be observed in neuroscientific and physiological field experiments. 

The use of neuroscientific and physiological methods in VR is, therefore, capable of 

producing and enhancing the quality of behavioral data that is otherwise difficult to obtain.  

EEG can measure a leader’s cognitive load during a VR situation (Zhang et al., 2017), 

yielding insights into the determinations that need to be made during various critical 

leadership situations. GSR can generate high-quality data on stress responses common in 

critical leadership situations (Kurniawan et al., 2013; Perala & Sterling, 2007). Eye-tracking 

can be combined with either of those methods to produce additional insights into cognitive 

load and stress (Simonovic et al., 2018; Zagermann et al., 2016). Notably, various HMDs, 

such as the HTC Vive Pro Eye, have been developed specifically to include the state-of-the-

art eye-tracking technology by the company Tobii, resulting in the easy integration of the VR 

stimulus and the eye-tracking measurement. 

Recommendation 10: VR leadership assessments can be combined with measures such as 

eye-tracking, EEG, and GSR to assess the factors that underlie leader behavior, such 

as cognitive load and stress, in real-time. Such approaches allow neurophysiological 
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data to be collected in leadership situations where leaders exhibit their natural 

behaviors, which is much more challenging to achieve without VR. 

The implications of VR leadership assessment studies must be treated with caution. 

Crucially, in the past, much research focused on leader selection and leadership development 

because they are the most pertinent dimensions of leadership in practice (Day, 2011; 

Vardiman et al., 2006). Leadership assessment is the most promising focus for initial 

examinations of VR in leadership research. If leadership assessment is treated as a core 

concern, leadership in VR can be investigated in a way that allows one to understand how 

behavior and social interactions translate to VR in the context of leadership. 

Leadership assessment is the middle ground that allows researchers to examine all 

important details of leadership interactions in virtual spaces because assessments serve as the 

foundation for determining how specific behaviors can be evaluated in VR. Once research on 

leadership in VR has been conducted and leadership can be measured effectively in virtual 

spaces, the next logical step would be to consider how leadership development would operate 

in VR. It is already known that complex social abilities such as public speaking and social 

interactions are practiced in VR. In addition, it is only if scholars are confident that leadership 

assessment in VR is effective that they can begin making claims about selecting leaders based 

on behaviors and abilities observed in these virtual spaces. It is also likely that VR-based 

leader selection will be used by organizations in selection processes, which might lead to 

issues that are similar to those observed in AI-conducted or AI-analyzed interviews, in which 

a lack of trust in the current technology leads to perceptions of unfairness (Suakanto et al., 

2021).  

Recommendation 11: Leadership assessment is a suitable starting point for leadership 

research on fully immersive VR. Once VR accurately represents and measures natural 
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leadership behaviors, leader selection, and leadership development can be addressed 

in VR, which will be particularly relevant to practitioners. 

Conclusion 

We explained why VR is a promising technology for leadership assessment. 

Immersing participants into critical leadership situations in VR enables the leaders’ behavior 

toward virtual followers to be observed and categorized based on accepted leadership 

assessment standards. The behavior of leaders in VR situations is likely to be representative 

of their behavior in the real world. By paying attention to the implementation of avatars, 

characters, and environments (see the 11 recommendations above), researchers can create 

situations in virtual spaces that invite leaders to behave naturally. VR can be used in field and 

laboratory experiments to investigate sensitive leadership situations, and it can be combined 

with neurophysiological measures of the cognitive and affective mechanisms that underlie 

leader behavior. VR leadership assessment is an appropriate starting point for investigations 

of the efficacy of VR in leadership research, which creates the foundation for further research 

into leader selection and leadership development. In summary, measuring leader behavior in 

VR is a promising extension of SJTs such as the LSA. That extension can be used by 

researchers and practitioners to assess leadership effectively and to create a novel method that 

goes beyond the ritualized use of questionnaires. 
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5. Overall Conclusion 

Leadership in the digital age is a critical challenge for organizations because failure to 

adapt can lead to stagnation in the face of digital transformation (Menon & Suresh, 2020; 

Vial, 2019). Leaders are crucial in navigating organizations through changes and 

transformation processes (AlNuaimi et al., 2022; Bartsch et al., 2021; Kunisch et al., 2022). 

The ability of leaders to face the challenges of digital transformation is enhanced by 

technologies that can complete specific assignments and thus free up leadership resources for 

complex tasks.  

Research on robot leadership has been primarily conceptual (Gladden, 2014; Samani 

et al., 2011; Samani et al., 2012). In Chapter 2, I examined human followers' initial 

perceptions of and reactions to robot leaders. My results indicate that human followers' ideas 

about robot leaders primarily depend on their general assumptions about the technology (i.e., 

they are based on their technological affinity), on their reactions to robot leadership styles 

(i.e., transformational leadership has more promise than transactional leadership), on their 

emotional reactions (i.e., lack of trust due to perceived lack of empathy), and their visions of 

the future and ethical concerns (i.e., utopian or dystopian views about robot leadership). 

Therefore, the study emphasized the importance of human assumptions about robot leaders, 

indicating that a shared understanding of what robot leaders should and should not be able to 

do would be vital to accepting robot leadership. Moreover, I found that reflecting on the 

advantages and disadvantages of robot leadership frequently prompted human followers to 

re-evaluate their initially rigid views and led them to develop a more balanced and nuanced 

perspective. In addition, continuous deliberation and discussions of the utility of robot leaders 

could reduce the impact of intuitive and strong assumptions about robot leadership, thus 

allowing robot leaders to prove themselves as valuable tools for organizations. 
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In Chapter 3, I built on the findings from Chapter 2 and focused on the outcomes of 

different styles of robot leadership. Past research not investigated whether the influence of 

human leaders on human followers in organizational tasks would be mirrored in robot 

leadership. I investigated the effects of transformational, transactional, and minimal 

leadership on task engagement while considering the mediating effects of affect, likability, 

discomfort, perceived safety, and stress. My findings show a high degree of overlap between 

the outcomes of using human and robot leaders. Transformational robot leadership was 

shown to influence the dependent variables positively, which was to be expected in the 

context of the creative task that the human followers completed. These findings illuminate 

important links between the literature on HRI and leadership. HRI research indicates that the 

Uncanny Valley causes humans to experience eeriness when they engage with a 

transformational robot leader because social robots are generally not expected to be 

motivational or to occupy positions of authority. In my study, however, the Uncanny Valley 

did not pose a problem. The implication is that a robot leader might not violate human 

expectations if its appearance and behavior accord with the leadership context. 

Furthermore, leadership assessment is crucial to preparing organizations for the 

challenges of digital transformation. VR has the potential to be an essential assessment tool 

because its immersive capabilities increase the likelihood of behaviors in virtual 

environments being representative of behaviors in the real world. SJTs and role-playing 

exercises have been presented as important methods for leadership assessment and 

development (McDaniel & Nguyen, 2001; Peus et al., 2013). Both can be implemented in VR 

to assess leadership in immersive virtual environments. For the implementation to be 

effective, crucial factors that pertain to the implementation of avatars, characters, and 

environments must be considered (Bombari et al., 2015; Schmid Mast et al., 2018; Slater, 
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2003). These factors and their relationship to the leadership context, leaders, followers, and 

situations were yet to be explored. 

Accordingly, in Chapter 4, I focused on assessing leaders in VR. Immersive VR has 

shown promise in various skill-development applications (Palmas et al., 2019; Palmas et al., 

2021; Pertaub et al., 2002), which is why I investigated specific implementation factors in the 

context of leadership assessment VR applications. In this chapter, I argued that the context of 

a study must cause researchers to draw crucial distinctions when they intend to use VR. 

Laboratory experiments allow for higher-fidelity representations with dedicated VR 

equipment that can be combined with other devices to generate more accurate measurements. 

Mobile VR solutions are more suitable for field research. However, the subsequent 

implementation must be considered carefully. Mobile VR's potentially limited computing 

power might mean that highly photorealistic characters and virtual worlds cannot be rendered 

with sufficient detail, thereby violating users’ expectations and leading to the eeriness 

typically associated with the Uncanny Valley. I provided 11 concrete recommendations and a 

decision tree for implementing VR leadership assessments to maximize the potential of VR 

for leadership scholars. My dissertation illuminated the potential applications of novel 

technologies (i.e., social robots and VR) in leadership during digital transformation. This 

said, the work presented here only yielded initial insights into these complex domains. I 

discussed each paper's contributions and implications in the corresponding chapters. In the 

following pages, I will focus on the overall theoretical contributions of the dissertation and 

avenues for future research, practical implications, and ethical considerations. 

Theoretical Contributions and Future Research Directions 

First, my findings enhance the academic understanding of leadership in a technology-

driven world. Since digital transformation entails opportunities and challenges, the role that 

leaders play at the intersection of organizations and technologies has become less defined. 
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When robot leaders can support leaders in assisting, inspiring, motivating, and guiding 

followers, human leaders can focus on solving complex problems that technology cannot yet 

tackle. In addition, developing applications that assess leaders through situational behavior in 

VR shows how immersive technology can be used to evaluate and potentially develop leaders 

in a repeatable and safe way. Future scholars should consider these findings to develop 

comprehensive models that embrace the unique benefits and challenges of technology. 

Second, I focused on the means of implementing social robots and VR applications. I 

provided insights showing how human leaders’ research can be translated to robot leaders 

and leadership in VR. Other researchers can use my results as a starting point for studies on 

theories of human leadership in the context of novel technologies. Future research should 

focus on building on these initial findings by investigating interactions between robot leaders 

and human followers to ascertain how reciprocity influences robot leadership and human-

robot collaboration. As far as VR is concerned, applications for the assessment and 

development of leadership must be implemented to test its efficacy against measurable 

learning outcomes. The complexity of leadership is such that research will need to engage in 

a process of iterative exploration to represent it correctly and comprehensively in the virtual 

world.  

Third, the findings of this dissertation shed light on the potential of technology for the 

study of leadership. Implementing robot leaders and VR leadership situations enables 

researchers to examine leadership development through a technological lens. It is unclear 

who would benefit the most from using such technologies. Prior research has shown that 

individual differences in personality, gender, and culture affect technology acceptance (Nistor 

et al., 2011; Park et al., 2019; Svendsen et al., 2013; Yi et al., 2005). Since all individual 

differences are relevant to leaders and followers, their impact must be investigated further in 

experimental research to identify the instances in which these technologies are most effective. 
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Practical Implications 

My work also has several important implications for practitioners. First, by using 

robot leaders and VR leadership applications, organizations can accumulate experiences that 

would create opportunities for the targeted use of technologies in leadership. If, for instance, 

a VR leadership assessment tool is used to find a suitable (e.g., transformational or 

transactional) human leader, and that leader is supported by a robot leader that reminds 

followers of the goals and values of the organization by adopting a transformational 

approach, the human leader’s performance and job satisfaction could be improved because 

they would be able to focus on the most important tasks that require human intervention. 

Second, as organizations use and develop technologies, their openness to innovation 

can increase. By incorporating technologies into their structures and strategies, organizations 

can quickly learn the advantages and disadvantages of technology for their use cases and how 

its employment can be improved. Such a process would also reveal the shortcomings of the 

applied technologies, which, in turn, would generate opportunities for the targeted 

improvement of their implementation. Importantly, organizations could draw on their 

practical experience to identify the domains in which robots and VR can be deployed most 

effectively. 

Third, regular interactions between leaders, followers, and novel technologies can 

increase the acceptance of those technologies. Technology acceptance is an essential factor 

that has been investigated extensively in research on human-computer interactions because it 

predicts the intention to adopt and use technology (Cheung & Vogel, 2013; Marangunic & 

Granic, 2015). If technologies are integral to day-to-day operations, humans could become 

accustomed to their existence and learn how to use them most effectively. Most importantly, 

potentially extreme views of technology, positive or negative, could be balanced through 

exposure to and experience of its benefits and drawbacks.  
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Ethical Considerations 

The power of technology also creates ethical issues that must be discussed. First, as 

technologies improve, they may become so effective that they outperform humans in tasks 

that remain in the human domain. Suppose robot leaders or VR environments improve to a 

point where technology can easily replace human leaders. In that case, the role of leaders in 

society and the limits of technology will become unclear. From a philosophical perspective, 

utilizing technology to free up time for virtuous action could be considered ethical, but 

depriving humans of opportunities to take moral action might be unethical (Zhu, 2020). For 

example, if AI becomes so effective at providing leadership that humans can allocate more to 

sustainability interventions, human resources for moral action would be freed up. However, if 

AI acquires the ability to replace leaders at some point in the future, human leaders would 

miss opportunities to enact ethical leadership behaviors, potentially leading to the notion of 

ethical leadership being unlearned over time, evidently an unethical use of technology. The 

current discourse on ethics and technology already touches on dystopian scenarios in which 

technology causes destructive outcomes for humanity. Discussions and research on these 

topics must be supported to prepare humans for the possible scenarios. 

Second, while the intentions behind the use of technology in leadership might be 

virtuous, it is impossible to predict how technologies will develop over time (Hagendorff, 

2020). If, for instance, the AI of a robot leader decides that exploitation or abusive 

supervision are the most effective forms of leadership, the humans who are led by the robot 

would suffer. Similar effects would occur in VR if the virtual environment were used to 

assess leaders for destructive-leadership behaviors when the AI deems them most effective. 

The substantial public interest in AI further leads to conflicts between the rapid 

implementation of AI, spurred by economic interests and the AI race, and the ethical 

guidelines established to avoid the potentially catastrophic consequences of AI being 
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developed irresponsibly (Hagendorff, 2020). The organizations that intend to use AI and the 

developers responsible for its implementation must ensure that appropriate guidelines are 

followed to avoid the negative outcomes of unethical AI use. 

Third, data privacy and security become relevant when leadership interactions occur 

between humans and robots or between avatars and characters in VR environments. Since the 

information accumulated from interactions with technologies is the foundation of efforts to 

evaluate and improve digital tools, user data must be saved per data-privacy standards. Users 

must always be informed how their data will be used, and they must have the ability to 

withdraw their consent to the use of their data. Similarly, cybersecurity threats become 

increasingly relevant as the introduction of technologies into organizations creates the 

possibility of infiltration by actors with destructive intentions (Sanclemente & Cardozo, 

2022). When they introduce AI to robots or virtual characters, organizations must ensure that 

technologies are not being compromised and misused for nefarious purposes by establishing 

robust security measures. 

Conclusion 

Technologies are increasingly gaining ground in the real world, and their capabilities 

are growing more powerful. For now, humans remain in charge of their effective and 

responsible utilization. My results highlight the importance of technologies during digital 

transformation processes and their potential for organizations. How these technologies can be 

employed effectively at organizations depends strongly on their specific implementations. 

Researchers must build on prior work to ensure optimal outcomes for society, organizations, 

and individuals. 
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