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#### Abstract

We present an exponentially convergent numerical method to approximate the solution of the Cauchy problem for the inhomogeneous fractional differential equation with an unbounded operator coefficient and Caputo fractional derivative in time. The numerical method is based on the newly obtained solution formula that consolidates the mild solution representations of sub-parabolic, parabolic and sub-hyperbolic equations with sectorial operator coefficient $A$ and non-zero initial data. The involved integral operators are approximated using the sinc-quadrature formulas that are tailored to the spectral parameters of $A$, fractional order $\alpha$ and the smoothness of the first initial condition, as well as to the properties of the equation's right-hand side $f(t)$. The resulting method possesses exponential convergence for positive sectorial $A$, any finite $t$, including $t=0$ and the whole range $\alpha \in(0,2)$. It is suitable for a practically important case, when no knowledge of $f(t)$ is available outside the considered interval $t \in[0, T]$. The algorithm of the method is capable of multi-level parallelism. We provide numerical examples that confirm the theoretical error estimates.
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## 1. Problem Formulation and Introduction

In this paper, we consider a Cauchy problem for the following fractional order differential equation:

$$
\begin{equation*}
\partial_{t}^{\alpha} u+A u=f, \quad t \in[0, T] . \tag{1}
\end{equation*}
$$

Here, $\partial_{t}^{\alpha}$ denotes the Caputo fractional derivative of order $\alpha$ with respect to $t$

$$
\partial_{t}^{\alpha} u(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} u^{(n)}(s) d s
$$

where $u^{(n)}(s)$ is the usual integer order derivative, $n=\lceil\alpha\rceil$ is the smallest integer greater or equal to $\alpha$ and $\Gamma(\cdot)$ is Euler's Gamma function. The operator $\partial_{t}^{\alpha}$ provides a generalization of the classical differential operator $\frac{\partial}{\partial t}=\partial_{t}^{1}$. For non-integer $\alpha$, the action of Caputo fractional derivative is essentially nonlocal in time. In addition to that, the memory kernel from $\partial_{t}^{\alpha}, \alpha<1$ has a mild singularity at 0 . These two facts have a profound impact on the analytical and numerical properties of solutions to fractional differential Equation (1). If $\alpha<1$, this equation is called sub-parabolic. Similarly, when $\alpha>1$, the equation is called sub-hyperbolic. We direct the reader to [1] for a more concise introduction into the subject of fractional derivatives and the theory of associated ordinary differential equations.

The coefficient $A$ in (1) is assumed to be a closed linear operator with the domain $D(A)$ dense in a Banach space $X=X(\|\cdot\|, \Omega)$ and the spectrum $\operatorname{Sp}(A)$ contained in the following sectorial region $\Sigma\left(\rho_{s}, \varphi_{s}\right)$, that is commonly called a spectral angle:

$$
\begin{equation*}
\Sigma\left(\rho_{s}, \varphi_{s}\right)=\left\{z=\rho_{s}+\rho \mathrm{e}^{i \theta}: \quad \rho \in[0, \infty),|\theta|<\varphi_{s}\right\} \tag{2}
\end{equation*}
$$

The numbers $\rho_{s}>0$ and $\varphi_{s}<\pi / 2$ are called spectral parameters (characteristics) of $A$. In addition to the assumptions on the location of spectrum, we suppose that the resolvent of $A: R(z, A) \equiv(z I-A)^{-1}$ satisfies the bound

$$
\begin{equation*}
\left\|(z I-A)^{-1}\right\| \leq \frac{M}{1+|z|} \tag{3}
\end{equation*}
$$

outside the sector $\Sigma$ and on its boundary $\Gamma_{\Sigma}$. Following the established convention [2], we will call such operators strongly positive. We accompany Equation (1) with the usual initial condition

$$
\begin{equation*}
u(0)=u_{0} \tag{4a}
\end{equation*}
$$

for the solution and additional condition for its derivative, when $1<\alpha<2$ :

$$
\begin{equation*}
u^{\prime}(0)=u_{1} . \tag{4b}
\end{equation*}
$$

The theory of fractional Cauchy problems for differential operators was developed in the works [3-5]. The abstract setting, considered here, has been theoretically studied in [6-8] for $\alpha \in(0,1)$ then in [9] for $\alpha \in[1,2)$ and, most recently, in [10]. In the current work, we focus on the numerical evaluation of the mild solution to problem (1), (4) that is given by the following result.

Theorem 1 ([10]). Let $\alpha \in(0,2)$ and $A$ be a sectorial operator with the domain $D(A)$ and the spectral parameters $\rho_{s}>0, \varphi_{s}<\frac{\pi}{2} \min \left\{1, \alpha^{-1}\right\}$. If $f \in W^{1,1}([0, T], X)$ and $u_{0}, u_{1} \in D(A)$, then there exists a mild solution $u(t)$ of problem (1), (4) that can be represented as follows:

$$
\begin{equation*}
u(t)=S_{\alpha}(t) u_{0}+S_{\alpha, 2}(t) u_{1}+J_{\alpha} S_{\alpha}(t) f(0)+\int_{0}^{t} S_{\alpha}(t-s) J_{\alpha} f^{\prime}(s) d s \tag{5}
\end{equation*}
$$

Here, $J_{\alpha}$ stands for the Riemann-Liouville integral

$$
\begin{equation*}
J_{\alpha} v(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} v(s) d s \tag{6}
\end{equation*}
$$

the initial vector $u_{1} \equiv 0$ for $\alpha \in(0,1]$ and $S_{\alpha, \beta}(t)$ is defined by

$$
\begin{equation*}
S_{\alpha, \beta}(t) x=\frac{1}{2 \pi i} \int_{\Gamma} e^{z t} z^{\alpha-\beta}\left(z^{\alpha} I+A\right)^{-1} x d z, \quad \beta \geq 1 \tag{7}
\end{equation*}
$$

with $S_{\alpha}(t) \equiv S_{\alpha, 1}(t)$ for short. The contour $\Gamma$ is chosen in such a way that the integral in (7) is convergent and the curve $z^{\alpha}, z \in \Gamma$ is positively oriented with respect to $-\Sigma\left(\rho_{s}, \varphi_{s}\right)$.

The bulk of the existing research is devoted to the particular cases of (1) when $A$ is specified as a strongly elliptic linear partial differential or, more generally, pseudodifferential operator with the domain $D(A)$ that is dense in $X[4,11,12]$. These cases also include the fractional powers of elliptic operators are encompassed by the class of strongly positive operators [13] considered in Theorem 1 and below. In this regard, the shape of $\operatorname{Sp}(A)$ justifies the choice of the range $(0,2)$ for $\alpha$, as a maximally possible for the considered class of $A$ (see [10] for a more detailed discussion).

There exists a considerable body of work devoted to numerical methods for evolution fractional differential equations (see [14-17] and the references therein). Philosophically, it can be subdivided into methods that directly approximate the components of (1), or its integral analogue, and those that make use of more elaborate solution approximations. The methods from the first class are sequential in nature and have algebraic convergence order that typically does not exceed 2, even for the multi-step methods [18], due to the intrinsic fractional-kernel singularity [19]. In addition, at each time-step, these methods need to query the entire solution history in order to evaluate $\partial_{t}^{\alpha}$ or $J_{\alpha}$, numerically. In the consequence of that, they are computationally costly and memory constrained. Nonetheless, the methods from this class are popular due to their simplicity [20], numerical stability [18] and the ability to handle non-smooth initial data [21]. The second class of numerical methods is represented by the works [22-26], to name a few. These methods are based on the clever solution approximations that result in a time-stepping scheme requiring only a small number of previous solution states for the next state evaluation. With some exceptions (e.g., [25]), these methods are also $\mathcal{O}\left(h^{p}\right)$.

Spectral methods from [27-30] deserve a separate mention. Although formally belonging to the second class, they make use of the exponentially convergent contour-based propagator approximation, which permits to evaluate the transient component of the solution to the linear problem without time-stepping. The authors of these works, however, do not apply it to (1), (4) directly. Instead, they consider a special proxy problem $\partial_{t} u+I^{1-\alpha} A u=g$ where $I^{\alpha}$ is a nonlocal operator equal to $\partial_{t}^{\alpha}$, if $\alpha<1$, or to $J^{\alpha}$, otherwise. It was shown in [28], that the existing methodology for parabolic problems [31-33] can be transferred to the mild solution of such proxy problem with all important numerical features of the solution algorithms preserved, including uniform exponential convergence for $t \in[0, T]$ and the capacity for multi-level parallelism. Despite being simple and efficient, the proxy-problem idea has certain ramifications when applied to (1), (4). Firstly, there is no easy way to incorporate the initial condition from (4b) into the proxy problem formulation, so all existing works consider $u^{\prime}(0)=0$. Secondly, the methods from [27-29,34] operating on the Laplace transform image of the right-hand side $g$ are prone to errors when the original $f$ from (1) is not given in the closed form. Hence, they are unsuitable for many applications. Meanwhile, formula (5), which serves as a base for our numerical method, does not require any additional knowledge about the right-hand side $f \in W^{1,1}([0, T], X)$ beside the values $f(0)$ and $f^{\prime}(t), t \in[0, T]$. In addition to that, the rigorous analysis from $[28,30]$ addresses a version of the proxy problem where $\partial_{\alpha}$ is a Riemann-Liouville (RL) fractional derivative. Cauchy problems with RL derivative are simpler in the sense of propagator representation [10], but they are compatible with (1), (4) only under some additional assumptions.

It is fair to point out that the majority of the mentioned methods are designed to handle the nonlinear fractional differential equation, more general than (1). With the view of similar nonlinear extensions in mind, in this work we would like to prioritize those properties of the solution method for (1), (4), which will make such extensions possible. Let us for the moment assume that $f=f(t, u)$. Then, representation (5) can be used as a base for the sequential time-stepping scheme $[35,36]$ or as the fine propagator in a more parallelization-friendly ParaExp-type scheme [37]. In both cases, the method will be free of the issues with approximating $\partial_{t}^{\alpha} u$ in the vicinity of $t=0$, provided that the proposed approximation of (5) converges uniformly. Such application scheme also justifies the use of $a$ moderate in size final time $T$. If, more generally, we assume that $A u=A(t, u)$, then the problem in question can be reduced to $(1),(4)$ using collocation $[2,38]$ or a similar in nature time-stepping scheme, inspired by [39]. In such scenario, $A(t, u)$ is approximated by $A\left(t_{k}, u_{k}\right)$ having spectral characteristics that may vary drastically with $k$ (see Cahn-Hilliard equation from [40], for instance), and the right-hand side in the form $A\left(t_{k}, u_{k}\right)-A(t, u)$, which makes sense only locally. Thus, the solution method should be able to reliably handle operators with arbitrary spectral parameters and right-hand sides that are unknown a priori.

Taking the aforementioned properties into account, below we devise an exponentially convergent approximation for (5) by building upon a well-established technique [31,41-43] that involves the application of a trapezoidal quadrature rule to the parametrized contour integral from (7).

In Section 2, we study a question regarding the choice of the suitable integration contour for such parametrization. The proposed time-independent hyperbolic contour $\Gamma=\Gamma_{I}$ is valid for the wide class of sectorial operators $A$ with fixed $\varphi_{s}<\frac{\pi}{2} \min \left\{1, \alpha^{-1}\right\}$ and arbitrary $\rho_{s}>0$. The parameters of $\Gamma_{I}$ are derived using the set of constraints that utilizes all available analyticity of the propagator, and therefore, maximize theoretical convergence speed of the sinc-quadrature applied to $S_{\alpha}(t)$. Section 3 is devoted to the development and justification of the numerical method. Using the moderate smoothness assumption $u_{0} \in D\left(A^{\gamma}\right), \gamma>0$, in Section 3.2 we propose an exponentially convergent approximation of $S_{\alpha}(t) u_{0}$, that does not degrade for small $t$ like the similar methods from [24,44]. Additionally, the approximation is numerically stable for sectorial operators with the spectrum arbitrary close to the origin. This new result is made possible by extending the idea of resolvent correction, originally introduced for $S_{1}(t)$ in [31], to the class of abstract integrands with a scalar-part singularity; see Lemma 1, below. In Sections 3.3 and 3.4, we apply the developed approximation of $S_{\alpha}(t)$ to turn solution representation (5) into the exponentially convergent numerical method. A priori error estimates given by Theorems 2 and 3 characterize the method's convergence in terms of the smoothness of $u_{0}, f^{\prime}(t)$, values $\alpha, \varphi_{s}$ and the size of $T$.

The implementation details are provided by Algorithms 1 and 2 which are capable of multilevel parallelism: at the level of solution evaluation for each of the desired $t^{\prime}$; at the level of evaluating resolvents for the set of different quadrature points $z_{m}$ and at the level of solving stationary problem that pertains to the resolvent evaluation for the fixed $z_{m}$.

```
Algorithm 1 Algorithm for computing the homogeneous part approximation \(\widetilde{u}_{\mathrm{h}}^{N}(t)\).
INPUT: \(\quad \alpha, u_{0}, u_{1}, t_{k}, \varphi_{s}, N, \gamma\)
OUTPUT: \(\quad\left\{\widetilde{u}_{\mathrm{h}}^{N}\left(t_{k}\right)\right\}\)
    \(N_{1}:=N ; N_{2}:=\alpha \gamma N_{1}\)
    Calculate \(a_{I}, b_{I}\) and \(h_{1}, h_{2}\) by (15) and (29)
    for \(m=-N_{1}\) to \(N_{1}\) do
        Solve \(\left(z\left(m h_{1}\right)^{\alpha} I+A\right) v=u_{0}\)
        \(F_{1, m}:=z\left(m h_{1}\right)^{\alpha-1} v-\frac{1}{z\left(m h_{1}\right)} u_{0}\)
    end for
    for each \(t_{k}\) do
        \(\widetilde{u}_{\mathrm{h}}^{N}\left(t_{k}\right):=u_{0}+\frac{h_{1}}{2 \pi i} \sum_{m=-N_{1}}^{N_{1}} z^{\prime}\left(m h_{1}\right) e^{z\left(m h_{1}\right) t_{k}} F_{1, m}\)
    end for
    if \(\alpha>1\) then
        for \(m=-N_{2}\) to \(N_{2}\) do
            Solve \(\left(z\left(m h_{2}\right)^{\alpha} I+A\right) v=u_{1}\)
            \(F_{2, m}:=z^{\prime}\left(m h_{2}\right) z\left(m h_{2}\right)^{\alpha-2} v\)
        end for
        for each \(t_{k}\) do
            \(\widetilde{u}_{\mathrm{h}}^{N}\left(t_{k}\right):=\widetilde{u}_{\mathrm{h}}^{N}\left(t_{k}\right)+\frac{h_{2}}{2 \pi i} \sum_{m=-N_{2}}^{N_{2}} e^{z\left(m h_{2}\right) t_{k}} F_{2, m}\)
        end for
    end if
    return \(\left\{\tilde{u}_{\mathrm{h}}^{N}\left(t_{k}\right)\right\}\)
```

```
Algorithm 2 Algorithm for computing the inhomogeneous part approximation \(\widetilde{u}_{\mathrm{ih}}^{N}(t)\).
INPUT: \(\quad \alpha, f(t), t_{k}, \varphi_{s}, N, \chi\)
OUTPUT: \(\quad\left\{\widetilde{u}_{\text {ih }}^{N}\left(t_{k}\right)\right\}\)
    Calculate \(a_{I}, b_{I}\) and \(N_{i}, h, h_{i}\) by (15) and (47), (48)
    for \(m=-N\) to \(N\) do
        Solve \(\left(z\left(m h_{1}\right)^{\alpha} I+A\right) v=f(0)\)
        \(F_{1, m}:=z\left(m h_{1}\right)^{\alpha-1} v-\frac{1}{z\left(m h_{1}\right)} f(0)\)
    end for
    \(M_{1}:=\left\lceil N_{0} \min \{1, \alpha\}\right\rceil ; M_{2}:=\left\lceil N_{0} \min \left\{\frac{1}{\alpha}, 1\right\}\right\rceil\)
    for each \(t_{k}\) do
        \(\tilde{u}_{\mathrm{ih}}^{N}\left(t_{k}\right):=\frac{t^{\alpha} h_{0}}{\Gamma(\alpha)} \sum_{\ell=-M_{1}}^{M_{2}} \frac{e^{\ell h_{0}}}{\left(1+e^{h_{0}}\right)^{\alpha+1}}\left(f(0)+\frac{h}{2 \pi i} \sum_{m=-N}^{N} z^{\prime}(m h) e^{t_{k} \psi\left(\ell h_{0}\right) z(m h)} F_{1, m}\right)\)
    end for
    for each \(t_{k}\) do
        \(M_{1}:=\left\lceil N_{2} \min \{1, \alpha\}\right\rceil ; M_{2}:=\left\lceil N_{2} \min \left\{\frac{1}{\alpha}, 1\right\}\right\rceil\)
        \(\widetilde{u}_{\mathrm{ih}}^{N}\left(t_{k}\right):=\widetilde{u}_{\mathrm{ih}}^{N}\left(t_{k}\right)+\frac{h_{1} h_{2}}{\Gamma(\alpha)} t_{k}^{\alpha+1} \sum_{\ell=-N_{1}}^{N_{1}} \psi^{\prime}\left(\ell h_{1}\right) \psi^{\alpha}\left(\ell h_{1}\right) \sum_{m=-M_{1}}^{M_{2}} \frac{e^{m h_{2}} f^{\prime}\left(t_{k} \psi\left(\ell h_{1}\right) \psi\left(m h_{2}\right)\right)}{\left(1+e^{m h_{2}}\right)^{\alpha+1}}\)
    end for
    for each \(t_{k}\) do
        \(M_{1}:=\left\lceil N_{5} \min \{1, \alpha\}\right\rceil ; M_{2}:=\left\lceil N_{5} \min \left\{\frac{1}{\alpha}, 1\right\}\right\rceil\)
        for \(m=-N_{3}\) to \(N_{3}\) do
            \(f_{m}:=\frac{h_{4} h_{5}}{\Gamma(\alpha)} t_{k}^{\alpha+1} \sum_{\ell=-N_{4}}^{N_{4}} \psi^{\prime}\left(\ell h_{4}\right) \psi^{\alpha}\left(\ell h_{4}\right) e^{t_{k} z\left(m h_{3}\right)\left(1-\psi\left(\ell h_{4}\right)\right)} \sum_{j=-M_{1}}^{M_{2}} \frac{e^{i h_{5}} f^{\prime}\left(t t_{k} \psi\left(\ell h_{4}\right) \psi\left(j h_{5}\right)\right)}{\left(1+e^{h_{5}}\right)^{\alpha+1}}\)
            Solve \(\left(z\left(m h_{3}\right)^{\alpha} I+A\right) v=f_{m}\)
            \(F_{1, m}:=z\left(m h_{3}\right)^{\alpha-1} v-\frac{1}{z\left(m h_{3}\right)} f_{m}\)
        end for
        \(\widetilde{u}_{\mathrm{ih}}^{N}\left(t_{k}\right):=\widetilde{u}_{\mathrm{ih}}^{N}\left(t_{k}\right)+\frac{h_{3}}{2 \pi i} \sum_{m=-N_{3}}^{N_{3}} z^{\prime}\left(m h_{3}\right) F_{1, m}\)
    end for
    return \(\left\{\tilde{u}_{\mathrm{ih}}^{N}\left(t_{k}\right)\right\}\)
```

The mentioned numerical properties are experimentally verified in Examples 1 and 2, for the homogeneous and inhomogeneous part of the solution, respectively. Both examples consider the negative Laplacian with tunable spectral characteristics in place of $A$ and a conventional eigenfunction-based initial data. Such restriction on the form of initial data permits us to evaluate the space component of solution explicitly, thus removing its contribution to the overall error. The restriction is relaxed in Example 3, which is devoted to the experimental analysis of a fully discretized numerical scheme based on the combination of the developed method with a finite-difference stationary solver. In all three examples, a stable numerical behavior of the approximated solution is observed for $\alpha \in[0.1,1.9]$ and $T \leq 5$.

## 2. Contour of Integration

It is well known that the choice of integration contour $\Gamma$ in (7) is critical to the performance of the numerical evaluation of operator function based on the contour integral representation [31,33,43,45]. Judicious contour selection involves the analysis of the interplay between the shape of the integration contour, analytical properties of the parametrized integrand and their impact on the performance of a quadrature rule that is used to evaluate the resulting integral numerically. The authors of [2] showed that the hyperbolic contour is the most convenient choice for the quadrature-based numerical evaluation of abstract functions with sectorial operator argument. Below, we extend their analysis to the case of fractional propagator $S_{\alpha}(t)$.

Let us consider the following hyperbolic contour:

$$
\begin{equation*}
\Gamma_{I}: z(\xi)=a_{0}-a_{I} \cosh (\xi)+i b_{I} \sinh (\xi), \quad \xi \in(-\infty, \infty) \tag{8}
\end{equation*}
$$

with the parameters $a_{0}, a_{I}, b_{I}$ that are called shift, first and second semi-axes, respectively. Admissible range of values for these parameters is determined from Theorem 1 that enforces the integration contour $\Gamma=\Gamma_{I}$ to encircle the singularities of the integrand in (7) for $\beta=1,2$. The integral is convergent for $t \geq 0$ if $\Re z(\xi) \rightarrow-\infty(\xi \rightarrow \infty)$, because in such case the norm of integrand on $\Gamma$ will decay faster than the exponential. This observation transforms into the condition $a_{I}>0$ for the first semi-axis of hyperbola from (8). The condition $b_{I}>0$ for the second semi-axis is induced by the orientation of $z^{\alpha}(\xi)$. We also have to make sure that this curve does not intersect the spectrum of $-A$. It is worth noting that, for any $\varphi \in[0, \pi]$, the function $z^{\alpha}$ maps the sector $\Sigma(0, \varphi / \alpha)$ into the sector $\Sigma(0, \varphi)$. Such mappings can be associated with the Dunford-Cauchy representation of the fractional powers of $A[2,46]$. They are often studied in the theory of fractional resolvent families [47] and associated Cauchy problems [48].

For non-negative $a_{I}, b_{I}$, the hyperbolic contour $\Gamma_{I}$ is contained within the region $\Sigma\left(a_{0}-a_{I}, \varphi_{I}\right) \backslash \Sigma\left(a_{0}, \varphi_{I}\right)$. Here, $\varphi_{I}$ is the angle between positive real semi-axes and asymptotes of $\Gamma_{I}: a_{0}+\rho e^{ \pm i \varphi_{I}}$ depicted in Figure 1b, i.e., $\tan \varphi_{I}=-\frac{b_{I}}{a_{I}}$.


Figure 1. Schematic plot of the complex neighborhood $D \equiv D_{d}$ of $\mathbb{R}$ where the parametrized integrand $\mathcal{F}_{\alpha}(t, \xi)$ remains analytic and exponentially decaying for any $t \in[0, T]$ (a) along with the image of $D_{d}$ under the mapping $v \rightarrow z(v)$ defined by $\Gamma_{I}(\mathbf{b})$ and the region $z^{\alpha}(v), v \in D_{d}(\mathbf{c})$. The "forbidden" regions of complex plane are indicated by "beige" color). ( $\alpha=1.3, \rho_{s}=-\pi, \varphi_{s}=\frac{\pi}{6}$ ).

Consequently, the pair of positive contour parameters $a_{I}, b_{I}$ is admissible if $z(\xi) \in \Sigma\left(0, \frac{\pi-\varphi_{s}}{\alpha}\right) \backslash \Sigma\left(a, \frac{\pi}{2}\right)$, for some $a>a_{0}$, i.e.,

$$
\begin{equation*}
\tan \frac{\pi-\varphi_{s}}{\alpha} \leq-\frac{b_{I}}{a_{I}}, \quad a_{0}-a_{I} \geq 0 \tag{9}
\end{equation*}
$$

Next, we move on to derive exact formulas for $a_{0}, a_{I}, b_{I}$. Let us assume that the chosen set of parameters satisfies (9). The substitution of $z(\xi)$ from (8) into (7) yields

$$
\begin{equation*}
S_{\alpha}(t) x=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \mathcal{F}_{\alpha}(t, \xi) x d \xi, \quad \mathcal{F}_{\alpha}(t, \xi)=e^{z(\xi) t} z^{\prime}(\xi) z^{\alpha-1}(\xi)\left(z^{\alpha}(\xi) I+A\right)^{-1} \tag{10}
\end{equation*}
$$

where $z^{\prime}(\xi)=-a_{I} \sinh (\xi)+i b_{I} \cosh (\xi)$. The illustration provided by Figure 1 shows that both scalar and operator parts of the parametrized integrand $\mathcal{F}_{\alpha}(t, \xi), t \in[0, T]$ remain analytic when $\xi$ is extended into a certain complex neighborhood $D$ of $\mathbb{R}$. According to the general theory of numerical integration [49], an accuracy of quadrature formula is characterized by a norm of the error-term in the Hardy space $\mathbf{H}^{p}(D)$ of functions, defined on the domain $D \subset \mathbb{C}$. The shape of $D$ depends on the chosen type of quadrature. For the reasons that are soon to be understood, we approximate integral (10) by the sinc-quadrature formula $[31,50]$ :

$$
\begin{equation*}
S_{\alpha}(t) x \approx \frac{h}{2 \pi i} \sum_{k=-N}^{N} \mathcal{F}_{\alpha}(t, k h) x \tag{11}
\end{equation*}
$$

with the discretization parameter $N \in \mathbb{N}$ and the step-size $h=h\left(N, \mathcal{F}_{\alpha}\right)$. Then, $D$ is formed by an infinite horizontal strip $D_{d}$ of the half-height $d$ :

$$
D_{d}=\{z \in \mathbb{C}:-\infty<\Re z<\infty,|\Im z|<d\}
$$

The detailed error analysis of (11) will be presented in Section 3.2. For now, it is sufficient to say that the error of sinc-quadrature decays as $\mathcal{O}\left(e^{-\pi d / h}\right)$ if the integrand is exponentially decaying and belongs to $\mathbf{H}^{p}\left(D_{d}\right)$ [50]. Thus, in order to achieve a faster convergence rate of quadrature (11), we need to maximize the height of the strip $D_{d}$, where $\mathcal{F}_{\alpha}$ remains analytic, by tuning the parameters of $\Gamma_{I}$.

Let us consider the family of curves $\Gamma(v)=\left\{a_{0}-a_{I} \cosh (\xi+i v)+i b_{I} \sinh (\xi+i v)\right.$ : $\xi \in(-\infty, \infty)\}$, which extends the definition of $\Gamma_{I}=\Gamma(0)$ to the arguments with nonzero imaginary part $v$. Observe, that for a fixed $v>0$, the curve $\Gamma(v)$ is also a hyperbola, albeit with different semi-axes $a(v), b(v)$ :

$$
\begin{align*}
\Gamma(v) & =\left\{a_{0}-a(v) \cosh \xi+i b(v) \sinh \xi: \xi \in(-\infty, \infty)\right\} \\
a(v) & =a_{I} \cos v+b_{I} \sin v, \quad b(v)=b_{I} \cos v-a_{I} \sin v . \tag{12}
\end{align*}
$$

Hence, the mapping $w \rightarrow z(w)$ transforms $D_{d}$ into the region of complex plane bounded by two hyperbolas $z(\xi+i d), z(\xi-i d)$, which will be denoted as $\Gamma_{s}$ and $\Gamma_{c}$, respectively. We choose parameters $a_{0}, a_{I}, b_{I}$, so that $\Gamma_{s}$ has the vertex at zero and its asymptotes form the angle $\phi_{s} \equiv \min \left\{\pi, \frac{\pi-\varphi_{s}}{\alpha}\right\}$ with $\mathbb{R}_{+}$, as shown in Figure 1c. In addition, we require that the asymptotes of $\Gamma_{c}$ form the angle $\phi_{c} \in\left[\frac{\pi}{2}, \phi_{s}\right)$ with $\mathbb{R}_{+}$, which will be called a critical angle; see Figure 1b. The above requirements for $\Gamma_{I}, \Gamma_{s}, \Gamma_{c}$ are codified in the following system of equations:

$$
\left\{\begin{array} { l l } 
{ \Re z ( i d ) } & { = 0 , } \\
{ - b ( d ) } & { = a ( d ) \operatorname { t a n } \phi _ { s } , } \\
{ \operatorname { t a n } \phi _ { c } } & { = \operatorname { l i m } _ { \xi \rightarrow \infty } \frac { \Im z ( \xi - i d ) } { \Re z ( \xi - i d ) } , }
\end{array} \Leftrightarrow \left\{\begin{array}{ll}
a_{I} \cos d+b_{I} \sin d & =a_{0}, \\
a_{I} \sin d-b_{I} \cos d & =a_{0} \tan \phi_{s}, \\
\frac{a_{I} \sin d+b_{I} \cos d}{b_{I} \sin d-a_{I} \cos d} & =\tan \phi_{c},
\end{array}\right.\right.
$$

which is sufficient to ensure (9) and will lead to the maximal possible $d$, when $\phi_{c}=\pi / 2$. The system composed from the first two equations is linear with respect to $a_{I}, b_{I}$; thus,

$$
\begin{align*}
& a_{I}=a_{0}\left(\cos d+\tan \phi_{s} \sin d\right)=\frac{a_{0}}{\cos \phi_{s}} \cos \left(d-\phi_{s}\right), \\
& b_{I}=a_{0}\left(\sin d-\cos d \tan \phi_{s}\right)=\frac{a_{0}}{\cos \phi_{s}} \sin \left(d-\phi_{s}\right) . \tag{13}
\end{align*}
$$

As a consequence of that the left-hand side of the third equation is transformed as

$$
\frac{a_{I} \sin d+b_{I} \cos d}{b_{I} \sin d-a_{I} \cos d}=\frac{\sin 2 d-\tan \phi_{s} \cos 2 d}{-\cos 2 d-\tan \phi_{s} \sin 2 d}=\frac{\tan \phi_{s}-\tan 2 d}{1+\tan \phi_{s} \tan 2 d}=\tan \left(2 d-\phi_{s}\right),
$$

which, after back-substitution, implies $\tan \left(2 d-\phi_{s}\right)=\tan \phi_{c}$. Due to the constraints on $d$, $\phi_{c}, \phi_{s}$ we are interested only in the following solution of the last equation:

$$
\begin{equation*}
d=\frac{1}{2}\left(\phi_{c}+\phi_{s}-\pi\right) . \tag{14}
\end{equation*}
$$

For $\phi_{c}=\pi / 2$, and an arbitrary fixed $a_{0}>0$ we obtain

$$
\begin{array}{cl}
\phi_{s}=\min \left\{\pi, \frac{\pi-\varphi_{s}}{\alpha}\right\}, & d=\frac{\phi_{s}}{2}-\frac{\pi}{4} \\
a_{I}=\frac{a_{0}}{\cos \phi_{s}} \cos \left(\frac{\phi_{s}}{2}+\frac{\pi}{4}\right), \quad b_{I}=-\frac{a_{0}}{\cos \phi_{s}} \sin \left(\frac{\phi_{s}}{2}+\frac{\pi}{4}\right) . \tag{15}
\end{array}
$$

Here, $\alpha \in(0,2)$ is the order of fractional derivative from (1), $\varphi_{s}$ is the spectral angle parameter defined in (2) and $a_{0} \in \mathbb{R}_{+}$is given.

## 3. Numerical Method

To begin with the description of the numerical scheme, let us introduce some notation. We rewrite Formula (5) in the form

$$
u(t)=u_{\mathrm{h}}(t)+u_{\mathrm{ih}}(t) .
$$

Here, $u_{\mathrm{h}}(t)$ denotes the solution to the homogeneous part $(f(t) \equiv 0)$ of the given problem (1), (4) and $u_{\mathrm{ih}}(t)$ the solution to the inhomogeneous part ( $u_{0}=u_{1} \equiv 0$ ):

$$
\begin{equation*}
u_{\mathrm{h}}(t)=S_{\alpha, 1}(t) u_{0}+S_{\alpha, 2}(t) u_{1}, \quad u_{\mathrm{ih}}(t)=J_{\alpha} S_{\alpha}(t) f(0)+\int_{0}^{t} S_{\alpha}(t-s) J_{\alpha} f^{\prime}(s) d s \tag{16}
\end{equation*}
$$

### 3.1. Alternative Propagator Representation

We consider the representation of the solution to the homogeneous part $u_{\mathrm{h}}(t)$ first. In the seminal paper [31], Gavrylyuk and Makarov showed that the numerical method for $S_{1}(t)=e^{-A t}$ naively obtained from representation (7) is unsuitable for small values of $t$ because its accuracy degrades when $t$ approaches 0 . They traced back the root cause of this behavior to the fact that the considered representation of $e^{-A t}$ is, formally speaking, divergent at $t=0$, which result in the unremovable error of the quadrature-based numerical method for such $t$. It turns out that propagator representation (7) poses the same adverse feature for any fractional $\alpha$. One could learn more about its impact on a numerical solution of (1) by analyzing the results of the works [24,44].

In order to get around the divergence issue, we propose an alternative formula for $S_{\alpha, 1}(t)$, constructed in the vein of $[31,51]$. It is based on the following proposition, which can be regarded as a generalization of Lemma 3.3 from [28].

Proposition 1. Let $A$ be the sectorial operator satisfying the conditions of Theorem 1. If $x \in D\left(A^{m+\gamma}\right)$ and $z^{\alpha} \notin S p(A) \cup\{0\}$, then for any $\gamma \geq 0$

$$
\begin{equation*}
\left\|z^{\alpha-\beta}\left(z^{\alpha} I-A\right)^{-1} x-\frac{1}{z^{\beta}} \sum_{k=0}^{m} \frac{A^{k} x}{z^{\alpha k}}\right\| \leq \frac{K(1+M)\left\|A^{m+\gamma} x\right\|}{|z|^{m \alpha+\beta}\left(1+|z|^{\alpha}\right)^{\gamma}} \tag{17}
\end{equation*}
$$

with some constant $K>0$ and $M$ defined by (3).

Proof. The function $z^{\alpha} R\left(z^{\alpha}\right)=\left(I-\frac{A}{z^{\alpha}}\right)^{-1}$ remains analytic and bounded for any $z^{\alpha} \notin$ $\operatorname{Sp}(A) \cup\{0\}$, so its Neumann series converges unconditionally. Therefore,

$$
\begin{aligned}
\left\|z^{\alpha-\beta}\left(z^{\alpha} I-A\right)^{-1}-\frac{1}{z^{\beta}} \sum_{k=0}^{m} \frac{A^{k}}{z^{\alpha k}}\right\|=\left\|\frac{1}{z^{\beta}}\left(I-\frac{A}{z^{\alpha}}\right)^{-1}-\frac{1}{z^{\beta}} \sum_{k=0}^{m} \frac{A^{k}}{z^{\alpha k}}\right\| \\
=\left\|\frac{1}{z^{\beta}}\left(\sum_{k=0}^{\infty} \frac{A^{k}}{z^{\alpha k}}-\sum_{k=0}^{m} \frac{A^{k}}{z^{\alpha k}}\right)\right\|=\left\|\frac{1}{z^{\beta}}\left(I-\frac{A}{z^{\alpha}}\right)^{-1} \frac{A^{m+1}}{z^{\alpha(m+1)}}\right\| \\
=\frac{1}{|z|^{\alpha m+\beta}}\left\|\left(z^{\alpha} I-A\right)^{-1} A^{m+1}\right\|=\frac{1}{|z|^{\alpha m+\beta}}\left\|A^{1-\gamma}\left(z^{\alpha} I-A\right)^{-1} A^{m+\gamma}\right\| .
\end{aligned}
$$

the last transformation is justified by the fact that $R(z, A)$ and $A^{1-\gamma}$ commutes. Target estimate (17) follows directly from the above formula, after we apply inequality (2.30) from [2] with $z=z^{\alpha}$.

It is worth noting that, if the argument $x$ posses certain spatial regularity $x \in D\left(A^{\gamma}\right)$, $\gamma>0$, estimate (17) guarantees a faster decay of the corrected term's norm $\| z^{\alpha-\beta}\left(z^{\alpha} I+\right.$ $A)^{-1} x-z^{-\beta} x \|<C|z|^{-\beta-\alpha \gamma}$, as $z \rightarrow \infty$, when compared to the norm of the original term in (10) bounded by $\left\|z^{\alpha-\beta}\left(z^{\alpha} I+A\right)^{-1}\right\|<C|z|^{-\beta}, C>0$.

The next result defines an improper integral representation for the components of $u_{\mathrm{h}}(t)$ from (16) and shows the way in which the aforementioned correction is incorporated into the formula for $S_{\alpha}(t)$.

Lemma 1. Assume that the given $A$ and $\alpha$ satisfy the conditions of Theorem 1. For any $u_{0} \in D\left(A^{\gamma}\right)$, $\gamma>0$ and $u_{1} \in X$ the operator functions $S_{\alpha}(t) u_{0}, S_{\alpha, 2}(t) u_{1}$ admit the following representation:

$$
\begin{align*}
& S_{\alpha}(t) u_{0}=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} e^{z(\xi) t} F_{\alpha, 1}(\xi) u_{0} d \xi+u_{0}  \tag{18}\\
& F_{\alpha, 1}(\xi)=z^{\prime}(\xi)\left(z^{\alpha-1}(\xi)\left(z^{\alpha} I+A\right)^{-1}-\frac{1}{z(\xi)} I\right), \\
& S_{\alpha, 2}(t) u_{1}=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} e^{z(\xi) t} F_{\alpha, 2}(\xi) u_{1} d \xi  \tag{19}\\
& \quad F_{\alpha, 2}(\xi)=z^{\prime}(\xi) z^{\alpha-2}(\xi)\left(z^{\alpha} I+A\right)^{-1}
\end{align*}
$$

where $z(\xi)=a_{0}-a_{I} \cosh (\xi)+i b_{I} \sinh (\xi), \quad \xi \in(-\infty, \infty)$ and $a_{0}, a_{I}, b_{I}$ are specified by (15). Moreover, for arbitrary finite $t \geq 0$ integrals in (18) and (19) are uniformly convergent.

Proof. Assume $\Gamma$ is a contour fulfilling the conditions of Theorem 1. Due to the estimate $\left\|S_{\alpha, \beta}(t) x\right\| \leq C e^{r t} \int_{\Gamma} \frac{|z|^{\alpha-\beta}}{1+|z|^{\alpha}} d z$ from [10], the integral representation of operator function $S_{\alpha, 2}(t)$ is uniformly convergent for any bounded non-negative $t$. Formula (19) is obtained as a result of the parametrization of (7) on the contour $\Gamma_{I}$ defined by (8). In order to prove (18), we apply the identity $\frac{1}{2 \pi i} \int_{\Gamma} e^{z t} / z d z=\operatorname{Res}_{z=0} e^{z t} / z=1$ to rewrite (7) with $\beta=1$ in the following manner:

$$
\begin{align*}
S_{\alpha}(t) u_{0} & =S_{\alpha, 1}(t) u_{0}-\frac{1}{2 \pi i} \int_{\Gamma} \frac{e^{z t}}{z} u_{0} d z+u_{0}  \tag{20}\\
& =\frac{1}{2 \pi i} \int_{\Gamma} e^{z t}\left(z^{\alpha-1}\left(z^{\alpha} I+A\right)^{-1}-\frac{1}{z} I\right) u_{0} d z+u_{0} .
\end{align*}
$$

Proposition 1 and the inequality $\left|e^{z t}\right|<\max \left\{e^{\Re(z) t}, 1\right\}, t \in[0, T], T>0$ guarantee that the last integral converges uniformly, so we are permitted to parameterize it on the contour $\Gamma=\Gamma_{I}$ defined by (8). This yields representation (18).

Lemma 1 is essential for all remaining analysis. Unlike (7) or (10), the new representation of $S_{\alpha, 1}(t)$ by formula (18) remains convergent at $t=0$. For that matter, it can be used as vehicle for the uniformly convergent numerical method. We shall use the term "corrected propagator representation" as a reference to (18).

### 3.2. Propagator Approximation

As we can see from Lemma 1, the task of approximating the homogeneous part $u_{\mathrm{h}}(t)$ of the mild solution to (1), (4), defined by (16), is reduced to the task of numerically evaluating improper integrals (18) and (19). In this part, we describe how this is achieved using the trapezoidal quadrature rule. Then, we proceed to study the accuracy of the obtained approximation using the theory of sinc-quadrature [50] along with its generalizations to propagator approximations [31]. In what follows, symbols $\widetilde{S}_{\alpha, \beta}^{N}(t)$ are used to denote the operators that approximate $S_{\alpha, \beta}(t)$. For some $h>0$ and $N \in \mathbb{N}$, let

$$
\begin{align*}
& \widetilde{S}_{\alpha, 1}^{N}(t) x_{1}=\frac{h}{2 \pi i} \sum_{k=-N}^{N} \mathcal{F}_{\alpha, 1}(t, k h)+x_{1}, \quad \widetilde{S}_{\alpha, 2}^{N}(t) x_{2}=\frac{h}{2 \pi i} \sum_{k=-N}^{N} \mathcal{F}_{\alpha, 2}(t, k h),  \tag{21}\\
& \mathcal{F}_{\alpha, \beta}(t, \xi)=e^{z(\xi) t} F_{\alpha, \beta}(\xi) x_{\beta}, \quad \beta=1,2, \quad x_{1} \in D\left(A^{\gamma}\right), \quad x_{2} \in X .
\end{align*}
$$

The functions $F_{\alpha, 2}(\xi), F_{\alpha, 2}(\xi), z(\xi)$ and the parameter $\gamma$ in the above formulas for propagator approximations have the meaning prescribed by Lemma 1 . Similarly to $S_{\alpha}(t)$, we use $\widetilde{S}_{\alpha}^{N}(t)$ to denote $\widetilde{S}_{\alpha, 1}^{N}(t)$, where appropriate in the sequel. Recall that $\Gamma_{I}$ is symmetric with respect to the real axis; hence, one can further reduce the number of summands in (21) using the following argument [2].

Remark 1. If the operator $A$ is defined in such a way that $R(z, A)+R(\bar{z}, A)=2 R(\Re z, A)$, for any $z \in \mathbb{C} \backslash \operatorname{Sp}(A)$ and $x_{\beta}$ is defined over the field of real numbers, then

$$
\frac{h}{2 \pi i} \sum_{k=-N}^{N} \mathcal{F}_{\alpha, \beta}(t, k h)=\frac{h}{\pi}\left(\frac{1}{2} \mathcal{F}_{\alpha, \beta}(t, 0)+\Re\left\{\sum_{k=1}^{N} \mathcal{F}_{\alpha, \beta}(t, k h)\right\}\right),
$$

and the number of resolvent evaluations for $\widetilde{S}_{\alpha, \beta}^{N}(t)$ in Formula (21) can be reduced from $2 N+1$ to $N+1$.

The error of (21) admits the following decomposition:

$$
\begin{aligned}
& \left\|S_{\alpha, \beta}(t) x_{\beta}-\widetilde{S}_{\alpha, \beta}^{N}(t) x_{\beta}\right\|=\left\|S_{\alpha, \beta}(t) x_{\beta}-\widetilde{S}_{\alpha, \beta}^{\infty}(t) x_{\beta}+\widetilde{S}_{\alpha, \beta}^{\infty}(t) x_{\beta}-\widetilde{S}_{\alpha, \beta}^{N}(t) x_{\beta}\right\| \\
& \quad \leq \frac{1}{2 \pi}\left\|\int_{-\infty}^{\infty} \mathcal{F}_{\alpha, \beta}(t, \xi) d \xi-h \sum_{k=-\infty}^{\infty} \mathcal{F}_{\alpha, \beta}(t, k h)\right\|+\frac{h}{2 \pi}\left\|\sum_{|k|>N} \mathcal{F}_{\alpha, \beta}(t, k h)\right\|
\end{aligned}
$$

where $\|\cdot\|$ is the norm of $X$, as before. This two-term representation of the error is common in the analysis of the accuracy of sinc-quadrature (see Section 3.2 in [50]). The contribution from the first term is responsible for the replacement of integrals of $\mathcal{F}_{\alpha, \beta}(t, \xi)$ from (18) and (19) by the infinite series $\widetilde{S}_{\alpha, \beta}^{\infty}(t)$ of discrete function values $\mathcal{F}_{\alpha, \beta}(t, k h)$. As such, it is commonly called the discretization error. To determine the value of $h$, one needs to balance it with the contribution from a so-called truncation-error term, that comes second in the formula above.

Let $\mathbf{H}^{1}\left(D_{d}\right)$ be a family of all functions $\mathcal{F}: \mathbb{C} \rightarrow X$, which are analytic in the strip $D_{d}$, equipped with the norm

$$
\|\mathcal{F}\|_{\mathbf{H}^{1}\left(D_{d}\right)}=\lim _{\epsilon \rightarrow 0} \int_{\partial D_{d}(\epsilon)}\|\mathcal{F}(z)\||d z|
$$

where $D_{d}(\epsilon)=\{z \in \mathbb{C}:|\operatorname{Re}(z)|<1 / \epsilon,|\operatorname{Im}(z)|<d(1-\epsilon)\}$ and $\partial D_{d}(\epsilon)$ is the boundary of $D_{d}(\epsilon)$. The truncation errors of (21) satisfy the estimate [31,50]:

$$
\begin{equation*}
\left\|S_{\alpha, \beta}(t)-\widetilde{S}_{\alpha, \beta}^{\infty}(t)\right\| \leq \frac{e^{-\pi d / h}}{2 \sinh (\pi d / h)}\left\|\mathcal{F}_{\alpha, \beta}(t, \cdot)\right\|_{\mathbf{H}^{1}\left(D_{d}\right)} \tag{22}
\end{equation*}
$$

Thus, in order to bound the truncation error, one needs to obtain estimates for the $\mathbf{H}^{1}\left(D_{d}\right)$ norms of the functions $\mathcal{F}_{\alpha, \beta}(t, z), \beta=1,2$. These are provided by the next lemma.

Lemma 2. Let $A$ be a sectorial operator satisfying the conditions of Theorem 1. For any $t \geq 0$, $\alpha \in(0,2), x_{1} \in D\left(A^{\gamma}\right), x_{2} \in X, \gamma>0$ and arbitrary small $\delta>0$

$$
\begin{align*}
\left\|\mathcal{F}_{\alpha, 1}(t, \cdot)\right\|_{\mathbf{H}^{1}\left(D_{d-\delta}\right)} & \leq C_{\alpha, 1}^{ \pm}(\gamma, \delta) e^{a_{0} t}\left\|A^{\gamma} x_{1}\right\| \\
\left\|\mathcal{F}_{\alpha, 2}(t, \cdot)\right\|_{\mathbf{H}^{1}\left(D_{d-\delta}\right)} & \leq C_{\alpha, 2}^{ \pm}(\gamma, \delta) e^{a_{0} t}\left\|x_{2}\right\| \tag{23}
\end{align*}
$$

with constants $C_{\alpha, \beta}^{ \pm}(\gamma, \delta)=C_{\alpha, \beta}(\gamma, \delta-d)+C_{\alpha, \beta}(\gamma, d-\delta)$ and

$$
\begin{align*}
& C_{\alpha, 1}(\gamma, v)=\frac{K_{1} b(v)}{\alpha \gamma\left(a(v)-a_{0}\right) r_{0}^{\gamma}(v)} \\
& C_{\alpha, 2}(\gamma, v)=K_{2} \frac{b(v)\left(b^{2}(v)+\left(a(v)-a_{0}\right)^{2}\right)^{\alpha / 2}}{\left(a(v)-a_{0}\right)^{2} r_{0}(v)} \tag{24}
\end{align*}
$$

that are independent of $t$. Here, $K_{1}, K_{2}>0$ and $r_{0}(v)=\inf _{\xi \in \mathbb{R}} r(\xi, v)$,

$$
\begin{equation*}
r(\xi, v)=\frac{1}{\cosh ^{\alpha} \xi}+\left(b^{2}(v) \tanh ^{2} \xi+\left(a(v)-\frac{a_{0}}{\cosh \xi}\right)^{2}\right)^{\frac{\alpha}{2}} \tag{25}
\end{equation*}
$$

Proof. To estimate the norms $\left\|\mathcal{F}_{\alpha, \beta}(t, \cdot)\right\|_{\mathbf{H}^{1}\left(D_{d_{1}}\right)}, \beta=1,2$ we start from (21), split out the scalar part in each norm and use bounds (17), (3) for the operator-dependent parts, correspondingly. As a result, we obtain

$$
\begin{aligned}
& \left\|\mathcal{F}_{\alpha, 1}(t, \xi) x\right\| \leq\left|e^{z(\xi) t} z^{\prime}(\xi)\right| \frac{(1+M) K}{|z(\xi)|\left(1+|z(\xi)|^{\alpha}\right)^{\gamma}}\left\|A^{\gamma} x_{1}\right\| \\
& \left\|\mathcal{F}_{\alpha, 2}(t, \xi) x\right\| \leq\left|e^{z(\xi) t} z^{\prime}(\xi)\right| \frac{|z(\xi)|^{\alpha-2} M\left\|x_{2}\right\|}{\left(1+|z(\xi)|^{\alpha}\right)}
\end{aligned}
$$

When the variable $\xi$ is extended from the real line into the strip, the integration hyperbola $z(\xi)$, adopted here from Lemma 1 , transforms into the parametric family of hyperbolas $\Gamma(v)=\{z(\xi+i v): \xi \in(-\infty, \infty)\}, v \in[-d, d]$. Let $w=\xi+i v \in D_{d-\delta}$ for some $\delta>0$, then

$$
\left|\frac{z^{\prime}(w)}{z(w)}\right|=\left|\frac{a(v) \sinh \xi-i b(v) \cosh \xi}{a(v) \cosh \xi-a_{0}-i b(v) \sinh \xi}\right|=\frac{\sqrt{a^{2}(v) \tanh ^{2} \xi+b^{2}(v)}}{\sqrt{b^{2}(v) \tanh ^{2} \xi+\left(a(v)-\frac{a_{0}}{\cosh )^{2}}\right.}}
$$

with $a(v), b(v)$ are defined by (12). Consider the function $\eta_{1}\left(s, b_{0}\right)=\frac{a^{2}(v) s^{2}+b^{2}(v)}{b^{2}(v) s^{2}+\left(a(v)-b_{0}\right)^{2}}$, with some $b_{0}$ independent of $s$. The derivative of this function with respect to $s$

$$
\begin{aligned}
\eta_{1}^{\prime}\left(s, b_{0}\right) & =\frac{2 s\left(a^{2}(v)-a(v) b_{0}-b^{2}(v)\right)\left(a^{2}(v)-a(v) b_{0}+b^{2}(v)\right)}{\left(b^{2}(v) s^{2}+\left(a(v)-b_{0}\right)^{2}\right)^{2}} \\
& =\frac{2 s\left(\left(a^{2}(v)-a(v) b_{0}\right)^{2}-b^{4}(v)\right)}{\left(b^{2}(v) s^{2}+\left(a(v)-b_{0}\right)^{2}\right)^{2}}
\end{aligned}
$$

determines the behavior of $\eta_{1}\left(s, b_{0}\right)$ for the values of $b_{0}$ that belong to the interval $\left(0, a_{0}\right)$, induced by the identity $\eta_{1}\left(\tanh \xi, \frac{a_{0}}{\cosh \tilde{\xi}}\right)=\left|\frac{z^{\prime}(w)}{z(w)}\right|^{2}$. The sign of $\eta_{1}^{\prime}\left(s, b_{0}\right)$ is equal to the sign of $\left.a^{2}(v)-a(v) b_{0}\right)^{2}-b^{4}(v) \leq a^{4}(v)-b^{4}(v)=-a_{0}^{4} \frac{\cos ^{2}\left(2\left(\phi_{s}+d-v\right)\right)}{\cos ^{4}\left(\phi_{s}\right)}$. Therefore, for any $b_{0}$, the maximum of $\eta_{1}\left(s, b_{0}\right)$ is attained at $s=0$, whence

$$
\left|\frac{z^{\prime}(w)}{z(w)}\right| \leq \frac{b(v)}{\sqrt{\left(a(v)-\frac{a_{0}}{\cosh \tilde{\zeta}}\right)^{2}}} \leq \frac{b(v)}{\left|a(v)-a_{0}\right|}
$$

The norm $\left\|\mathcal{F}_{\alpha, 1}(t, w) x\right\|$ can be further estimated as

$$
\begin{align*}
\left\|\mathcal{F}_{\alpha, 1}(t, w)\right\| & \leq e^{\Re z(w) t}\left|\frac{z^{\prime}(w)}{z(w)}\right| \frac{(1+M) K}{\left(1+|z(w)|^{\alpha}\right)^{\gamma}}\left\|A^{\gamma} x_{1}\right\| \\
& =\frac{b(v)}{a(v)-a_{0}} \frac{e^{\left(a_{0}-a(v) \cosh \xi\right) t}}{\left(1+|z(w)|^{\alpha}\right)^{\gamma}}(1+M) K\left\|A^{\gamma} x_{1}\right\| \\
& \leq \frac{b(v)}{a(v)-a_{0}} \frac{(1+M) K e^{\left(a_{0}-a(v) \cosh \xi\right) t}}{\left(r(\xi, v) \cosh ^{\alpha} \xi\right)^{\gamma}}\left\|A^{\gamma} x_{1}\right\|  \tag{26}\\
& \leq \frac{(1+M) K b(v) 2^{\alpha \gamma}}{\left(a(v)-a_{0}\right) r^{\gamma}(\xi, v)} e^{\left(a_{0}-a(v) \cosh \xi\right) t-\alpha \gamma|\xi|}\left\|A^{\gamma} x_{1}\right\| .
\end{align*}
$$

Here, $r(\xi, v)$ is a strictly positive bounded function that is defined by the equality $1+$ $|z(w)|^{\alpha}=r(\xi, v) \cosh ^{\alpha} \xi$. Solving it for $r(\xi, v)$ gives us (25).

Now, we turn our attention to $\left\|\mathcal{F}_{\alpha, 2}(t, w) x\right\|$. Let us consider a function $\eta_{2}\left(s, b_{0}\right)=$ $\frac{a^{2}(v) s^{2}+b^{2}(v)}{\left(b^{2}(v) s^{2}+\left(a(v)-b_{0}\right)^{2}\right)^{2}}, s \in[0,1]$. Similarly to $\eta_{1}(\xi)$, this function satisfies the identity $\eta_{2}\left(\tanh \xi, \frac{a_{0}}{\cosh \tilde{\xi}}\right) \cosh ^{2} \xi=\left|\frac{z^{\prime}(w)}{z(w)^{2}}\right|^{2}$. By inspecting the derivative

$$
\eta_{2}^{\prime}\left(s, b_{0}\right)=\frac{2 s\left(\left(a^{2}(v)-a(v) b_{0}\right)^{2}-2 b^{4}(v)-a^{2}(v) b^{2}(v) s^{2}\right)}{\left(b^{2}(v) s^{2}+\left(a(v)-b_{0}\right)^{2}\right)^{3}}
$$

we learn that its sign is also determined by a sign of the numerator with only one real root $s=0$. Two other roots of $\eta_{2}^{\prime}\left(s, b_{0}\right)$ are non-real because the quadratic function $\left(a^{2}(v)-a(v) b_{0}\right)^{2}-2 b^{4}(v)-a^{2}(v) b^{2}(v) s^{2} \leq\left(a^{2}(v)-a(v) b_{0}\right)^{2}-2 b^{4}(v) \leq 2 a^{4}(v)-2 b^{4}(v)$ is negative for any $s$. Whence, we obtain $\left|\frac{z^{\prime}(w)}{z^{2}(w)}\right| \leq \frac{b(v)}{\cosh (\xi)\left(a(v)-a_{0}\right)^{2}}$ and

$$
\begin{aligned}
\left\|\mathcal{F}_{\alpha, 2}(t, w)\right\| & \leq M\left|z^{\prime}(w)\right| \frac{|z(w)|^{\alpha-2} e^{\Re z(w) t}}{\left(1+|z(w)|^{\alpha}\right)}\left\|x_{2}\right\| \\
& \leq M\left|\frac{z^{\prime}(w)}{z^{2}(w)}\right| \frac{|z(w)|^{\alpha} e^{\left(a_{0}-a(v) \cosh \xi\right) t}}{1+|z(w)|^{\alpha}}\left\|x_{2}\right\| \\
& \leq M \frac{b(v)\left(b^{2}(v)+\left(a(v)-a_{0}\right)^{2}\right)^{\alpha / 2}}{\left(a(v)-a_{0}\right)^{2}(\cosh \xi)^{1-\alpha}} \frac{e^{\left(a_{0}-a(v) \cosh \xi\right) t}}{1+|z(w)|^{\alpha}}\left\|x_{2}\right\| \\
& \leq 2 M \frac{b(v)\left(b^{2}(v)+\left(a(v)-a_{0}\right)^{2}\right)^{\alpha / 2}}{r(\xi, v)\left(a(v)-a_{0}\right)^{2}} e^{\left(a_{0}-a(v) \cosh \xi\right) t-|\xi|}\left\|x_{2}\right\| .
\end{aligned}
$$

The obtained estimates for $\left\|\mathcal{F}_{\alpha, \beta}(t, w)\right\|, \beta=1,2$ demonstrate that these norms are exponentially decaying for any $t \geq 0$ as $\xi \rightarrow \infty$. Consequently, the integral terms from $\left\|\mathcal{F}_{\alpha, \beta}(t, w)\right\|_{\mathbf{H}^{1}\left(D_{d}\right)}$ over the vertical parts of $\partial D_{d-\delta}(\epsilon)$ vanish in the limit $\epsilon \rightarrow 0$ and we end up with the following expression:

$$
\left\|\mathcal{F}_{\alpha, \beta}(t, \cdot)\right\|_{\mathbf{H}^{1}\left(D_{d-\delta}\right)}=\int_{-\infty}^{\infty}\left\|\mathcal{F}_{\alpha, \beta}(t, \xi+i(\delta-d))\right\|+\left\|\mathcal{F}_{\alpha, \beta}(t, \xi-i(d-\delta))\right\| d \xi
$$

After estimating the last integral using the bounds obtained above, we remove the dependence of the integrands on $r(\xi, v)$ by bounding its value from below with a positive function $r_{0}(v)<r(\xi, v)$ and, subsequently, evaluate the obtained integrals explicitly. This yields the pair of objective estimates from (23), with constants $K_{1}=(1+M) K 2^{\alpha \gamma+1}$ and $K_{2}=4 M$. The lemma is proved.

Observe that the appearance of $\alpha \gamma$ in $C_{\alpha, 1}(\gamma, v)$ from (24) forces the discretization error of $S_{\alpha} x_{1}, x_{1} \in D\left(A^{\gamma}\right)$ to become unbounded in the limit $\gamma \rightarrow 0$.

Lemma 3. Assume that $A$ and $\alpha$ satisfy the conditions of Theorem 1. Then, for any $t \geq 0$, $x_{1} \in D\left(A^{\gamma}\right), x_{2} \in X, \gamma>0$ the truncation error of $(2 N+1)$-term approximations (21) with the step-size $h>0$ satisfies the estimate

$$
\begin{aligned}
& \frac{h}{2 \pi}\left\|\sum_{|k|>N} \mathcal{F}_{\alpha, 1}(t, k h)\right\| \leq \frac{h C_{\alpha, 1}(\gamma, 0)}{\pi\left(1-e^{-\alpha \gamma h}\right)} \frac{e^{a_{0} t}}{e^{\alpha \gamma(N+1) h}}\left\|A^{\gamma} x_{1}\right\| \leq \frac{C_{\alpha, 1}(\gamma, 0)}{\pi} \frac{e^{a_{0} t}}{e^{\alpha \gamma N h}}\left\|A^{\gamma} x_{1}\right\|, \\
& \frac{h}{2 \pi}\left\|\sum_{|k|>N} \mathcal{F}_{\alpha, 2}(t, k h)\right\| \leq \frac{h C_{\alpha, 2}(\gamma, 0)}{\pi\left(1-e^{-h}\right)} \frac{e^{a_{0} t}}{e^{(N+1) h}}\left\|x_{2} \leq \frac{C_{\alpha, 2}(\gamma, 0)}{\pi} \frac{e^{a_{0} t}}{e^{N h}}\right\| x_{2} \|,
\end{aligned}
$$

where $C_{\alpha, \beta}(\gamma, v)$ are defined by (24).
The proof of this Lemma relies on the established estimates for $\left\|\mathcal{F}_{\alpha, \beta}(t, w)\right\|$ and is analogous to the proof of the respective part in Theorem 3.1.7 from [50]. For brevity, we omit it here.

We finally have all the necessary tools in place to proceed to an a priori accuracy estimate of the constructed numerical evaluation formulas (21) for propagators of (1), (4).

Theorem 2. Let $A$ be a sectorial operator with the domain $D(A)$ and the spectrum $\operatorname{Sp}(A) \subset$ $\Sigma\left(\rho_{s}, \varphi_{s}\right), \rho_{s}>0, \varphi_{s}<\pi / 2$. Then, for any $\alpha \in(0,2), x_{1} \in D\left(A^{\gamma}\right), x_{2} \in X, \gamma>0$, such that $\alpha \varphi_{s}<\frac{\pi}{2}, \gamma \in(0,1)$ and $t \in[0, T]$, the sinc-quadrature-based approximations $\widetilde{S}_{\alpha, 1}^{N}(t) x_{1}$, $\widetilde{S}_{\alpha, 2}^{N}(t) x_{2}$ converge to the values of the corresponding operator functions $S_{\alpha}(t) x_{1}, S_{\alpha, 2}(t) x_{2}$ at the rate $\mathcal{O}\left(e^{-c \sqrt{N}}\right), c>0$, as $N \rightarrow \infty$. Moreover, the following error bounds are valid

$$
\begin{gather*}
\left\|S_{\alpha}(t) x-\widetilde{S}_{\alpha, 1}^{N}(t) x_{1}\right\| \leq C_{1} \exp (-c \sqrt{\alpha \gamma N}) e^{a_{0} t}\left\|A^{\gamma} x_{1}\right\|,  \tag{27}\\
\left\|S_{\alpha, 2}(t) x-\widetilde{S}_{\alpha, 2}^{N}(t) x_{2}\right\| \leq C_{2} \exp (-c \sqrt{N}) e^{a_{0} t}\left\|x_{2}\right\|, \tag{28}
\end{gather*}
$$

with $c=\sqrt{2 \pi d}$, provided that the step-size in (21) is given by $h_{1}$ and $h_{2}$, accordingly,

$$
\begin{equation*}
h_{1}=\sqrt{\frac{2 \pi d}{\alpha \gamma N}}, \quad h_{2}=\sqrt{\frac{2 \pi d}{N}} . \tag{29}
\end{equation*}
$$

Here, $d=\frac{\phi_{\alpha}+\varphi_{c}-\pi}{2}, \phi_{\alpha}=\min \left\{\pi, \frac{\pi-\varphi_{s}}{\alpha}\right\}$ and $\phi_{c} \in\left(\frac{\varphi_{s}}{\alpha}, \frac{\pi}{2}\right], a_{0}$ are given. The constants $C_{\beta}$ from (27) and (28) are independent of $t, N$.

Proof. To obtain error bounds for the approximants $\widetilde{S}_{\alpha, \beta}^{N}$, we depart from the previously established decomposition

$$
\left\|S_{\alpha, \beta}(t) x_{\beta}-\widetilde{S}_{\alpha, \beta}^{N}(t) x_{\beta}\right\| \leq\left\|S_{\alpha, \beta}(t) x_{\beta}-\widetilde{S}_{\alpha, \beta}^{\infty}(t) x_{\beta}\right\|+\left\|\widetilde{S}_{\alpha, \beta}^{\infty}(t) x_{\beta}-\widetilde{S}_{\alpha, \beta}^{N}(t) x_{\beta}\right\|
$$

and then use the results of Lemmas 2 and 3 to estimate the right-hand sides. This transcribes into

$$
\begin{aligned}
\left\|S_{\alpha}(t) x_{1}-\widetilde{S}_{\alpha}^{N}(t) x_{1}\right\| & \leq \frac{e^{-\frac{\pi d}{h}}\left\|\mathcal{F}_{\alpha, \beta}(t, \cdot)\right\|_{\mathbf{H}^{1}\left(D_{d-\delta}\right)}}{2 \sinh \frac{\pi d}{h}}+\frac{C_{\alpha, 1}(\gamma, 0) e^{a_{0} t}\left\|A^{\gamma} x_{1}\right\|}{\pi \alpha \gamma e^{\alpha \gamma N h}} \\
& \leq e^{a_{0} t}\left(C_{\alpha, 1}^{ \pm}(\gamma, \delta) \frac{e^{-\frac{\pi d}{h}}}{2 \sinh \frac{\pi d}{h}}+\frac{C_{\alpha, 1}(\gamma, 0)}{\pi \alpha \gamma e^{\alpha \gamma N h}}\right)\left\|A^{\gamma} x_{1}\right\| \\
& \leq e^{a_{0} t}\left(\frac{c_{0} C_{\alpha, 1}^{ \pm}(\gamma, \delta)}{e^{2 \frac{\pi d}{h}}}+\frac{C_{\alpha, 1}(\gamma, 0)}{\pi \alpha \gamma e^{\alpha \gamma N h}}\right)\left\|A^{\gamma} x_{1}\right\|,
\end{aligned}
$$

and

$$
\left\|S_{\alpha, 2}(t) x_{2}-\widetilde{S}_{\alpha, 2}^{N}(t) x_{2}\right\| \leq e^{a_{0} t}\left(c_{0} C_{\alpha, 2}^{ \pm}(\gamma, \delta) e^{-2 \frac{\pi d}{h}}+\frac{C_{\alpha, 2}(\gamma, 0)}{\pi e^{N h}}\right)\left\|x_{2}\right\|,
$$

with $c_{0}=\left(1-\exp \frac{2 \pi d}{h}\right)^{-1}$. Having the aim of balancing the order of error contributions from each term inside the brackets, we make two involving exponential functions asymptotically equal as $N \rightarrow \infty$. This yields two independent equations

$$
\frac{2 \pi d}{h}=\alpha \gamma N h, \quad \frac{2 \pi d}{h}=N h
$$

with the solutions described by (29). After that, we substitute these expressions into the previously established error estimates to obtain the following bounds:

$$
\begin{aligned}
& \left\|S_{\alpha, 1}(t) x_{1}-\widetilde{S}_{\alpha, 1}^{N}(t) x_{1}\right\| \leq\left(c_{0} C_{\alpha, 1}^{ \pm}(\gamma, \delta)+C_{\alpha, 1}(\gamma, 0)\right) e^{a_{0} t} e^{-\sqrt{2 \pi d \alpha \gamma N}}\left\|A^{\gamma} x_{1}\right\|, \\
& \left\|S_{\alpha, 2}(t) x_{2}-\widetilde{S}_{\alpha, 2}^{N}(t) x_{2}\right\| \leq\left(c_{0} C_{\alpha, 2}^{ \pm}(\gamma, \delta)+C_{\alpha, 2}(\gamma, 0)\right) e^{a_{0} t} e^{-\sqrt{2 \pi d N}}\left\|x_{2}\right\|
\end{aligned}
$$

which are reduced to (27) and (28) after denoting $C_{1}=c_{0} C_{\alpha, 1}^{ \pm}(\gamma, \delta)+C_{\alpha, 1}(\gamma, 0)$, $C_{2}=c_{0} C_{\alpha, 2}^{ \pm}(\gamma, \delta)+C_{\alpha, 2}(\gamma, 0)$.

It follows from (27) and (28), that the value of parameter $a_{0}$ can be used to control the error contribution of the factor $e^{a_{0} t}$. Throughout the rest of this work, we set $a_{0}=\pi / 6$ to make this factor reasonably bounded: $e^{a_{0} t} \leq e^{5 \pi / 6} \leq 14$.

### 3.3. Numerical Scheme for Homogeneous Part of Solution

We approximate the homogeneous part $u_{\mathrm{h}}(t)$ of the solution to (1), (4) defined by (16) using the numerical methods for propagators approximation constructed in Section 3.2. Then, for every fixed $N>0$, the approximation $\widetilde{u}_{\mathrm{h}}^{N}(t)$ to $u_{\mathrm{h}}(t)$ is defined as

$$
\begin{equation*}
\widetilde{u}_{\mathrm{h}}^{N}(t)=\widetilde{S}_{\alpha, 1}^{N_{1}}(t) u_{0}+\widetilde{S}_{\alpha, 2}^{N_{2}}(t) u_{1} . \tag{30}
\end{equation*}
$$

The error of $\widetilde{u}_{\mathrm{h}}^{N}(t)$ is characterized by the following corollary, which is an immediate consequence of Theorem 2.

Corollary 1. Assume that the operator $A$, initial values $u_{0}, u_{1}$ and the fractional order $\alpha$ satisfy the conditions of Theorem 2 with $x_{1}=u_{0}, x_{2}=u_{1}$. For any given $N \in \mathbb{N}$, the approximate solution $\tilde{u}_{\mathrm{h}}^{N}(t)$, defined by (30) with $N_{1}=N, N_{2}=\alpha \gamma N$, converges to the homogeneous solution $u_{\mathrm{h}}(t)$ of (1), (4) and the following error bound is valid:

$$
\begin{equation*}
\left\|u_{\mathrm{h}}(t)-\widetilde{u}_{\mathrm{h}}^{N}(t)\right\| \leq C_{\gamma} \exp (-c \sqrt{\alpha \gamma N}) e^{a_{0} t}\left\|A^{\gamma} x_{1}\right\| \tag{31}
\end{equation*}
$$

The constant $C_{\gamma}$ is dependent on $A, u_{0}$, and independent of $t, N$.
It is important to note that the smoothness assumptions for $u_{0}$, enforced by Corollary 1 and Theorem 2, are compatible with the similar assumptions made in $[2,51]$ for the Cauchy problem with the integer order derivative. For a more concise discussion on the impact of the initial data smoothness on the properties of solution to problem (1), (4) we direct the reader to [21].

To compute the approximation $\widetilde{u}_{\mathrm{h}}^{N}(t)$, we suggest to use Algorithm 1 provided below. In this algorithm, the evaluation of each propagator $\widetilde{S}_{\alpha, \beta^{\prime}}^{N_{\beta}} \beta=1,2$ is decoupled into two cycles. The first cycle is responsible for the evaluation of resolvents $\left(z\left(m h_{1}\right)^{\alpha} I+A\right)^{-1}$ at the quadrature points of $\Gamma_{I}$. This amounts to the solution of $2 N_{\beta}+1$ linear equations that are all mutually independent and hence can be solved in parallel. If $A$ is the discretization of a certain partial differential operator, every resolvent equation from line 4 of the algorithm is actually a system of linear equations. When this is the case, one can leverage additional level of parallelism here, as long as the size and the solution method of the resolvent equation warrant that and the computing environment permits such possibility. Furthermore, the total number of resolvent evaluations in Algorithm 1 can be reduced all the way down to $N_{1}+N_{2}+2$ if the initial data and $A$ satisfy the conditions from Remark 1.

Given the solution of resolvent equations obtained in the first cycle of Algorithm 1, the second cycle computes the resulting propagator approximation. As we can see from line 8 of Algorithm 1, for every fixed $t=t_{k}$ this step amounts to calculating the weighted sum of resolvents. Hence, its computation is apparently independent of the computed values of solution at different times and can be performed simultaneously. Such feature of the method alone results in the substantial computational advantage over existing sequential time-discretization methods [15,23,26,52], because the average computation cost per $\widetilde{u}_{\mathrm{h}}^{N}\left(t_{k}\right)$ for any $k \in\{1, \ldots, K\}$ is independent on the value of $t_{k} \in[0, T]$ and, unlike in the case of a sequential method, this cost goes down when $K$ grows. Even in the worst-case scenario of $K=1, t_{k} \ll 1$, our method should still remain competitive with the mentioned sequential methods due to its parallelization capability and the uniform exponential convergence. We postpone a more detailed comparison with existing methods until Example 3, where a fully discretized problem is considered. It is important to point out that the described multi-level parallel evaluation strategy is well suited for the multi-node computing architectures, with each node containing the combination of a central processing unit and multiple hardware accelerators, which are ubiquitous nowadays.

For certain realizations of $A$ (c.f. [27]) and large values of $N$, the resolvent evaluation steps of Algorithm 1 may lead to the numerical instability when $|z|$ is large. This problem can be alleviated by modifying lines $4-5$ and 12-13 as described by Equation (2.18) from [28]. Another noticeable feature of the above algorithm is its use of the resolvent evaluations with the complex arguments. This may require additional attention from the implementation point of view if the resolvent is evaluated numerically, for instance using the finite element method software that does not support complex arithmetic. Alternatively, one could deal with the complex resolvent arguments by redefining $A$ via the embedding of its domain into the real space of higher dimensionality. This is always possible, since the resolvent equations from lines 4 and 12 of the algorithm are linear in $z$. Such modifications are unnecessary for the numerical experiments conducted below; hence, we do not incorporate them into the algorithms for simplicity.

Example 1. Let us consider the standard example problem in which $A$ is a one-dimensional Laplacian accompanied by the Dirichlet boundary conditions on $[0, L]$ :

$$
\begin{align*}
& A u=-a \frac{d^{2}}{d x^{2}} u, \quad \forall u \in D(A)  \tag{32}\\
& D(A)=\left\{u(x) \in H^{2}(0, L): \quad u(0)=u(L)=0\right\},
\end{align*}
$$

where $a>0$ is some predefined constant. The initial values $u_{0}, u_{1}$ are chosen to be the eigenfunctions of the operator $A$ with indices $k_{0}, k_{1}$, correspondingly:

$$
\begin{equation*}
u_{0}=\sin \frac{\pi k_{0} x}{L}, \quad u_{1}=\sin \frac{\pi k_{1} x}{L} . \tag{33}
\end{equation*}
$$

The exact solution of fractional Cauchy problem (1), (4) with such $A, u_{0}, u_{1}$ and $f(t)=0$ can be represented as follows (see Section 1.3 in [9]):

$$
u(t, x)=E_{\alpha, 1}\left(-\lambda\left(k_{0}\right) t^{\alpha}\right) \sin \frac{\pi k_{0} x}{L}+H(\alpha-1) E_{\alpha, 2}\left(-\lambda\left(k_{1}\right) t^{\alpha}\right) \sin \frac{\pi k_{1} x}{L}
$$

Here, $E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha n+\beta)}$ is the Mittag-Leffler function, $\lambda(k)=a \frac{\pi^{2}}{L^{2}} k^{2}, k=k_{0}, k_{1}$ are the eigenvalues of $A$ and $H(\cdot)$ is the Heaviside function, which is added to make the above solution formula valid for all $\alpha \in(0,2)$.

It is easy to verify that for any $z \in \mathbb{C} \backslash \operatorname{Sp}(A)$ and $k \in \mathbb{N}$, the resolvent $R\left(z^{\alpha},-A\right) \sin \frac{\pi k x}{L}$ admits the following representation

$$
R(z,-A) \sin \frac{\pi k x}{L}=(z I+A)^{-1} \sin \frac{\pi k x}{L}=\frac{1}{z+\lambda(k)} \sin \frac{\pi k x}{L} .
$$

Hence, all the resolvent evaluations in Algorithm 1 for such $u_{0}, u_{1}$ can be conducted explicitly. This allows us to focus on analyzing the error contribution from the numerical method for $u_{\mathrm{h}}(t)$, given by (30), in the absence of the error associated with the discretization of spatial operator $A$. The results, presented below, were obtained using the reference implementation (the code is available at https://github.com/DmytroSytnyk/FCP2023 (accessed on 1 May 2023)) of Algorithm 1 developed in Matlab. The standard double precision IEEE 754 arithmetic (and its extension to complex numbers) is used for computations everywhere in this and other examples. The evaluation of $E_{\alpha, \beta}(z)$ was performed via the contour method from [53], using the accompanied Matlab implementation. The interested reader may also consider alternative methods from [54,55].

The behavior of the exact solution $u(t, x)$ for the simplest case $c=1, L=1$ is shown in Figure 2, where it is plotted as a function of time for different values of a at $x=0.5$. In the sub-parabolic case $\alpha \leq 1$, the solution remains positive for positive $u_{0}$ and it is monotonously decaying toward zero as $t \rightarrow T$. More specifically, for small $\alpha$ (see graphs for $\alpha=0.1,0.3$ in the left plot of Figure 2), $|u(t)|$ has a fast initial decay which tends to be getting slower as $t$ progresses. This effect becomes less noticeable as a goes toward 1 , at which point $u(t, x)=E_{1,1}\left(-\pi^{2} t\right) \sin \pi x=$ $e^{-\pi^{2} t} \sin \pi x$. In the sub-hyperbolic case $\alpha>1$ (see the right plot of Figure 2), the solution exhibits more complex behavior. It is akin to the damped oscillations with the initial amplitude equal to $u_{0}$ $\left(E_{\alpha, 2}(0)=0\right.$ by definition) and the amount of damping that decays as $\alpha$ approaches 2 .


Figure 2. Exact solution $u(t, 0.5)$ of problem (1), (4) with $f(t)=0$ and $A, u_{0}, u_{1}$ defined by (32), (33) $\left(L=1, k_{0}=1, k_{1}=4, a=1\right)$ : (a) the case $\alpha=0.1,0.3,0.5,0.7,1 ;(\mathbf{b})$ the case $\alpha=1,1.2,1.5,1.7,1.9$.

To quantify the error of the numerical solution to Cauchy problem (1), (4), (32), (33), calculated using Algorithm 1, we define

$$
\mathcal{E}_{\mathrm{h}}(t, x)=\left|u(t, x)-\widetilde{u}_{\mathrm{h}}^{N}(t, x)\right|, \quad \operatorname{err}_{\mathrm{h}}=\sup _{t \in[0, T]}\left\|\mathcal{E}_{\mathrm{h}}(t)\right\|_{\infty}
$$

The behavior of $\mathcal{E}_{\mathrm{h}}(t, x)$ as a function of $t$ for fixed $x=0.5, L=1, k_{0}=1, k_{1}=4, a=1$, $\varphi_{s}=\pi / 60, \gamma=1$ and different values of $\alpha, N$ is illustrated in Figure 3, using a semi-logarithmic scale for the plots. All graphs clearly illustrate the decay of $\mathcal{E}_{\mathrm{h}}(t, x)$ on the whole time interval as $N$ increases. In the consequence of Theorem 2, the error $\mathcal{E}_{\mathrm{h}}(t, x)$ also depends on how much fractional order $\alpha$ deviates from 1. For $\alpha \leq 1$, this happens due to the direct presence of $\alpha$ in error bound (27) as a factor. For $\alpha>1$, this is explained by the contribution of $\alpha$ to the factor $c=\sqrt{2 \pi d}$, from the same error bound, via $d=\frac{\phi_{\alpha}+\varphi_{c}-\pi}{2}$.

Aside of that, for $\alpha \leq 1$, we witness a sharp drop of $\mathcal{E}_{\mathrm{h}}(t, x)$ in the vicinity $t=0$ (see Figure 3a-c), which does not seem to be predicted by the error bound. This behavior is attributed to the rather pessimistic estimate $\left|e^{z(\tilde{\xi}) t}\right| \leq e^{\left(a_{0}-a(v) \cosh \tilde{\xi}\right) t} \leq e^{a_{0} t}$, which was used to account for the contribution of the $t$-dependent term into both truncation and discretization errors of $\widetilde{S}_{\alpha, 1}^{N}(t) u_{0}$ (see the proof of Lemmas 2 and 3 above). Similar phenomenon was observed in [28], where a related fractional problem was considered. The influence of factor $e^{a_{0} t}$ became more evident for larger $t$, as seen from the graphs of Figure 3d-f For fixed $N$, the amplitude of error oscillations increases when $t$ approaches 5 but remains approximately equal $\alpha$-wise (visually larger amplitude oscillations for smaller $\alpha$ in Figure 3 are caused by the semi-log nature of the plots). This observation supports the theoretical claim from Theorem 2 that the growth of $\mathcal{E}_{\mathrm{h}}(t, x)$ in time is not influenced by $\alpha$ or $d$.

In order to analyze the error dependency on the position of $\operatorname{Sp}(A)$, we evaluate the sup-norm error $\operatorname{err}_{\mathrm{h}}(N)$ for several values of diffusivity constant $a=10^{-5}, 0.1,1,10$ from (32), and a range of $\alpha$ values (see Figure 4). The magnitude of the quantity $\rho_{s}=\inf _{z \in S p(A)} \Re z=a \pi^{2}$ corresponding to $a=10^{-5}$ in Figure $4 a$ is characteristic for problems with a singularly perturbed $A$ [56] and, in particular, advection (convection)-dominated flows [57]. Our prior experiments suggest that existing numerical methods [28,31,41,42], with the integration contour which lies entirely in the same half-plane as $\operatorname{Sp}(A)$, face certain difficulties in handling problems with such small $\rho_{s}$. Those are caused by the implicit rescaling of $z(\xi)$ needed to fit $z\left(D_{d}\right)$ between $\operatorname{Sp}(A)$ and the origin. In contrast, the current method does not experience any accuracy degradation related to $\rho_{s} \rightarrow 0$, because the integration contour $\Gamma_{I}$ encircles $\operatorname{Sp}(A) \cup 0$. In fact, Figure 4 shows that the sup-norm error decays exponentially with the order proportional to $\sqrt{\alpha N}$ as prescribed by (31), for all analyzed values of $a$. The convergence results of our method for $\alpha \leq 1$ are similar to those obtained in [29] for the specific case of (1), when A comes from the viscoelastic beam model.


Figure 3. Error $\mathcal{E}_{\mathrm{h}}(t, 0.5)$ of the approximate solution $\widetilde{u}_{\mathrm{h}}^{N}$ to problem (1), (4) with $f(t)=0, A, u_{0}, u_{1}$ being defined by (32), (33) and $L=1, k_{0}=1, k_{1}=4, a=1$. Graphs from the top row of subplots correspond to $\alpha=0.1,0.3,0.5,0.7,1$ and (a) $N=32$; (b) $N=64$ (c); $N=128$. Graphs from the bottom row of plots correspond to $\alpha=1,1.2,1.5,1.7,1.9$ and (d) $N=32 ;(\mathbf{e}) N=64 ;(\mathbf{f}) N=128$.


Figure 4. Sup-norm error err ${ }_{\mathrm{h}}$ of the approximate solution $\tilde{u}_{\mathrm{h}}^{N}$ to problem (1), (4) with $f(t)=0, A$, $u_{0}, u_{1}$ being defined by (32), (33) and $L=1, k_{0}=1, k_{1}=4$. Graphs from sublots correspond to the different values of diffusivity constant: (a) $a=1 \times 10^{-5}$; (b) $a=0.1$; (c) $a=1$; (d) $a=10$;

### 3.4. Numerical Scheme for the Inhomogeneous Part

In this part, we apply the propagator approximation method from Section 3.2 to obtain an efficient numerical algorithm for the inhomogeneous part $u_{\mathrm{ih}}(t)$ of the mild solution to (1), (4), defined by (16). This formula combines the action of $S_{\alpha}(t)$ on a certain vector from $X$ with the subsequent action of the integral operator. The numerical evaluation of such composition amounts to the reevaluation of $S_{\alpha}(s)$ at each quadrature point $\left\{s_{k}\right\}_{k=1}^{K}$, needed to approximate the outer integral. As we have learned from the properties of the numerical method developed in Section 3.2, this is not a problem for the first term of $u_{\text {ih }}(t)$, where the argument $f(0)$ is fixed, because only $2 N+1$ parallel resolvent evaluations are needed. For the second term, however, the numerical evaluation of $S_{\alpha}(t-s) J_{\alpha} f^{\prime}(s)$ for every new value of $t$ requires the reevaluation of resolvents for the entire set of new quadrature points on $\Gamma_{I}$. This leads to the solution of up to $(2 N+1) K$ additional stationary problems and may require additional storage and inter-process communication, when the parallel computing model is used for evaluation.

To reduce the number of required resolvent evaluations, we take advantage of the fact that the operator-dependent part of $S_{\alpha}(t)$ in representation (18) is itself a linear operator on $X$; hence, it can be interchanged with the integral operator acting in $t$ only

$$
\begin{aligned}
& \int_{0}^{t} S_{\alpha}(t-s) J_{\alpha} f^{\prime}(s) d s=\int_{0}^{t} \frac{1}{2 \pi i} \int_{\Gamma} e^{z(t-s)} z^{\alpha-1}\left(z^{\alpha} I+A\right)^{-1} J_{\alpha} f^{\prime}(s) d z d s \\
& =\int_{0}^{t} \frac{1}{2 \pi i} \int_{\Gamma} e^{z(t-s)}\left(z^{\alpha-1}\left(z^{\alpha} I+A\right)^{-1}-\frac{1}{z} I\right) J_{\alpha} f^{\prime}(s) d z+J_{\alpha} f^{\prime}(t) d s \\
& =\int_{0}^{t} J_{\alpha} f^{\prime}(s) d s+\frac{1}{2 \pi i} \int_{\Gamma}\left(z^{\alpha-1}\left(z^{\alpha} I+A\right)^{-1}-\frac{1}{z} I\right) \int_{0}^{t} e^{z(t-s)} J_{\alpha} f^{\prime}(s) d s d z .
\end{aligned}
$$

Here, we used formula (20) under the assumption that $J_{\alpha} f^{\prime}(s) \in D\left(A^{\gamma}\right), \gamma>0$ and, then, relied upon the uniform convergence of the corrected representation of $S_{\alpha}(t-s)$ with respect to $s \in[0, t]$, that had been established earlier. As we can see from the newly obtained representation, now the evaluation of the time-dependent part is performed in the resolvent's argument. This reduces the number of parallel resolvent evaluations per $t$ to $2 N+1$ for this term. The last representation permits us to rewrite the inhomogeneous part of solution $u_{\mathrm{ih}}(t)$ in the form

$$
\begin{equation*}
u_{\text {ih }}(t)=J_{\alpha} S_{\alpha}(t) f(0)+\int_{0}^{t} J_{\alpha} f^{\prime}(s) d s+\frac{1}{2 \pi i} \int_{-\infty}^{\infty} F_{\alpha, 1}(\xi) \int_{0}^{t} e^{z(\xi)(t-s)} J_{\alpha} f^{\prime}(s) d s d \xi \tag{34}
\end{equation*}
$$

Next, we address another ingredient essential to the numerical evaluation of (34), which is an efficient quadrature method for the Riemann-Liouville integral $J_{\alpha} v(t)$ defined by (6). While evaluating this integral numerically, it is important to select the quadrature rule that, on the one hand, can handle the endpoint singularity appearing in the integrand when $\alpha<1$ and, on the other hand, is able to provide exponentially convergent approximation. Among existing quadrature rules, only sinc-quadrature on a finite interval satisfies two mentioned properties simultaneously (see [50]). We construct a version of such quadrature rule by transforming $J_{\alpha}$ into the integral over $(-\infty, \infty)$ and then applying the chosen sinc-quadrature formula. Let $s=t e^{p} /\left(1+e^{p}\right)$, then

$$
J_{\alpha} v(t)=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\infty}\left(t-\frac{t e^{p}}{1+e^{p}}\right)^{\alpha-1} v\left(\frac{t e^{p}}{1+e^{p}}\right) d s=\frac{t^{\alpha}}{\Gamma(\alpha)} \int_{-\infty}^{\infty} \frac{e^{p}}{\left(1+e^{p}\right)^{\alpha+1}} v\left(\frac{t e^{p}}{1+e^{p}}\right) d p .
$$

The reader may note that the singularity $(t-s)^{\alpha-1}$ from original definition (6) of $J_{\alpha} v(t)$ is no longer present in the last integral and the new kernel of $J_{\alpha} v(t)$ decays exponentially as $p \rightarrow \infty$. More precisely, there exist a constant $c>0$, such that

$$
\frac{e^{p}}{\left(1+e^{p}\right)^{\alpha+1}}=\left(e^{-\frac{p}{\alpha+1}}+e^{\frac{\alpha p}{\alpha+1}}\right)^{-(\alpha+1)} \leq c \begin{cases}e^{-\alpha p}, & p>0  \tag{35}\\ e^{p}, & p<0\end{cases}
$$

Our intent here is to approximate $J_{\alpha} v(t)$ by the time-dependent operator $\widetilde{J}_{\alpha}^{N} v(t)$, that takes into account the difference in a speed of kernel's decay as $p \rightarrow \pm \infty$, illustrated by the above bound. To introduce the approximation $\widetilde{J}_{\alpha}^{N} v(t)$ properly, let us to recall the following definition [50] (Definition 3.1.5). The function $f$ is said to belong to the class $\mathbf{L}_{a, b}\left(D_{d}\right)$ if it is analytic in $D_{d}$ and there exist a constant $c>0$ such that for all $z \in D_{d}$ :

$$
|v(z)| \leq c \frac{\left|e^{z}\right|^{a}}{\left(1+\left|e^{z}\right|\right)^{a+b}}
$$

The constants $a, b>0$ will be referred to as the decay orders (or the decay order if $a=b$ ).
Proposition 2. Assume that the function $v:[0, T] \rightarrow X$ is bounded $\|v(t)\|<\infty$, for any $t \in[0, T]$. If $v(z)$ admits analytic extension to the "eye-shaped" region

$$
\begin{equation*}
D_{d}^{2}=\left\{z \in \mathbb{C}:\left|\arg \left(\frac{z}{T-z}\right)\right|<d\right\} \tag{36}
\end{equation*}
$$

for some $d \in(0, \pi / 2)$, then the operator

$$
\begin{equation*}
\widetilde{J}_{\alpha}^{N} v(t)=\frac{t^{\alpha} h}{\Gamma(\alpha)} \sum_{k=-\lceil\varepsilon N\rceil}^{\lceil\delta N\rceil} \frac{e^{k h}}{\left(1+e^{k h}\right)^{\alpha+1}} v\left(\frac{t e^{k h}}{1+e^{k h}}\right), \tag{37}
\end{equation*}
$$

with $N \in \mathbb{N}, \varepsilon=\min \{1, \alpha\}, \delta=\min \left\{\frac{1}{\alpha}, 1\right\}$ and $h=\sqrt{\frac{2 \pi d}{\varepsilon N}}$, defines the convergent approximation to

$$
\begin{equation*}
J_{\alpha} v(t)=\frac{t^{\alpha}}{\Gamma(\alpha)} \int_{-\infty}^{\infty} \frac{e^{p}}{\left(1+e^{p}\right)^{\alpha+1}} v\left(\frac{t e^{p}}{1+e^{p}}\right) d p \tag{38}
\end{equation*}
$$

Moreover, for all $t \in[0, T]$

$$
\begin{equation*}
\left\|J_{\alpha} v(t)-\widetilde{J}_{\alpha}^{N} v(t)\right\| \leq \frac{C t^{\alpha}}{\Gamma(\alpha)} e^{-\sqrt{2 \pi d \varepsilon N}}, \tag{39}
\end{equation*}
$$

where the constant $C>0$ is independent of $N$ and $t$.
Proof. When $t=T$, the function $t e^{z} /\left(1+e^{z}\right)$ maps the infinite horizontal strip $D_{d}$ of half-height $d$ into the "eye-shaped" region $D_{d}^{2}$ (see [50] (Example 1.7.5)) around the interval $[0, T]$. For smaller values of $t$, it maps $D_{d}$ into the region $t D_{d}^{2} \equiv\left\{z \in C: z T / t \in D_{d}^{2}\right\}$, which is a proper subset of $D_{d}^{2}$ as long as $t<T$. Consequently, if the assumptions regarding $v(z)$ are fulfilled, the integrand from (38) belongs to the class of functions $\mathbf{L}_{1, \alpha}\left(D_{d}\right)$ for any $t \in(0, T]$. Then, the results regarding the convergence of (37) to (38), as well as the form of (37) itself, and the error estimate stated in (39) follow from Theorem 4.2.6 of [50].

Remark 2. The results of Proposition 2 remain valid if, instead of the boundedness of $v(z)$, we assume that the integrand from (38) belongs to the class $\mathbf{L}_{a, b}\left(D_{d}\right)$. In such case, the parameters $\epsilon, \delta$ from (37) should be determined by $\epsilon=\min \{a, b\} / a, \delta=\max \{a, b\} / b$.

The presence of factor $t^{\alpha}$ in error estimate (39) makes it possible to use fewer terms in (37) as $t$ decreases, if the end goal is to reach the prescribed accuracy uniformly in $t$. Let us assume that the desired accuracy is achieved for some $t_{0}$ by setting $N=N_{0}$, then for $t \in\left(0, t_{0}\right)$ :

$$
t^{\alpha} e^{-\sqrt{2 \pi d \varepsilon N}}=t_{0}^{\alpha} e^{-\sqrt{2 \pi d \varepsilon N_{0}}}
$$

After solving this equation for $N$, we obtain

$$
\begin{equation*}
N(t)=\left(\sqrt{N_{0}}+\frac{\alpha \ln \left(t / t_{0}\right)}{\sqrt{2 \pi d \varepsilon}}\right)^{2} . \tag{40}
\end{equation*}
$$

Formula (40) becomes instrumental in the situation wherein one needs to numerically evaluate $\widetilde{J}_{\alpha}^{N} v(t)$ for a range of $t$-values. This is the case of the inhomogeneous part of solution representation given by (34), whose terms contain the integrals of $J_{\alpha} f^{\prime}(s)$.

Before addressing the question on how to numerically evaluate (34), we would like to consider a prerequisite problem on how to quantify the contribution of the error in the argument $v(t)$ of $\widetilde{J}_{\alpha}^{N} v(t)$ to the overall error of approximation to $J_{\alpha} v(t)$.

Corollary 2. Assume that functions $v, \widetilde{v}$ satisfy the assumptions of Proposition 2. If $\| v(t)-$ $\widetilde{v}(t) \| \leq \varkappa$, for all $t \in[0, T]$, then the error of approximation $\widetilde{J}_{\alpha}^{N} \widetilde{v}(t)$, satisfies the bound

$$
\begin{equation*}
\left\|J_{\alpha} v(t)-\widetilde{J}_{\alpha}^{N} \widetilde{v}(t)\right\| \leq \frac{C t^{\alpha}}{\Gamma(\alpha)} e^{-\sqrt{2 \pi d \varepsilon N}}+\frac{t^{\alpha}(\alpha+1)}{\Gamma(\alpha+1)} \varkappa . \tag{41}
\end{equation*}
$$

Proof. We rewrite (41) as

$$
\left\|J_{\alpha} v(t)-\widetilde{J}_{\alpha}^{N} \widetilde{v}(t)\right\| \leq\left\|J_{\alpha} v(t)-\widetilde{J}_{\alpha}^{N} v(t)\right\|+\left\|\widetilde{J}_{\alpha}^{N} v(t)-\widetilde{J}_{\alpha}^{N} \widetilde{v}(t)\right\| .
$$

The first term of this error decomposition is estimated by (39), so we focus on the second term

$$
\begin{equation*}
\left\|\widetilde{J}_{\alpha}^{N} v(t)-\widetilde{J}_{\alpha}^{N} \widetilde{v}(t)\right\| \leq \frac{\varkappa t^{\alpha} h}{\Gamma(\alpha)} \sum_{k=-[\varepsilon N]}^{[\delta N]} \frac{e^{k h}}{\left(1+e^{k h}\right)^{\alpha+1}} \tag{42}
\end{equation*}
$$

where

$$
\begin{align*}
h \sum_{k=-[\varepsilon N]}^{[\delta N]} \frac{e^{k h}}{\left(1+e^{k h}\right)^{\alpha+1}} & \leq h \sum_{k=0}^{[\delta N]} e^{-k h \alpha}+h \sum_{k=1}^{[\varepsilon N]} \frac{e^{-k h}}{\left(1+e^{-h[\varepsilon N]}\right)^{\alpha+1}} \\
& \leq h \frac{1-e^{-h \alpha[\delta N]}}{1-e^{-h \alpha}}+h \frac{e^{-h}\left(1-e^{-h[\varepsilon N]}\right)}{\left(1-e^{-h}\right)\left(1+e^{-h[\varepsilon N]}\right)^{\alpha+1}}  \tag{43}\\
& \leq \frac{h}{1-e^{-h \alpha}}+\frac{h e^{-h}}{1-e^{-h}} \leq \frac{1}{\alpha}+1=\frac{\alpha+1}{\alpha}
\end{align*}
$$

The bound $1-e^{-h}=\sum_{k=1}^{\infty} \frac{(-1)^{k+1} h^{k}}{k!} \geq h$ was used to cancel out $h$ in the last estimation step. The combination of (39), (42) and (43) completes the proof.

With all the necessary results in place, now we move on to construct the approximation to $u_{\mathrm{ih}}$. To achieve that, we apply approximations (21), (37) and discretize the remaining time-dependent integrals in a similar fashion as the Riemann-Liouville integral $J_{\alpha}$ (see Proposition 2). The rationale for such integral discretizations will become apparent when
we analyze the error below. Meanwhile, let us introduce the proposed approximation $\widetilde{u}_{\mathrm{ih}}^{N}(t)$ of the inhomogeneous solution $u_{\mathrm{ih}}(t)$ from (34):

$$
\begin{align*}
\widetilde{u}_{\mathrm{ih}}^{N}(t)= & \widetilde{J}_{\alpha}^{N_{0}} \widetilde{S}_{\alpha, 1}^{N}(t) f(0)+h_{1} \sum_{k=-N_{1}}^{N_{1}} \mathcal{G}_{\alpha}^{N_{2}}\left(0, t, k h_{1}\right) \\
& +\frac{h_{3} h_{4}}{2 \pi i} \sum_{\ell=-N_{3}}^{N_{3}} F_{\alpha, 1}\left(\ell h_{3}\right) \sum_{k=-N_{4}}^{N_{4}} \mathcal{G}_{\alpha}^{N_{5}}\left(z\left(l h_{3}\right), t, k h_{4}\right), \tag{44}
\end{align*}
$$

where $F_{\alpha, 1}(\xi), z(\xi)$ are defined in Lemma 1 and

$$
\mathcal{G}_{\alpha}^{N}(z, t, p)=t \psi^{\prime}(p) e^{z t(1-\psi(p))} \widetilde{J}_{\alpha}^{N} f^{\prime}(t \psi(p)), \quad \psi(p)=\frac{e^{p}}{1+e^{p}} .
$$

Theorem 3. Let $A$ be a sectorial operator satisfying the assumptions of Theorem 2. If the function $f(t)$ from (1) admits the analytic extension to the "eye-shaped" domain $D_{d^{\prime}}^{2} d \in(0, \pi / 2)$ and

$$
\begin{equation*}
f^{\prime}(z) \in D\left(A^{\chi}\right), \quad \forall z \in D_{d}^{2} \tag{45}
\end{equation*}
$$

with some $\chi>0$, then for any $\alpha \in(0,2)$, such that $\alpha \varphi_{s}<\frac{\pi}{2}$ and $t \in[0, T]$, the approximation $\widetilde{u}_{\mathrm{ih}}^{N}(t)$ from (44) converges to the inhomogeneous part $u_{\mathrm{ih}}(t)$ of the mild solution to (1), (4), defined by (16). Moreover, for any fixed $N \in \mathbb{N}$, the following error bound is valid:

$$
\begin{equation*}
\left\|u_{\mathrm{ih}}(t)-\widetilde{u}_{\mathrm{ih}}^{N}(t)\right\| \leq C_{\chi, f}\left(\frac{t}{\alpha \chi}+\frac{1+t}{\Gamma(\alpha)} t^{\alpha}+\frac{\chi+t(1+\chi)}{\chi} t^{\alpha} e^{a_{0} t}\right) e^{-c \sqrt{\alpha \chi N}} \tag{46}
\end{equation*}
$$

with $c=\sqrt{2 \pi d}$, provided that the values of $N_{i}$ and $h, h_{i}$ in (44) are determined by the following formulas

$$
\begin{gather*}
N_{1}=N_{4}=\alpha \chi N, \quad N_{3}=N, \quad N_{0}=N_{2}=N_{5}=\frac{\alpha \chi N}{\min \{1, \alpha\}},  \tag{47}\\
h=h_{i}=\sqrt{\frac{2 \pi d}{\alpha \chi N}}, \quad i=0, \ldots 5 . \tag{48}
\end{gather*}
$$

Here, $d=\frac{\phi_{\alpha}+\varphi_{c}-\pi}{2}, \phi_{\alpha}=\min \left\{\pi, \frac{\pi-\varphi_{s}}{\alpha}\right\}$ and $\phi_{c} \in\left(\frac{\varphi_{s}}{\alpha}, \frac{\pi}{2}\right], a_{0}$ are given. The constant $C_{\chi, f}$ from (46) is dependent on $\left\|A^{\chi} f^{\prime}(z)\right\|, z \in D_{d}^{2}$ and independent of $t, N$.

Proof. We analyze error $\left\|u_{\mathrm{ih}}(t)-\widetilde{u}_{\mathrm{ih}}^{N}(t)\right\|$ of (44) in a term-by-term manner.
The first error term is estimated via Corollary 2 and Theorem 2, applied in succession:

$$
\begin{aligned}
& \left\|J_{\alpha} S_{\alpha}(t) f(0)-\widetilde{J}_{\alpha}^{N_{0}} \widetilde{S}_{\alpha}^{N}(t) f(0)\right\| \leq \frac{t^{\alpha}(\alpha+1)}{\Gamma(\alpha+1)}\left\|S_{\alpha}(t) f(0)-\widetilde{S}_{\alpha}^{N}(t) f(0)\right\| \\
& +\frac{C_{0} t^{\alpha}}{\Gamma(\alpha)} e^{-\sqrt{2 \pi d \varepsilon N_{0}}} \leq C t^{\alpha} e^{a_{0} t} e^{-c \sqrt{\alpha \chi N}}\left\|A^{\chi} f(0)\right\|+\frac{C_{0} t^{\alpha}}{\Gamma(\alpha)} e^{-c \sqrt{\varepsilon N_{0}}}
\end{aligned}
$$

The error bound for the second term can be decomposed as

$$
\left\|\int_{0}^{t} J_{\alpha} f^{\prime}(s) d s-h_{1} \sum_{k=-N_{1}}^{N_{1}} \mathcal{G}_{\alpha}^{N_{2}}\left(0, t, k h_{1}\right)\right\| \leq \eta_{1}+\eta_{2}
$$

with $\eta_{1}$ being the quadrature error of the outer integral:

$$
\eta_{1}=\left\|t \int_{-\infty}^{\infty} \psi^{\prime}(p) J_{\alpha} f^{\prime}(t \psi(p)) d p-t h_{1} \sum_{k=-N_{1}}^{N_{1}} \psi^{\prime}\left(k h_{1}\right) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{1}\right)\right)\right\|
$$

stated here after the substitution $s=\psi(p)$ is performed therein, whereas $\eta_{2}$ is the compound error of the discretized Riemann-Liouville operators:

$$
\begin{aligned}
\eta_{2} & =t h_{1} \sum_{k=-N_{1}}^{N_{1}}\left\|\psi^{\prime}\left(k h_{1}\right)\left(J_{\alpha} f^{\prime}\left(t \psi\left(k h_{1}\right)\right)-\widetilde{J}_{\alpha}^{N_{2}} f^{\prime}\left(t \psi\left(k h_{1}\right)\right)\right)\right\| \\
& \leq t \max _{s \in[0, t]}\left\|J_{\alpha} f^{\prime}(s)-\widetilde{J}_{\alpha}^{N_{2}} f^{\prime}(s)\right\| h_{1} \sum_{k=-N_{1}}^{N_{1}} \psi^{\prime}\left(k h_{1}\right)
\end{aligned}
$$

It is worth noting that the last series is a specific version of the one from (42), with $\alpha=1$. Thus, formula (43) along with the bound from Proposition 2, warranted by the analyticity assumptions on $f^{\prime}(z)$, yield

$$
\eta_{2} \leq 2 t \max _{s \in[0, t]}\left\|\mid J_{\alpha} f^{\prime}(s)-\widetilde{J}_{\alpha}^{N_{2}} f^{\prime}(s)\right\| \leq \frac{C_{2}}{\Gamma(\alpha)} t^{\alpha+1} e^{-c \sqrt{\varepsilon N_{2}}}
$$

Let us return to $\eta_{1}$. The aforementioned analyticity of $f^{\prime}(z)$ induces the uniform convergence of the integral for $J_{\alpha} f^{\prime}(z)$ in Formula (38) with respect to $z \in D_{d}^{2}$. Furthermore, for an arbitrary value of $p \in(-\infty, \infty)$, the function $z \psi(p)$ from (38) maps the convex region $D_{d}^{2}$ defined by (36), onto itself. By repeating the argument from the Proof of Proposition 2, these two facts and the relation $D_{d} \xrightarrow{\psi} D_{d}^{2}$ permits us to conclude that $\psi^{\prime}(p) J_{\alpha} f^{\prime}(t \psi(p))$ is analytic for $p \in D_{d}$. Due to the form of $\psi^{\prime}(p)$, it is also exponentially decaying as $|p| \rightarrow \infty$ in $D_{d} \subseteq \mathbb{C}$, with the decay order 1 . Hence, the error of sinc-quadrature $\eta_{1}$ admits the bound established in Theorem 4.2.6 from [50]:

$$
\eta_{1} \leq C_{1} t e^{-c \sqrt{N_{1}}}
$$

We treat the third term from (44) in a similar way as the second term, albeit this time the error decomposition is conducted after the application of (20) in reverse:

$$
\begin{aligned}
& \left\|\int_{-\infty}^{\infty} \frac{F_{\alpha, 1}(\xi)}{2 \pi i} \int_{0}^{t} e^{z(\xi)(t-s)} J_{\alpha} f^{\prime}(s) d s d \xi-t \frac{h_{3} h_{4}}{2 \pi i} \sum_{\ell=-N_{3}}^{N_{3}} F_{\alpha, 1}\left(\ell h_{3}\right) \sum_{k=-N_{4}}^{N_{4}} \mathcal{G}_{\alpha}^{N_{5}}\left(z\left(l h_{3}\right), t, k h_{4}\right)\right\| \\
& =\| t \int_{-\infty}^{\infty} \psi^{\prime}(p)\left(S_{\alpha}(t-t \psi(p))-I\right) J_{\alpha} f^{\prime}(t \psi(p)) d p \\
& \quad-t \frac{h_{3} h_{4}}{2 \pi i} \sum_{k=-N_{4}}^{N_{4}} \sum_{\ell=-N_{3}}^{N_{3}} F_{\alpha, 1}\left(\ell h_{3}\right) \mathcal{G}_{\alpha}^{N_{5}}\left(z\left(\ell h_{3}\right), t, k h_{4}\right) \| \leq \eta_{3}+\eta_{4}+\eta_{5}
\end{aligned}
$$

Here, the quantity $\eta_{4}$ is used to denote the quadrature error for the outer integral:

$$
\begin{align*}
\eta_{4}=\| t \int_{-\infty}^{\infty} & \psi^{\prime}(p)\left(S_{\alpha}(t-t \psi(p))-I\right) J_{\alpha} f^{\prime}(t \psi(p)) d p  \tag{49}\\
& \quad-t h_{4} \sum_{k=-N_{4}}^{N_{4}} \psi^{\prime}\left(k h_{4}\right)\left(S_{\alpha}\left(t-t \psi\left(k h_{4}\right)\right)-I\right) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \|
\end{align*}
$$

The upper bound for the last integrand is determined by the properties of the norm $\left\|\left(S_{\alpha}(t-s)-I\right) J_{\alpha} f^{\prime}(s)\right\|=\frac{1}{2 \pi}\left\|\int_{-\infty}^{\infty} e^{z(\xi)(t-s)} F_{\alpha, 1}(\xi) J_{\alpha} f^{\prime}(s) d \xi\right\|$, which can be estimated using inequality (26). Indeed, setting $x_{1}=J_{\alpha} f^{\prime}(s)$ in (21) reveals that the above integrand equals to the expression for $\mathcal{F}_{\alpha, 1}(t-s, \xi)$. As such, it admits the estimate

$$
\begin{array}{r}
\left\|e^{z(\xi)(t-s)} F_{\alpha, 1}(\xi) J_{\alpha} f^{\prime}(s)\right\| \leq C_{\alpha, 1}(\chi, 0) e^{\Re(z(\xi)(t-s))-\alpha \chi|\xi|}\left\|A^{\chi} J_{\alpha} f^{\prime}(s)\right\| \\
\leq \frac{C_{\alpha, 1}(\chi, 0)}{\Gamma(\alpha)} e^{\Re(z(\xi)(t-s))-\alpha \chi|\xi|} \int_{-\infty}^{\infty} \frac{s^{\alpha} e^{p}}{\left(1+e^{p}\right)^{\alpha+1}}\left\|A^{\chi} f^{\prime}(s \psi(p))\right\| d p \\
\leq \frac{C_{\alpha, 1}(\chi, 0) s^{\alpha}}{\Gamma(\alpha+1)} e^{\Re(z(\xi)(t-s))-\alpha \chi|\xi|} \sup _{p \in \mathbb{R}}\left\|A^{\chi} f^{\prime}(s \psi(p))\right\| .
\end{array}
$$

Here, we used the relation

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{s^{\alpha} e^{p}}{\left(1+e^{p}\right)^{\alpha+1}}=\int_{0}^{s}(s-p)^{\alpha-1} d p=\frac{s^{\alpha}}{\alpha} \tag{50}
\end{equation*}
$$

stemming from the equivalence of definitions (38) and (6). The previous chain of estimates leads us to the following bound:

$$
\begin{align*}
& \left\|\left(S_{\alpha}(t-s)-I\right) J_{\alpha} f^{\prime}(s)\right\| \leq \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left\|e^{z(\xi)(t-s)} F_{\alpha, 1}(\xi) J_{\alpha} f^{\prime}(s)\right\| d \xi \\
& \quad \leq \frac{C_{\alpha, 1}(\chi, 0) s^{\alpha}}{2 \pi \Gamma(\alpha+1)} \sup _{p \in \mathbb{R}}\left\|A^{\chi} f^{\prime}(s \psi(p))\right\| \int_{-\infty}^{\infty} e^{\Re(z(\xi)(t-s))-\alpha \chi|\xi|} d \xi \tag{51}
\end{align*}
$$

The norm $\left\|\left(S_{\alpha}(t-s)-I\right) J_{\alpha} f^{\prime}(s)\right\|$ remains bounded as long as the last integral converges. Since $s=t \psi(p)$ in the expression for $\eta_{4}$, this convergence requirement translates into the inequality $\Re(z(\xi)(t-t \psi(p))) \leq 0$, which needs to be valid as $|\xi|,|p| \rightarrow \infty$. Let $p=w+i v \in D_{d^{\prime}}$; then, using the definition of $a_{I}, b_{I}$ from (15) along with the identity $\operatorname{Arg}(1-\psi(w+i v))=-\arctan \frac{e^{w} \sin v}{1+e^{w} \cos v}$, we rewrite the inequality in terms of the complex number arguments

$$
\begin{aligned}
\frac{\pi}{2} & \geq \lim _{\substack{\xi \rightarrow \infty \\
w \rightarrow \infty}} \operatorname{Arg}(z(\xi)(t-t \psi(w+i v)))=\lim _{\xi \rightarrow \infty} \operatorname{Arg}(z(\xi))+\lim _{w \rightarrow \infty} \operatorname{Arg}(1-\psi(w+i v)) \\
& =\frac{\phi_{s}}{2}+\frac{\pi}{4}-\lim _{w \rightarrow \infty} \arctan \frac{e^{w} \sin v}{1+e^{w} \cos v}=\frac{\phi_{s}}{2}+\frac{\pi}{4}-v
\end{aligned}
$$

Therefore, the integrand from (49) is analytic in $D_{d^{\prime}}$, with the value of $d^{\prime}=\frac{\phi_{s}}{2}-\frac{\pi}{4}$, which is equal to $d$ from (15). Furthermore, the integrand's norm is exponentially decaying as a function of $p \in D_{d}$, as a consequence of (51), the boundedness of $\sup _{z}\left\|A^{\chi} f^{\prime}(z)\right\|$ and the convergence of the integral, established before. Hence, similarly to $\eta_{1}$, the bound from Theorem 4.2.6 of [50] yields

$$
\eta_{4} \leq \frac{C_{4} t}{\alpha \chi} e^{-c \sqrt{N_{4}}}
$$

Next, we use (27) in conjunction with (43) and (50) to estimate the propagator approximation error $\eta_{3}$

$$
\begin{aligned}
& \eta_{3}= t h_{4} \| \sum_{k=-N_{4}}^{N_{4}} \psi^{\prime}\left(k h_{4}\right)\left(S_{\alpha}\left(t-t \psi\left(k h_{4}\right)\right)-I\right) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \\
&-\frac{h_{3}}{2 \pi i} \sum_{k=-N_{4}}^{N_{4}} \psi^{\prime}\left(k h_{4}\right) \sum_{\ell=-N_{3}}^{N_{3}} e^{t z\left(\ell h_{3}\right)\left(1-\psi\left(k h_{4}\right)\right)} F_{\alpha, 1}\left(\ell h_{3}\right) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \| \\
& \leq t h_{4} \sum_{k=-N_{4}}^{N_{4}}\left|\psi^{\prime}\left(k h_{4}\right)\right| \| \frac{1}{2 \pi i} \int_{-\infty}^{\infty} e^{t z(\xi)\left(1-\psi\left(k h_{4}\right)\right)} F_{\alpha, 1}(\xi) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \\
&-\frac{h_{3}}{2 \pi i} \sum_{\ell=-N_{3}}^{N_{3}} e^{t z\left(\ell h_{3}\right)\left(1-\psi\left(k h_{4}\right)\right)} F_{\alpha, 1}\left(\ell h_{3}\right) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \| \\
& \leq C_{3}^{\prime} t e^{a_{0} t} e^{-c \sqrt{\alpha \chi N_{3}} h_{4} \sum_{k=-N_{4}}^{N_{4}}\left|\psi^{\prime}\left(k h_{4}\right)\right| \| A^{\chi} J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right) \|\right.} \\
& \leq \frac{2 C_{3}^{\prime} t^{\alpha+1} e^{a_{0} t}}{\Gamma(\alpha)} e^{-c \sqrt{\alpha \chi N_{3}}} \sup _{p \in \mathbb{R}}\left\|A^{\chi} f^{\prime}(t \psi(p))\right\| \int_{-\infty}^{\infty} \frac{e^{p}}{\left(1+e^{p}\right)^{\alpha+1}} d p \\
& \leq \frac{2 C_{3}^{\prime} t^{\alpha+1} e^{a_{0} t}}{\Gamma(\alpha+1)} e^{-c \sqrt{\alpha \chi N_{3}}} \sup _{p \in[0, t]}\left\|A^{\chi} f^{\prime}(p)\right\| \leq C_{3} t^{\alpha+1} e^{a_{0} t} e^{-c \sqrt{\alpha \chi N_{3}}} \sup _{p \in[0, t]}\left\|A^{\chi} f^{\prime}(p)\right\| .
\end{aligned}
$$

The remaining summand $\eta_{5}$ represent the effect of discretized Riemann-Liouville operators on the error of the third approximation term in (44). We estimate it as

$$
\begin{aligned}
& \eta_{5}=\frac{t h_{3} h_{4}}{2 \pi} \| \sum_{k=-N_{4}}^{N_{4}} \psi^{\prime}\left(k h_{4}\right) \sum_{\ell=-N_{3}}^{N_{3}} e^{t z\left(\ell h_{3}\right)\left(1-\psi\left(k h_{4}\right)\right)} F_{\alpha, 1}\left(\ell h_{3}\right) J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \\
&-\sum_{k=-N_{4}}^{N_{4}} \psi^{\prime}\left(k h_{4}\right) \sum_{\ell=-N_{3}}^{N_{3}} e^{t z\left(\ell h_{3}\right)\left(1-\psi\left(k h_{4}\right)\right)} F_{\alpha, 1}\left(\ell h_{3}\right) \widetilde{J}_{\alpha}^{N_{5}} f^{\prime}\left(t \psi\left(k h_{4}\right)\right) \| \\
& \leq \frac{t h_{3} h_{4}}{2 \pi} \sum_{k=-N_{4}}^{N_{4}}\left|\psi^{\prime}\left(k h_{4}\right)\right| \sum_{\ell=-N_{3}}^{N_{3}}\left|e^{t z\left(\ell h_{3}\right)\left(1-\psi\left(k h_{4}\right)\right)}\right| \\
& \times\left\|F_{\alpha, 1}\left(\ell h_{3}\right)\left(J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)-\widetilde{J}_{\alpha}^{N_{5}} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)\right)\right\| \\
& \leq \frac{(1+M)}{2 \pi\left(a_{I}-a_{0} 2^{\alpha \chi} h_{3} h_{4}\right.} t e^{t \Re z(0)} \sum_{k=-N_{4}}^{N_{4}}\left|\psi^{\prime}\left(k h_{4}\right)\right| \sum_{\ell=-N_{3}}^{N_{3}} \frac{e^{-\alpha \chi\left|\ell h_{3}\right|}}{r \chi\left(\ell h_{3}, 0\right)} \\
& \times\left\|A^{\chi}\left(J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)-\widetilde{J}_{\alpha}^{N_{5}} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)\right)\right\| .
\end{aligned}
$$

Assumption (45) enables us to estimate the last norm via Proposition 2:

$$
\begin{aligned}
&\left\|A^{\chi}\left(J_{\alpha} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)-\widetilde{J}_{\alpha}^{N_{5}} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)\right)\right\| \leq\left\|J_{\alpha} A^{\chi} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)-\widetilde{J}_{\alpha}^{N_{5}} A^{\chi} f^{\prime}\left(t \psi\left(k h_{4}\right)\right)\right\| \\
& \leq \frac{C(\alpha, \chi)\left(t \psi\left(k h_{4}\right)\right)^{\alpha}}{\Gamma(\alpha)} e^{-\sqrt{2 \pi d \varepsilon N_{5}}} \leq \frac{C(\alpha, \chi) t^{\alpha}}{\Gamma(\alpha)} e^{-\sqrt{2 \pi d \varepsilon N_{5}}}
\end{aligned}
$$

This decouples the inner and outer series in the above estimate for $\eta_{5}$. Thus,

$$
\begin{aligned}
\frac{h_{3}}{2} \sum_{\ell=-N_{3}}^{N_{3}} \frac{e^{-\alpha \chi\left|k h_{3}\right|}}{r \chi}\left(k h_{3}, 0\right) & \leq \frac{h_{3}}{2 r_{m}^{\chi}}\left(\frac{1-e^{-\alpha \chi N h_{3}}}{1-e^{-\alpha \chi h_{3}}}+\frac{e^{-\alpha \chi h_{3}}\left(1-e^{-\alpha \chi N h_{3}}\right)}{1-e^{-\alpha \chi h_{3}}}\right) \leq \frac{h_{3}}{2 r_{m}^{\chi}} \frac{1+e^{-\alpha \chi h_{3}}}{1-e^{-\alpha \chi h_{3}}} \\
& \leq \frac{1}{\alpha \chi r_{m}^{\chi}}
\end{aligned}
$$

with $r_{m}=\inf _{p \in \mathbb{R}} r_{0}(p)$ being strictly greater than zero, due to (25). By combining two previously obtained bounds with (43), we arrive at

$$
\eta_{5} \leq C_{5}^{\prime} \frac{C(\alpha, \chi)}{\chi \Gamma(\alpha+1)} t^{\alpha+1} e^{t\left(a_{0}-a_{I}\right)} e^{-c \sqrt{\varepsilon N_{5}}} \leq C_{5} \frac{t^{\alpha+1}}{\chi} e^{t\left(a_{0}-a_{I}\right)} e^{-c \sqrt{\varepsilon N_{5}}} .
$$

The constant $C_{5}^{\prime}=\frac{(1+M) K b_{1} 2^{a x+1}}{\pi\left(a_{I}-a_{0}\right)}$, here, is independent of $N_{5}$.
The bounds derived for the quantities $\eta_{i}, i=1, \ldots, 5$ show that they all are exponentially decaying as $N_{i} \rightarrow \infty$. We make these error bounds asymptotically equal to the error of the first term from (44), that is decaying on the order of $e^{-c \sqrt{\alpha \chi N}}$, provided that $\varepsilon N_{0}=\alpha \chi N$ in the error estimate from the beginning of the proof. The resulting equations for $N_{i}$ are as follows:

$$
N_{1}=\alpha \chi N, \quad \varepsilon N_{2}=\alpha \chi N, \quad \alpha \chi N_{3}=\alpha \chi N, \quad N_{4}=\alpha \chi N, \quad \varepsilon N_{5}=\alpha \chi N,
$$

where $\varepsilon=\min \{1, \alpha\}$, as per Proposition 2. The solution of these equations gives us (47). By collecting the derived error bounds for the terms of $\tilde{u}_{\mathrm{ih}}^{N}(t)$, we end up with

$$
\begin{aligned}
\left\|u_{\mathrm{ih}}(t)-\widetilde{u}_{\mathrm{ih}}^{N}(t)\right\| \leq & \left(C^{\alpha} e^{a_{0} t}\left\|A^{\chi} f(0)\right\|+\frac{C_{0} t^{\alpha}}{\Gamma(\alpha)}+C_{1} t+\frac{C_{4}}{\alpha \chi} t\right. \\
& \left.+\frac{C_{2}}{\Gamma(\alpha)} t^{\alpha+1}+C_{3} t^{\alpha+1} e^{a_{0} t} \sup _{p \in[0, t]}\left\|A^{\chi} f^{\prime}(p)\right\|+C_{5} \frac{t^{\alpha+1}}{\chi} e^{a_{0} t}\right) e^{-c \sqrt{\alpha \chi N}}
\end{aligned}
$$

This bound is reduced to (46) by absorbing the individual constants into $C_{\chi, f}$, while retaining the asymptotic behavior with respect to $\alpha, \chi$ and $t$. The derived bound also proves the convergence of approximation (44) to (34) and, therefore, to the original definition for the inhomogeneous part of the solution given by (16).

Theorem 3 demonstrates that the proposed numerical method to approximate $u_{\mathrm{ih}}(t)$ inherits essential properties of the numerical method for propagator approximation, it is based upon. Firstly, the constructed approximation $\tilde{u}_{\mathrm{ih}}^{\mathrm{N}}(t)$ is exponentially convergent on the whole interval $t \in[0, T]$. Secondly, bound (46) exhibits, similar to, (27) dependence on the fractional order $\alpha$ and the argument smoothness parameter $\chi$. Thirdly, just like (34), Formula (44) permits for an independent evaluation of resolvents $R\left(z^{\alpha},-A\right)$ for the different values $z \in \Gamma_{I}$. Moreover, the presence of factor $t^{\alpha}$ in (46) guaranties that the approximation $\widetilde{u}_{\mathrm{ih}}^{N}(t)$ matches the asymptotic behavior of the inhomogeneous part $u_{\mathrm{ih}}(t)$, when $t \rightarrow 0+[10]$.

Remark 3. In order to minimize the computational cost required for the evaluation of the approximation $\widetilde{u}_{\mathrm{ih}}^{\mathrm{N}}(t)$, one can dynamically adjust the discretization parameters $N_{2}, N_{5}$ of the approximate RiemannLiouville integrals from (44) using formula (40) with $t_{0}$ equal to $t \psi\left(k N_{1}\right)$ and $t \psi\left(k N_{4}\right)$, accordingly.

The following example is aimed to numerically verify the quality of approximation (44) to the inhomogenous part of solution given by (34) or (16).

Example 2. Let $A$ be defined as in Example 1. Furthermore, let $f$ from (1) be a product of the eigenfunction of $A$ and the polynomial:

$$
\begin{equation*}
f(t)=\sum_{i=0}^{m} c_{i} t^{i} \sin \frac{\pi k_{i} x}{L}, \tag{52}
\end{equation*}
$$

where $m$ and $c_{i}, i=0, \ldots, m$ are given. For such $f$, we have

$$
J_{\alpha} f^{\prime}(t)=\sum_{i=0}^{m} c_{i}^{\prime} t^{\alpha+i-1} \sin \frac{\pi k_{i} x}{L}, \quad c_{i}^{\prime}=\frac{\Gamma(i+1)}{\Gamma(\alpha+i)} c_{i} .
$$

The inhomogeneous part of the solution to (1), (4) takes the form

$$
\begin{aligned}
u(t, x)= & c_{0}^{\prime} \sin \frac{\pi k_{0} x}{L} \int_{0}^{t} \frac{E_{\alpha, 1}\left(-s^{\alpha} \lambda(k)\right)}{(t-s)^{1-\alpha}} d s \\
& +\sum_{i=1}^{m} c_{i}^{\prime} \sin \frac{\pi k_{i} x}{L} \int_{0}^{t} E_{\alpha, 1}\left(-(t-s)^{\alpha} \lambda(k)\right) s^{\alpha+i-1} d s,
\end{aligned}
$$

which is derived using the fractional propagator representation from Example 1. The integrals from the above formula for $u(t)$ cannot be evaluated explicitly for arbitrary $\alpha$. Thus, we rely upon the numerical evaluation of $u(t)$ via exponentially convergent quadrature formulas (38) and [50] (Theorem 4.2.6) with discretization parameters $N_{J}$ and $N_{I}$, correspondingly. The analysis conducted in the Proof of Proposition 2 suggests to set $N_{J}=N_{I} / \min \{1, \alpha\}$. This leaves us with only one discretization parameter $N_{I}$, which has to be chosen large enough for the error of the approximated $u(t)$ to be negligible with respect to the error of the numerical solution $\widetilde{u}_{\mathrm{ih}}^{N}(t)$. The latter one is obtained by Algorithm 2 for the data specified in (32), (33) and (52), using the explicit resolvent evaluation formula from Example 1 and the software implementation mentioned there. We fix $m=1, c_{0}=1, c_{1}=1, k_{0}=1, k_{1}=4, L=1$ in (52) and, after conducting several numerical experiments, settle with $N_{I}=256$. The resulting behavior of $u(t)$ is visualized in Figure 5.



Figure 5. Exact solution $u(t, 0.5)$ of problem (1), (4) with $f(t)=\sin \pi x+t \sin 4 \pi x, u_{0}=u_{1}=0$ and $A$, defined by (32) with $a=1, N_{I}=256$ : (a) the case $\alpha=0.1,0.3,0.5,0.7,1$; (b) the case $\alpha=1,1.2,1.5,1.7,1.9$.

To measure the error of numerical solution $\widetilde{u}_{\mathrm{ih}}^{N}(t)$, we define

$$
\mathcal{E}_{\mathrm{ih}}(t, x)=\left|u(t, x)-\widetilde{u}_{\mathrm{ih}}^{N}(t, x)\right|, \quad \operatorname{err}_{\mathrm{ih}}=\sup _{t \in[0, T]}\left\|\mathcal{E}_{\mathrm{ih}}(t)\right\|_{\infty} .
$$

and plot the values of $\mathcal{E}_{\mathrm{ih}}(t, x)$ as a function of $t$ for fixed $x=0.5$ and different values of $\alpha, N$ in Figure 6. It has exactly the same structure as Figure 3 for the homogeneous case. The top row of plots in Figure 6 correspond to the case when $\alpha \leq 1$. Taking into account the monotonous behavior of exact solution $u(t)$ for such $\alpha$, here we consider $t \in[0,1]$. For the bottom row of plots with $\alpha \geq 1$, we choose the larger time horizon $T=5$. According to Figure $6 b$, with such $T$ the numerical simulation will cover at least two full solution oscillation periods. In both cases, we observe that the maximum of the error $\alpha$-wise goes down when $N$ increases from one subplot to the next in line.


Figure 6. Error $\mathcal{E}_{\text {ih }}(t, 0.5)$ of the approximate solution $\widetilde{u}_{\mathrm{ih}}^{N}$ to problem (1), (4) with parameters: $f(t)=\sin \pi x+t \sin 4 \pi x ; u_{0}=u_{1}=0 ; A$ defined by (32); $a=1 ; N_{I}=256$. Graphs from the top row of subplots correspond to $\alpha=0.1,0.3,0.5,0.7,1$ and (a) $N=32$; (b) $N=64$ (c); $N=128$. Graphs from the bottom row of plots correspond to $\alpha=1,1.2,1.5,1.7,1.9$ and (d) $N=32$; (e) $N=64$; (f) $N=128$.

In contrast to the homogeneous case, now we detect a notable growth in the experimental error as t progresses, for each combination of $\alpha, N$. This effect is less sizable for the sub-parabolic case, depicted in Figure $6 a-c$, than for the sub-hyperbolic case from Figure $6 d-f$. Such phenomena can be theoretically explained by the presence of factor $t^{\alpha}$ in the type-dependent part of the error estimate (46).

In order to analyze the error dependency of $N$ in the similar fashion as in Example 1, we additionally plot the graphs of $\operatorname{err}_{i \mathrm{i}}(N)$ for a range of $\alpha \in[0.1,1.9]$ in Figure 7 . Here, we again see notable differences between the cases of a being less and greater than one. Judging by the shape of the curves in Figure $7 a$, the errors of $\widetilde{u}_{\mathrm{ih}}^{N}(t, x)$ still decay exponentially with respect to $N$ for $\alpha<1$, but the convergence slows down faster for smaller $\alpha$ than in Figure 4. This can be attributed to the influence of the additional factor $t \alpha^{-1}$ from (46) which was not present in estimate (31) for the solution of the homogeneous problem. The exponential dependence of the accuracy on $N$ is also observed in Figure $7 b$ for $\alpha>1$ and $t \in[0,5]$. This time, there is no additional convergence order degradation due to $\alpha$ and the plotted graphs look almost identical to the matching graphs from Figure $4 c$. Moreover, the reader can clearly note the impact of the larger times on the numerical stability of the method. This is an evidence of the method's limitations to treat only moderate values of $T$.

At this point, we presented enough experimental data to conduct a meaningful comparisons with existing numerical methods. We choose review [18] as a main comparison source because it contains error data for several modern time-stepping numerical methods applied to the linear scalar problem with the same range $\alpha \in[0.1,1.9]$ as in the Figures 6 and 7. The error plots in Figure 4 from [18] are generated using 1024 grid points in time. Thus, their evaluation is computationally comparable to setting $N=1023$ in the sequential version of Algorithm 1. With such $N$, our method gives approximately two times more significant digits then the mentioned second order time-stepping methods, provided that the fractional parameter is not too small ( $\alpha>0.2$ ). This result improves drastically when the parallel evaluation is considered, because then the wall-time computational cost of our method is asymptotically equivalent to one step of the intrinsically sequential time-stepping numerical scheme. As a result, our method is favored for the problems with initial data that satisfy Theorem 2, especially when computational resources are plentiful. On the other hand,
sequential time-stepping methods $[18,23,26]$ may be a better choice in situations when the initial data $u_{0}, u_{1}$ are not sufficiently smooth [21], $\alpha$ is close to 0 or if the computational resources are severely constrained.



Figure 7. Sup-norm error of the approximate solution to problem (1), (4) with $f(t)=\sin \pi x+$ $t \sin 4 \pi x, u_{0}=u_{1}=0$, and the operator $A$ defined by (32); $L=1, a=1$. Errors are plotted for $N=32,64,96, \ldots, 2048$ and (a) $t \in[0,1], \alpha=0.1,0.3,0.5,0.7,1 ;(\mathbf{b}) t \in[0,5], \alpha=1,1.2,1.5,1.7,1.9$.

In the final example, we consider a fully discretized numerical method for the given fractional Cauchy problem. It is constructed by applying the solution scheme from Sections 3.3 and 3.4 to the fractional Cauchy problem (1), (4), where $A$ is substituted by the bounded linear operator $\widetilde{A}$ obtained via the finite-difference discretization of (32). The initial conditions and right-hand side for the problem are derived using the method of manufactured solutions.

Example 3. Let $A$ be defined as in Example 1, with $L=1$. We postulate that the exact solution to problem (1), (4) is defined as

$$
\begin{equation*}
u(t, x)=x^{2}(x-1)\left(x-t^{\delta}-b\right), \quad \delta>1, b \in \mathbb{R} \tag{53}
\end{equation*}
$$

Then,

$$
\begin{aligned}
A u(t) & =2 t^{\delta}(3 x-1)-12 x^{2}+6 x(b+1)-2 b \\
\partial_{t}^{\alpha} u(t) & =-\frac{\delta x^{2}(x-1)}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} s^{\delta-1} d s=-\frac{\delta \Gamma(\delta) t^{\delta-\alpha}}{\Gamma(1+\delta-\alpha)} x^{2}(x-1),
\end{aligned}
$$

so the right-hand side of (1) takes the form

$$
\begin{equation*}
f(t)=6 t^{\delta} x-2 t^{\delta}-\frac{t^{\delta-\alpha} \delta!}{\Gamma(\delta+1-\alpha)} x^{2}(x-1)-12 x^{2}+6 x(b+1)-2 b \tag{54}
\end{equation*}
$$

Such $f(t)$ permits us to study one important practical aspect of the developed solution method. Namely, what happens to the accuracy of a fully-discretized solution when $f^{\prime}(t)$ does not formally belong to the domain of $A$, but the discretization $\widetilde{A}$ satisfies $\left\|\widetilde{A} \tilde{f}^{\prime}(t)\right\|<\infty$ ?

Let $\widetilde{A}$ be $m \times m$ matrix obtained by a second-order finite-difference discretization of operator (32) on a grid $\Delta_{d}=\{(i-1) /(m-1)\}_{i=1}^{m}$. Then, the discretized right-hand side $\tilde{f}^{\prime}(t) \in$ $\left(R^{m},\| \|_{\infty}\right)$ is defined by the projection of $f^{\prime}(t)$ onto $\Delta_{d}: \tilde{f}^{\prime}(t)=\left(f^{\prime}(t, 0), f^{\prime}\left(t, x_{2}\right), \ldots, f^{\prime}(t, L)\right)^{T}$. We set $\delta=2, b=-1 / 2$, and visualize the graph of the derivative

$$
f^{\prime}(t)=6 \delta t^{\delta-1} x-2 \delta t^{\delta-1}-\frac{t^{\delta-\alpha-1}(\delta-\alpha) \delta!}{\Gamma(\delta+1-\alpha)} x^{2}(x-1)
$$

for different values of $t, \alpha$, in Figure $8 a$.


Figure 8. The graph of exact solution (53): (a) plotted as a function of $x \in[0,1]$ for $t=0.01,1$, $\alpha=0.5,1,1.5$; (b) plotted as a function of $t \in(0,1]$ for $x=0.5, \alpha=0.5,1,1.5$.

As we can see, the function $f^{\prime}(t), t>0$ does not satisfy the boundary conditions from (32); hence, $f^{\prime}(t) \notin D(A)$. Furthermore, when $\alpha>1$, this function posses an integrable singularity at $t=0$; see Figure 8b. This permits us to test Remark 2, alluding that even for such $f^{\prime}(t)$ the approximation $\widetilde{J}_{\alpha}^{N} f^{\prime}(t)$ from Proposition 2 remains exponentially convergent. To this end, we define the approximation errors

$$
\mathcal{E}(t, x)=\left|u(t, x)-\widetilde{u}_{m}^{N}(t, x)\right|, \quad \text { err }=\sup _{t \in[0, T]}\|\mathcal{E}(t)\|_{\infty}
$$

where $\widetilde{u}_{m}^{N}(t, x), x \in \Delta_{m}$ is the numerical solution to (1), (4), with $A=\widetilde{A}, f(t)=\widetilde{f}(t)$ and $u_{0}=\widetilde{u}(0, x), u_{1}=\widetilde{u^{\prime}}(0, x)$, calculated by Algorithms 1 and 2 . We set $a=1, \varphi_{s}=\pi / 60$, $\gamma=\chi=1$, as before, and consider the impact of the discretization parameters $N, m$ on the solution's accuracy.

In the first batch of experiments, we vary $N, \alpha$, while keeping the grid in space fixed with $m=100$. The resulting graphs of $\mathcal{E}(t, 0.1), t \in[0,1]$ are displayed in Figure 9. The behavior of $\mathcal{E}(t, 0.1)$ in these graphs follows the pattern predicted by Theorems 2 and 3, albeit this time the error saturation occurs at about $10^{-5} \leq m^{-2}$, when the effect of the second-order accuracy in space becomes dominant. Aside of that, we observe no accuracy degradation as compared to Examples 1 and 2, where the space-dependent component of the solution was evaluated explicitly. For $\alpha>1$, this demonstrates the aforementioned robustness of $\widetilde{J}_{\alpha}^{N}$ with respect to the integrable singularity of $f^{\prime}(t)$ at $t=0$.

It is important to highlight that the a priori error estimates from Section 3 do not enforce any dependencies between the discretization parameters $N, m$ of the approximation $\tilde{u}_{m}^{N}(t, x)$ or the chosen grids in time and space. To practically verify this proposition, we consider the sup-norm error err of the approximated solution. In the second batch of experiments, this error is evaluated for the increasing sequence of $m=10^{1}, 10^{2}, 10^{3}, 10^{4}, N=32,64,96, \ldots 512$ and different $\alpha$. The resulting graphs, depicted in Figure 10, reaffirm the pointwise error behavior observed in Figure 9.

The sup-norm error is decaying exponentially with respect to $N$ until it plateaus near the certain value, which is roughly constant within each subfigure. For larger $m$, the mentioned plateauing occurs at a smaller value, consistently following the second-order decay rate with respect to the grid step-size in space. This is true all across the range of $m / N$ covered in Figure 10a-d.


Figure 9. Error $\mathcal{E}(t, 0.1)$ of the fully discretized approximation $\widetilde{u}_{100}^{N}$ to the solution of (1), (4) with $A$, $f(t)$ defined by (32) and (54), correspondingly; $L=1, a=1, \varphi_{s}=\pi / 60, \gamma=\chi=1$. Graphs from the top row of subplots correspond to $\alpha=0.1,0.3,0.5,0.7,1$ and (a) $N=64 ;(\mathbf{b}) N=128$ (c); $N=256$. Graphs from the bottom row of plots correspond to $\alpha=1,1.2,1.5,1.7,1.9$ and (d) $N=64$; (e) $N=128$; (f) $N=256$.


Figure 10. Sup-norm error of the fully discretized approximation $\widetilde{u}_{m}^{N}$ to the solution of (1), (4) with $A$, $f(t)$ defined by (32) and (54), correspondingly; $L=1, a=1, \varphi_{s}=\pi / 60, \gamma=\chi=1, T=1$. Errors are plotted for $N=32,64,96, \ldots, 2048$ and (a) $m=10$; (b) $m=10^{2}$; (c) $m=10^{3}$; (d) $m=10^{4}$.

The last example practically demonstrates that the only natural requirement imposed by our method on the spatial discretization scheme is for the discretized operator $\widetilde{A}$ to remain sectorial. This suggests the possibility for the extension of the developed method to nonlinear problems, along the course discussed in the introduction. In addition, the generalization of the method to Cauchy problems with the nonlocal-in-time condition [58,59] also seems to be a promising direction of research, given its importance for the applications to final-value problems [60,61].

## 4. Conclusions

In this work, we proposed and justified the new exponentially convergent parallel numerical method for the fractional Cauchy problem (1), (4). The constructed method is based on the approximation of mild solution representation (5) using the combination of efficient methods for the contour evaluation of the propagators $S_{\alpha, \beta}(t), \beta=1,2$ and tailored quadrature rules for the discretization of the Riemann-Liouiville and convolution integral operators from (5). As a result, the numerical evaluation of (5) is reduced to the solution of a sequence of independent linear stationary problems. The accuracy estimates established by Theorems 2 and 3 remain valid uniformly in time for the entire range $\alpha \in(0,2)$, under the moderate smoothness assumptions $u_{0} \in D\left(A^{\gamma}\right), f^{\prime}(z) \in D\left(A^{\chi}\right)$, with some $\gamma, \chi>0$ and all $z \in D_{d}^{2}$, defined by (36). These results recover the previously existing error estimates for parabolic problems [31,51], in the limit $\alpha \rightarrow 1$ and $T<\infty$. All the theoretical results are verified experimentally. This includes the results from Corollary 1 and Theorem 3 regarding the approximation of homogeneous and inhomogeneous parts of the solution, which are experimentally considered in Examples 1 and 2. Here, we put extra effort to demonstrate that the constructed solution approximation is numerically stable for $\alpha \in[0.1,1.9]$ and practically capable of handling operators $A$ with a broad range of spectral characteristics. It encompasses the class of so-called singularly perturbed operators, that are modeled in Example 1 by the Laplacian with a very small distance between the $\operatorname{Sp}(A)$ and the origin (see Figure 4). Additionally, in Example 3, we considered a fully discretized solution scheme for (1), (4) to practically verify the robustness of the constructed approximation toward errors caused by the discretization in space. Naturally, the mentioned benefits of the developed method come with some limitations. Among such, we mention the required analyticity of $f(z)$ in the complex neighborhood $D_{d}^{2}$ of time interval $(0, T)$. On the ond hand, such analyticity assumptions are typical for the theory of exponentially convergent quadrature $[49,50]$. On the other hand, this is a considerably stronger assumption on the problem's right-hand side than the assumption $f \in W^{1,1}([0, T], X)$, imposed by the solution existence result from Theorem 1. Moreover, the quadrature rule chosen in Theorem 3 permits for a practically realistic situation when $f^{\prime}(t)$ has an integrable singularity at $t=0$. The ability of the method to handle such class of $f$ was experimentally demonstrated in Example 3. Another possible limitation of the current method is its practical viability only for moderate $T \leq 20$. Nonetheless, existing numerical evidence suggests that the long-term stability of the method could be improved by some nonessential modifications. Larger values of $T \approx 200$ are necessary for certain parameter identification problems [62], which, along with the mentioned nonlinear and nonlocal extensions of the given problem, are going to be considered in the future works.
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