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Abstract

In the field of optomechanics, resonators made out of high-stress silicon nitride serve as a highly
interesting platform, both in research and for applications. The extremely high quality factors
that have been demonstrated in such devices allow them to serve, e.g. as highly sensitive sensors
or even quantum storage devices. In this thesis, I will explain the fabrication of such devices and
describe the setups built for their characterization. The chip-integrated devices with dimensions
in the micron regime are made using state-of-the-art nanofabrication techniques in a clean room
environment as commonly used in the semiconductor industry. The nanofabrication is described
in detail using the example of a tunable directional coupler, a so-called H-resonator, which can
be utilized in optical quantum circuitry, in particular for improving CNOT gates.

The three setups described in this work were built in the course of the project. One of these
is designed to measure optomechanical devices integrated into photonic circuitry under ambient
conditions and perform optical transmission measurements by doing, e.g. wavelength sweeps in
the telecom range around 1550 nm. The second setup is built in a similar fashion but placed
in a vacuum chamber to perform dynamic measurements on the optomechanical devices in the
absence of air damping. Here, measurements are typically performed by network or spectrum
analyzers. The third setup is as well made for measurements of integrated resonators in vacuum,
however, the interferometric read-out includes a laser focused onto a suspended resonator which
forms - together with its substrate - a Fabry-Pérot cavity. While the first two are based on fiber
optics and photonic integrated circuitry (PIC), the latter utilizes free-space optics components.

These setups enable many experiments such as those performed within the two projects dis-
cussed in depth in this work. One covers the study of the geometric tuning of stress in silicon
nitride beam resonators. By displacing the beam at its center by design and subsequently releas-
ing it from its substrate, the high intrinsic stress of the beam partially relaxes. The dynamics
of these stress-tuned beams are read out via integrated Mach-Zehnder interferometers. As the
remaining stress strongly influences the energy dissipation, a model from the literature is im-
proved for the lower-stress regime and applied to our data. The second project focuses on the
development of a method to efficiently map the mode shapes of micromechanical devices utilizing
a phase-lock loop, robust against phase changes at the nodal lines of the mode shapes. With this
technique, complex modes of suspended silicon nitride membranes are studied. Both studies are
affirmed by measurements on beams integrated into a racetrack design as a reference.

The results of this work make an important contribution to the field of optomechanics and
the study of the dynamics of silicon nitride resonators.
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Zusammenfassung

Im Feld der Optomechanik bilden Resonatoren aus unter hoher Spannung stehenden Siliziumni-
trids eine spannende Plattform, sowohl in der Grundlagenforschung als auch in der industriel-
len Anwendung. Durch ihr Potential, sehr hohe Qualitätsfaktoren zu erreichen, können sie als
sehr sensible Detektoren oder sogar zur Speicherung von Quanteninformation dienen. In dieser
Arbeit werde ich die Fabrikation solcher Bauelemente beschreiben und Messaufbauten für deren
Charakterisierung beschreiben. Hergestellt werden solche in Mikrochips integrierte Bauelemente
in der Größenordnung einiger Mikrometer mit Hilfe von modernen Nanofabrikationstechniken
in Reinraumumgebung, wie sie aus der industriellen Halbleiterfertigung bekannt sind. Die Nan-
ofabrikation wird am Beispiel eines abstimmbaren optischen Richtkopplers, dem sogenannten
H-Resonator beschrieben. Dieser Koppler kann unter anderem für die Verbesserung von CNOT
Gattern in optischen Quantenschaltkreisen verwendet werden.

Drei Messaufbauten werden beschrieben und wurden im Laufe dieser Arbeit aufgebaut.
Einer ist konstruiert, um optomechanische Elemente, welche in optische Schaltkreise integriert
sind, unter Umgebungsbedingungen zu vermessen. Während beispielsweise die Wellenlänge im
Telekombereich um 1550 nm durchgestimmt wird, kann mit diesem Aufbau die optische Trans-
mission gemessen werden. Der zweite Messaufbau ist ähnlich zum ersten aufgebaut, allerdings
in einer Vakuumkammer integriert. Somit kann die Dynamik der Bauelemente bei geringer
Luftdämpfung gemessen werden. Üblicherweise werden solche Messungen mit Hilfe von Net-
zwerkanalysatoren oder Spektrumanalysatoren durchgeführt. Auch der dritte Aufbau ist für
Messungen an integrierten Resonatoren unter Vakuum designt. Hier jedoch bildet der Resonator
gemeinsam mit dem Substrat eine Fabry-Pérot Kavität. Ein Laser wird auf den Resonator fok-
ussiert und somit wird die Bewegung des Resonators interferometrisch ausgelesen. Während die
ersten beiden Aufbauten auf Faseroptik und integrierten photonischen Schaltkreisen basieren,
beruht letzterer auf Freistrahloptik.

Diese Aufbauten ermöglichen viele unterschiedliche Experimente, so wie die, welche in der
vorliegenden Arbeit im Rahmen von zwei Projekten ausführlich diskutiert werden. Eines be-
fasst sich mit der Studie von Balkenresonatoren aus Siliziumnitrid, deren Spannung geometrisch
gestimmt wird. Mit Hilfe eines versetzten Zentrums des Balkens im Design und anschließendes
Loslösen vom Substrat kann die hohe intrinsische Spannung teilweise relaxieren. Die Dynamik
solcher Balken, deren Spannung gestimmt werden kann, wird mit integrierten Mach-Zehnder
Interferometern gemessen. Die verbleibende Spannung hat großen Einfluss auf die Dissipation
der Energie. Darüber hinaus wurde ein Modell aus der Literatur an den Bereich geringer Ver-
spannungen angepasst und an unsere Daten angelegt. Das zweite Projekt beschäftigt sich mit
der Entwicklung einer Methode, um die mechanischen Moden mikromechanischer Bauelemente
effizient zu vermessen. Hierfür wird eine Phasenregelschleife verwendet, welche robust gegenüber
Phasenveränderungen an den Schwingungsknoten der Moden ist. Mit Hilfe dieser Technik wur-
den komplexe Moden von Siliziumnitridmembranen analysiert. Die Diskussion beider Projekte
wird von Messungen an in Ringresonatoren integrierte Balkenresonatoren begleitet, welche als
Referenz einiger der vorgestellten Messungen dienen sollen.

Die Ergebnisse dieser Arbeit bilden einen wichtigen Beitrag im Feld der Optomechanik und
der Analyse der Dynamik von Siliziumntridresonatoren.
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CHAPTER 1

Introduction

The field of optomechanics [1–6], which studies the interaction between light and mechanical res-
onators, offers plenty of opportunities for applications both in cutting-edge science and industry:
from the exploration of quantum effects [7] to the development of highly sensitive sensors [8].
The underlying principle has been developed already in the year 1873 by Maxwell, postulat-
ing radiation pressure forces [3, 9]. One can even look further back in history, to find the first
hints of these forces: in the year 1619 Kepler describes his observation of dust trails of comets
pointing away from the sun [3]. It took until 1901 for Lebedew to experimentally demonstrate
the effect of radiation pressure forces on a light mill [9]. Over the next decades, several big
breakthroughs were reported, including trapping of atoms and feedback cooling in the late 1970s
by Ashkin [10]. Nowadays, the arguably most well-known optomechanical cavity is the Laser
Interferometer Gravitational-Wave Observatory (LIGO) in Hanford and Livingston. This inter-
ferometer is providing astonishing proof of the ultra-high sensitivity of optomechanical cavities
by detecting signals as tiny as gravity waves [11]. While this detector requires kilometer-long
arms in the interferometer, cavity optomechanical systems can also be realized in table-top ex-
periments [12]. Such setups typically utilize high-finesse optical cavities with the light bouncing
back and forth between their end mirrors (or end facets) [3]. If one of the end mirrors is sus-
pended, the momentum transferred by the light changes the cavity dimensions. This influences
the effective spring constant of the suspended mirror and therefore its resonance frequency. As a
consequence, the optical properties of the cavity change as well. This influence on the mechanical
frequency of a suspended mirror or resonator is called the optical-spring effect [3]. The mirrors in
such cavities do not necessarily have to be of macroscopic dimensions. Optomechanical cavities
can as well be integrated on microchips in the form of microtoroids, photonic crystal cavities, or
ring resonators [3] as is dealt with in this work. They are orders of magnitude smaller, providing
the opportunity to fabricate them on large scale in portable devices at low costs. This makes
them a great tool in the realization of sensors, combining their high sensitivity with the size and
cost-effectiveness of chip-based technology. Micro-electro-mechanical systems (MEMS) sensors
are already well applied for several decades, e.g. as acceleration sensors in cars to fast and
reliably trigger airbags in case of accidents [13] and are even integrated into wearables as fall
protection [14]. Optomechanical sensors are also developed to serve a huge variety of tasks, such
as force, inertia, acoustic, chemical, and thermal sensing [8]. Frequency conversion with the help
of optomechanical cavities is reaching the 5G band in mobile communication [15]. Even in the
absence of a cavity, the dynamics of integrated optomechanical devices can be sensed, e.g. by
utilizing integrated Mach-Zehnder interferometers [16].

So far, such devices are majorly applied in a pure classical way. However, in their incentive
to shift the limits of the performance of optomechanical devices, many researchers have taken
optomechanics down to the quantum level in the past years. Quantum optics by itself, again,
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chapter 1. introduction

is a rather old discipline: Planck’s work on black body radiation from the early 20th century is
building the foundation of the quantum theory of light, together with Einstein’s description of
the photoelectric effect [17]. One of the most important achievements in quantum optics - which
can be said has changed the world - was the invention of the laser in the year 1958 by Shawlow
and Townes [18]. And another breakthrough might be in sight: integrated quantum photonics
is a candidate for winning the competition for realizing quantum computers [19]. Since Feyn-
man described the idea of a quantum computer in the year 1986 [20], several leading platforms
for quantum computing have been developed. Quantum computing may be based on supercon-
ducting circuits, neutral atom arrays, trapped ions, or photonic systems [21]. Superconducting
quantum circuits are based on the collective motion of electrons in electrical oscillators, which can
be described as LC circuits. Here, large numbers of atoms are involved such that these circuits are
macroscopic systems. Josephson junctions transform the circuit into an artificial atom, allowing
ground and excited states. The Josephson effect adds nonlinearity to this system without intro-
ducing dissipation or dephasing [22]. Neutral atom arrays are arrays of single particles, trapped
using magnetic fields or optical tweezers. The control of quantum states is realized by driving
atomic transitions between hyperfine levels using laser beams or by microwaves [23]. Trapped
ions, in contrast, are confined in radiofrequency traps. Their shared motional modes are utilized
as a quantum bus which can lead to entanglement. Quantum bits out of trapped ions typically
have strong ion-ion interactions and a long state coherence [24]. While light is often used to
control quantum systems, photons can also be used directly as quantum systems. Photons are
potentially free from decoherence, however, this comes at the cost of low photon-photon interac-
tion. The qubit state can be encoded in the polarization of the photons or in their path [25]. It
is still unclear, which one of these quantum systems will make the race, or if maybe several of
them will coexist - each being optimized for their own specific task. One may be the system of
choice for computational tasks, one ensures long coherence times for the storage of quantum in-
formation, and another is used for the transport of quantum information to interconnect remote
quantum computers. One or more may be based on photonic qubits, especially the transport
of quantum information over long distances is almost predestined for its realization via photons
due to their high speed and low interaction with the environment. Already quantum key distri-
bution both via fiber networks [26] and satellites [27] is investigated. It is thus very likely, that
photons will play an essential role in a potential future quantum internet [28]. This argument is
backed, by photonic integrated circuits (PICs) being successfully investigated as a platform for
quantum circuitry [29,30]. Besides integrated single photon sources and single photon detectors,
quantum PICs are further based on classical integrated optical components, such as waveguides
and directional couplers, that can be utilized for qubit routing and the realization of quantum
gates. A photonic quantum computer, however, that is based on path-encoded optical low-loss
qubits requires fast and precise switches for the routing of photons and stabilizing the quantum
gates. And here comes the connection of quantum optics and optomechanics into play. As optical
microelectromechanical (MEMS), also known as microoptoelectromechanical (MOEMS) systems
have a huge potential in PICs [31] as well as optical networks and communication [32, 33] and
they might be as well promising candidates for tasks in the quantum regime [34]. For example
as an optical switch, based on microelectromechanical cantilevers [35] or the Hdirectional device,
introduced in Chapter 3 of this thesis.

However, optomechanics cannot only be used for quantum optics control, such devices can
be of quantum mechanical nature itself. The development of the above-mentioned gravitational
wave detectors was driving this field from its early times. After years of research, the entan-
glement between a mode of macroscopical mechanical resonators and the light field inside a
cavity [36] or even with single photons [37] became possible by the means of radiation pressure.
Optomechanical interaction via single photons can even create entangled cat states between two
mechanical resonators in separated optomechanical cavities [7]. Such connection of different
quantum systems does offer many opportunities including the study of light-matter interactions
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chapter 1. introduction

and builds a potential platform for such quantum state transfer [38]. Many hybrid quantum
systems with coupling between these different systems have been developed [39]. One of these
is the microwave-to-optics conversion while preserving the quantum state by the means of a
mechanical resonator [39–42]. Integrated resonators, however, cannot only transfer quantum
information but even have the opportunity for the storage of quantum information [43]. For the
storage of quantum information, the resonators need to be able to perform multiple coherent os-
cillations. To do so, these resonators need to have exceptionally high Qf -products, where Q is its
quality factor at the fundamental resonance frequency f . The relation Qf ≫ kBTbath/h (where
Tbath is the temperature of the mechanical environment) has to hold, for observing quantum
effects in optomechanical systems [44]. Thus the Qf -product must be ∼ 6.2 · 1012 Hz at ambient
temperatures of 300K. Inside a dilution refrigerator with typical temperatures around 20mK a
Qf -product of ∼ 4.1 · 108 Hz is necessary.

Another essential requirement for the preparation of mechanical quantum states is the so-
called strong coupling. The observation of such strong coupling between a micromechanical reson-
ator and an optical cavity field has first been reported in the year 2009 by Gröblacher et al. [45].
While until the year 2012 only a “small number of systems” have satisfied the above-mentioned
relation for observing optomechanical quantum effects [46], by now this has been achieved in
many more experiments. E.g. by the localization of modes by phononic bandgaps, a Qf -product
above 1014 Hz has been achieved, resulting in “many” coherent oscillations at room temperat-
ure [47]. For SiN strings at cryogenic temperatures of 4 Kelvin also Qf -products of about 1014

allowing for about 1000 quantum coherent oscillations have been reported. It is claimed that at
the above-mentioned dilution refrigerator temperatures of a few tens of milliKelvin mechanical
quantum state lifetimes on the order of a second are expected [48]. To reach and overcome
this goal, the energy dissipation has to be reduced as much as possible for a given frequency
regime. Losses can be reduced by a lot, which is typically done by working with high-stress
amorphous materials and a mechanism called dissipation dilution [49, 50]. In this mechanism,
the tension in the resonators is enhanced to greatly reduce the internal losses. A deep under-
standing of dissipation mechanisms is thus crucial for the development of increasingly better
devices. Several techniques have been developed to utilize dissipation dilution, such as hierarch-
ical structuring [51]: in an integrated approach utilizing string networks, thermal-noise-limited
force sensitivities of 1.3 aN/

√
Hz for a 226 kHz perimeter mode with quality factors of 1.5 · 109

at room temperature have been reported [52]. Another example of the utilization of dissipation
dilution are GeOI microbridges with a periodic array of lateral corrugations that are defining a
distributed feedback cavity (DFB) [53]. The key in the urge for record-high quality factors lies
in increasing the stress in the resonator. Several ideas have been realized to tune the stress in
mechanical resonators, e.g. bending of the whole chip [54] or clamp tapering [55], and, recently,
our geometric tuning of stress [16]. Other ways to reduce dissipation is the suppression of energy
radiating into the bulk, e.g. by phononic crystal patterning [56–58].

While the above experiments are often performed on nanostrings, also two-dimensional reson-
ators like membranes are implemented into quantum experiments [59–62]. On resonance, these
membranes take on specific mode shapes, depending on their design and mode number, but also
more complex influences like the superposition of various modes [63]. The actual mode shape
such two-dimensional resonators are forming is of great interest, for example when photonic
metasurfaces are applied onto membranes for mode engineering [64]. In the literature, several
techniques to gain mode maps of two-dimensional resonators such as membranes, cantilevers,
or trampolines are introduced. Such techniques for the visualization of mechanical modes are
optical interferometry [65–67], heterodyne detection [68, 69], dark field imaging [65, 70], force
microscopy [71–74], and the application of a phase-lock loop to an optomechanical cavity [63].
Altogether, the field of optomechanics is a thriving field that regularly impresses with new res-
ults and insights. This work will deal with experiments on optomechanics based on integrated
high-stress silicon nitride resonators. Further, the fabrication of the devices will be discussed, as
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well as the measurement environment used for characterization.
In Chapter 2, I will start to introduce the background and concepts of the field of optomech-

anics, which are important for the understanding of the subsequent chapters. I will talk about
Si3N4 - our material of choice - and its outstanding properties. Then, I will continue with ex-
plaining the basics of integrated optics circuitry and micromechanical resonators. The concept
of motion sensing in our different setups will be explained in detail. To extract important in-
formation from the gained data, the measured response has to be fitted. Which fit functions are
used throughout this work will be shown as well as how to deal with crosstalk and nonlinearities.
The chapter will be concluded with a discussion of the dissipation mechanisms present in micro-
and nanomechanical devices.

Chapter 3 leads the reader through our nanofabrication methods. From a plain and polished
wafer to a finished and functional device on a chip, I will discuss each step to be done. As many
of these steps had to be optimized to meet our requirements, these procedures together with
issues and solutions will also be covered in this chapter.

Chapter 4 is dedicated to the setups that were built and characterized during the time of
this work. They were all set up from scratch and build the foundation of the projects worked on
in our group. The Quick Measurement Setup (QMS) is designed for transmission measurements
of integrated optics circuitry under ambient conditions. If these circuits also include mechanical
devices they will be subsequently studied in the Large Vacuum Chamber (LVC) after a first
characterization in the QMS. Here, the dynamics of the devices can be studied under controlled
conditions regarding temperature and pressure. The third setup discussed in this work is the
Square Vacuum Chamber (SVC). In contrast to the aforementioned setups, it is not designed
for integrated photonics circuitry but utilizes free-space optics to interferometrically measure the
dynamics of integrated mechanical devices under controlled conditions, such as in the LVC.

In Chapter 5, I present the application of a phase-lock loop for efficient mode shape mapping
integrated into the SVC setup. The capabilities of this method are proven by the study of the
modes of a membrane. A mode triplet is analyzed closer. The advantage of this method over a
variety of others is shown by comparing measurements performed by each method. Further char-
acteristics of the membrane, like measurements of the temperature dependence of its dynamics
and its thermal motion, are concluding the chapter.

In the final chapter, I present a technique to tune the stress in beam resonators independent
of the deposition process. The stress is geometrically tuned on-chip by pre-displacing the beams.
They straighten during release and relax to their final stress, dependent on their geometry. The
beam dynamics are measured by means of integrated Mach-Zehnder interferometers. Both the
geometric and dynamic results nicely match our finite element simulations. A model for the
dissipation in these beams is improved and adapted for the low-stress regime and applied to
our data. The chapter concludes by looking at the influence of altered beam shapes on their
dynamics and dissipation. This works finishes with a summary and outlook.
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CHAPTER 2

Optomechanics with photonic devices

This chapter gives an introduction to the field of optomechanics and integrated photonic circuitry
with the intention to provide the reader with the theoretical background for the discussion of
the experimental results in this thesis. I will start introducing some concepts and figures of
merit in optomechanics and continue describing the outstanding properties of silicon nitride, our
material of choice. I will further provide an introduction to photonic integrated circuitry and the
integration of mechanical resonators into on-chip cavities. The detection mechanisms applied in
this work are described in detail, as well as information on how to interpret the obtained data
will be given. Parts of the contents of this chapter are reprinted from [63] and [16].

2 Optomechanics with photonic devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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introduction to optomechanics

2.1 Introduction to Optomechanics

In the introduction, an overview of the field of optomechanics was given. In the following, it will
be described in more detail how optics and mechanics work together on a chip and the necessary
background for the projects discussed in Chapter 5 and Chapter 6 will be given.

For the utilization of optomechanical effects or the measurement of the resonator motion via
the optical signal, there needs to be optomechanical coupling, i.e. an influence of mechanical
motion on ligth and vice versa. Optomechanical cavities can reach exceptionally high sensitivities
of e.g. 10−19m/

√
Hz in case of a gravitational wave detector [75]. This means that a displacement

of the resonator of 10−19 m can be measured with a signal-to-noise ratio (SNR) of 1 in a one Hertz
output bandwidth1 in these km-long devices. Still, also tiny on-chip cavities like silica toroids can
reach extremely good sensitivities at the order of 10−3 fm/

√
Hz [76]. Another important measure

is the optomechanical coupling strength gOM = ∂ωc/∂u, quantifying how much the resonator
displacement u changes the cavity frequency ωc. ωc is the resonance (angular) frequency at which
light is efficiently coupled into the cavity, i.e. when the cavity dimensions are multiples of the
laser wavelength. The radiation pressure of the photons alters ωc by displacing a suspended end
mirror or a “membrane in the middle” [77], while a change in ωc changes the amount of light
(which is typically set at a fixed laser frequency) that couples into the cavity. A sketch of a
cavity with suspended end mirror can be found in Fig. 2.1(a).

There are various types of cavities that can serve for optomechanical experiments [3]. A
type of low Finesse Fabry-Pérot cavity is realized in our project on mode shape mapping (see
Chapter 5). Here, we are studying the dynamics of a membrane suspended over the chip sub-
strate, forming the end mirror of the cavity. In such cavities, the coupling constant can be
obtained via gOM = −ωc/L with cavity length L [2]. Our project on racetrack cavities with in-
tegrated beams (see Fig. 2.1(b) and Sec. 3.5)) in contrast, utilizes ring resonators with a coupling
constant of gOM = −ωcav

n̄eff

Lbeam
LRT

∂nbeam
∂u , where ωcav is the cavity frequency, n̄eff is the effective

refrective index, Lbeam is the length of the suspended beam, LRT is the length of the racetrack,
and ∂nbeam

∂u is the change of the refractive index of the beam nbeam with its displacement u.

Figure 2.1: Implementations of optomechanical coupling. (a) Sketch of a Fabry-Pérot cavity
with movable end mirror. (b) Microscope image of a racetrack cavity with integrated suspended
beams. (c) Mach-Zehnder interferometer with a mechanical device - here, a H-resonator - next
to one arm of the interferometer.

Usually, it is desired to utilize large coupling strengths, to reach high signal-to-noise ratios
(SNR) or for example to controll and detect non-classical states of mechanical motion [2]. Such
large optomechanical coupling has been achieved, e.g. by placing two waveguides in close vicinity
to each other. Here, symmetric and anti-symmetric optical modes form with a mode volume of
the order of λ3. The coupling in this technique is about gOM ∼ ωc/λ [56, 78]. In pairs of

1An output bandwidth of 1 Hertz corresponds to half a second of integration time.
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silica discs, coupling of 2π · 33 GHz/nm [79] and in photonic crystal cavities coupling of even
2π · 123 GHz [78] have been achieved.

2.2 Silicon nitride

All devices described in this thesis are made of silicon nitride. The physical properties of
Si3N4 make it an outstanding material for chip-based photonics and optomechanics [80]. This
section provides an overview of these properties and the various deposition techniques. For on-
chip devices, SiN is typically deposited as a thin film of several hundred nanometers on the
substrate material, often with a cladding layer in between. We will in the following look at both
its optical and mechanical properties.

SiN is a ceramic material with many interesting properties. In industry, SiN is used to build
gas injectors or punching dies due to its high rigidity and high thermal robustness [81]. In
general, silicon nitride can be used in a wide range of crystal structures or compositions, such
as porous, dense, powder, or combined with further materials like in the form of SiAlON. Its
crystal structure is (α, β) hexagonal [82]. However, we utilize amorphous Si3N4 applied on the
wafer by low pressure (10-1000 Pa) chemical vapor deposition (LPCVD). Amorphous SiN, which
is generally nonstoichiometric can besides LPCVD also be applied by atmospheric pressure CVD
or plasma enhanced CVD. The advantages of SiN are its low permeability toward elements like
sodium, oxygen, H2O, or hydrogen. Further benefits are its high electrical resistivity (1012 Ωm),
hardness, and good chemical resistance. [82]. The electronic band structure of α-Si3N4 has an
indirect band gap of 4.5 eV [83] resulting in the high electrical resistivity which allows us to
directly apply electrodes for actuation or heating purposes on the material.

The film stress σfilm of SiN largely depends on the deposition process and stochiometry
and is 1050 MPa for our amorphous LPCVD films2. Without further tuning of the stress, we
reach quality factors of several hundred thousand as will be discussed in the following chapters.
By the utilization of dissipation dilution quality factors above 109 have been reported for SiN
resonators [50,51,84]. Its Young’s modulus E is thickness dependent with about 230− 265 GPa
for thicknesses of 0.2− 0.3 µm and 290 GPa for 0.5 µm [85]. For our film thicknesses of 330 nm
we expect a Young’s modulus of 250GPa and Poisson ratio ν of 0.23 [86]. Furthermore SiN has a
density ρ of 3.10×103 kg/m3 [86] and a coefficient of thermal expansion (CTE) of 2.3×10−6K−1,
however, the latter is slightly temperature dependent. Its hardness or mechanical strength makes
the mechanical devices robust and reliable, and its high yield strength of 13GPa [87] allows to
utilize the effect of dissipation dilution, gaining extremely high quality factors. That enables to
enter the quantum regime with the motion of resonators based on SiN [88]. In the year 2004,
Norte et al. report Qs of 108 on tethered membranes out of SiN, sufficient to enter quantum
regime at room temperatures [89]. By now, SiN resonators reaching such high and even higher
quality factors have expanded to designs such as photonic crystal patterned nanobeams and
strain engineered nanobeams [52], or topology optimized trampoline structures [90]. The good
chemical resistance of SiN results in good stability in rough environmental conditions, e.g. when
applied as a sensor, but also causes a good selectivity to our SiO2 cladding layer when the devices
are released in hydrofluoric acid [91,92].

With an effective refractive index of about 1.5 at wavelengths around 1550 nm in isolated slot
waveguides [80] SiN is very well suited for the propagation of optical modes over a wide range of
wavelengths. Due to its large bandgap SiN is transparent both in the visible and infrared (IR)
regime [93,94] with reported optical losses as low as 1.0 dB/m [95]. For us, the visible regime is
important as measurements in our square vacuum chamber (SVC) are performed with a HeNe
laser at ∼ 630 nm. Also for our hybrid approach of aluminum nitride integration on silicon
nitride photonic circuits [96] to utilize on-chip nonlinear optics a high transmission in the visible

2Note that this is the film stress, i.e. the SiN is connected to the SiO2 cladding layer. The release of suspended
beams without further stress tuning leads to a relaxed stress of 850 MPa (see Sec. 6.5).
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regime is imperative [97]. One of the first reported waveguides were SiN on SiO2 single mode
waveguides with propagation losses of 1-2 dB/cm [98,99]. Improvements included improved CVD
processes and a reduced waveguide roughness after etching and resulted in propagation losses of
0.1 dB/cm. Later, high aspect ratio cores, minimizing sidewall scattering allowed losses as low
as 0.045 dB/m [100]. Today, there are three types of waveguides with variations in their core
geometries and in the fabrication process [98]. These types are single stripe waveguides with ultra-
low propagation loss and optimized fiber coupling [100,101], multilayer structures allowing tight
bends [102,103], and highly confined buried waveguides [102]. Ultra-high optical quality factors
of several 10s of million in planar Si3N4 ring resonators on Si substrates have been reported [94].
Our linear optics (quantum) circuitry and optomechanics operate near the telecom wavelength
of 1550 nm. This wavelength is also widely used in industry and telecommunication [104].
We thus meet an advanced technology that makes a future integration into a larger framework
straightforward. SiN is also a candidate for the utilization of Kerr nonlinear processes [105]
enabling switching functionalities in integrated photonic circuitry.

2.3 Photonic circuitry

We have seen above that amorphous SiN is an excellent material for both integrated photonics
and mechanics. In this section the basic elements of integrated photonic circuits, namely optical
waveguides and grating couplers are explained. In contrast to free space optics or fiber optics, in
photonic integrated circuitry the light propagates through waveguides integrated into chips [106].
As in these platforms, also in integrated optics the light can be routed and manipulated. To
ensure a certain functionality different components than in free-space optics are used. The
integrated equivalent of a free space beam splitter is called a directional coupler [80]. Here,
two waveguides are brought into close vicinity of each other such that the light can couple to
one another with a certain ratio. This coupling ratio is fixed for static directional couplers and
largely depends on the dimensions of the coupler. In the following chapter, an electromechanically
tunable directional coupler will be introduced - the so-called Hdirectional - which allows active
routing of the light and even the tunability of integrated optics quantum gates. The integrated
version of a 50 : 50-beam splitter can be realized by dividing a waveguide into two waveguides
separating (or combining) the light (see Fig. 3.14(a)-(c), showing a variety of our realized devices).
In the case of laser light, each waveguide will then propagate 50% of the intensity3. With such
splitters, integrated Mach-Zehnder interferometers (MZIs) can be implemented, which will be
the foundation of the measurements in Chapter 6 (also see Fig. 2.1(c), showing an imgage of
a so-called Hresonator device placed next to a MZI). Another type of integrated device is the
ring resonator. Here, light couples from the feeding waveguide to another waveguide forming
a closed ring. The light will cycle around in the ring and eventually either get scattered, i.e.
lost, or couples back into the feeding waveguide and can be detected. As only wavelengths with
an integer fraction of the ring circumference can couple into the ring, wavelength sweeps will
return a transmission pattered with narrow resonances. From the properties of these fringes,
such as their extinction, free spectral range (FSR), or linewidth one can learn a lot about devices
integrated into the ring, such as mechanical resonators (see Fig. 2.1(b) showing such a ring
resonator with two integrated suspended beams) or waveguide crossings [107]. Such studies can
be performed by utilizing only the linear characteristics of light. While SiN does exhibit only
weak nonlinear optical properties [108], strong nonlinear materials like AlN can be applied to the
ring, and their functionality exploited, such as their ability to generate single photons [109]. Of
course, integrated photonics does also offer a huge variety of further functionality, that, however,
shall not be part of this work. However, the functionality of photonics circuitry is based on
waveguides that confine the light in two dimensions and leave one free dimension to define the

3If single photons are propagating, they will be in a superposition of both waveguide modes, each with a 50%
probability.
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propagation direction.

2.3.1 Optical waveguides

Dielectric waveguides as described in this section are based on a high contrast between the
refractive indices of the core (SiN) and the cladding layer (SiO2)4. The typically strong confine-
ment of the light in waveguides ensures small losses in waveguide bends which allows very narrow
bends with radii that can be as low as only a few microns. Furthermore, the light intensity in
the core is very high which allows making use of nonlinear properties when appropriate materials
are integrated into the circuitry [110]. We use so-called ridge waveguides, where the material
around the waveguide is removed and the waveguide is only connected via the cladding layer to
the substrate as can be seen in Fig. 3.6 showing a scanning electron image of the cross-section
of two waveguides. An analysis of the influence of the waveguide dimensions on the supported
optical modes and properties like the effective refractive index and the group velocity is given in
the work of Xiaohe Bai [111].

When switching from laser light to single photons, one basically switches from analyzing
intensities to analyzing probabilities [112, 113]. On the single photon level a lot of research
is done on integrated photon sources [114, 115] and detectors [116, 117]. However, we couple
light from an external fiber-coupled laser onto the chip and after the light passes through the
circuitry, it is coupled back into a second fiber leading to a photodetector. The challenges and
their solutions are discussed in the next section.

2.3.2 Grating couplers

One issue when coupling light from the laser, e.g. via an optical fiber, to the waveguide is the
mode size mismatch. The waveguide has a width of about 1 µm while the fiber core dimensions
are typically around 10 µm. Solutions include tapered fibers, edge couplers, or grating couplers
(GCs), with their respective pros and cons discussed in detail in the review by Cheng et al. [118].
In this section it is described how the light is coupled onto and off a chip in our labs. For us,
the grating couplers are the best option as we need fast and easy coupling as we have several
100 devices on each chip. Edge couplers are quite intolerant towards spatial mismatch and also
more complicated to fabricate [118]. We thus implement grating couplers with adiabatic taper.
GCs on silicon nitride can reach high efficiencies above 60 % [119].

To utilize the diffraction effect, which the grating couplers are based on, the period of the
grating pattern, i.e. the refractive index variation, needs to be larger than the wavelength of the
light [118]. The light is coupled in the direction of the index variation and works both ways,
independent of whether coupling the light in or out. Our fiber is tilted at an angle of θ = 8°
with respect to the normal axis of the chip. This is as perpendicular alignment of the fiber array
would cause strong back reflections [118], thus chip-to-fiber grating couplers are typically based
on the 2nd order diffraction peak [110]. From the grating, the light is then led via an adiabatic
taper into the waveguide (see Fig. 2.2(a)). Specifically, we use a focusing grating coupler with
curved grating lines.

The coupling itself is based on fulfilling Bragg’s condition for constructive interference [110].
The parameters that can be varied in a basic grating coupler are the grating period and its filling
factor5. Furthermore, the etch depth does play a role, as well as the length of the tapering region.
This tapering region is taking a large space on the chip as the taper angle θtaper has to fulfill the
condition of being smaller than λ

2Wn eff
, with the varying waveguide width W and mode effective

index n eff . The taper length, however, can be shortened by applying a curved grating to focus
the light onto the waveguide [118]. The relation between the various parameters reads for such

4Note, that fibers, on the contrary, have a small index contrast [110].
5The filling factor is defined as the ratio of the width of a ridge over the period.
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a focusing grating coupler [118]:

mλ = n eff

√
x2 + y2 − xn0 sin θ, (2.1)

with the integer for each grating line m, the fiber tilt angle θ, and the refractive indices of the
cladding layer and the GC, n0 and n eff , respectively. The curved grating lines thus have the
form of ellipses having a common focal point. As there are quite some parameters to tweak, an
optimized design is typically obtained by finite-element (FEM) simulations.

Figure 2.2: (a) Optical microscope image of a grating coupler. (b) Transmission profile of a
calibration device over the wavelength. The individual measurements were done with different
combinations of input and output fibers (sm: single-mode fiber, mm: multi-mode fiber).

The coupling efficiency of the GC is wavelength dependent as can be seen in Fig. 2.2(b)
showing experimental data. Here, wavelength sweeps on calibration devices6 with different com-
binations of input and output fibers are shown. The fibers can either support a single (sm-fiber)
or multiple modes (mm-fiber) of the light depending on the core diameter. All measurements
have their peak close to our desired wavelength of 1550 nm but differ in their transmission profile.
Measurements with single-mode input fibers show a nice and smoothly varying shape. Those
with multi-mode input fibers display strong wiggles in their profile as they create a speckle pat-
tern on the grating. Although their transmission is quite high, we prefer the smooth background.
When looking at the influence of the type of output fibers, the multi-mode fibers ensure a higher
transmission for all wavelengths than the single-mode fibers due to their higher collection effi-
ciency of the light scattered by the GC without fine structure. In our setup both types of fibers
were used. The ideal combination is thus a single-mode input fiber with a multi-mode output
fiber, ensuring both high efficiencies and a smooth transmission profile as can be seen in Fig. 2.2.

Figure 2.3 shows measurements on calibration devices with different design parameters. The
paramterers swept in this experiment are the grating period and filling factor. The chip with
these devices was measured in our so called quick meeasurement setup, that will be introduced in
Cha. 4. I did these measurements at an early stage of my work myself, however, these particular
were performed again by Giulio Terrassanta when the setup was changed to its current state
with a sweep laser integrated instead of a step laser. The transmission profile is as shown in
Fig. 2.2 and for every device the max was extracted. In panel (a) the maximum measured
transmission for the two design parameters is displayed. Visible is a band of the grating period
of highest transmission through the filling factor. The transmission increases towards larger
filling factors. Panel (b) shows the wavelength of the highest transmission in dependence on the
sweep parameters. For the desired wavelength of 1550 nm again a narrow band in the grating

6These calibration devices consist of two grating couplers connected by a waveguide as described in Sec. 3.5.
7Measured on sample WSN03_77.
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Figure 2.3: Measurements on calibration devices, i.e. a single waveguide connecting the input
and output grating coupler (similar to the device in Fig. 3.14(h)). The device parameters of
the grating couplers are swept. (a) Maximum transmission versus the grating period and filling
factor of the grating couplers. (b) The wavelength of maximum transmission versus the grating
period and filling factor of the grating couplers. For the white data points no data is available.
Measurements are taken by Giulio Terrassanta7.

period is visible, here only weakly dependent on the filling factor. Based on earlier experiments,
our design parameters of choice were 1148.6 nm8 for the grating period and 0.75 for the filling
factor. This is close to the result of the measurements shown above, which return 1138 nm and
0.86 for the filling factor as ideal design parameters [109].

The coupling efficiency is also strongly dependent on the alignment of the fiber array over the
GC. In the chapter introducing the setups, the automatic positioning of the sample under the
fiber array for optimized transmission will be described. Here, we will look at the dependence
of the transmission on the horizontal (x-y) position which is shown in Fig. 2.4(a) and (b). The
measurements are again taken on calibration devices, here with single-mode to single-mode fibers
and single-mode to multi-mode fibers, respectively. It can be seen that a clear peak exists with
several side peaks appearing in the y-direction, which is the direction along the symmetry axis of
the GC. As expected, the pattern along the symmetric x-direction is symmetric as well. These
measurements were taken at a single wavelength of 1550 nm. Panels (c) and (d) show further
measurements with the fiber settings of (a) and (b), respectively. Here, the stage was scanning
along the y-direction only, but now sweeping the wavelength at each point. These measurements
show that the ideal y-position is very similar for the whole wavelength range. The shape and
intensity of the side peak are strongly wavelength-dependent. These measurements confirm
the result of those in Fig. 2.2, showing that the multi-mode output fiber ensures the highest
transmission and that this is valid for the full x-y-map.

Although, there are many ways to further increase the coupling efficiency, like using innovative
and more complex design structures of the grating we note that our designs are good enough
for the measurements we perform. Furthermore, techniques have been developed like adding a
Poly-Si overlay onto the grating or integrating reflectors below the grating coupler. The reflectors
can consist of metal (e.g. Au/Al), a distributed Bragg reflector, or a silicon grating. A discussion
of these methods can be found in the work of Cheng et al. [118].

2.4 Integrated mechanical resonators

Not only the optics circuitry described above, but also mechanical resonators on the nano- or
micro-scale can be integrated into the chip. This includes beams [16], membranes [63], or hybrid

8The grating period in µm of our design is calculated via 0.870−3 · λ(nm)− 0.1999.
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Figure 2.4: Top: maps of the detected power when scanning with the fiber array over a grating
coupler. The input and output fibers are single-mode to single-mode (a) and single-mode to
multi-mode (b). Bottom: detected power of wavelength scans when scanning from top to bottom
over the grating coupler. The input and output fibers are single-mode to single-mode (c) and
single-mode to multi-mode (d). Note that the x and y directions are swapped in the top panels
for better comparison with the lower panels. These measurements were performed by Menno
Poot.

photonic and mechanics devices, such as the so-called Hresonator [120]. As an introduction, in
this section, the equations of motion of a plate resonator and a nonstandard beam resonator will
be discussed as an introduction to the studies in Chapter 5 and Chapter 6, respectively. As well
the relevant parameters in the field of continuum mechanics will be introduced.

The following discussion is based on Ref. [121] and [2]. In continuous materials, the stress
σ is the quantity describing the internal forces between neighboring particles. The strain γ
in contrast is a measure of the deformation of the material. Both are closely related to each
other: a change in one of them leads to a change in the other. The stress-strain curve describes
the relation between the two parameters, which is linear in the elastic regime, i.e. for low
strains. Increasing the strain will eventuallly bring the material to the yield point, from where
the deformation changes from elastic to plastic. Below that point, the device will return to
its original dimensions when the stress is removed, while above that point, the deformations
will be permanent. Eventually, fracture will appear in the device. In the linear regime, the
relation is mathematically expressed by the elasticity tensor E, a fourth-rank tensor of the form
σij = Eijklγkl. Due to its symmetry, the 81 elements of this tensor reduce to 21 independent
elements and can be expressed by a 6-by-6 matrix. The inverse of E is the compliance tensor
C. In an isotropic material only two independent parameters remain, the Young’s modulus E
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and the Poisson’s ratio ν. E describes the tensile or compressive relation between stress and
strain, i.e. its “lengthwise stiffness”. ν in contrast describes the expansion or contraction of the
material in the directions perpendicular to the direction of the applied stress. In the example
of pulling on a thin beam with length L with a resulting change of its length ∆L, it acounts
∆L
L = γxx = σxx

E = F/A
E . For the height h this results in ∆h

h = −ν · ∆L
L . The relation E

2+2ν is
called the shear modulus G and describes the “shear stiffness” of the material. The elasticity
tensor now reads:

[E] =
1

(1 + ν)(1− 2ν2)



E(1− ν) Eν Eν 0 0 0
Eν E(1− ν) Eν 0 0 0
Eν Eν E(1− ν) 0 0 0
0 0 G 0 0
0 0 0 G 0
0 0 0 0 G

 (2.2)

For example, the beams discussed later in Chapter 6, feel a high (intrinsic) tensile stress σxx
before release and are thus stretched along the x-direction, i.e. along the beam. The resulting
strain γxx induces stress in the y- and z-direction as resulting from E. When the beams are
released, i.e. the cladding layer between beam and substrate is removed (see Chapter 3), the
stress in x, can actually in turn lead to strain in y and z and the beam - now free in these
directions - shrinks in these directions. This relaxes the stress σxx and is the reason why the
tensile stress even of a straight beam reduces after release (see Sec. 6.5). This will be discussed
in more detail, including the more complex and thus more interesting situation of pre-displaced
beams.

If the mechanical device is stretched or compressed along the tensile direction one speaks
of the tension T as the restoring force acting along the device. Such as the device cannot just
be stretched without investing energy, it also cannot be bent without applying extra energy as
bending stretches parts of the material and compresses others. This rigidity is called the bending
rigidity D. T and D sometimes work against each other, e.g. in our pre-displaced beams, where
the finite rigidity prevents the beams from fully straightening even though there is tension left
(see Fig. 6.7 displaying the stress and displacement before and after release with respect to
different design parameters). In formerly straight beams an effect called buckling can appear.
When there is compressive strain exceeding a critical value larger than the bending rigidity, the
beams deform against their tendency to keep their initial form. More about buckling can be read
in [122].

With these ingredients Ref. [2] derives the equations of motion of a variety of (micro)mechanical
systems. With the displacement field u the equation of motion of a thin plate reads:

ρh
∂2u

∂t2
+

(
D∇4 − ∂

∂xα
Tαβ

∂

∂xβ

)
u(x, y) = F (x, y), (2.3)

where ρ is the density of the material, h is the thickness of the plate, t is the time, T is the
displacement-dependent tension, and the rigidity D equals Eh3/12(1 − ν2). F is the external
force acting on the device.

The equation of motion of thin beams, the so-called Euler-Bernoulli equation with tension
reads:

ρA
∂2u

∂t2
+D

∂4u

∂x4
− T

∂2u

∂x2
= F, (2.4)

where A is the cross-section of the beam and the bending rigidity D = EI. I is the second
moment of inertia, which equals h3w/12 for a rectangular beam and πr4/4 for a cylindrical
beam.

By the equations of motion, the frequency and the displacement profile of particular modes
can be obtained. By expanding the displacement in the basis formed by the eigenfunctions ξ,
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such as
u(x, t) =

∑
n

u(n)(t)ξn(x), (2.5)

it can be shown that each mode of the mechanical device can be described as a harmonic oscillator
[2,122]. By taking the Fourier transform of the equation of motion, the transfer function9 HHO(ω)
can be obtained [123]:

HHO(ω) = k0
u(ω)

F (ω)
=

ω2
0

ω2
0 − ω2 + iωω0/Q

, (2.6)

with the spring constant k0, frequency ω, resonance frequency ω0, and quality factor Q. The
phase and amplitude of the modes of a harmonic oscillator can be seen in Fig. 2.10. Especially
the second panel in the top row shows a nice example with low noise and no external influences
such as the crosstalk discussed below. For driving frequencies far below the resonance frequency,
the oscillator follows the driving force adiabatically and both amplitude and phase are small.
Note that in our systems, the driving signal applied by the network analyzer first drives the
piezo, which is then exciting the resonator and the absolute phase shown in the plots is thus
often shifted as discussed in sec. 2.5.2. Approaching the resonance frequency of the device, the
amplitude increases towards its maximum, and the phase response lags behind the driving force
by −π/2. Exceeding the resonance frequency, the device cannot follow the driving force any
longer and the amplitude reduces again, as well its motion is now out of phase with the applied
force by 180°. From the full width at half maximum (FWHM) of the peak the damping γ = ωR/Q
can be obtained, which will play an important role in the further scope of this thesis.

2.4.1 Membrane modes

In the previous section it was shown how mode properties can be deduced from the equation of
motion in the general case (see also Eq. (2.10)). In particular the out-of-plane modes of a square
membrane with side lengths a under uniform tension can be calculated analytically [124]. The
normalized mode shapes are:

ξm,n(x, y) = sin(πmx/a) sin(πny/a), (2.7)

so that the local displacement is [2] um,n(x, y) = Um,nξm,n(x, y). The modes are labeled using
two integers m and n that count the number of anti-nodes in the x and y direction, respectively.
The (m,n) mode, thus, has m − 1 (n − 1) vertical (horizontal) nodal lines. At the anti-nodes,
ξm,n = 1 and the amplitude is Um,n. The corresponding eigenfrequencies are:

fm,n = f1,1 ×
(
m2 + n2

2

)1/2

; f1,1 =
1

2a

(
2σ

ρ

)1/2

. (2.8)

For the membrane studied in Chapter 5, ρ is the mass density of Si3N4 [125] and σ is the film
stress in our wafers, yielding f1,1 = 1.48MHz for a = 275µm.

Experimentally, the eigenfrequencies appear as a series of sharp resonances, such as shown
later in Fig. 5.8 where an overview spectrum over several resonances of a membrane is displayed.
There, the first peak is at 1.46MHz, close to the result from Eq. (2.8), which also shows that
once f1,1 is known, the other eigenfrequencies can be calculated [16]; their values (dashed lines)
nicely match the observed peaks so that resonances can be identified. For example, the peak
at 2.92 MHz matches f2,2. On the other hand, the one at 3.26 MHz coincides with both (1,3)
and (3,1). Theoretically, a perfectly square membrane has degenerate modes, i.e. fm,n = fn,m
but, in practice, small imperfections can break the degeneracy. When zooming in, two peaks
with ∼ 1 kHz splitting are visible as shown in Fig. 5.10. Still, from their frequencies alone these

9The transfer function generally speaking describes the output of the mechanical device resulting from a certain
input and returns the amplitude and phase of the motion.
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cannot be identified. Instead, their mode shape should be measured to unambiguously determine
which peak corresponds to which mode. This will be the topic of Chapter 5.

2.4.2 Nonlinearities

The linear response of a resonator follows a Lorentzian mode shape as shown in Fig. 2.7(a).
However, nonlinearities cause deviations from the Lorentzian response. In general, there are
several potential sources of nonlinearity [126]. These will be introduced in this section together
with a discussion of whether they have a relevant influence on the resonators presented in this
work. Material nonlinearity comes from a nonlinear relation between stress and strain. As a
consequence plasticity is occurring for large strain. The threshold where this is playing a role
is - as no surprise - a material parameter. The yield strength of LPCVD Si3N4 is reported as
13GPa [87]. We are operating at intrinsic stresses below the film stress of 1050.1MPa and,
importantly, the experiments are reproducible. The latter strongly indicates that even at higher
excitation, we do not reach the regime of plastic deformation and this type of nonlinearity can
be neglected. Detection nonlinearity plays a role if a nonlinear conversion between displacement
and measured voltage is present. This is not affecting the dynamics of the resonator and is
only present in the detected signal. In our case the conversion is linear (c.f. Sec. 2.5.3) and
we thus do not observe this kind of nonlinearity in our measurements. Nonlinear damping
is affecting the dissipation of the resonator and still largely unclear [126]. The study of the
role of nonlinear damping for the dynamics of integrated resonators can be of large interest
in the future, however, we have not found indications of it in the data discussed in this work.
Actuation nonlinearity is related to a nonlinear response of the piezo (the actuation) to the linear
NWA excitation. At high excitations, piezoelectric ceramics are known to exhibit nonlinear
behaviour [127], however, we do not expect this to play a role in the range of relatively low
excitations we are applying with the NWA. Geometric nonlinearity results from elongation of
the resonator due to its deflection. This results in an increase of the longitudinal stress and thus
a frequency shift. This effect is appearing in our data when strongly driving the resonator (see
Fig. 2.7(i)). For sufficiently high excitation powers, this actuation nonlinearity in the resulting
oscillatory motion takes place, which deviates from the linear response (Fig. 2.5(a)). In the
following discussion, we will focus on the nonlinearity of third power appearing in the equation
of motion, the so-called duffing nonlinearity. This can either result in an increase or a decrease
in the spring constant. The first is referred to as spring hardening and the latter as spring
softening. The effect of spring hardening results in an increase in the resonance frequency when
the oscillation amplitude increases (Fig. 2.5(b)). Whereas spring softening causes the resonance
frequency to decrease when the oscillation amplitude increases (Fig. 2.5(c)) [128]. Both effects
appear simultaneously (Fig. 2.5(d)) but usually one of these dominates over the other [129]. It
can be seen in panels (a) and (b) that a certain driving frequency can result in up to three
values for the amplitude of oscillation, in panel (d) it shows even up to five values. Of course,
in reality, all these values do not take place at the same time. Which response is appearing in
the experiment strongly depends on the sweep direction of the frequency. This is visualized in
Fig. 2.6(a) for the sweep-up case and in (b) for the sweep-down case. In this work exclusively
sweep-up measurements are shown which results from the functionality of our measurement
framework. In Sec. 2.5.2 it will be shown that the duffing nonlinearity can still be fitted. Later
in the discussion of the dynamics of pre-displaced beams, the appearance of both spring softening
and spring hardening is shown.

2.4.3 Electrical crosstalk

Besides the nonlinearities discussed above also electrical crosstalk causes deviations from the
Lorentzian response. The crosstalk strongly alters the obtained response making it impossible
to fit it with the pure standard harmonic oscillator fit (Fig. 2.7(e)). The interference of the
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Figure 2.5: Typical response of a MEMS resonator when the hardening behavior is dominant
(the black traced segments are unstable regions): (a) The response when the resonator is in
the linear region, (b) the response when the amplitude of oscillation is small but the hardening
phenomenon is observed, (c) the response when the amplitude of oscillation is higher than that
in (b) and softening just starts to occur over and above the hardening that is already there, and
(d) the response when the amplitude of oscillation is very high and softening and hardening are
clearly noticeable. Figure and caption adapted from [129] © 2011 IEEE.

response of the device with the electrical crosstalk leads to the Fano-like mode shapes [130].
Panel (f) and (g), however, show that the correction term zxe

iϕx in the fit function can solve
this issue (see Eq. (2.11)). Still, crosstalk leads to unstable operation of the phase-lock loop
discussed in Chapter 5 and results in distorted mode maps as discussed by Sommer et al. [131]
further analyzing the PLL setup described in this work. While mode mapping worked well for the
measurements discussed in the following chapters, crosstalk becomes more prominent at higher
frequencies, i.e. at higher modes or smaller and stiffer membranes that were fabricated together
with the discussed membrane. The reason is that there is an additional pathway from excitation
to detection than the one via the piezo, resonator, and photodetector, which is of electrical
nature. For smaller signals (higher modes are much less pronounced also for the membrane
discussed later) the influence of crosstalk becomes more strongly visible in the data but the
crosstalk itself increases with frequency as well. Sommer et al. show a method to successfully
compensate for the crosstalk while taking the mode maps [131]. There it is also discussed that
there is not one single pathway for the electrical crosstalk but several parallel pathways that
sum up to the total crosstalk. It is (so far) not possible to eliminate the crosstalk by making
small changes to the setup or by exchanging a potential source of the crosstalk such as individual
measurement devices. Further investigation might be able to reduce the crosstalk actually present
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Figure 2.6: (a) Sweep-up case. Note how a jump exists from point “Bup” to point “Cup” without
passing by point “peak.” (b) Sweep-down case. Note how a jump exists from point “peak” to
point “Cdown” spontaneously. Figures and captions adapted from [129] © 2011 IEEE.

in the setup. However, both the correction term in the fit function and the compensation method
applied to the PLL successfully solve the issues with crosstalk in current measurements.

2.4.4 Dissipation

The quality factor was already mentioned above and will be further discussed in this section. It
is a measure of the dissipation of energy in the resonator. However, it can be defined in several
different ways. Quite often it is described as the number of oscillations until the oscillation fades
out, i.e. the amplitude is reduced by the factor 1/e. One other definition goes via the spectral
purity of the resonator motion: Q = f0

w , the ratio of the resonator’s resonance frequency f0 over
its FWHM w [49]. A definition equivalent to the former two is the ratio of the stored total
energy vs. the energy lost during one cycle of vibration Q = W

∆W . The latter shall imply the idea
of dissipation dilution [50, 132] which is of high relevance for the study of stress-tuning in pre-
displaced beam resonators that will be discussed in depth in Chapter 6. The various sources of
dissipation can be broken up into energy loss due to the surrounding medium, phonons traveling
into the bulk via the clamping points, surface losses, the for us most relevant intrinsic loss,
and some others, like thermoelastic damping (TED) or Akhiezer damping that shall not be of
further interest in the context of this work. When obtaining the overall quality factor we can
look at the different sources of dissipation individually and finally build the sum over all the
contributions [126]:

1

Q
=

1

Qmedium
+

1

Qclamping
+

1

Qsurface
+

1

Qintrinsic
+

1

Qother
(2.9)

Losses due to the surrounding medium, such as liquid or gas can be quite extreme at ambient
conditions as the mass of this medium has to be removed or dragged during each cycle of
oscillation. This is shown in Fig. 4.6(b) where the Quality factor of a Hresonator is plotted
against the pressure of the medium. There it can be seen that the quality factor goes from the
fluidic regime to the ballistic regime when the pressure is reduced. In the first one, the resonator
is larger than the mean free path of the molecules and air can be modelled as a viscous fluid. In
the latter, the damping comes from the momentum transfer from the resonator to the colliding
gas molecules [126]. Usually, the desired regime is the ballistic regime where Q is rather constant
over the pressure. Thus we perform our dynamic measurements in vacuum. Still, it can be
thought of examples where the influence of the surrounding medium is utilized: if the resonator
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serves, e.g. as a gas sensor, the influence of the medium on the resonator is of interest [133].
Hollow resonators have been built where a fluid flows through the device itself and its properties
or contamination alters the resonator motion [134,135].

Energy can radiate from the resonator into the environment, i.e. the bulk, via the clamping
points, the so-called clamping losses. Clamping losses are strongly dependent on the geometry
of the resonator [126]. To overcome these often the design can be optimized. One can decouple
the chip from the substrate [136] or integrate a phononic shield (phononic band gap structure)
into the bulk around the clamping points [47].

As the limiting factor in our resonators, we observe the intrinsic losses which can be divided
into friction losses and fundamental losses [126]. Friction losses result from the lag of the induced
strain behind the applied stress which is not in phase and thus irreversible motion of the atoms
takes place. For thin resonators with a high surface-to-volume ratio, surface friction can become
dominant over the friction within the bulk of the resonator. Fundamental losses are non-reversible
heat flow in the resonator, examples of which are TED and phonon-phonon interaction (Akhiezer
damping). TED is related to thermal relaxation between strain-induced temperature differences
in different spacial areas in the solid. During the vibration of the resonator, one side is under
compression while the other side is under tension. The first is becoming warmer while the
latter becomes colder resulting in a temperature gradient causing energy loss. Akhiezer damping
in contrast is related to the interaction of the oscillation strain field (low frequency) with the
atomic thermal motion (high frequency) in the lattice. This mechanism starts to play a role
in the GHz-regime of resonator vibrations [126]. Strategies to reduce energy dissipation are
cooling of the resonator, altering the device design, and dissipation dilution. The latter utilizes
the increase in tensile stress and leads to extremely high quality factors. It will be further
discussed later in the Chapter 6 about geometric stress tuning in beam resonators. In the
next chapter, the nanofabrication processes to build our resonators are described. Not only the
device design defines the dynamics of the resonators and their dissipation, but also details in
nanofabrication have a strong influence, so is, e.g. surface friction caused by adsorbates on the
surface, the surface roughness, or surface impurities which can be targeted by variations in the
nanofabrication processes.

2.5 Measurements and data processing techniques

In the previous sections, the mechanics of integrated devices and the coupling between optics
and mechanics have been discussed. It was also focused on the response of driven devices at
their resonance frequency and how the obtained data can be fitted, especially for the more
complex situations in the presence of nonlinearities or electrical crosstalk. Next, I will describe
how the optomechanical measurements are actually performed and evaluated both on integrated
Fabry-Pérot cavities in our phase-lock loop (PLL) setup and on photonic circuits in our LVC.

2.5.1 Detection methods

As mentioned at the beginning of this chapter, to detect the mechanical properties of integrated
resonators, their motion has to be translated into an optical signal. Many methods for this trans-
lation have been developed, such as utilizing on-chip cavities (e.g. ring resonators, Fabry-Pérot
cavities, and photonic crystal cavities), Mach-Zehnder interferometers, transmission modulation,
capacitive detection, piezoelectricity, flux-based methods, or level spectroscopy [2]. In this work,
three different methods of transduction are applied. The first one is based on the principle of a
Fabry-Pérot cavity and applied in the SVC (c.f. Sec. 4.5). It is very well suited to measure the
motion of “2-dimensional” devices like membranes, wide cantilevers, or trampolines, which will
be demonstrated in Chapter 5.

The significance of the reflectivity of these devices becomes apparent when looking at the
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measurement principle. As illustrated later in Fig. 4.8 showing a sketch of our PLL setup,
the lock-in amplifier (LIA) outputs a voltage at (angular) frequency ω with amplitude Vout:
Voutput(t) = Vout cos(ωt). This is applied to the piezo the sample is mounted on. The actuation of
the piezo results in an oscillating inertial force on the membrane, which induces vibrations. These
result in a modulation of the reflected power as the interference of the laser light depends on the
distance of the membrane surface to the Si substrate, as illustrated in Fig. 5.5 showing a sketch
of the cross-section of a membrane. The reflected power is detected using the photodetector and
converted to a voltage by the low-noise amplifier. This voltage goes to the input of the LIA and
contains the same frequency as the output: Vinput(t) = Vin cos(ωt+ϕ). Here, Vin is the amplitude
at the excitation frequency ω and ϕ is the phase difference between output and input signals.

Another way to detect mechanical motion is the utilization of the resonances of photonic
microring resonators. A ring resonator is brought in close vicinity of a feeding waveguide, such
that light can couple into the ring. Due to the specific circumference of the ring, only light
with a wavelength that is an integer fraction of this circumference can couple into the ring.
When performing wavelength sweeps, this results in very narrow ring resonances at the output
of the feeding waveguide. The properties of these resonances, like their extinction or linewidth,
depend on the coupling of the ring and feeding waveguide (external losses) and the losses inside
the ring (internal losses). These properties can be altered by changing the ring circumference,
which can be done by changing the temperature of the device or else by integrating a mechanical
resonator inside the ring (or in close vicinity). The latter is applied for the racetrack devices of
our synchronization project, which will be part of various discussions later in this work and is
nicely introduced by Xiong Yao [137] and Agnes Zinth [138]. This method can also be used to
study purely optical properties, such as those of AlN-covered rings [109].

The way, the mechanical motion is extracted from the above-mentioned transmission meas-
urements, is analogous to that of the third detection method, which utilizes integrated Mach-
Zehnder interferometers (MZI) instead of rings. Here, instead of ring resonances, the transmission
spectrum of wavelength sweeps shows the interference pattern of the MZI, due to the recombina-
tion of two waveguides with different lengths (c.f. Fig. 2.9(b)). The transmission is dynamically
altered when the light in one of the arms picks up an additional phase, introduced by an object
that oscillates in its vicinity, as explained in the next section.

2.5.2 Response function and fitting

When measuring the resonance frequencies the response is often not just a sharp peak at the
frequency discussed above but can have a more complex shape. We measure the dynamics of the
resonators typically with a network analyzer (NWA) or lock-in amplifier (LIA), as described in
more detail in the next section. There we see distinct peaks in the frequency response whenever
the device is driven on one of its resonances as described above. See Fig. 5.8 for an overview
spectrum of the first 39 modes measured on a membrane together with their calculated frequencies
marked. Zooming into these resonances with higher resolution, we gain further information
about these modes. Examples can be seen in Fig. 5.9 where nine modes out of the previously
mentioned overview spectrum are measured with high resolution and presented with their fit.
There are several values, like the quality factor, linewidth w = f0/Q, or peak height zmech, that
we want to extract from the data. This is done by fitting the data. However, the measured
frequency response does not always follow the Lorentzian shape expected from the harmonic
oscillator model (e.g. Fig. 2.7(a)). Electrical crosstalk (Sec. 2.4.3) or nonlinearities (Sec. 2.4.2)
can cause strong deviations from this model (e.g. Fig. 2.7(e,i), respectively). This does not
necessarily mean, that the desired information cannot be extracted. By choosing an appropriate
fit function, that can account for these influences, we will still get this information. The four
fit functions (eq. (2.10)-(2.13)) that are used for the measurements of this work are explained
in the following. Figure 2.7 visualizes these fits applied on measurements on a cantilever (1st
row), on a membrane (2nd row), and on a displaced beam (3rd row). It can be seen that none of
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Figure 2.7: Measurement on three different devices fitted with four different functions, each.
Panels (a-d) display a measurement in the linear regime on the cantilever discussed later in
Sec. 6.9. Panels (e-h) display the results of a measurement on a membrane also in the linear
regime but with strong crosstalk described in Sec. 2.4.3. Panels (h-j) display a measurement
in the nonlinear regime on the Sbeam discussed in Sec. 6.10. Column one is fitted with the
pure standard harmonic oscillator function “SHO” (Eq. (2.10)), column two with the standard
harmonic oscillator function including crosstalk “SHO crosstalk” (Eq. (2.11)), column three with
the complex duffing fit including crosstalk “duffing crosstalk” (Eq. (2.12)), and column four is
fitted with the complex duffing fit including delay “duffing delay” (Eq. (2.13)).

the fit functions resembles the mode shape correctly in all the cases and thus have to be chosen
carefully for each measurement.

The fit for the standard harmonic oscillator (SHO) resembles the Lorentzian behavior of the
resonator when no disturbing influences like crosstalk or nonlinearities are present:

Z(f) = zmeche
iψ f0w

f20 − f2 + ifw
, (2.10)

with zmech the peak value of the mechanical response, ψ the overall phase offset (for the SHO
the phase angle is ψ−π/2), f0 the frequency at resonance, f the frequency, w = 2πFWHM the
damping rate. To fit Eq. (2.10) to the complex measured response, the real and imaginary parts
of the response were fitted simultaneously, and the magnitude and phase of the resulting curve
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were calculated for the plots.
If (electrical) crosstalk is present and interferes with the oscillator response, the obtained

mode can strongly deviate from the Lorentzian shape which is further discussed in Sec. 2.4.3. In
that case, a correction term accounting for the crosstalk needs to be added to the fit function:

Z(f) = zmeche
iψ f0w

f20 − f2 + ifw
+ zxe

iϕx , (2.11)

with zx the magnitude and ϕx the phase of the crosstalk.
In addition to the crosstalk also duffing nonlinearity may be present and leads to hysteresis

for upward and downward sweeps as discussed in Sec. 2.4.2. The standard harmonic oscillator
fit including duffing nonlinearity and crosstalk is written as:

Z(f)− Zx(f) = Zmech(f) = zmech/

(
i+

f0 − f + 3
4α|Zmech(f)|

2

w/2π

)
(2.12)

with Zx(f) = zxe
iϕx the contribution of the crosstalk, Zmech(f) the contribution of the resonator,

f0 the frequency at resonance, f the frequency, α the duffing nonlinearity parameter in units
of Hz/(V/V). The amplitude Zmech(f) stands on two sides of the equation. The equation can
be solved by finding the roots of a third order polynomial. From the sign of α and the sweep
direction it can be deduced whether the fitted value belongs to the upper or the lower branch of
the hysteresis.

A time delay that leads to a mismatch between the control data and measured data is
unavoidable in real systems. This is because there is always some time spent, e.g. in the
calculation and execution of the excitation (i.e. the control forces), as well as in computation
[139]. Also the amount of cable causes delay due to the finite speed of the signal. If the time
delay becomes significant it can as well be reflected in the fit function. The standard harmonic
oscillator fit including duffing nonlinearity with delay reads:

Z(f) = zmech/

(
i+

f0 − f + 3
4α|Z(f)|

2

w/2π

)
× e−iτ(f−f0)+iψ (2.13)

with the phase being e−iτ(f−f0)+iψ, τ the delay time, and ψ the overall phase offset. A measure-
ment that is affected is fitted without and with time delay in Fig. 2.7(k) and (i), respectively,
where the latter fit nicely resembles the data while the first does show deviations.

2.5.3 Measurements of integrated MZIs

A Mach-Zehnder interferometer [140] can be realized in different ways. While we work with its
integrated version, the working principle originates from experiments in free space optics, where
beam splitters introduce an additional pathway for the light and rejoin it with the reference
path [141]. For completeness, it shall be mentioned, that Mach-Zehnder interferometers cannot
only be applied in optics experiments, but e.g., also electronic MZIs have been realized [142].

The content of this section focuses on integrated MZIs and is partially adapted from [16]
and shall be seen as a preparation for Chapter 6. As mentioned above, the interference pattern
of a MZI is influenced by introducing an additional - time-dependent - phase in one of its
arms. This typically happens by a local change in the effective refractive index, which can
be done by bringing an object (such as a mechanical resonator) into the vicinity of the MZI
waveguide, such that it overlaps with the evanescent field of the light mode traveling through the
waveguide. The change of the effective refractive index depends on the separation of the object
and the waveguide, as shown in Fig. 2.8(a). As a consequence of the change in the effective
refractive index, the interference fringes of the MZI do shift and thus the measured transmission
at a specific wavelength does as well. This is illustrated in Fig. 2.8(b). For fringes with high
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extinction and narrow linewidths, a small shift of the fringes (horizontal arrow) results in a high
variation of the transmission (vertical arrow) and enables high sensitivities. This is utilized in
the project on the geometric tuning of stress, discussed in Chapter 6. This method is applied
in the Quick Measurement Setup, discussed in Chapter 4.3, as well as in the Large Vacuum
Chamber, described in Chapter 4.4.

Figure 2.8: (a) Effect of a SiN object (arm) in the vicinity to the waveguide on the effective
refractive index neff in dependence of its distance dopt. The inset shows a sketch of the device. The
light mode is symbolized by a change in color in an oval fashion in the waveguide. Adapted from
[143]. (b) Principle of the detection mechanism of an integrated Mach-Zehnder interferometer. A
small shift of the interference fringes (horizontal arrow) results in a high variation of transmission
(vertical arrow) and enables high sensitivities.

In our projects, we typically use MZIs to sense the mechanical response of 1-dimensional
resonators, such as strings10. The full measurement principle is as follows: laser light is coupled
in and out of a chip via a fiber array placed above the grating couplers of the integrated device.
The input waveguide splits into two waveguides with equal splitting ratios. The upper waveguide
passes the resonator and rejoins with the reference waveguide before connecting to the output
grating coupler. The different lengths of the two waveguides result in a wavelength-dependent
phase shift, resulting in interference fringes (Fig. 2.9(b)). If the resonator is close to the upper
waveguide, the light traveling through this arm picks up an additional phase shift due to a
distance-dependent effective refractive index neff in the interaction region [144]. As the resonator-
waveguide distance is modulated by driving the former with the piezo, its motion translates into
fast changes in the interference in the MZI output and subsequently in the electrical signal
generated by the photodetector (PD) as read out by the NWA. When the resonator is driven
over its resonance frequency, this leads to a distinctive peak in the response measured by the
NWA. This is visible in Fig. 2.9(a) for several resonances of the Sbeam (marked by the vertical
lines) and as well in Fig. 2.10 showing an individual zoom into each of the resonances together
with the obtained phase.

These measurements, however, do not only contain information about the pure motion of
the resonator under test. They typically also show signatures which do not origin from the
resonator. Especially in the overview of the driven response shown in Fig. 2.9(a), a noise-like
background is visible. To understand these fluctuations, we typically compare network analyzer
measurements on different types of devices as shown in Fig. 2.9. Besides the data taken on a
regular device which shows the mechanical resonances, we repeat measurements on a number of
calibration devices: on a calibration device with an MZI but without a mechanically active part,

10An exception is the Hresonator, extending in two-dimentions, that can also be measured with MZIs. Still,
the detection principle remains the same and the MZI senses the motion of the one resonator arm in its vicinity.
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(a) (b)

Figure 2.9: (a) Network analyzer traces measured under different conditions. The green curve is
measured on a regular Sbeam device with a mechanical resonator. The simulated flexural modes
are indicated by the vertical lines, labeled by their polarization and mode number (in-plane in
orange; out-of-plane in blue). The other curves are taken on a Mach-Zehnder interferometer
device without a beam (light gray), a calibration device with a waveguide directly connecting
the input and output grating couplers (gray), and one where the laser was off (dark gray),
respectively. (b) Transmission through the devices (colors as in (a)) vs. wavelength. The
markers in each curve denote the wavelength selected for the NWA measurements of (a). The
overall transmission profile is similar for all devices and is that of the grating couplers. The dips
visible in the MZI devices are the typical interference fringes expected in such devices.

on a device with only a waveguide connecting the input and output grating coupler (i.e., with
neither a Mach-Zehnder interferometer nor a resonator), as well as one with the laser turned off.
The latter measurement shows that even without an optical signal, a background is present. This
is the electrical cross talk [63,145] in the setup and its shape is recognizable in all measurements
(c.f. Sec. 2.4.3). However, unlike the other measurements, this is a smoothly varying contribution.
The other measurements were all taken with the laser on and are not smooth, but show noise-
like fluctuations. However, these fluctuations are reproducible - i.e., not noise - and we attribute
these to eigenmodes of the piezo element that is used to actuate the mechanical resonators [145].
Since these are also present in the ”waveguide only“ measurement, it is likely that these appear
because the vibrations of the piezo dynamically change the distance between the grating couplers
and the fiber array, thus resulting in a modulation in the amount of light transmitted through
all the optical devices.

The individual resonances as shown in the example of Fig. 2.10 are fitted with the harmonic
oscillator response function H(f) taking the crosstalk into account [145]. As shown in Fig. 2.10,
Eq. (2.10) fits the driven response of all modes well and the resulting values and uncertainties
of the most relevant fit parameters - as well as derived quantities, such as Q - are listed later
in Table 6.3 when the results of these measurements are discussed in further detail. Overall,
Mach-Zehnder interferometers are a powerful tool to extract information from the motion of our
integrated devices and we utilize them in a variety of our projects.

2.5.4 Transduction calibration via thermal motion

An important property, related to the detection methods is the transduction, describing how
a certain displacement u of the resonator corresponds to the obtained voltage V . Figure 2.11
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Figure 2.10: Frequency response of the modes marked in Fig. 2.9(a), together with the respect-
ive phase ∠S. The span is 2 kHz in all panels. The dashed lines are the fits of Eq.(2.10) to the
data.

displays this relation at the measurement on a string resonator. Higher excitations lead to a
higher displacement of the resonator and thus a larger voltage at the detector. For low excita-
tionthe signal-to-noise ratio (SNR) strongly decreases such that detection and fitting of the mode
become more difficult. The transduction can be obtained by measuring the thermal motion of
the resonator with a Spectrum Analyzer (SPA). Here, the resonator is not actively driven, but
the power spectral density of its thermal motion is measured. Figure 2.12 shows the thermal
motion of the fundamental mode of a string integrated into a racetrack cavity (see Sec. 3.5). The
transduction factor dV

du can be calculated as follows:

dV

du
=

√
A(2πf0)2m

kBT
, (2.14)

with the area under the thermal motion peak A = 16.8 V2, resonance frequency f0, the mass
of the resonator m = 1.02 · 10−13 kg, resonator temperature T , and Boltzmann constant kB.
The transduction factor of the string from Fig. 2.12 is 480 kV/m. Further measurements of
the thermal motion on a membrane can be found in Sec. 5.5. Having discussed the background
of optomechanical devices and the related measurements, the next Chapter explains how these
devices are fabricated by state-of-the-art nanofabrication techniques.
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Figure 2.11: Amplitude response of a string near 9.7 MHz for different excitation powers.

Figure 2.12: (a) Network analyzer measurement of the fundamental mode of a racetrack device
with integrated suspended beam. (b) Thermal motion measurements of the same mode with a
spectrum analyzer. The resonance frequency has drifted by 55 kHz between these two measure-
ments.
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CHAPTER 3

Device Fabrication

This chapter explains the nanofabrication processes that were applied to build the devices that
we measure in our labs.

My personal contribution to the content of this chapter is the integration of the described steps
into the clean room environment. This includes calibrations of the process parameters, like
dose tests, testing, and optimizing of the parameters on various machines, e.g. the electron
beam writer, evaporator, or reactive ion etcher (RIE). I took over the responsibility for the RIE,
including maintenance and providing it to the clean room community. At the nanobeam, I per-
formed alignment precision tests and the optimization of the parameter set. I worked on the
device design and applied all the described fabrication steps for making chips for the study in
the lab. Some of the devices were fabricated by students under my supervision. Furthermore,
my contribution includes the documentation of the nanofabrication processes.
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3.1 Introduction

We use state-of-the-art nanofabrication techniques to fabricate the devices studied in our labs.
These techniques are well-known in semiconductor industries and have been developed over
several decades. Today, the “5 nm”-process1 limit has been reached, expected to be overcome
soon [147]. We utilize these techniques to make integrated photonic (quantum) circuitry and
optomechanics devices. For fabrication, we use the clean room facilities of the Center for Nan-
otechnology and Nanomaterials (ZNN) and the Walther-Meißner-Institute (WMI). All process
steps are performed in-house, apart from dicing the 4-inch wafers into the individual chips of
6x10 mm, which we commission the company “CrysTec GmbH Kristalltechnologie” to. The argu-
ably most important and crucial steps for making high-quality integrated circuits and nanomech-
anical devices are pattern generation, electron beam lithography, and both dry and wet etching.
The patterns are designed with Matlab® based on a gdsii toolbox from Ulf Griesmann which
is further developed for our needs within the EQT-group. Electron beam lithography is per-
formed at a “nanobeam nb5” from “NanoBeam Limited” and for dry etching a “Plasma Pro 80
Cobra” RIE with inductively coupled plasma (ICP) from “Oxford Instruments” is used. The
most complex devices that we currently fabricate contain electrical contacts, optical circuitry,
and mechanical devices. Each of them is defined in an individual lithography step including the
corresponding preparations and subsequent fabrication steps. This chapter starts by explaining
in Sec. 3.2 how we apply the nanofabrication methods to build such a device in the example
of the so-called H-directional for which I developed the nanofabrication. The H-directional is a
tunable directional coupler designed for quantum optics circuitry. Tuning is realized by altering
the distance of two adjacent waveguides by applying a voltage to the electrodes of the device.
Measurements on the H-directional are not discussed in this work, but it shall serve as an example
in this chapter, as it includes almost all nanofabrication steps, that we have in our portfolio. As
part of this work, I developed the nanofabrication for the H-directional. A finished device is
displayed in Figure 3.7. Most of our devices, however, only contain some - but not all - of these
steps. While working on the projects for this thesis some of the process steps have been reevalu-
ated and changed or optimized. At the very first, none of these steps were applied by our group
to this clean room environment, such that all of them were first tested and optimized as part of
this work. “Optimizing” ranges from switching to different machines - as for example done for
the electron beam writing and evaporation - over switching to other chemicals or adding marker
protection to adjusting details in the process parameters - electron beam currents and trimming
values - with sometimes large effects on the outcome. In Sec. 3.3 the most relevant optimizations,
including their motivation and outcome are discussed. Some different types of samples - such
as membranes for the test of mechanical properties or ring resonators for the purpose of 2nd
harmonic generation of single photons - include a sputtering step of AlN. The manufacturing
of superconducting nanowire single-photon detectors (SNSPD) in contrast requires sputtering of
materials like NbTiN. Applying these processes is currently in progress and will not be described
in this thesis. The chapter closes with Sec. 3.4 by describing the steps to mount and connect the
finished chips on a printed circuit board (PCB) for optomechanics measurements in the vacuum
chambers.

3.2 Process steps

3.2.1 Wafer preparation

We start the fabrication of our chips with a 4-inch wafer. The substrate material of the chips
covered in this thesis is a 525µm layer of silicon. Both sides have a 3300 nm cladding layer of

1Note, that “5 nm” does not stand for an actual dimension but serves as a term for the current limit in
semiconductor manufacturing [146].
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SiO2 grown and on top a 330 nm layer of Si3N4 - our material of choice for the photonic and
mechanical devices. The deposition is done via LPCVD and the wafer is double-side polished.
We purchase these wafers from “Active Business Company GmbH”. Our samples typically have
a size of 6× 10mm and can be diced from the wafer, either manually by scratching the cut lines
with a diamond scratch and subsequent breaking of the wafer (which will result in a cut along
the scratch), or by getting the whole wafer diced with a wafer saw. The latter is our preferred
method, not only because dicing the chips manually is quite time-consuming and produces scraps
whenever a cutline has not been scratched properly; but the professionally diced chips are also
very precise in their dimensions - which is crucial whenever they have to fit in a matching holder,
e.g. during electron beam lithography or evaporation - and the side faces are perpendicular to
the surface. The latter clearly improves the grip when handling the chips with a tweezer and
reduces the risk of damaging the chips during the process. We send the wafers to “CrysTec
GmbH Kristalltechnologie” for dicing. Before we do so, the full wafer is patterned with gold
structures and covered with S1805 resist to protect the delicate surface. The patterning of the
gold structures works as described below for the application of the electric parts to the chip.
These structures are shown in Figure 3.1 and serve several purposes: crosses between the chips
mark the cut lines for dicing the chips. A triangle marks the lower left corner of the chips to
define its orientation. Each chip has a name referring to the wafer it’s coming from and a unique
number. In this step also the markers for positioning during the various lithography steps are
applied. They have a square shape with a side length of 20µm. In each of the four corners of the
chip are three markers for redundancy. In each corner also a cross-shaped structure is applied,
to evaluate the alignment precision of the individual lithography steps. For completeness also
the frame and logo shall be mentioned here.

The writing time on PMMA resist for a full wafer with a dose of 9.0C/m2 and beam current
of 3 nA takes over 10 hours for basically two reasons. Firstly, the total area to be written is
very large compared to the patterns usually written on single chips, and secondly, the pattern
is divided into so-called main fields - square areas with a typical size of 400µm to 500µm2 -
and has to mechanically move to each main field with a pattern in it. For example, writing a
full wafer with ∼ 120 chips with a main field size of 500µm takes nearly 8.5 hours of writing
time and around two hours for moving and settling the stage. The latter cannot be efficiently
reduced as one can either increase the main field size or rearrange the pattern such that fewer
main fields contain a pattern. Both are already optimized for low beam deflection3 and reduced
main field stitching4. The writing time, however, can be drastically reduced by writing the large
and not crucial areas like visual markers and text with high beam currents - e.g. 20 nA - and
only the markers used for aligning the different subsequent lithography steps with the lowest
possible beam current ∼ 1.3 nA, i.e. highest precision. This reduces the total writing time to
∼ 3 h for the visual pattern and ∼ 2 h for the markers (15min exposure time). The writing time
should not only be reduced as these kinds of machines are usually heavily used by many groups
and users but more importantly, as effects like mechanical drift of the stages, thermal drift, and
other instabilities are reduced. This is beneficial, especially for the crucial patterns, which are
thus written all together in the same step. Only subsequently the remaining time-consuming
steps, like the huge visual markers, are written and sped up by increasing the beam current.

Development is performed by placing the wafer for two minutes in a solution of 3 parts
de-ionized (DI) water and 1 part Isopropanol (IPA), cooled down to 5°C. Onto the wafer a 5 nm

2The maximum possible size at this machine is 1000µm, however giving rise to imprecisions due to the large
deflection of the beam.

3Ideally, the beam hits the sample along its normal axis to minimize focus errors and the proximity effect. The
larger the main field size, the larger the beam angle close to the edges. It is thus favorable to set the field size
rather small.

4When writing the contents of a new main field, the stage has to mechanically move to the new position. This
implies the risk of introducing tiny positioning errors between neighboring main fields, so-called stitching. It is
thus favorable to set the main fields large enough, such that no critical structures cross the boundaries.
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adhesion layer of Chromium and 50 nm layer of gold are evaporated and subsequently lifted
off in a bath of heated Acetone (Ac). The details are described in the following paragraphs
about evaporation and liftoff.

Before the wafer is covered with protective resist S1805 and sent out for dicing, the markers
are covered with SU8 resist to protect the gold markers during RIE etching. Chips that undergo
several lithography steps will be etched in one step and later the same markers are used to align
the different layers with respect to each other. Etching unprotected markers gives rise to potential
misalignment of the different layers (see Figure 3.2).

Figure 3.1: (a) Image of the full wafer in its transport box, ready to be sent out for dicing.
The gold patterns defining the chips are visible. (b) Upper left corner of an empty chip with the
gold pattern. Visible in this detail are the frame, square e-beam markers, an alignment cross,
our group logo, and parts of the unique chip name. When looking closely, the SU8 covering the
markers can be resolved as well.

3.2.2 Lithography steps

Figure 3.3 shows the main process steps of the Hdirectional. Panel (a) symbolizes a chip that
is taken from the wafer box with diced chips and prepared by stripping it from its protective
resist in an ultrasonic bath with Acetone. The chip is dried and cleaned from organic residues
for three minutes in an Oxygen plasma in a plasma asher. This can in principle also be done
by placing the chip for 10minutes on a hotplate at 180 °C. Coating is done by applying a few
droplets of PMMA resist to fully cover the chip and then spinning the chip on a spin coater
for two minutes at a speed of 4000 rpm. Then the resist is baked for 2 minutes at 180 °C on a
hotplate to harden the compounds.

In Figure 3.3(b) the pattern for the gold electrodes is written. The writing step is performed
as described above for the full wafer. To place the pattern inside the golden frame, alignment is
done with respect to four of the square markers, shown in Fig. 3.1(b), each in one corner of the
chip. After manually driving to these markers, each of them is precisely located and focused by
the nanobeam. The lower left marker defines the position of the pattern on the chips, the lower
right marker defines its rotation, and the two upper markers correct for shear and keystone. In
this step, the electrodes, contact pads (to later apply a voltage via an electrical probe), wires (to
connect the electrodes with the contact pads), and additional markers are written. Additional
markers are needed, as the region around the markers used in this step will be developed as well
and subsequently covered with gold, thus cannot be used anymore in the following lithography
steps. One cannot simply use one of the two spare sets of markers as it is imperial to have a very
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Figure 3.2: (a) Gold marker unprotected during reactive ion etching. The five linear signatures
crossing each edge result from the automatic marker search and focusing of the e-beam writer.
(b) Unetched gold markers covered with SU8. The left marker was used to align the pattern, later
used for evaporating the metal pattern, and is thus covered with gold in the exposed region. The
right marker was not exposed in this lithography step and the gold (applied during this second
evaporation step) lifted off completely. (c) Gold markers protected with SU8 during reactive ion
etching. The left marker was not exposed to the electron beam and was additionally covered
with ZEP resist. The right marker was used for alignment and only protected by the SU8, still,
the gold is undamaged. Note that the alignment between SU8 and marker is not perfect, however
within tolerance as the marker is fully covered.

precise alignment of the different lithography steps, and the different sets of markers might have
a tiny mismatch. Thus, in the following alignment steps, only the additional markers written in
this very step will be used.

The electron beam writer requires several settings, optimized for the specific task, that have
high impact on the outcome of the pattern. These will be described in detail in Sec. 3.2.7.

Development of the exposed PMMA is done as for the full wafer by placing the chip in a
cooled developer (1:3 IPA-DI water) and then rinsing it with IPA and blow drying the chip with
N2 gas. A developed pattern is shown in Figure 3.4.

3.2.3 Evaporation

The next step is the evaporation of the metallic components, here electrodes, wires and contact
pads (and the additional alignment markers) out of gold. This is sketched in Figure 3.3(c). To
improve adhesion, we first evaporate a sticking layer of 5 nm Chromium onto the SiN. Only then
the gold layer with a thickness of 50 nm is evaporated. Besides Cr also Ti is often used as an
adhesion material, however it is not resistive against hydrofluoric acid that we use to release the
mechanical structures which is why we decide for Cr in our process.

The Cr-Au layer is now covering the whole chip - either on top of the PMMA or sticking
to the chip following the defined pattern. By placing the chip into a heated bath of Acetone -
the so-called liftoff step - the PMMA goes off and removes the unwanted gold. The process is
accompanied by sonication in an ultrasonic bath. This is done until one can visually see that
the gold is fully lifted off. This process typically takes only minutes but can take hours or days
if the Acetone is not effectively dissolving the PMMA. It is important to choose a low enough
ultrasonic power and time to lower the risk of damaging the remaining gold structures, but long
enough to make sure all the other gold and PMMA came off. Once the sample is taken out of
the bath, any remaining gold sticks to the surface and cannot be removed later. Figure 3.5(a)
shows an example of a too-short liftoff where gold residues are still sticking onto the wires on
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Figure 3.3: Schematics of the main nanofabrication steps for the Hdirectional. (a) The blank
chip after being stripped from the protective resist with layers of 330 nm Si3N4 (green), 3300 nm
SiO2 (light gray) on Si substrate (dark gray). (b) Electron beam lithography on PMMA resist
to create the mask for metallic structures. (c) Evaporation of gold to create metallic structures,
e.g. electrodes. (d) Electron beam lithography on ZEP resist to create the etch mask of the
simultaneously photonic and mechanical structures. (e) Dry etching with ICP assisted RIE
through the 330 nm thin layer of Si3N4 around 70 nm into the SiO2 cladding layer. (f) Electron
beam lithography on ZEP resist to create the etch mask of the purely photonic structures. (g)
Dry etching with ICP assisted RIE around 300 nm into the Si3N4 layer. (h) Optical lithography
on AZ resist to create etch masks for the subsequent wet etch. (i) Wet etch with buffered oxide
etch (BOE) to release the mechanical structures defined in step (e). (j) The finished sample,
ready to be studied.

Figure 3.4: Optical micrograph of a developed pattern. Shown are the structures of the two
future electrodes of a H-directional device written on PMMA.
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the chip. Panel (b), in contrast, shows broken wires. The gold either came off due to too strong
sonication or was never applied - which can happen if the PMMA was not properly developed
before evaporation. Then a few nm thin layer of PMMA might still be present on the surface
before the gold is applied and subsequently removed together with the gold during liftoff. This
can be avoided by adding a descum (c.f. Sec. 3.3.3) step after development.

(b)(a)

(c) (d)

Figure 3.5: Gold structures after liftoff. (a) Wires sonicated too short: some gold is still
sticking to the wires. (b) Broken wires, no electrical connection will be possible. (c) Unwanted
gold that could not be removed during liftoff is remaining on the sample, covering the wires and
electrodes. This is creating a short in the circuits and will prevent mechanical structures from
proper release. (d) Electrodes and wires are properly lifted off, and no damage is visible. The
width of the wires is 1µm.

As mentioned above, the gold markers used for aligning the gold pattern are now also covered
with gold. That is the reason why in the previous step also new markers were applied that will be
used for alignment in the following lithography steps. In this example, two crucial lithography
steps, each followed by reactive ion etching follow. Thus, as done for the full wafer the new
markers will also be protected with SU8. SU8 is an optical resist and this step is not crucial in
terms of alignment, such that it can easily be performed via an optical maskless aligner (MLA),
which is much lower in resolution and precision than the e-beam writer. The only requirement
is, that the markers are fully covered. Even though we have extra markers on each chip for
redundancy, we avoid using a different set of markers in different lithography steps (unless they
are applied in one of these steps as done here) to ensure the best possible alignment between
the individual layers. Applying the marker protection includes the spinning, writing, post-
exposure bake, and developing of the SU8.

3.2.4 Photonic and mechanical structures

After the gold structures are applied, the remaining steps concern the application of the photonic
and mechanical structures. The photonic structures typically consist of grating couplers, wave-
guides, and interaction regions. The latter may, e.g. be photonic crystals or tapered waveguides.
Many of our devices also contain movable parts (i.e. mechanical structures). The movable parts
may be integrated into the photonic circuit, i.e. simultaneously serve as a waveguide. This is
realized in Hdirectional or Racetrack-Synchronization devices (see Fig. 3.14(a) and (i), respect-
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ively). But the movable parts can as well be placed only close to the waveguide and interact with
the photons but (ideally) don’t guide them, e.g. in the case of our Sbeams. Integrated optomech-
anical devices, like our membranes or cantilevers, are connected to free-space optics and do not
involve integrated photonic circuitry but only contain the movable, mostly resonating, structure.
The following nanofabrication steps describe the procedure for the Hdirectional, including both
photonic and mechanical structures. These are typically formed in separate lithography steps,
named “masked” and “through”, respectively. The latter defines the mechanical structures by
reactive ion etching fully through the silicon nitride into the cladding layer (Figure 3.3(e))
and thus allows the later release by underetching the mechanical parts (Figure 3.3(i)). The
masked step, in contrast (Figure 3.3(f,g)), leaves about 30 nm of silicon nitride to protect these
structures from being released. This is ensured due to the high selectivity of silicon nitride to
silicon dioxide when exposed to buffered hydrofluoric acid, which is 128 in our case.

Another way to protect purely photonic structures from being released is by defining “etch-
windows” in an optical resist that cover all structures to be protected and only exposes the
structures to BOE in the “window” regions (Figure 3.3(h)). This is especially useful when the
remaining silicon nitride ended up too thin and may break through in the etchant or when the
masked and through steps are combined into a single step by etching all the structures through
and then defining the windows for the structures to be released. It is not mandatory for the
masked and through steps to do them in a certain order or to combine them. Each way has
different pros and cons and may differ from device to device. This is discussed later in 3.3.5.

Both the masked and through lithography steps follow the same procedure and only differ in
the etching time during reactive ion etching. They begin with coating the chip with ZEP520A
resist for electron beam writing. It is - as the PMMA - a positive resist, meaning the exposed
areas will be removed during development. The chip is prepared the same as for the PMMA
coating by plasma ashing or dehydrating and is then spin-coated with ZEP at a speed of 4000 rpm
for two minutes and then baked at 180°C for another three minutes. Visual inspection under the
microscope tells if the coating is even and clean. Writing again takes place at the nanobeam
(Figure 3.3(d) through, (f) masked). In comparison to writing the metal pattern, ZEP needs a
different dose of 2.0C/m2 and maybe an adjusted beam current, depending on the size of the
structures. Trimming turned out to be not necessary and thus the trimming factors for both
main-field and sub-field trimming are set to 1.0000. We use Xylene as developer and hold the
chip with a tweezer into the chemical. For one minute the chip is gently stirred. Then it is rinsed
with - and subsequently stirred in IPA for about 20 s to rinse off the developer. The chip is then
blown dry with N2.

3.2.5 Reactive ion etching

Reactive Ion etching (Figure 3.3(e) through, (g) masked) is done with a recipe based on
SF6 and CHF3 chemistries and optimized for our SiN structures. Optimized means, that the
structures shall have vertical side walls, sharp edges, and smooth surfaces. Parameters to tweak
are the gas composition and pressure, power settings of the RIE and ICP generators, but also
the table temperature and etching time. This recipe is quite stable and has not to be adjusted
between different runs. The etch rate for SiN, however, which is about 2 nm/s (c.f. Fig. 3.12),
varies slightly and has to be adjusted. The machine is heavily used by different user groups,
each working with different chemistries and materials. It is imperial that gas compositions and
materials that can damage the machine or impact the functionality of our devices do not enter
the chamber. Still, even the permitted materials influence the subsequent processes. This can be
reduced (besides by running cleaning recipes) by running conditioning processes before etching
the samples. Conditioning means, that the recipe runs for some time on the empty chamber
to “condition” the chamber, e.g. this coats the chamber side walls with the desired atoms.
However, the conditions will never be exactly the same, however during this conditioning run,
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the subsequent etch rate can be estimated by comparing the so-called DC bias5 with our database
and using it to decide on the right etching time. Often, the DC bias during the following etch
run is slightly higher than during conditioning by about 2V which translates to about 5 to 10 nm
deeper etch into the SiN for the masked etch. Figure 3.6 shows a scanning electron microscope
(SEM) image of the cross-section of two adjacent waveguides.

1 μm

Figure 3.6: Scanning electron image of the cross-section of two adjacent waveguides out of SiN,
here with a layer of AlN deposited on top. Figure taken by Timo Sommer.

The resist serves as the mask during etching and needs to be removed afterwards, a process
called stripping. The sample is placed in a beaker with a strong solvent, like “ZDMAC”, and
sonicated for about 10 minutes at bath temperatures of 30 to 50 degree centigrade. Then, the
chips are transferred to another beaker with Acetone while being rinsed with Acetone out of a
wash bottle. It is again sonicated for a few minutes and then transferred to a third beaker filled
with IPA for a last ∼ 1 min sonication. During the transferal, the sample is first rinsed with
Acetone and then with IPA. Finally, the sample is taken out while being rinsed with IPA to
remove the last remaining debris or ZEP residues and blown dry with a N2-gun. After visual
inspection under the optical microscope (OM), the sample is ready for the next steps, may it be
another lithography step, release, or finally measuring the sample in the lab.

3.2.6 Release

As described above, it can be useful to define windows for the wet etch by a maskless aligner
(Figure 3.3(h)). This protects surfaces that shall not be in contact with the etchant. Whether
with or without further protection, we release the mechanical structures in buffered hydrofluoric
acid (BOE) with surfactant 7:1, ensuring a constant HF concentration during the release. This
step is sketched in Figure 3.3(i). The etchant etches SiN with a rate of 0.57 nm/min and SiO2 with
a rate of 76.5 nm/min.

After being taken out of the etchant, the sample is subsequently rinsed in two different beakers
with deionized (DI) water to remove the etchant and is placed in a transport beaker with DI
water. It is crucial, that the sample does not get dry at the surface, as the surface tension of
the drying water implies the risk to destroy the delicate structures. A solution is the so-called
critical point drying. The sample is placed in a chamber filled with Ethanol and is dried in
several cycles of heating and cooling and filling the chamber with CO2 under pressures of up to
50 bar. The goal is to bring the Ethanol from its liquid to its gaseous state without crossing the
line of direct liquid-gas transition in its phase diagram. This is done by moving it around the
critical point (hence the name) via its phase of supercritical fluidity. The highest risk in this step
is contamination as dirt in the chamber or on the sample will be all over the devices after the
process. Working very cleanly in this step is extremely important. This is usually the last step
in sample fabrication before the finished sample can be admired and measured, and destroying
the sample in this last step can hurt a lot.

5The DC bias is the bias between the upper electrode, applying the HF field, and the lower electrode, i.e. the
sample table. It is measured by the machine and results from the machine enforcing the set recipe parameters.
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(b)(a)

Figure 3.7: Finished Hdirectional device. (a) The full device, (b) zoom into the directional
coupler region. The distance between the grating couplers is 250µm and the length of the
coupling region is 168µm.

3.2.7 Electron beam writing

Before we conclude the description of the fabrication steps, let us take a closer look at the
electron beam lithography step, introduced above. The electron beam writer enables us to write
structures of the size of several hundred micrometers down to a few 10s of nanometers. Besides
the resist, also the type and size of structures influence the best set of process parameters. The
ideal dose, measured in C/m2, is obtained by a dose test: a test structure is written with a large
range of different doses and then developed. Under the optical microscope, it will become visible
which dose suits best. For an increasing dose, large structures first become fully developed as
many stray and secondary electrons will take part in the exposure of the desired structures.
But they also cross at the boundaries, at the edge of the structures, which shall be sharp in
the ideal case. Thus, increasing the dose even further leads to less pronounced edges. Small
structures, however, have their transitions from under, over ideal, to perfect exposure at little
higher doses. Underexposure at the boundaries of sub-structures, written consecutively6 can for
example lead to ridges in thin structures, like electrical wires or grating couplers (Fig. 3.8(c)).
This can be solved by tweaking the trimming value. A trimming value of 1 leads to writing the
structure exactly to the edge of a sub-structure. If there is a small mismatch when writing these
sub-structures one after the other, the structures might not be perfectly connected. Trimming
values larger than 1 lead to exposure slightly over the edge. In contrast, stray electrons might
anyways expose further than the boundary and lead to badly pronounced edges. In this case, a
trimming value smaller than 1 corrects for it. The right settings depend on the specific structure
to be written and have to be tweaked if necessary. Trimming values can be set for each, the
main field and the subfield. Usually, it is sufficient to find a good compromise for the ideal dose.
If further precision is needed it can make sense to use additional software (a powerful tool, that
we have at hand is the Genesys Beamer Software) for Proximity Effect Correction (PEC). The
pattern will be fractured into small sub-patterns, each with an adjusted dose, to reflect the effect
of stray electrons on the resist, not to be exposed.

The selected dose is reached by exposing the structure with the chosen beam current for a
certain time. The higher the beam current, the lower the exposure time. It is still not beneficial
to always go for high currents (∼ 10− 20 nA). Small structures and structures that are in close
proximity of each other will not be properly defined if the beam current is too high. In our case,
this leads to non-circular, shaped holes for the photonic crystal, such as those implemented in
the block part of the Hdirectional devices, instead of the desired circles. An example is shown in

6Keep the words main field and subfield in mind. What that means will be revealed below.
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(b)(a)

(c) (d)
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5 μm

Figure 3.8: Potential issues in electron beam writing. (a) Stitching errors between neighboring
main fields result in a horizontal shift between the grating coupler and waveguide. (b) Non-
circular photonic crystal holes due to too high beam currents. (c) Ridges in the grating coupler
structure due to underexposure. (d) Missing subfields due to 1-dimensional structures in the
pattern file, not corrected by the merge function. Insets: (top) One-dimensional structure as
appearing in the gds file on the gap next to a waveguide. The features in this image have been
enhanced for clarity. (bottom) Example of such a subfield written at a random location on the
chip instead.
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Fig. 3.8(b). The solution is to select the lowest possible beam current (∼ 1 nA) at the expense of
writing time. Which currents are available varies from run to run and depends on the calibration
of the machine, done right before writing the chips. A detail, that shall not be further explained
here, is the alignment of the beam, which can be optimized for small stitching errors (vertical
beam landing) or low off-axis deflection aberrations (“optical” beam landing). The latter option
is preferable for small structures and is available for small beam currents in the database of
the machine. Switching to small currents with optical beam landing solved our issues with the
non-circular photonic crystal holes.

As mentioned above, the full structure is fractured into smaller sub-structures: the main
fields and subfields. While writing, the electron beam is deflected to follow the pattern. In
the center of a main field, the beam hits perpendicular to the sample surface. The further the
beam is deflected towards the edges of the main field, the higher is the angle. When a full main
field is written, the stage mechanically moves to center the beam over the next main field. A
typical main field size is around 400µm. If possible, a structure on the chip should not cross
the borders of a main field, as this is a typical source for misalignment when the stage does
not perfectly settle at the next position. We are talking about the precision of several 10s of
nm reached by a mechanical stage! The main field is further divided into subfields. After one
subfield is fully written, the beam deflects to the next. Here, the stage is not moving. A typical
size for subfields is 20µm. Our devices are much larger than that (two grating couplers have a
distance of 250µm), thus crossing many subfields. This is unavoidable and usually not a major
problem, but so-called subfield stitching errors can appear if the neighboring subfields are not
perfectly aligned with respect to each other. To reduce the risk, subfields should only cross, e.g.
a waveguide, and not divide it along its length. It is possible to tweak the sizes of the (square)
main fields and subfields and apply an offset with respect to the (0, 0)-location.

We create our patterns with Matlab in the gdsii file format (.gds). To make it readable by
the electron beam writer, we first have to convert it with the software “nbpat” to a so-called
pattern file (.npf). With this software, e.g. the layers to be written in this run and the main field
and subfield dimensions are selected. Another important functionality is the so-called “merge”.
Our gds files contain many 1-dimensional structures, i.e. lines, (see inset of Fig. 3.8(d)) that in
principle should not influence the pattern to be written. However, the more of these structures
are present, the higher likely it is that a few of them create issues as shown in Fig. 3.8(d), i.e.
subfields are not written at the correct but random nearby location. The appearance of this error
can be drastically reduced by “merging” the structures, separated by these lines. After applying
this functionality, the number of remaining unwanted lines is strongly reduced. Figure 3.4 shows
a pattern that does not suffer from any of the above-mentioned issues and came out very nicely.

3.2.8 Inspection

Inspecting the devices helps to target issues in the fabrication process and faulty devices and
helps to learn which steps can be improved. Doing so after every nanofabrication step avoids
the situation that one keeps fabricating a chip that should have been discarded earlier within
the process because some mistake was made and a step did go wrong. The fabrication processes
are quite complex and delicate, so this happens regularly. The fastest and most often performed
analysis method is the inspection under the optical microscope (Fig. 3.9(a)). These images
can be taken fast with usually sufficient resolution. It can be done easily between different
nanofabrication steps and reveal contamination, broken devices, or issues in the pattern.

Also measurements with the reflectometer (Fig. 3.9(d)) are done regularly. This gives
information about the thicknesses of the SiN and SiO2 layers. This information is very useful
to check the etch depth after etching with the RIE and tells if re-etch is necessary or if etch
windows need to be applied to avoid breakthrough during BOE.

Another useful device is the profilometer (Fig. 3.13). It measures the sample profile by
scanning over it with a sharp tip and gives information about step heights, gaps, and gets the
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profile of structures. This can either confirm the results from reflectometry or be used when
reflectometry cannot be performed, e.g. when a refractive index is not well known or the feature
size is smaller than the spot size.

Scanning electron microscopy (Fig. 3.9(c)) provides beautiful (as well as very insightful)
images of the micro- and nano-world. We use it to visualize the device surface and cross-section.
Especially when looking at the released and therefore delicate optomechanical structures, SEM
tells us if there is structural damage and if devices are fully released. It furthermore gives
information about contamination of the devices and we can measure the device dimensions. The
latter gives us a number at hand for lateral etching during the RIE process and provided essential
information on the stress relaxation of our Sbeams, discussed in detail in chapter 6. We aim for
obtaining SEM images only after the chip has been measured in one of our setups as SEM holds
the risk of electrical charging and carbon depositions that might influence the dynamics of the
devices.

Atomic force microscopy (Fig. 3.9(b)) also provides information about the surface struc-
ture and roughness of the sample. E.g. for comparing the influence of the wet etch on the
smoothness of the different surfaces.

Figure 3.9: Sample analysis using different techniques. (a) Optical microscope image of an
overview over several full scale devices. (b) AFM image zooming into a part of a grating coupler
providing information of the height profile. (c) SEM image of the holes of a photonic crystal
pattern of a Hdirectional device. (d) Reflectometer measurement of a SiN layer on SiO2 on Si
substrate. Displayed is the reflectivity of this layer stack over the wavelength.
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3.3 Optimization of nanofabrication

The nanofabrication processes need to be regularly re-evaluated and optimized to get high-quality
devices. For example, the optimal dose can change over time. Aging resist can change its viscosity
and thus its thickness after spinning. This might require an adjusted spinning speed or dose.
New bottles of resist might as well have slightly different properties and require adjustments in
the respective process parameter. But also other nanofabrication steps have been optimized over
time. In this section, new findings and “lessons learned” that lead us to improve the processes
over time are described.

3.3.1 Wafer dicing

Dicing the wafer is best done by a professional company. A 4-inch wafer gives us roughly 100
chips with our preferred size of 10× 6mm. The costs lie well below 100 € per wafer. Dicing the
wafer manually is very time-consuming and the result is never as good as when it is done with a
wafer saw. The break-line is first scratched with a diamond scribe. This can be done at a cutting
table, with a stage, positioning screws, and a mounted scribe, or with a similarly well outcome
with a triangle ruler and a handheld scribe. In both cases, the wafer or piece of the wafer is
broken along the scratch. This mostly works properly, but whenever it does not, scraps are
produced. As breaking the wafer requires applying some pressure, there is a relatively high risk
that these scraps damage the delicate sample surface even though it is covered with protective
resist. And the sample dimensions are typically not as precise as when diced professionally,
however, the tolerance of the nanofabrication machines is typically big enough, such that this is
not a major problem. Another benefit of a wafer saw is the resulting perpendicular edges, which
makes the sample much handier to grab with tweezers. Broken edges typically have an angle
and the risk of losing the sample or flipping it when moving it in or out of a beaker is strongly
enhanced. Anyone who lost an almost finished sample after days of fondly preparing it in one of
the last steps appreciates a good grip with the tweezers.

(b)(a)

Figure 3.10: Chip diced (a) manually with a diamond scribe and (b) with a wafer saw.

3.3.2 Precision of the marker positions

The alignment of the pattern of subsequent lithography steps is done by automatically positioning
and focusing the square gold markers. This needs high precision to get the best possible alignment
of the different layers. In some patterns the route of the photons consists of waveguides written
in different steps (e.g. when parts of the path are released), a tiny mismatch between the layer
can thus dramatically increase the scattering and loss of the light at the interfaces. We thus
always use the same set of markers in subsequent writing runs to avoid mismatch in case the
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different sets of markers are not perfectly aligned with respect to the other. The precision of
different positioning attempts can be read from the logfiles that are created by the machine and
scaling, shear, and keystone of the pattern can be obtained. A test run7 with repeated positioning
shows a maximum mismatch8 of only 8 nm for the worst marker when performing 10 subsequent
runs. The deviation of the autofocus of these runs corresponds to ∼ 500 nm which is four times
better than what is considered as “good” by the machine manual9. The precision of different
runs can also be checked with an optical microscope or an SEM as shown in Fig. 3.11 for very
good precision (a) and large mismatch (b). An analysis with the SEM where the deviation of
an auxiliary pattern (written together with the devices) from the gold crosses (written together
with the alignment markers) was performed as well10. A cross is present in each corner of the
chip and surrounded by the auxiliary pattern of two different lithography runs. The mismatch
in some regions was low enough to be unresolvable with the SEM, while the largest observed
mismatch was 380 nm, which is quite large, given that the waveguide width is typically 1µm
and for some chips, the waveguides of two different runs have to align with each other. A way
to improve the alignment is the protection of the markers during dry etch. If the pattern shows
different deviations at the crosses in different corners, this is a sign not only of a shift in the
pattern but also of rotation, shear, or keystone. An analysis returned a stretching of the pattern
over the whole width of the chip of up to 13µm11. The pattern deviated from a perfect rectangle
(orthogonal x- and y-axis) by 0.34 degree. The maximum measured rotation of the pattern with
respect to the crosses was less than 0.8 degree. As a further consequence of the variations in the
quality of alignment, which often turned out very well but sometimes rather bad, we applied an
additional step to the fabrication routine of our wafers and cover the markers with SU8. But not
only imperfections in the alignment and imperfections in the alignment markers play a role in
the mismatch. The temperatures before and after the lithography runs were tracked and gave an
expected thermal expansion of the distance between two horizontal markers of up to 13 nm. The
thermal expansion can play a role, both when writing the actual devices, but also already when
the markers are written on the whole wafer. In the latter, the exposure time is much longer and a
thermal expansion of half a micron over the whole wafer was estimated. This can be reduced by
writing the extensive visual layers of the gold pattern in a different step than the gold markers.
Thus the gold markers are written in a much shorter time period and experience less thermal
expansion. This is by now applied to the fabrication routine.

3.3.3 Descum

As Fig. 3.5 showed, the evaporation and liftoff of the gold are also not trivial. Panel (b) shows
the situation where parts of the gold wires came off, electrical contact via these wires is not
possible anymore. The reason can be, that after development, a thin layer of resist of just a few
nanometers might remain on the surface and keeps the gold from sticking properly. It can thus
be a good idea to add a descum step between the development and the evaporation. This is
simply an ashing step with oxygen plasma of a few seconds and removes any thin layer of organic
residues on the SiN surface.

3.3.4 Reactive ion etcher

Reactive ion etching is done by running a recipe, optimized for the specific material and structure.
The recipes typically follow a certain structure. They start with a pump-down step, providing
a proper vacuum of around 10−5mbar followed by a step of letting the gases into the chamber,

7The test was performed on sample WSN03_67.
8The mismatch was calculated from the position parameters, returned by the machine.
9Version v2018-08-27.

10These tests were performed on the chips SN034 and SN053.
11This analysis was performed on the chips WSN03_29 and WSN03_58.
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Figure 3.11: Alignment of the ring resonator and suspended beam (i.e. the through and masked
layer) on our racetrack devices. (a) No mismatch of the layers is visible. The figure is taken with
an optical microscope. (b) Large lateral shift between the layers. The figure is taken with an
SEM. Both panels are taken from [137].

stabilizing the gas flow. Often a “strike” step is necessary to ignite the plasma. This is not always
needed, if the powers and gas pressures of the etching recipe are high enough, the plasma ignites
anyways but if not, a few seconds of striking are needed. The strike step has in principle the
same process parameters as the etch step, but with higher power and/or gas pressures, before
regulating them down to the values of the recipe. The process parameters and gas chemistries
are optimized for the materials and structures they shall etch. In this work, we stick to one
recipe, optimized for integrated photonic and mechanical structures out of SiN on SiO2. The
etch depth is set by setting the proper etch time. The etch depths over time for SiN and SiO2,
respectively, are plotted in Fig. 3.12, once measured by the ellipsometer (a) and once measured
with the profilometer (b). Both results match nicely. It becomes clear from the plots that both
materials have different etch rates. The etch rate of the recipe on SiN is ∼ 2 nm/s and of SiO2 is
∼ 1 nm/s. As mentioned above, the exact etch rate depends on the usage of the machine before
the run, i.e. which other materials and chemistries have been etched before. This influence can
be reduced by running chamber cleans and conditioning runs. Another influence on the etch rate
is the thermal conduction to the table. The table is cooled by a constant He gas flow. The sample
can be either just placed on the table, however, it is recommended to add a thermal connection.
As often done in reactive ion etching, we use a droplet of Fomblin oil, that we place below the
sample. The amount of oil slightly differs between different runs, which has little influence on
the etch rate. If one wants to further reduce the variation, one can consider using a thermally
conducting sticky tape instead of the Fomblin.

3.3.5 Optimization of process flows

Devices with both optical and mechanical structures undergo several lithography steps, namely,
“masked” (used for photonic structures, not fully etched through the SiN layer), and “through”
(used for mechanical structures, etched into the cladding layer). Optionally lithography steps
to apply metallic structures (used for electrodes) and for the opening of etch windows (optical
lithography, protecting structures during BOE or RIE) are performed as well. There are several
options to structure the process flow: start with the masked and continue with through, or vice
versa. Optionally windows can be applied next. Or, if all structures (both optical and mechan-
ical) are etched through, the windows step is mandatory. The latter prevents mismatch between
the masked and through layer due to different alignment at the electron beam writer. Using the
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Figure 3.12: Etch rates of our inductively coupled plasma-assisted reactive ion etching recipe
optimized for optical and mechanical structures on a SiN platform. Plotted is the etch depth into
the material versus time, measured with (a) an ellipsometer and (b) a profilometer. The trend
is linear with a little offset, due to the strike step, having a higher etch rate for a few seconds in
the beginning. The kink in the data appears when the SiN layer is fully etched through and the
SiO2 starts being etched. The measurements and analysis were performed by Burak Yildiz [148].

same alignment markers in both steps, however, turned out to provide proper alignment. There
is no final answer to which of these process flows provides the best outcome, it has to be decided
for the individual task. In the case of beams integrated into racetrack cavities, it turned out
to be favorable to first do the through and then the masked step. The reason is, that if the
structures are already etched (masked), the resist is not evenly covering these structures. During
the subsequent longer etch (through), the resist can break through at the edges of waveguides
which then deteriorate. Hdirectional devices, in contrast, gave better outcomes when first doing
the masked and then the through step. Here, the argument is, that if the through step was done
first, the trenches next to the gold electrodes are such deep that in the following lithography
run (masked), the resist does not cover the edges of the gold (55 nm above the SiN surface)
thick enough, to protect them during the masked etch and the gold becomes deteriorated during
RIE etching. Besides the additional gold layer on the Hdirectional devices, a further difference
between these two projects is that a different bottle of electron beam resist (ZEP 520A) was
used. The resist for the latter turned out to be slightly less viscous, leading to a different profile
at the edges of the fabricated structures. This relatively small difference in fabrication made
it necessary to swap the two lithography steps. Additionally, the relation between the spinning
speed and the profile of the ZEP resist over already applied structures was studied. Figure 3.13
displays two measurements of this study. During the fabrication of the Hdirectional device, pro-
filometer measurements were taken. The electrodes are already applied and the “through” etch is
performed. Then ZEP is applied for the “masked” step with a spinning speed of 3000 rpm (panel
(a)) and 2000 rpm (panel(b)). At the regular spinning speed of 3000 rpm the coating is very
thin close to the edges of the electrodes and is expected to break through during the next etch.
At the smaller spinning speed, the thickness is much larger especially close to critical structures.

It is in principle possible to also follow the “re-etch” scheme, where first, all structures (both
optical and mechanical) are etched masked, and then optical photoresist windows are opened
over the mechanical structures and re-etched (hence the name) in the RIE. This method avoids
lateral mismatch between the masked and through layers (they are written in the same run), but
as the structures to be released are not protected during the re-etch, they are also etched and
create a vertical step at the boundary. Thus the latter method turned out to be not preferable.

More detailed discussions of the process flows can be found in the Master’s theses of Xiong
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Yao [137] and Sarath Chandran [149].

Figure 3.13: Profilometer measurements on a Hdirectional device covered with ZEP taken
during fabrication. The electrodes are applied and the through etch is performed. Black: profile
taken on the blank surface, blue: profile taken with ZEP applied at 3000 rpm (a) and 2000 rpm
(b). The figure is taken from [149].

3.4 Post-fabrication

The finished chip is now ready for measurements in ambient conditions. It can directly be
placed on the QMS setup and after approaching and aligning an optical fiber array (FA) optical
transmission spectra like wavelength sweeps can be taken. If the sample, however, is to be placed
in a vacuum chamber and mechanically actuated, it is mounted on a printed circuit board (PCB).
In Figure 4.5(c), a close-up view of a chip on a PCB, mounted in a vacuum chamber is shown
together with the arm of a fiber array placed over it. The actuation is done via a piezo element -
a thin plate made of piezoelectric ceramics at about the size of the sample. This plate is covered
with a thin layer of gold to facilitate the wire bonding and is electrically contacted from both the
top and the bottom and placed underneath the sample. An RF signal applied to the electrical
contacts is translated into the motion of the plate and “shaking” the sample and thus driving
the mechanical devices of interest (more details in Sec. 4.6). This is realized by first gluing the
piezo element onto the PCB with conducting silver paste. Then the sample is glued again with
silver paste on top of the piezo. It is crucial to use such little of the silver paste that there is
no electrical contact between the top and the bottom of the piezo to avoid a short. After each
of these two steps, the silver paste is dried by placing the PCB on a hotplate and heating it at
100 °C for several hours. While the bottom of the piezo is glued to an electrically conductive
area on the PCB, the top part is contacted by bonding a wire to both the piezo and the PCB.
The electric signal can then be applied via an RF connector. To perform the measurements the
whole PCB is screwed onto the sample stage inside one of the vacuum chambers. How these
setups are designed and how measurements are performed is described in the following chapter.

3.5 Devices

This chapter is concluded with a brief introduction of the devices mentioned above while describ-
ing the nanofabrication steps. Two of these devices will be discussed in depth in the following
chapters: membranes are discussed in Chapter 5 together with the application of the SVC for the
efficient and robust mode shape mapping based on a phase-lock loop. Pre-displaced beams for
the study of geometrical tuning of stress in these resonators are discussed in Chapter 6. Some of
the other devices will come back in the following chapter, describing the setups, to indicate which
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Figure 3.14: Devices that will be mentioned throughout this thesis. (a) Hdirectional,
(b) Hresonator, (c) Sbeam, (d) membrane, (e) two-dimensional drum array (top) and one-
dimensional drum array (bottom), (f) trampoline, (g) cantilever, (h) photonic crystal beam,
(i) racetrack. The bottom panels in (a,b,c,h) show a zoom into the functional region of the
respective device. The device dimensions are described in the text.

setup is the right tool to characterize the specific devices. The racetrack device already served
in the previous chapter as an example when some principles of optomechanical measurements
have been discussed. It will also be used as a complementary example when discussing some of
the measurements in the following chapters.

Figure 3.14 displays the images of many of the devices studied in our group, however, it only
displays a selection and is not complete. The Hdirectional (a) has been introduced above and
is an electro-mechanically tunable directional coupler. A directional coupler is the integrated
pendant to a beam splitter and allows to couple the light field (or single photons) from the
original to an adjacent waveguide. The coupling ratio (probability)12 is mainly dependent on the
length of the interaction region of the waveguides and their distance. Also, the tapering region
and mode confinement do play a role. When a medium that allows for propagation of the light
reaches into the evanescent field of the mode coupling takes place. The coupling ratio is fixed

12When going from a light field to single photons the concept of the coupling ratio is replaced by coupling
probabilities, for simplicity, in the following I will only use the term coupling ratio.
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for simple static directional couplers. Placing heaters next to the waveguides, allows to tune the
coupling ratio, however, suffers, e.g. from a low switching speed [150]13. Instead, we are working
on the Hdirectional for fast and repeatable switching (MHz regime). As already introduced
earlier in this chapter the Hdirectional consists of two independent optomechanical devices, each
in the form of an H. One arm serves as a waveguide and the other arm has gold evaporated
on top to move the device in-plane by electrostatic forces. The two arms are connected with a
photonic crystal patterned block. The photonic crystal is designed, such that it forms a band gap
around the targeted wavelength of 1550 nm to ensure that light is not leaking from the waveguide
arm into the block. To contact the electrodes by an electrical probe, contact pads (rectangular
gold structures in the image) are placed above the device. Two of these devices are placed in a
mirrored fashion, such that their waveguides are in close vicinity and build a directional coupler.
Applying a voltage to the electrodes will push (pull) the waveguides closer together (apart). The
bottom panel of (a) shows a zoom into the functional region of the directional coupler. In any
device including grating couplers, the distance between two of the latter is 250µm. Panel (b)
shows a Hresonator device. The principle is very similar to the Hdirectional [144], however, only
one H-shaped device is used and placed, e.g in the vicinity of one arm of an integrated Mach-
Zehnder-interferometer. As visualized in Fig. 2.8(a), when the arm is reaching the evanescent
field of the light passing through the waveguide, the effective refractive index, that the light
“feels” changes, and the light passing this arm of the Mach-Zehnder-interferometer picks up an
additional phase. This causes a change in interference when both arms recombine. Driving
the device, i.e. periodically changing its distance to the waveguide, dynamically influences the
intensity of the detected signal which allows measuring, e.g. resonance frequencies and quality
factors. Placing particles, e.g. microspheres, on the resonator block, changes its dynamics and
allows to sense these particles and to draw conclusions, e.g. about their mass. The bottom panel
shows a zoom into the interaction region of the MZI and the Hresonator. Panel (c) displays the
Sbeam device. The detection principle of the dynamics of this curved beam is analogous to that
of the Hresonator. The bottom panel again shows a zoom towards the mechanical device. This
device is the main actor of its own project on geometric stress tuning, extensively discussed in
Chapter 6. Panel (d) shows a membrane consisting of an underetched SiN layer. The membrane
is perforated with holes that serve as origins for the etching process. This membrane has a
side length of 275µm and will extensively be studied in Chapter 5. Panel (e) displays a two-
dimensional (top panel) and one-dimensional (bottom panel) array of overlapping drums. The
fabrication principle is analogous to that of the membrane, however, the distance between the
etch holes is so far away that after the wet etch, they are not fully released and the boundaries of
the drums are still connected to the substrate. Thus, such devices allow the study of the coupled
modes of many drums, up to much larger arrays than displayed here. The diameter of each
drum is 20µm. Panel (f) shows a trampoline device, an underetched block, only held by four
strings at its corners, connecting it to the bulk. The width of the block is 200 µm. In panel (g)
a cantilever device can be seen. Exfoliating flakes of transition-metal dichalcogenide monolayers
and placing them on the paddle allows for experiments on exciton generation. The dimensions
of the paddle are 5 times 10 micron and its connection to the bulk is 1 times 10 micron large.
A typical calibration device is shown in panel (h). It consists of two grating couplers connected
by a waveguide with a width of 1µm. As each chip is fabricated a tiny bit differently, also the
transmission profiles of the grating couplers (see Fig. 2.2) will be different on each chip. Such
devices are added to each chip and additionally allow for the compensation of the grating coupler
transmission profile of the measured data of more complex devices [80]. The bottom panel shows
that the specific device displayed here is not a pure calibration device but has photonic crystals
integrated into the waveguide. The purpose is to study their band gaps and utilize them for

13A discussion of different types of tunable directional couplers and phase shifters can be found in the work of
Sebastian Müller [150].
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other devices like the racetrack device in panel (i)14.
This racetrack device is basically a ring resonator with two beams integrated into the wave-

guides. The purpose is to study the dynamics of these beams and couple them purely by the
optical field and finally synchronize their motion. In a first attempt, we aimed to use the ridge
below the beams, which remains when releasing the beams for just the right time, for the op-
tomechanical coupling. We learned that the coupling is not strong enough to observe the optical
spring effect and initiate synchronization, so we next placed an extra beam in the near vicin-
ity of each of the integrated ones. To avoid the leakage of light into the bulk, these auxiliary
beams are patterned with a photonic crystal. For choosing the right design parameters, the
above-mentioned study on the patterned calibration devices was instrumental [138].

The next chapter will explain the design, construction, and characterization of the setups,
which allow us to study the devices, whose fabrication was introduced above.

14A good discussion of the appearance of band gaps by the integration of photonic and phononic crystal patterns
into our waveguides can be found in the work of Burak Yildiz [148] and Julia Lamprich [151], respectively.
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CHAPTER 4

Setups

In this chapter, the setups used for the measurements of the projects presented in this work are
described and their main characterizations are shown.

My personal contribution to the content of this chapter, i.e. the building of the three setups
described in the following, is:

• quick measurement setup: setting up parts of the setup, like the stages and stage controllers,
and performing transmission tests on grating couplers and a variety of devices. Some
characterizations have been taken over by students under my supervision.

• large vacuum chamber: planning and setting up of the chamber and its components. This
includes the soldering of connections, applying fibers, performing pressure tests, and initial
transmission tests for the proof of principle. I also built the electronics environment to
integrate an attenuator for the attenuation of the excitation powers. Students took over,
e.g. the integration of the pressure meters into the framework.

• square vacuum chamber: planning of the optical paths and setting up parts of it. Several
students strongly assisted with the characterization of the optical components.

Furthermore, I worked on the integration of measurement devices into the Labview environment
and the improvement of VIs.
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measurement devices

4.1 Introduction

The measurements presented in this work were performed on various setups built by our group.
They are designed for our specific needs and are constantly improved and extended. Meas-
urements that don’t require low pressures, i.e. the characterization of photonic devices, are
performed in the so-called “quick measurement setup” (QMS). It enables measurements under
ambient conditions, i.e. at ambient pressure and temperature, however, the stage has an integ-
rated heating element. Typical measurements are wavelength sweeps in the near-infrared (NIR)
regime. An electrical probe allows contacting electrical devices. For measurements on mechanical
devices we have two vacuum chambers available, each reaching the low 10−5mbar regime to allow
for high quality factors. In this thesis, they are referred to as “square vacuum chamber” (SVC)
and “large vacuum chamber” (LVC). The former is designed for free-space optical measurements
on integrated optomechanical cavities. The latter is connected - similar to the QMS - with fiber
optics and allows measurements on integrated optomechanical circuits, typically realized via an
integrated Mach-Zehnder interferometer or a ring/ racetrack cavity. The mechanical devices are
driven via a piezo element which in turn is actuated via an NWA. An electrical probe can be
used to electrically contact the devices and actuate them capacitatively. The samples in both
chambers are mounted on x-y-stages and can be actively heated or cooled. Besides the NWA,
other measurement devices e.g. SPA, LIA, or spectrometer can be used in these setups. All
setups are mounted on optical tables to decouple the measurements from environmental vibra-
tions. LabVIEW is used to control the - to a large extent - automatized measurement procedures
and obtain the data. As all setups were built from scratch during the time of this work, I will
present the main aspects of their functionality and characterization in this chapter.

4.2 Measurement devices

For the acquisition of the data on the different setups, we have several measurement devices
at hand, each serving specific tasks. Low-frequency sweeps are recorded with a data acquisition
system (DAQ) and read by Labview and its results are written into a data file such that the sweep
parameters are connected to the data acquired by the DAQ. Such measurements are performed
at the QMS and LVC and typically are wavelength or laser power sweeps. In the SVC the low-
frequency data is extracted from the signal by a bias tee and recorded with a picoampmeter.
This way the optical transmission through the beam path can be measured and utilized to align
the setup. This data also serves to record the reflectivity maps of devices while taking the
two-dimensional mode maps. Driven dynamic measurements on our optomechanical devices are
typically taken with an NWA. As described above, the NWA sends a signal into the system to be
measured and records the amplitude and phase response. The signal is mostly sent to the piezo
to drive the sample but can also be applied to electrodes (e.g. at the Hresonator or Hdirectional)
integrated on the chip. Some choices have to be made when setting the measurement parameters:
firstly the frequency range (span) has to be chosen, which in our case lies in the low MHz regime
and depends on whether an overview scan over several modes or high resolution zooms into
individual modes shall be performed. The resolution is influenced by the set number of data
points and segments, which the range is divided into. The intermediate bandwidth (IFBW) has
a strong influence on the quality of the data. A lower IFBW results in better resolution and
SNR at the expense of longer measurement times as smaller chunks of the span are measured
at a time [152]. The excitation power as well influences the SNR. Too low powers lead to small
excitation of the device that might not at all or hardly stand out from the noise. A high SNR
is favorable with the limitation that too high powers lead to nonlinear driving of the resonator
which typically shall be avoided. The best IFBW and excitation powers depend on the individual
device to be measured.

Additionally to the NWA the SVC has a LIA connected that can also take frequency sweeps
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but is mainly used to lock to specific modes and measure the response exactly there. This is
utilized in the PLL setup described in Chapter 5. Up to six modes can be locked simultaneously
by locking to their phases that have been obtained before the measurement. This allows for
fast measurements of the mode on a large number of locations on the device as required for
two-dimensional mode maps.

The SPA does not drive the devices but measures the frequency spectrum of the input signal.
That way the power spectral density can be acquired and used to e.g. measure the thermal
motion of the device (see Sec. 5.5) [153]. Here an important parameter to select is the resolution
bandwidth (RBW) which is a measure of the minimum required separation between two frequency
components to visually separate them. The setting of the RBW affects the frequency resolution
of the trace and the measurement speed. There is a trade-off between the resolution and the
measurement speed. If the measurement takes too long, the mode might drift in frequency
during the measurement and result in a distorted mode with increased linewidth and less precise
location in frequency space. These measurement devices are integrated into the larger frame of
setups described in the following.

4.3 Quick Measurement Setup

The QMS is the most frequently used setup in our lab environment. As the name indicates, it
is quick to place a sample and start the measurement. No pump-down of a vacuum chamber or
cooling to cryogenic temperatures is necessary. For most measurement schemes the measurements
run fully automatized and all data is readily collected when coming back to the setup after a few
hours1. Integrated photonics circuitry, like ring resonators or directional couplers, is measured
with this setup. But also integrated optomechanical devices are characterized before they are
extensively measured in the LVC (see Sec. 4.4). It is of interest to compare the photonic behavior
of the devices before and after release, i.e. with and without the cladding layer beneath the
mechanically active devices. Without much hassle, the chip can be measured in between the
nanofabrication steps, before and after release. It can also be verified, that - at least from a
photonics point of view - the devices are working properly before the chip is mounted into the
vacuum chamber and brought to vacuum.

The setup, as sketched in Fig. 4.1 is able to measure integrated photonic devices by coup-
ling the laser into the circuitry via a FA-to-grating coupler interface. The measurement scheme
typically includes one single-mode input fiber (yellow fiber in the sketch) and one to three multi-
mode output fibers (blue fibers in the sketch)2. See Sec. 2.3.2 for the discussion about the ideal
combination of single-mode and multi-mode fibers. As mentioned above, the setup is automat-
ized, by moving from device to device on the chip and fulfilling the measurement procedure on
each device. Moving to the next device is done by moving the sample holder with an x-y-stage
(more about the stages in Sec. 4.8) until the (fixed3) fiber array is placed above the next device.
This can be done by tracking the transmitted light while moving the stage and registering the
next device by the signal surpassing a certain threshold. Another way is by using the anchor-
ing functionality: Before starting the measurement, at least four devices in each corner of the
chip are positioned manually and their locations are saved. By providing the design file4, the
locations of all devices are calculated and can directly be addressed by the stages. Either way,
after the device is (roughly) placed below the fiber array, the sample moves repeatedly in x- and

1Exceptions from the full automation are, when devices shall be measured repeatedly with different settings
of non-automatized components.

2The input fiber is a single-mode fiber to ensure a well-defined mode being coupled onto the chip. The output
fibers, collecting the light from the output grating couplers are typically multi-mode fibers as of their better
collection efficiency.

3The fiber array is fixed in the x-y-direction and manually adjustable in the z-direction.
4The design file (.dev) is created together with the .gds file when compiling the Matlab script with the pattern

for the lithography steps.
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Figure 4.1: Sketch of the QMS setup shown in Fig. 4.2. FPC: fiber polarization controller,
yellow line: input fiber guiding the laser light onto the sample, blue lines: output fibers, collecting
the light transmitted through the device. The output fibers end in photodetectors, connected to
a DAQ. The motorized x-y stage and laser are Labview controlled. The data coming from the
DAQ is also read by Labview. Figure adapted from [143].

y-direction over the transmission peak, and the transmission profile is tracked to optimize for
the location with the highest transmission. The stage control and data collection are done via a
Labview interface. A detailed description of the virtual instruments (VIs) shall not be part of this
work. Only so much: The control consists of various interconnected (sometimes independent)
VIs, that are constantly improved and added with new functionality by members of our group.
The VIs are also controlling the measurement devices, like the laser or temperature control, and
are responsible for writing the obtained data into the final data file. The different components
of the setup shall now be explained in the order of the path, the light travels through the setup
- from the laser to the detector.

As a light source, any fiber-based laser (or free-space laser with fiber coupling) can be con-
nected. Initially a HP8168F step laser5 was used. We later connected a Santec TSL550 sweep
laser6, which is capable of much higher measurement speeds. The first was very well suitable
to measure devices, like directional couplers, photonic crystals, and setup or grating coupler
characterizations. There, typically measurements of one data point per nanometer are sufficient.
However, as it steps through the wavelengths, this laser takes unreasonably long to measure, e.g.
ring resonators or racetrack cavities, where typically 10 − 100 thousand data points are taken
over the wavelength range. Thus, to properly resolve the ring resonances, which have a linewidth
of a few 10s of pm for high-quality devices, the fast sweep laser, as it - as the name tells - sweeps
through the wavelengths with high resolution. Figure 4.2(a) shows a photograph of the setup
sketched in Fig. 4.1, with the sweep laser to the right (white device cover).

The light travels through the fiber polarization controller (FPC). The FPC consists of three
3D-printed paddles that can be rotated, as shown in Fig. 4.3(a). The fiber describes three
windings in each paddle. By adjusting the rotation of the paddles, the polarization direction
(not the polarization itself) can be selected, comparable to a λ/2-plate in free-space optics. The
polarization is adjusted, such that the transmission through the device is optimized (i.e. obtaining
the highest signal from the detector). This is necessary as the efficiency of the grating couplers
is very much polarization dependent and a wrong setting can cause a drop in coupling intensity
by several 10s of dB. After the FPC, the fiber is connected to a FA. The fiber array guides the

5The laser has a wavelength range of 1450 − 1590 nm with 1 pm wavelength resolution. Source: Internal
HP8168F specification sheet.

6The laser has a wavelength range of 1480 - 1640 nm with 0.1 pm wavelength resolution. Source: TSL-550
Operation Manual.
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Figure 4.2: QMS setup. (a) Overview of the whole setup. (b) Sample holder and arm holding
the fiber array. A sample is placed below the fiber array. At the top of the image, the camera
objective for the observation optics is visible (black part). (c) Zoom towards the fiber array and
sample. The devices on the sample are visible. The fiber array is reflected on the sample surface.
(d) View through the observation camera onto the sample with devices on it. The red light is
sent through one of the fibers and projected onto the sample. This is not the measurement laser
(NIR) but a test laser in the visible regime used to align the grating couplers of the devices below
the fibers.

light onto the integrated grating couplers and is mounted on an aluminum arm over the sample
(Fig. 4.2(b,c)). In panel (c), a mirrored image of the fiber array is visible on the sample surface.
The distance between the real array and the image is a measure of its distance to the sample
surface during alignment. The structures, that appear on the chip, are the fabricated devices
to be measured. The fiber array is tilted with an angle of 8° with respect to the normal axis of
the sample, which ensures high coupling between the FA and the grating coupler. The distance
between FA and grating coupler can be changed by moving the aluminum arm up and down
with a micrometer screw. The coupling is not only dependent on the x-y-position (see Sec. 2.3.2)
but also on the z-position. In general, the highest transmission is ensured, when the FA is as
close as safely possible (without physically touching the sample surface) over the sample and the
x-y-position is optimized. The FA consists of four single-mode and four multi-mode fibers, as
mentioned above, the single-mode fibers are typically used for the light coming from the laser and
the multimode fibers are used for the light collected from the output grating couplers. Which
grating coupler is used for input and output is defied by the propagation direction of the light,
the grating couplers themselves do not differ in any way, whether they are used as input or
output couplers. The grating couplers of some devices, that shall be tested on their symmetry
of transmission, like 4-port-devices or directional couplers, actually are altered in their function
as input or output couplers.

After being transmitted through the device, the light led into a New Focus NF 2053 photore-
ceiver7, which converts its intensity into a voltage. The detector- and setting-specific gain value

7The detector covers a wavelength range of 900 − 1700 nm and has an adjustable transimpedance gain from
626 to 18.8106 V/A. Source: Users’ guide 10-MHz Adjustable Photoreceivers Models 2051 and 2053.
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in V/mW has to be entered into the VI before the measurement, as well as the detector offset,
i.e. voltage measured when the laser is turned off. The voltage signal from the detector is fed
into a DAQ from National Instruments. The obtained data is now transferred via a USB cable
to the VI on the measurement computer and finally written into the data file (.dat), which can
be read and evaluated with our pool of Matlab-based data processing scripts that are constantly
improved and expanded.

Optional features of the setup are the heating element and temperature read-out integrated
into the sample holder, which can as well be addressed via Labview. The temperature is either
stabilized on the desired value or swept as a measurement parameter. The sample is placed
onto a small hole in the holder, which is connected to a small vacuum pump to ensure, that the
sample is not moving or rotating after it has been aligned. If the grating couplers are rotated
with respect to the fiber array, the input and output grating couplers and respective fibers are
not in line anymore, reducing the coupling efficiency.

In Fig. 4.2(d) the view through the observation camera (the bottom part of the objective can
be seen at the top of panel (b)) is shown. The devices are those of panel (c) and can be seen
in much more detail, now. They are the directional coupler devices described in Sec. 3.2. The
black bar at the bottom of the image is the fiber array. When aligned to the grating couplers,
the fiber array is covering parts of the device, currently measured. It can be clearly seen, that
the devices are nicely aligned with respect to the FA, in terms of rotation. The red spot comes
from an alignment laser in the visible regime connected to one of the output fibers. It is used to
get a first feeling of the alignment between the device and fiber array on a newly positioned chip,
as the measurement laser does not lie in the visible regime and makes it hard to align without
further reference.

Figure 4.3: Individual parts of the QMS. (a) Fiber polarization controller. (b) View into an
opened FPC paddle with the winded fiber visible. (c) Electrical probe.

Figure 4.4: (a) Microscope image of the sample with devices on it. (b) Scanning electron
micrograph of a grating coupler. (c) Histogram of the detected power for 100 optimizations of
the chip position underneath the fiber array. Figure adapted from [143].

Once visually aligned with the help of the red laser, as seen in Fig. 4.2(d), the sample is aligned
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with much more precision by the automatic positioning algorithm, tracing the transmission
through the device. Fig. 4.4(a) again shows a microscope image of the sample, not taken with
the observation optics but with a high-resolution optical microscope. Panel (b) zooms into one
of the grating couplers and displays a scanning electron micrograph. The functionality of the
grating coupler as well as characterization measurements have been described in Sec. 2.3.2. In
the lower part of the device, the grating for coupling the light on and off the waveguide to free
space is visible followed by the taper and the waveguide can be seen. Such a device has been
automatically optimized 100 times and the detected power was recorded. Panel (c) shows the
histogram of the occurrence of the detected power after optimization. At a mean transmission
of 9.562µW, the standard deviation is only 0.037µW, proving the very good repeatability of the
optimization procedure.

Some devices need to be electrically contacted. This can be a device with heating elements,
i.e. gold structures next to a waveguide or a directional coupler. It is further applied to measure
electro-mechanically actuated devices, like Hdirectionals or Hresonators (see Fig. 3.14(a) and (b),
respectively). The electric current or voltage is fed into the gold wires on a chip by an electrical
probe as shown in Fig. 4.3(c). The needles are placed onto contact pads, i.e. relatively large
golden structures on the sample, connected to the wires.

4.4 Large Vacuum Chamber

4.4.1 Concept and functionality

The Large Vacuum Chamber is a measurement setup that is very similar to the QMS - but
in vacuum. It is designed for integrated photonics circuitry that includes mechanically active
devices. One of the key figures of merit of a mechanical device is its quality factor. The first
and easiest method to increase the quality factor by orders of magnitude is by reducing the air
damping, present in any ambient setup (c.f. Fig. 4.6(b)). The LVC consists of an aluminum
chamber, a photograph of which is shown in Fig. 4.5(a), with various feedthroughs to connect
the inside with the outside world. For our devices, we are typically interested in their dynamics in
the low MHz regime. We drive the devices and measure their response. Driving is done by gluing
the sample on a piezo-electric actuator which is electrically connected to the output of a NWA
and “shakes” the sample. The response of the device is read by the laser light and translated
back to a voltage by the detector. This voltage is finally fed into the NWA, recording both the
drive and the measured signal. Alternatively, a SPA can be connected to, e.g. do measurements
on the thermal motion of the devices. A sketch of how a measurement is set up for the example
of geometrically tunable beams, read by an integrated Mach-Zehnder interferometer is provided
in Chapter 6 in Fig. 6.2(b).

Figure 4.5: (a) Outside view of the LVC. (b) View inside the chamber. (c) Close view of the
PCB and fiber array. Inset: Bonded wires connecting the RF connector with the piezo.

The vacuum is provided by a pump system consisting of a turbo pump and a pre-pump.
A pump-down curve is shown in Fig. 4.6(a). Our systems ultimately reach pressures close to
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10−5mBar which is supposed to be sufficient to get below the air damping limited regime as can
be seen in Fig. 4.6(b)).

Figure 4.6: (a) Pressure versus time during pump-down of the LVC. The pressure was obtained
by gauges with different measurement ranges, a Pirani gauge (blue) and two AIM-S gauges (red
and yellow). The purple dashed line is laid onto the data for the full range, combining the data
of all three gauges in their respective measurement ranges. (b) Quality factor of a Hresonator
device (c.f. Fig. 3.14(b)) versus the pressure inside a vacuum chamber8. Panel taken from [143].

As for the QMS, an electrical probe can be installed to electrically contact the devices on the
sample. In the case of the QMS on-chip heating elements (e.g. placed at directional couplers
for tuning of the coupling ratio) or switches (e.g. Hdirectional, c.f. Fig. 3.14(a)), are usually DC
actuated. The reduced air damping in the LVC allows for an AC drive of the mechanical devices
at much higher frequencies (e.g. Hresonator, c.f. Fig. 3.14(b) or the aforementioned Hdirectional
if fast switching is desired).

4.4.2 Attenuator

Typically, we want to excite the piezo with powers such that the resonator motion stays in the
linear regime as explained in Sec. 2.4.2. With the Network analyzer HP E5100B, however, we
stayed deep in the nonlinear regime and did not reach the linear motion9. The solution was to
integrate an attenuator into the setup and place it between the NWA output and the feedthrough,
leading to the piezo inside the chamber. The attenuator is a HP33321SC (Fig. 4.7(a)) and can
attenuate the applied HF signal between 0 and 70 dB in steps of 10 dB. Switching is done by
applying a voltage to a specific combination of inputs, which is done by a relais board. This in
turn is controlled via an Arduino that receives its commands from a Labview VI, integrated into
the larger framework of our Labview measurement control. That way we are able to take dynamic
measurements on our resonators in the linear regime. This transition from measurements deep in
the nonlinear to the linear regime can be seen in Fig. 4.7(b). Further measurements by sweeping
the attenuation can be found in Sec. 6.10.

8Note: this measurement was not taken in the LVC.
9The power range of this NWA is −23 to +11 dBm.
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Figure 4.7: (a) Photograph of the attenuator with control electronics. (1) Attenuator HP
33321SC, (2) Relais board, (3) Arduino. (b) Response of a Sbeam device at an excitation power
of 10 dBm set by the NWA but different settings of the attenuator. Correction of the response
for the attenuation is done during data processing. The legend displays the respective attenuator
setting.

4.5 Square Vacuum Chamber

4.5.1 Concept and functionality

The square vacuum chamber is the only free-space optics setup in our portfolio. As it is de-
signed to characterize the dynamics of mechanical structures, mainly in the low MHz regime, the
measurements take place in vacuum. As the LVC, pressures of the low 10−5mBar regime can be
reached. The structures that we measure form a cavity between the resonator and the sample
substrate. When laser light shines from the top onto the resonator, some of the light is reflected
from its surface, while some is transmitted and then reflected at the bottom of the cavity, i.e.
the Si substrate. The fraction of this reflected light, that now passes the resonator again and
leaves the cavity, interferes with the light reflected on its surface in the first place. The principle
is illustrated in Fig. 5.5 in Chapter 5.

4.5.2 Beam path

The reflectivity of the structure depends on the distance between the device (e.g. membrane,
cantilever, trampoline,...) and Si substrate, enabling interferometric measurements of the reson-
ator displacement using the setup shown in Fig. 4.8 and 4.9. For this, a HeNe laser is led through
a beam expander, for an improved focal spot on the sample, a polarizing beam splitter (PBS),
to separate the beam paths towards the sample from the reflected signal, and a quarter wave
plate. The latter turns the formerly linearly polarized light into circularly polarized light in case
of the light being sent towards the sample and vice versa for the reflected signal. Thus, the PBS
will separate these two beam paths and guide the signal toward the detector. Then the beam
is passing a 90:10 beam splitter (BS) and is focused using a 10x microscope objective with a 32
mm working distance and NA=0.28. The BS is combining (separating) the laser and the light
used for illumination (observation). The high reflectivity vs. transmittance ensures a good yield
of the reflected signal. The objective has a fixed position10 outside the vacuum chamber, which
is mounted on a motorized x-y stage that can scan with steps of 1.25 µm while measuring the
reflected light using a photodetector. Characterizing measurements of the individual components
in the beam path - in particular the verification of the Gaussian beam shape at the focal spot
on the device surface - are presented in [154] and [155]. For excitation and detection, either a

10The objective is fixed in the x-y-direction and can be aligned in z.
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network analyzer (HP 4396A) or lock-in amplifier (Zurich Instruments HF2) can be used. Their
output goes to the piezo-electric actuator to excite the membrane. Its vibrations modulate the
light on the photodetector, which turns the optical signal into an electrical one. This electrical
signal is split by a bias tee into its dc and ac parts. The dc reflection is recorded by a picoamp
current meter and can be used to align the beam path for an optimized reflection, but also to
take reflectivity maps like the one shown in Fig. 5.6. The ac part is again detected with the
NWA or LIA. A detailed description of the analysis of the signal is given in Chapter 2, Sec. 2.5.1.

Figure 4.8: (b) Schematic overview of the measurement setup. BE: beam expander, (P)BS: (po-
larizing) beam splitter, QWP: quarter wave plate, PD: photodetector, LNA: low-noise amplifier,
NWA: network analyzer, T: bias tee, +: combiner, LED: light emitting diode for illumination.

Figure 4.10(a) shows the main part between laser objective and detector. The laser is located
outside, i.e. “below” the figure. At the far end of the figure, right before the vacuum chamber,
a mirror reflects the light upwards, where it is reflected by another mirror (not in this image)
towards the 90:10 beam splitter displayed in Fig. 4.8 and the microscope objective, shown in
Fig. 4.10(b). In the latter panel, the objective can be seen with the vacuum chamber underneath.
Below the viewport, the sample is visible and mounted on a PCB and connected to an RF cable
for the piezoelectric actuation. Panel (c) shows this PCB with the piezo element and sample
glued onto it with silver paste. In the bottom right, the HF connector is mounted, used for
applying the actuation signal to the piezo. If further zooming into the figure, the bonded gold
wire connecting the connector with the piezo would become visible.

4.6 Piezoelectric actuator

As mentioned above, the RF output signal of the NWA or LIA is applied to a piezo-electric
actuator (throughout this thesis mostly addressed as “piezo”) mounted on the PCB below the
sample. The actuation of the piezo drives the (opto-)mechanical device on the chip which alters
the optical signal which in turn is transferred back into a voltage by a photodetector and fed
back into the measurement device (also see explanation in Sec. 5.3.1). Thus the units in the
typical frequency response shown in this work are displayed in V/V, i.e. the detected voltage
over the excitation voltage is not directly describing the isolated resonator motion.

The thickness of the piezo11 is 0.1 mm, resulting in a fundamental thickness-mode resonance
at 21.3 MHz. This mode, as well as its third higher harmonic, are shown in Fig. 4.11. In
piezoelectric plates, the fundamental thickness mode and its odd harmonics are most easily

11“plate c252 x40 y9 t0,1 eCuNi” from Physik Instrumente GmbH & Co. KG.
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Figure 4.9: View on the SVC setup at an early stage, where calibrations were performed
(here, an optical power meter is connected to a detector to measure and characterize the beam
alignment). The optics are placed on the optical table with the HeNe laser placed inside the gray
box (1) and the vacuum chamber (2) visible in the lower right corner of the image. The optical
path is indicated by red lines, also visible are the photodetector (3), the observation camera (4),
and the illumination source (5). The control electronics stand on the rack above (6).

excited while the even harmonics require very strong electric fields (in the ideal case they are
not excited at all) [156]. The modes of the devices discussed in this work typically lie in the
regime of several hundred kHz to about 20 MHz and all lie within the excitation bandwidth of
the piezo.

4.7 Temperature control

In the QMS a thermocouple is used to measure the temperature, while for the LVC and SVC
the temperature sensor Pt1000 (Fig. 4.12(b)) is used as of its smaller size. Furthermore, the
thermocouple turned out to be less reliable and accurate than the Pt1000 as it sometimes returns
incorrect values due to ground loops and interferences. To alter the temperature in the QMS
simply a resistor is used and the stage thus can only be heated. In contrast, the LVC and
SVC utilize a Peltier element (Fig. 4.12(a)) that is placed directly underneath the PCB. It
can be used both for heating and cooling, depending on the polarity of the connected current
source. Fig. 4.12(c) shows the relation between applied current and temperature. The current
was increased from 0 to 0.5A in steps of 0.025A every 30 minutes and then again reduced.
The temperature reduces from the ambient temperature inside the chamber of ∼ 32 degree
to ∼ 16 degree and rises again when the current is reduced. Only small hysteresis is visible.
Panel (d) shows the same measurement but displays the temperature versus time. To see how
the temperature saturates after a new current setting, a zoom into the time dependence of the
temperature is shown in panel (e). After a new current value is set, the temperature drops
quickly within about 5 minutes and then saturates much slower. After about 15 minutes the
temperature stays constant until the current changes again. In this range, the temperature drops
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(a) (c) (b)

Figure 4.10: (a) Main part of the beam path between laser, objective, and detector. (b) View
inside the vacuum chamber through the viewport. Visible are the microscope objective mounted
over the viewport and the sample mounted on a PCB inside the chamber. (c) PCB with the
actuating piezo and sample mounted onto it. In the lower right corner, the connector for applying
HF signals to the piezo is visible.

Figure 4.11: Magnitude (bottom panel) and phase (top panel) of the frequency response of a
piezo element actuating the sample. Visible is the fundamental thickness mode of the piezo at
about 20MHz and its third higher harmonic close to 60MHz.
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by nearly one degree when the current is increased by 0.025 A. Refer to Fig. 5.16 to Fig. 5.18 to
see the application of the temperature control during measurements on mechnaical devices.

Figure 4.12: (a) Photograph of a Peltier element (side length: 40mm) and (b) temperature
sensor Pt1000 (the image of the Pt1000 is enlarged by a factor of 2 with respect to the Peltier
element in panel (a)). (c) Measured temperature vs. current sent through the Peltier element.
(d) Measured temperature vs. time in the measurement of (c). (e) Zoom into panel (d).

4.8 Stages

Each setup is equipped with stages to move the sample under the detecting laser. This way
the individual devices on a chip can be addressed and the optical transmission optimized. For
some devices, such as 4-port-devices12 the fiber array needs to be laterally shifted for subsequent
measurements on the same device. The SVC setup is able to perform 2-dimensional scans on
suspended devices and needs a small and repeatable step length. In the following, the two
concepts that we have integrated into our setups are described.

4.8.1 Stepper motors

Despite their different measurement concept, the QMS and the SVC both use the same type
of stages. Each setup uses two stages from Newport that are positioned perpendicular to each
other to address any point in the x-y-plane with the measurement laser. The stages are driven
by self-made stage controllers, based on an Arduino plus stepper motor shield. The Arduino

12These devices are designed to measure the symmetry of, e.g. directional couplers and have four integrated
grating couplers (four ports), each of which can serve as input or output grating coupler.
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is communicating with Labview for an automatized positioning and returns its positions to the
program. The step size is 1.25 µm and can in principle be further reduced. However, reducing
the step size further makes use of fractions of full steps of the motor which is less stable and
might cause glitches, and is as well less powerful. The latter is especially important for the
SVC as the stages carry the full vacuum chamber and have to drag the rather stiff metal hose
connecting the chamber with the vacuum pump. Here, the stages move the chamber below the
detection laser. In the case of the QMS, the stages carry the much lighter sample stage, which
basically consists of a small Aluminum block. Stage precision, hysteresis, and repeatability have
been thoroughly studied by Christopher Waas [157]. When several devices shall be addressed one
after each other with measurements performed on each of them the stages need to move to the
next device and automatically align the position. On integrated devices this was originally done
to move the stages towards the next device until it is detected: when the device just measured is
moving away from the input fiber, the transmitted signal is quickly reduced and stays low until
the next device approaches the fiber. Then the signal rises again and the maximum is registered.
For each chip, specific settings for threshold values of the detection have to be given to Labview.
Further, the required settings are the number of devices to be measured in each column and row.
Ideally, the vertical sweep direction is bottom-up to avoid the algorithm locking to the secondary
peak visible in each grating coupler (see Sec. 2.3.2). A drawback of the described strategy is,
that broken or contaminated devices will not be registered and a device (or full row) will be
skipped. The consequence is a wrong naming of the data files (this can manually be corrected,
as a picture is taken over each device, which is correctly named on the chip) and the loss of the
correct reference at the end of a row (the algorithm expects one more device as one has been
skipped and will drive away until the timeout applies). For chips with imperfections, this leads
to quite some manual work and can significantly increase the measurement time. By the time
the algorithm has been improved. When generating the .gds file with the pattern information for
the electron beam writer, also a .dev file is generated by Matlab. This file contains information
on the positions of each device and can be loaded into Labview. Now, only the position of four
devices (ideally in the corners of the chip) need to be located on the stage as reference (so-called
anchoring) and together with the information from the design file, each device can be addressed
individually and does not require the device search via the transmission. Thus the positioning
is now robust against device damage. Once roughly positioned that way, the exact position is
optimized as before by moving both horizontally and vertically over the device and locating the
maximum.

4.8.2 Picomotors

The sample stage in the LVC in contrast is driven by the “picomotors” from New Focus whose
driving is based on piezos. These are vacuum compatible as they are placed inside the chamber.
The chamber of the LVC setup is much larger than the SVC as of the larger complexity of the
inside components and thus too heavy to be moved like the SVC. This comes at the cost that
the step size of this type of motor is not reproducible and thus the positioning via anchors as
described above is not an option. Here, the original approach to finding the next device by
tracking the optical transmission is used. Anyways, the measurements typically performed in
this chamber are much more complex and require much more interaction by the operator, such
that individual devices are often extensively measured without a fully automatized approach.
The dynamic measurements usually start with obtaining an overview spectrum with the NWA
to identify potential modes which are then selected for individual high-resolution spectra (refer,
e.g. to Fig. 6.8(a) and (b), respectively, for such measurements obtained on Sbeam devices).
Individual decisions like the correct excitation powers and laser wavelengths have to be taken.
This has been started to be automatized with Labview as well, however, at the current state, the
manual approach is still the strategy of choice. Once positioned, further measurements might be
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excitation or laser power sweeps13 with the NWA or thermal motion measurement (see Sec. 2.12)
with the SPA.

The setups described in this chapter allow for realizing the projects, some of which already
have been mentioned above. In the coming chapters, two of these projects will be discussed in
depth.

13Laser power sweeps are relevant, e.g. in the synchronization project to utilize the optical spring effect.
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CHAPTER 5

Efficient optomechanical mode-shape mapping of
micromechanical devices

This chapter covers the measurements of micro membranes out of silicon nitride. To measure the
mode shape of these and other micromechanical devices a new setup was developed and built.
The benefits of this new setup based on a phase-locked loop in comparison with other techniques
are emphasized.

This chapter is largely based on material published in Micromachines, Special Issue Physical Mi-
croelectromechanical Systems (MEMS): Design, Modeling, Fabrication, and Characterization).
David Hoch, Kevin-Jeremy Haas, Leopold Moller, Timo Sommer, Pedro Soubelet, Jonathan J.
Finley, and Menno Poot. Efficient optomechanical mode-shape mapping of micromechanical
devices. Micro-machines, 12(8), 2021 DOI:10.3390/mi12080880 [63].
Reprinted by permission via Creative Commons Contribution Licence.
My personal contribution to the content of this chapter is the device design and fabrication of
several batches of chips. I strongly contributed to the planning and building of the setup. Fur-
thermore, I performed many of the measurements discussed below either by myself or guided the
students when obtaining the measurements.
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5.1 Introduction

Visualizing eigenmodes is crucial in understanding the behavior of state-of-the-art micromech-
anical devices. Here, I demonstrate a method to optically map multiple modes of mechanical
structures simultaneously. The fast and robust method, based on a modified phase-lock loop,
is demonstrated on a silicon nitride membrane and shown to outperform three alternative ap-
proaches. Line traces and two-dimensional maps of different modes are acquired. The high-
quality data enables us to determine the weights of individual contributions in superpositions of
degenerate modes.

In recent years, there have been many applications for integrated opto- and electromechan-
ics extending from e.g. mobile communication [71] and highly sensitive sensors [70, 158–163],
including recording the nano motion and “sound” of single bacteria on nanodrums [164], to pos-
ition detection close to the quantum limit [74, 165, 166]. In the development of such devices, an
efficient method for mode characterization is instrumental and, hence, a number of techniques
including optical interferometry [65–67], heterodyne detection [68,69], dark field imaging [65,70],
and force microscopy [71–74] have been developed to visualize mechanical modes. However, most
of these have one or more drawbacks, such as poor sensitivity, lacking phase information, low
spatial resolution, or long measurement times. Here, we demonstrate an experimental method
that combines the high sensitivity of the optical interferometric techniques with demodulation
and frequency tracking to offer rapid and robust imaging of multiple modes simultaneously. The
advantages of the technique, combining high resolution and sensitivity, as well as its robustness
against sign changes of the mode shape at the nodal lines while tracking the resonance frequency
via a phase-lock loop (PLL), are illustrated by mapping the eigenmodes of a square SiN mem-
brane. With this method, the eigenmodes of the membrane can not only be unambiguously
identified but also their mode composition can be determined quantitatively and insights into
clamping losses are provided.

5.2 Nanofabrication

Before discussing the results of our method in depth, first, the fabrication of the devices the
following discussion is based on is explained in this section. The SiN membranes are made on
chips with 330 nm high-stress Si3N4 [16, 96, 143]. Release holes are defined using electron-beam
lithography followed by a fluorine-based reactive ion etch, exposing the underlying SiO2 [167].
The membranes are released using buffered hydrofluoric acid followed by critical-point drying.
The reflectivity of the structure depends on the distance between the membrane and Si substrate,
enabling interferometric measurements of the membrane displacement using the setup explained
in Chapter 4. In Fig. 4.8 a sketch of the setup, including the vacuum chamber, the beam path,
and measurement devices has already been shown.

The sample as shown in Fig. 4.10(c) appears to be not much more than a piece of silicon the
size of a fingernail. So let us now zoom in and take a look at what reveals at the micro-scale.
Figure 5.1(a) displays the optical micrograph of the membrane discussed in the following. It has
a side length of 275µm and is about 180 nm thin. Its thickness is not constant and depends on
the distance to the holes etched through the membrane (gray dots). This can be seen in panel
(b) which is zooming into the upper left corner of (a) and reveals a change in the color of the
membrane, repeating with the holes. This is a consequence of the fabrication process discussed
below. While this work mainly builds on the results of that particular membrane, also membranes
of different sizes were fabricated and measured. Panel (c) shows an example of a much smaller
membrane. The large membranes can very well be approximated by a rectangular shape. Due
to a different ratio of the membrane area and circumference, the circle elements at the edges of
small membranes result in higher deviations between the shape of the real membrane and the
rectangular approximation. Thus the comparison between theory and measurement needs more
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Figure 5.1: Optical micrographs of differently sized membranes. (a) Membrane with a side
length of 275µm, discussed in this work. (b) Zoom into the membrane of (a). The holes (gray
dots) are dry etched through the SiN layer, each being the starting point for the 10µm wet etch
in a circular fashion. (c) Example of a small membrane realized on the chip.

care for small membranes. Besides membranes, also drums and drum arrays were realized on the
chip. Such as single drums with increasing hole size - the most extreme devices appear rather
alike circular rims than drums. Other devices are one- and two-dimensional drum arrays with
different lengths and overlaps. They are not discussed in this work, however, they may answer
interesting questions in terms of the coupling behavior of the many modes appearing in these
arrays. Technically our membranes are two-dimensional drum arrays with full overlap, resulting
in a fully released membrane. In the following, it is explained, how the devices are made. Figure
5.2 explains the sample fabrication steps. First, a 6× 10mm chip is diced from a 4" wafer with
330 nm LPCVD Si3N4 on 3300 nm SiO2 on a Si substrate (a) and is cleaned. Electron-beam
resist (ZEP 520A) is applied and the holes of the membrane are patterned by electron beam
lithography using a Nanobeam nB5 (b). Next, the holes are dry etched ∼ 70µm into the SiO2
layer using reactive ion etching (c) with a SF6/CHF3 inductively-coupled plasma. The membrane
is released (d) by wet etching with buffered hydrofluoric (BHF) acid for 130 min with a rate of
77 nm/min. This ensures that the circular cavities around the holes are fully overlapping and
that the Si layer is fully exposed. Note that BHF has good selectivity to Si [168], that is expected
to result in a smooth surface underneath the membrane as will be proven in Sec. 5.2.1. Then, the
chip is transferred into water and subsequently into Isopropanol, and finally dried using a critical
point dryer. As shown in Fig. 5.2(e), the SiN membrane (green) is now free-hanging above the
silicon substrate (dark gray). Between the released membrane and the substrate, a low-finesse
optical cavity is formed whose resonance wavelength depends on the separation between these
two layers, giving rise to the displacement-dependent reflection utilized for measuring the mode
shapes. The fabrication process has a high yield and is very repeatable; different samples have
very similar resonance frequencies and quality factors for nominally identical devices.

5.2.1 Surface quality

The SiN surface is exposed to BOE for more than two hours during release and despite the high
selectivity of 128:1 for SiO2:SiN it is slowly etched as well [169]. During the release, when 10µm of
SiO2 is etched, the top surface of the membrane is equally etched by 76 nm. The surface appears
still quite smooth under the optical microscope even though some areas show discolorations, as
can be seen for example in the upper right corner of Fig. 5.1(a). Reflectometer measurements
show a different etch depth in these locations. Here, the remaining SiN is 10 to 15 nm thicker
than on the rest of the chip [170]. A reason might be that in these areas possibly some e-beam
resist remained and delayed the time until the BOE reached the SiN surface. Figure 5.3 takes
a closer look at the membrane surface. The image in panel (a) is obtained by an SEM on a
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Figure 5.2: Schematic illustration of the nanofabrication process flow of the sample. (a) The
sample is diced from a wafer with 330 nm Si3N4 on 3300 nm SiO2 on a Si substrate. (b) The holes
of the membrane are patterned by electron beam lithography. (c) The holes are dry etched by
reactive ion etching. (d) The membrane is released by wet etching with buffered hydrofluoric acid
(light blue). (e) Under the released membrane a cavity is formed, resulting in the interference
utilized for measuring the mode shapes.

coupled drum array. Here, the distance of the holes is larger than for the membranes, such that
the drums overlap - but not fully. Thus the areas with still SiO2 underneath are clearly visible in
the image and appear brighter than the released areas. Next to the holes, horizontal features are
visible, which are artifacts resulting from the horizontal scan direction. The surface appears quite
smooth overall, however randomly distributed dots seem to be visible. And indeed, the image in
panel (b), obtained by an atomic force microscope (AFM) shows this roughness as well (red dots
on yellow background). The inset shows a region without holes and thus provides a zoom into
the scale bar. The grain-like surface structure becomes clearer now and shows a peak-to-valley
of 50 nm. The RMS roughness is about 6.7 nm. Even though taken by a completely different
technique than (a), also here the artifacts near the holes become visible. Here, the scanning
direction was again horizontal. In contrast to the image in panel (a), the one in panel (b) was
taken on a fully released membrane. However, not only the top side of the SiN membrane is
exposed to BOE - as soon as the SiO2 below the membrane is etched away in a circular fashion
from the center, these areas on the bottom side of the membrane are also exposed. Near the
holes, for almost the whole time, thus almost the same amount of SiN is etched away as from
the top. This exposure time becomes shorter and shorter further away from the holes. The
measured thickness is typically ∼ 225 nm, due to the finite spot size of the reflectometer, only
the average thickness of a region on the membrane can be measured1. Still, the thickness of the
membrane is not equal at every location but changes in a repeated fashion with the periodicity
of the holes. This becomes visible in Fig. 5.1(b,c) by a change in the color of the SiN surface.
Due to the overlap of the etched areas between neighboring holes, any region is exposed for some
time from underneath, only at the edge of the membrane, the exposure time reduces to zero,
appearing as the largest change in color at the edge around the membrane. Figure 5.3(c) shows
reflectivity measurements taken by a reflectometer on the SiN surface of several locations on the
sample. The reflectivities taken on similar parts of the sample, i.e. either exposed to BOE but
not under etched (supported) or exposed and underetched (released) match very well and can

1Note: The limited resolution of the reflectometer does not allow to target a precise position, e.g. close to or
further away from a hole.
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hardly be distinguished in the figure. Another measurement was taken on a reference sample
that was not exposed to BOE [171]. The results of the different types of measurements appear
sinusoidal-like with an offset in their wavelength dependence. The periodicity in the supported
case is higher than in the released case. On average, the reflectivity of the released regions
is highest. When there is the SiO2 layer in between, as both in the supported and reference
case, the reflectivities are lower. Interestingly, the reflectivity is lowest on the reference sample
which is supposed to have the smoothest surface. This might result from less scattering at the
SiN surface and thus higher transmission into the SiO2 layer, where it is partially absorbed.
The reflectivities at a wavelength of 632.8 nm, which is the wavelength of the HeNe laser of the
setup, are indicated in the plot. At this very wavelength, the released surfaces have the highest
reflectivity (44.5 %), then comes the reference sample, which is here close to a peak, with 29.5 %,
and lowest are the supported areas, here, close to a minimum, with a reflectivity of 16.4 %. The
measured reflectivities as a function of the wavelength match well with their fits as can be seen
in Appendix B.

Figure 5.3: Measurement of the surface properties of SiN after being exposed to BOE for
about two hours. The measurements were taken by SEM (a), AFM (b), and reflectometry (c).
The measurements were taken on different parts of the SiN surface, while (b) and (c) show
measurements on a fully released membrane, is (a) showing a pattern where the holes have a
larger distance and thus form coupled drums after the given time for the wet etch instead of
a fully released membrane. The horizontal features next to the holes in panels (a) and (b) are
artifacts, resulting from the horizontal scan direction. The inset in (b) shows a part of the SiN
surface without holes and thus a much smaller range of the scale bar to make smaller features on
the surface visible. (c) Shown are five measurements, one on an unetched reference sample (blue),
two measurements on locations that were exposed to BOE only at the upper side (supported:
purple, green), and two measurements on locations that were exposed to BOE both at the upper
and lower side, i.e. a released membrane (released: red, yellow). The two supported (and the
two released) measurements match very closely and can hardly be distinguished in the figure.
The numbers indicate the reflectivity at the laser wavelength used in the setup, i.e. 632.8 nm. A
figure showing the full wavelength range of this data can be found in Appendix B.

The motion of the membrane is measured interferometrically and therefore the light is not
only reflected at the SiN surface, but it is also reflected at the bottom of the cavity formed by the
Si substrate as sketched below in Fig. 5.5. As the Si substrate is also exposed to the etchant, it
thus makes sense to take a closer look also at its surface quality. Figure 5.4(a) is an SEM image
of an area on the chip where the substrate was exposed to the etchant. The surface looks very
smooth and hardly any variation over the surface is visible. The AFM measurement in panel
(b) confirms that the maximum height from hill to valley in the measured area is 2 nm with an
RMS roughness of about 154 pm. How good is that surface now in terms of its reflectivity of
the measurement laser? Panel (c) compares the reflectivity of the “etched” silicon (red) with a
polished reference piece of silicon (blue). Both reflectivities match extremely well over the full
obtained wavelength range from 400 nm to 1000 nm and both show a reflectivity of 34.8% at
632.8 nm, i.e. the wavelength of the HeNe laser used in the setup. This shows, that even though
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Figure 5.4: Measurement of the surface properties of the Si substrate after the SiO2 layer
has been etched away. The measurements were taken with an SEM (a), an AFM (b), and a
reflectometer (c). The reflectometer measurements were taken on a polished reference Si sample
(blue) and on the Si surface exposed to BOE (red). The black dot indicates the reflectivity of
both samples at 632.8 nm, i.e. the laser wavelength of our setup. The measurements of (a), (b),
and (c) were taken on close by, but not exactly the same parts of the Si surface.

being exposed to the etchant, the silicon substrate which serves as the end mirror of the cavity
is of high quality as the polished reference silicon.

5.2.2 Reflectivity

It was already explained in Sec. 2.5.1 that the power of the reflected light depends on the distance
of the membrane to the substrate. Fig. 5.5 visualizes the underlying interferometric principle.
In panel (a) the geometry of the membrane and the cavity it forms with the substrate is visible.
As the etchant starts to remove the SiO2 at the holes, the SiN layer is exposed there the longest
and an angled pattern is formed underneath the membrane as sketched. This is visible in the
reflectivity map in Fig. 5.6 where not only the holes can be resolved but one can also see the
change in reflectivity near and further away from the holes. Figure 5.5(b) illustrates the surfaces
where the rays in this Fabry-Pérot-cavity reflect and interfere. Note, that the light hits the
sample more or less perpendicular to its surface with a maximum angle of 16.3 degree due to
the numerical aperture (NA) of the microscope objective of 0.28, as indicated in Fig. 4.8. A
comparison of the reflectivities of supported and released SiN measured by a reflectometer has
been shown in Fig. 5.3(c).

5.3 Mode properties

Having explained how the membranes are fabricated, in the following sections it will be discussed
how the measurements with the lock-in amplifier are performed and how the resonances of the
membranes are extracted from the measured data.

5.3.1 Response and mode shape

In the linear response regime used in our experiments, the measured signal Vinput(t) is pro-
portional to the drive amplitude Vout. Hence, the responses are normalized by Vout and their
units are, thus, V/V . In particular, we define Z ≡ X + iY ≡ VZ/Vout. This overall system
response can be written as a product of the frequency responses of the individual compon-
ents: Z(ω) = G(ω)R(ω) ∂P/∂Um,n Hm,n(ω)A(ω). Here, A, R, and G are the responses of the
piezo transduction (“actuation”), photodetector (“responsivity”), and amplifier (“transimpedance
gain”), respectively. This relation is sketched in Fig. 5.7. Although on larger scales, signa-
tures of the frequency-dependent piezo response can be seen [16], in a narrow span around the
resonance frequency of interest, ω0, all these responses are approximately constant and the ω
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Figure 5.5: (a) Sketch of the cross-section of a membrane device. The light green areas
in the SiN layer indicate that the membrane includes a series of holes. As the underetching
starts at the holes and continues until the full membrane is released, different parts on the
bottom of the membrane are in contact with the etchant for different times and the thickness
is thus not constant all over the membrane. If the light is partially or fully hitting a hole, the
reflected signal becomes even more complex and differs from reflections at unperforated parts
of the membrane. This becomes visible in both the reflectivity maps (Fig. 5.6) and mode maps
(Fig. 5.12). (b) Interferometric principle of the measurement setup. When actuated, the distance
between Si3N4 and Si changes dynamically. This results in a time-dependent interference pattern
of the light reflected at the membrane and the light reflected at the substrate (red arrows). For
clarity, the light path is drawn with an angle while the light is actually hitting the membrane
perpendicular to its surface with a maximum angle of 16.3 degree due to its numerical aperture
of 0.28. The layer stack is SiN on air on silicon.

Figure 5.6: Reflectivity map of a membrane with a side length of 275 µm. The data was taken
in the same measurement as Fig 5.14.
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dependence is omitted. In contrast, Hm,n(ω) is the harmonic oscillator response function that
transduces the piezo vibrations via the inertial force into the vibrational amplitude Um,n of the
(m,n) mode, which varies strongly near the eigenfrequency ω0 = ωm,n.2 Finally, ∂P/∂Um,n
is the change of the reflected laser power with the displacement of the entire mode Um,n [2].
Importantly, this quantity depends on the position of the laser spot: it is largest at anti-nodes
and zero at a node. Using Eq. (2.7) introduced in Chapter 2 and applying the chain rule,
it can be rewritten as ∂P/∂Um,n = ∂P/∂u × ξm,n(x, y), where ξm,n(x, y) is the normalized
mode shape. Now ∂P/∂u is independent of the position as it quantifies the change in reflected
power P for a given displacement u at the readout position (x, y)3. Combining all this, gives
Z(x, y, ω) = CeiψHm,n(ω)ξm,n(x, y) for some proportionality constant C and complex angle ψ.
This shows that the mapped normalized demodulated signal at constant frequency Z(x, y | ω) is
directly proportional to the mode shape ξm,n(x, y). Measuring Z as a function of the readout po-
sition (x, y) using any of the different methods presented later in this work thus enables mapping
the mode shape ξm,n.

Figure 5.7: Sketch of the overall system response. Vinput(ω) is the driving voltage from the
NWA or lock-in amplifier output, A is the response of the piezo transduction, R is the response
of the photodector, G is the response of the amplifier, ∂P/∂Um,n is the change of the reflected
laser power with the displacement of the entire mode U(ω;x, y), and Vout(ω) is the voltage as
measured by the NWA or lock-in amplifier. The “crosstalk” symbolizes possible pathways of the
electical crosstalk in the setup.

5.3.2 Demodulation

The demodulated signal VZ(t) has to be calculated to obtain the mode properties. Demodu-
lation with the LIA can be seen as a calculation of the quadratures VX and VY using VZ(t) =
⟨2Vinput(t) exp(−iωt)⟩ ≡ VX+iVY . Here, the angled brackets indicate low pass filtering using the
demodulation bandwidth. The complex demodulated voltage VZ(t) can also be expressed in its
magnitude and phase VZ(t) = |VZ(t)| exp(i∠VZ(t)), where ∠ denotes the argument of a complex
number. For the aforementioned signal Vinput(t) = Vin cos(ωt+ ϕ), one obtains VX = Vin cos(ϕ)
and VY = Vin sin(ϕ) so that |VZ(t)| is Vin and ∠VZ(t) = ϕ. Due to the low-pass filtering, the de-
modulated signals (“quadratures”) are only slowly (compared to ω) varying in time; their sampled
values are indicated with the index n.

5.3.3 Harmonic oscillator response

The harmonic oscillator response function H(ω) has the largest magnitude at the resonance
frequency ω = ω0 [2]. There, its phase is ∠H(ω0) = −π/2 so that on resonance, the total phase
of Z(ω0) becomes α− π/2 mod π where the last term comes from the sign of Cξm,n(x, y). This

2In principle, the response would be a sum over all modes Htotal(ω) =
∑

m,n Hm,n(ω) but for simplicity it is
assumed here that only a single mode (m,n) gets excited. In Fig. 5.10 and Fig. 5.13(a) the combined responses
of two and three modes, respectively, are fitted to the data.

3Further refinements in the readout model could include the finite spot size of the laser by writing ∂P/∂Um,n

as a two-dimensional convolution of the beam shape and the mode shape.
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phase is typically used as the setpoint for the PLL introduced later in Sec. 5.4, ϕsp, as it locks
ω to ω0, thereby maximizing the magnitude of the signal. For this reason, the value of α is
needed for every mode, which is determined by fitting the driven frequency response Z(ω | x, y)
measured at a fixed position. In particular, they were fitted using the expression (c.f. Eq. (2.11)):

Z(ω) = zmeche
iψ ω0γ

ω2
0 − ω2 + iωγ

+ zxe
iϕx , (5.1)

where zmech is the peak value and γ is the damping rate which is related to the quality factor
Q = ω0/γ. The zx term includes a small amount of electrical crosstalk [16, 145] (cf. the gray
line in Fig. 5.8), which result in Fano-like resonances. More information about the electrical
crosstalk can be found in Sec. 2.4.3.

Both during the demodulation (as a setting in the LIA), as well as in postprocessing, an
additional “analyzer” phase α can be set. In the former case, this corresponds to exp(−iωt) →
exp(−iωt−α) for the aforementioned calculation of the quadratures. We use the latter, though,
which performs the transformation(

X ′

Y ′

)
=

(
cosα sinα
− sinα cosα

)(
X
Y

)
. (5.2)

By setting the analyzer phase equal to the setpoint of the phase-lock loop, α = ϕsp, the X ′

quadrature (cf. the real part of Z ′) contains the mode shape, whereas Y ′ (cf. the imaginary part
of Z ′) is related to the error ej .

So far, the analysis has been for a single frequency ω. The Zurich Instruments HF2 lock-in
amplifier with multi-frequency kit option can, however, generate an excitation signal with six
different frequencies and subsequently demodulate the input signal at all of these. This enables
measurements on six modes simultaneously, as employed in, for example, Fig. 5.12.

Figure 5.8: Driven response of the membrane measured using the NWA (blue) with the calcu-
lated frequencies (Eq. (2.8)) as black dashed lines and the mode numbers indicated. The gray
trace is the instrument background.

An overview of the measured modes of the membrane displayed in Fig. 5.6 can be found in
Fig. 5.8. It shows the driven response of the membrane (blue) measured with the NWA. The
gray trace is the instrument background from which several peaks of the blue trace clearly stand
out. The vertical dashed lines mark the frequencies of the calculated modes together with their
mode number. They match very nicely with the measured peaks and thus allow us to identify
the latter. Figure 5.9 shows zooms measured with the LIA of some of the modes in the overview
spectrum and Table 5.1 lists their properties. A zoom of the response near the (3,1) and (1,3)
modes is again shown in Fig. 5.10. It is noted that due to temperature variations in the lab, the
values for the exact resonance frequencies may differ slightly between measurements. This drift,
in combination with the relatively long duration of response function measurements, resulted in
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(1,1) (1,2)

(2,2) (1,3)

(2,1)

Triplet L

Triplet C

Triplet R

(3,1)

Figure 5.9: Driven responses of the modes described in this chapter. For the first 6 modes, the
span is 200 Hz, whereas for the triplet the span is 500 Hz. The blue curves are measured using
the LIA, whereas the black dotted lines are the fits of Eq. (5.1) to the data. The measurement
settings and fit results are indicated in Table 5.1.

a clear distortion of the (2,2) resonance. A similar measurement with the NWA showed a regular
response and yielded γ/2π = 5.22± 0.02Hz, which corresponds to Q = 559k.

5.4 PLL mode mapping

5.4.1 Comparison of different methods for mode mapping

Before presenting the full two-dimensional mode maps obtained with our PLL setup, I will
first compare in Fig. 5.11 line traces taken with different methods to show the robustness and
efficiency of ours. The membrane is scanned in the y direction while sequentially acquiring the
signal of the (1,3) mode at 3.260MHz using four different methods. First of all, Fig. 5.11(a)
shows the dc reflection, which overlaps for all methods. The suspended membrane has a higher
reflectivity compared to the supported regions as discussed above and the holes are visible as
small dips in the signal.

Now, method (i) for obtaining a mode shape (dark blue lines in Fig. 5.11) is to simply
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Figure 5.10: Network analyzer measurement of the driven response near the (3,1) and (1,3)
eigenfrequencies. Two separate resonances with a spacing of 1.06 kHz can be seen. As discussed
in the text, the left and right resonance correspond to the (3, 1) and (1,3) modes, respectively.

Table 5.1: Overview of the excitation power, setpoint, and fit parameters (see Fig. 5.9) for the
modes discussed in this work. The fit uncertainty in the resonance frequency is below 3 Hz for
all modes, but the exact value drifts over the course of time.

Mode Excitation Frequency Q γ/2π zmax α ϕsp

(dBm) (MHz) (103) (Hz) (V/V) (rad) (°)
(1,1) -45 1.460 053 39.0± 0.1 37.42± 0.05 0.527 3.111± 0.001 87
(1,2) -50 2.304 098 250.0± 2.4 9.22± 0.09 0.149 0.594± 0.007 -68
(2,1) -50 2.307 084 167.4± 0.4 13.78± 0.04 0.384 0.012± 0.002 -98
(2,2) -35 2.915 386 208.3± 3.9 14.00± 0.26 3.5 · 10−3 2.283± 0.014 -104
(3,1) -35 3.259 232 140.2± 0.6 23.24± 0.09 0.030 2.856± 0.003 -111
(1,3) -40 3.260 257 104.7± 0.2 31.14± 0.05 0.044 2.788± 0.001 -20

Triplet L -35 7.313 864 199.8± 9.6 36.61± 1.76 9.1 · 10−3 0.172± 0.037 -68.8
Triplet C -35 7.316 988 238.0± 12.2 30.74± 1.58 9.7 · 10−3 2.842± 0.039 -263.3
Triplet R -35 7.320 566 45.0± 1.3 162.81± 4.66 0.011 2.262± 0.029 49.8
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(a)

(b)

(c)

(d)

(i) Constant freq.

(ii) Regular PLL

(iii)
Our PLL

(iv) NWA

←  lock lost

Figure 5.11: Line traces over the membrane for (i) constant frequency (dark blue), (ii) regular
PLL (light blue), (iii) the modified PLL with mod 180° (orange), (iv) data measured using a
network analyzer (green). (a) Reflected laser power. (b) The mode profile of the (1,3) mode
near 3.26 MHz. Solid (dashed) lines indicate the real (imaginary) part. The curves are offset
for clarity. (c) Frequency change during the measurement. For (i)-(iii), this was the actuation
f , whereas for (iv) the resonance f0 was extracted from the NWA traces. By definition, the
frequency was constant in (i). (d) Elapsed time since the start of the trace.

drive the mechanical resonator at that resonance frequency and record the amplitude [172].
Figure 5.11(b) shows that the suspended part of the membrane has a clear response with small
modulations due to the holes. There are two nodes in the modal amplitude vs. y, indicating that
this is the (1,3) and not the (3,1) mode, which was not clear from the frequency response alone.
Taking a closer look shows that, unlike the theoretical prediction of Eq. (2.7), the anti-nodes
have unequal magnitudes. Also, the modal amplitude shows an imaginary part (see Sec. 5.3.2
for details) that grows with time. This indicates that the resonance frequency drifted from the
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(fixed) driving frequency during the measurement. This means that the naive approach (i) does
not yield accurate mode shapes.

A standard approach to track a resonance is a phase-lock loop [162,173]. Here, it is a software-
implemented PI-controller in LabVIEW in combination with digital demodulation in the LIA4.
The PI-controller updates the driving frequency f to keep the phase ϕ at the setpoint ϕsp using:

fn+1 = f1 + Pen + I
n∑
j=1

ej . (5.3)

Here, en = ϕn−ϕsp is the error in the n-th sample, and P and I are the proportional and integral
gain, respectively. Fig. 5.11(b) shows that with this regular PLL (method (ii), light blue), the
first anti-node has a lower imaginary part compared to the previous method. However, as also
indicated by the sudden large shift in Fig. 5.11(c), the PLL loses lock after the node where
the mode changes sign, resulting in a π jump in ϕ. This problem that almost all off-the-shelf
PLL-based systems have, motivates our improvements to the regular PLL. For our method (iii),
we, first of all, added a modulo operation: en → en mod π. This way, the PLL can handle the
sign flips and will remain locked irrespective if the motion is in phase or in anti-phase. A second
addition is to turn the PLL off until a minimum signal magnitude is reached. This maintains
the frequency while scanning e.g. over the nodes. The orange curve in Fig. 5.11(b) shows the
result of our new method: The anti-nodes are now equal in magnitude and the imaginary part
stays very small. Our robust method (iii) thus faithfully maps the mode, even in the presence
of frequency drifts, nodes, and sign changes.

The fourth mode-mapping approach, method (iv), is performed with the NWA [67]. Here,
a full frequency response is measured at every point of the line trace, and its fitted maximum
and phase (Sec. 5.3.2) are used to reconstruct the modal amplitude. Similar to our improved
PLL (cf. method (iii)), method (iv) is also capable of mapping a drifting mode accurately (Fig.
5.11(b,c), green). However, as Fig. 5.11(d) shows, the NWA method is about ten times slower
compared to all other methods. Although it can be considered the gold standard, method (iv)
is too slow to do e.g. full 2D mode maps efficiently. After comparing the results from the line
traces taken under realistic conditions with the different methods, it is clear that our method (iii)
is the preferred technique. The response of measurements on a single location on the membrane
have been discussed in the previous section. To further demonstrate the use of our PLL setup,
we will now turn our attention to the measurements of two-dimensional mode maps.

5.4.2 Mode maps

Using our method, the first six modes were measured simultaneously while scanning the mem-
brane in the x and y direction, resulting in the 2D mode maps shown in Fig. 5.12. The first
mode in Fig. 5.9 at 1.46 MHz is indeed the (1,1) mode, and the second one at 2.30 MHz is the
(1,2) mode. Although some modes are slightly distorted compared to Eq. (2.7), one can still
easily recognize them. Also note that fine details, such as the release holes (1 µm radius) are
clearly visible in these high-resolution maps.

It can be obtained from the mode maps that f1,2 < f2,1 whereas f1,3 > f3,1. This means
that the breaking of the degeneracy between the (m,n) and (n,m) modes for m ̸= n is not
caused by different side lengths of the membrane (cf. a rectangular instead of a square shape)
and that more subtle effects play a role here. As mentioned above, some of the maps do not
show completely straight nodal lines as expected from the theory. This may be an effect of the
finite bending rigidity of the membrane [174] and is confirmed using finite-element simulations.
A discussion of the properties of the other detected modes in the range of about 1− 20 MHz on

4Note, that it is also possible to perform this task using the digital signal processor in the lock-in amplifier
[120,140], which can further improve the operation speed.
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Figure 5.12: Normalized mode maps (real part) of the first six modes of the square SiN
membrane acquired in a single, simultaneous, measurement with the method described in this
chapter. The release holes are visible as an array of dots across the entire surface of the structure.
Starting frequencies are indicated in each map; further properties are listed in Table 5.1.

this membrane as well on differently sized membranes can be found in [152] and [175].
When modes are degenerate, a superposition of them is also an eigenmode and, a priory,

it is not clear what their modes would look like. Mode mapping is thus crucial to understand
the nature of the resonance. Eq. (2.8) shows that the (5,5), (1,7), and (7,1) modes are triple
degenerate and that these are expected around 7.3 MHz. Figure 5.13(a) shows three distinct
peaks near this frequency. Their mode maps in Fig. 5.13(b) indicate that, unlike the modes
in Fig. 5.12, their shapes are not directly given by Eq. (2.7); instead, they show a much
richer spatial structure. With the resolution of our mapping, it is possible to quantitatively
determine the contributions of each individual mode to the superpositions. For this, the mode
shape is written as u(x, y) = w5,5ξ5,5(x, y) + w1,7ξ1,7(x, y) + w7,1ξ7,1(x, y) and the weights wm,n
are determined by linear fitting to the experimental mode shapes. The results in the bottom
row of Fig. 5.13(b) show good agreement with the experiment, including the structure of nodal
lines (white) and the variation in amplitude at the different anti-nodes. Finally, note that the
modes have very different damping rates γ, as seen from the peak width in Fig. 5.13(a) (see
also Table 5.1). It is known that the clamping losses depend on the displacement field near the
edge [70, 167, 176, 177]. Looking at the first two mode shapes shows alternating positive (red)
and negative (blue) displacements near the edge of the membrane, whereas the third one (cf.
the one with increased damping) has the same sign everywhere along the edge (red only); the
radiation of acoustical energy into the supports would be very different. This explanation for
their different linewidths would be difficult to obtain without our high-resolution mode maps
with phase information.

5.4.3 Variation of the measurement scheme

Higher modes can be quite difficult to lock to due to their fast drift and often loose lock during the
measurement. As discussed in the comparison of the different mode mapping techniques, we have
observed that the modes drift over time, making the phase locking technique inevitable when
performing long measurements. The fundamental and higher modes, however, have a certain
frequency ratio and this ratio remains constant while the modes are drifting (see Fig. 5.14). This
is as this ratio only contains m and n, while being independent of changes in σ and L. This
enables us to only lock to the fundamental mode and update the information for the higher
modes by the known frequency ratio without having to lock to all of them individually. This
helps to also measure the above mentioned modes that are otherwise challenging to lock to.

5.5 Thermal motion

The transduction factor and thermal motion of nanomechanical resonators have been introduced
earlier in Sec. 2.5.4. Here the thermal motion measurement on a membrane is shown. Fig-
ure 5.15(a) displays the driven fundamental membrane mode obtained with the NWA. This
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Figure 5.13: (a) Driven response near f5,5 = f1,7 = f7,1. The triplet is fitted using three stand-
ard harmonic oscillator responses taking crosstalk into account (Sec. 5.3.2) [145] (black line).
(b) Measured (top) and calculated (bottom) mode maps. The weights from the linear fitting
are {w5,5, w1,7, w7,1} ∝ {0.561,−0.506, 0.656}, {0.817, 0.260,−0.515}, and {0.105, 0.694, 0.712}
for the left, middle, and right peak, respectively. The fit uncertainty in the weights is 0.002.

Figure 5.14: (a) Shift of the resonance frequencies of the first six modes over time (sweep
steps). (b) Frequency shift of (a), relative to the shift of the first mode.
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measurement is typically done right before the thermal motion measurement with the SPA as
it returns the resonance frequency and thus tells at which frequency to search for the much less
pronounced thermal motion peak. Due to the drift of the resonance frequency with temperat-
ure both the driven and undriven modes only align in frequency if measured shortly one after
another. Panel (b) displays the thermal motion measurement. From this measurement, a trans-
duction factor dV

du of 67 kV/m with a noise floor of 456 fm/
√
Hz was calculated using eq. (2.14).

The SNR could be further improved by averaging over a longer measurement time. However,
this improvement is at the expense of the sharpness of the peak as the mode is expected to drift
over time.

Figure 5.15: (a) Measurement of a fundamental membrane mode with the NWA. (b) Thermal
motion measurement of the mode of (a) with a SPA.

5.6 Temperature dependence

We have seen above that the resonance frequencies drift over time. This became apparent most
prominently in method (i) and caused it to fail. Such drifts are often caused by small variations
in temperature which can depend on such simple but unavoidable parameters as the time of the
day and the outside temperature or the amount of direct sunlight shining into the lab5. How do
the mode properties react to much higher changes in temperature? The setup allows to actively
change (or stabilize) the temperature over a wide range as described in Sec. 4.7. The membrane
was cooled (heated) step-wise from the ambient6 temperature inside the chamber of about 32 °C
to ∼ 17 °C (∼ 62 °C) and then heated (cooled) back to ambient. At each new setting, several
hundred measurements were taken to give the temperature time to settle.

The observed trends as well as overshoot and hysteresis, both for the cooling and the heat-
ing experiment, are consistent over several runs of this measurement (independent of the sweep
number), as well as with the very different devices, namely racetracks with mechanical parts in-
troduced in Sec. 3.5)7 on another chip [178], measured in the LVC setup8. Despite the differences
in the design, the racetrack devices are also made out of SiN in a similar sandwich structure and
the fundamental mode of the mechanical resonators has a frequency of ∼ 2.5MHz and is thus

5Temperature control (air conditioning, optical shielding) can lower or even suppress these effects, still heating
of the devices by the measurement laser and subsequent drift of the resonance frequencies will still be present.

6Note that ambient temperature does not refer to the temperature in the lab but the temperature inside the
vacuum chamber. The latter lies at around 32 °C due to the high power consumption of the stages which dissipate
heat into the vacuum chamber.

7Remember, the racetrack devices are ring resonators with suspended beams implemented in the flat regions
and suspended beams patterned with photonic crystals in their vicinity.

8As explained in Chapter 4. Even though the LVC setup is a quite different setup, it has the same type of
temperature control implemented as discussed in Sec: 4.7.

81



temperature dependence

Figure 5.16: Temperature sweep: Resonance frequency shift (top panels) and quality factor
(bottom panels) of the fundamental mode when the temperature is changed. (a,c) The sample
was cooled below ambient temperature and warmed up back to ambient. At each new setting
of the current through the Peltier element, 500 traces were taken to let the temperature settle.
In the plot, the result of the last trace at each setting is shown. The black arrows indicate the
sweep direction. (b,d) The sample was heated above the ambient temperature and let to cool
back to ambient. At each new setting of the current through the Peltier element, 300 traces were
taken to let the temperature settle. In the plot, the result of the last trace at each setting is
shown.

similar to that of the membranes. Fig. 5.18 shows the result of the temperature sweep on such a
device. In the measurement of panel (a) the temperature is increased by the laser power instead
of by the Peltier element. Increased laser power sent into the racetrack heats the beams and
causes thermal expansion of the mechanical resonators. As a consequence, the intrinsic stress is
reduced and thus the resonance frequencies go down9. This is also reflected in the measurement.
The frequency of the fundamental mode of a racetrack beam is reduced by about 7 kHz for an in-
crease in temperature by ∼ 20 °C. The shift of the adjacent photonic crystal beam is much lower
and only reduced by less than 1 kHz. This is because this beam does not serve as a waveguide
and is thus much less affected by laser heating. As a reminder, the photonic crystal is designed
such that it forms a band gap around 1550 nm and does not support the light mode. In panel (b)
the temperature is changed via the Peltier element. The increase in temperature by about 35 °C
causes an increase of the resonance frequency by ∼ 18 kHz, resulting in ∆f

∆T
1
f = 2.1 · 10−4/°C,

9Note, not only the mechanical devices expand due to heating, but the whole ring resonator does and changes
its circumference. Thus, the ring resonances also experience a shift with respect to the laser wavelength.
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Figure 5.17: Overlay of the measurement of the temperature and the observed shift in resonance
frequency versus time. (a) The stage was cooled below ambient temperature and heated up again
with a zoom shown in (b). (c) The stage was heated above ambient temperature and cooled down
again with a zoom shown in (d). The temperature was scaled with a factor of 0.34 kHz/°C. The
data was obtained in the same measurements as that in Fig. 5.16. Panels made by Menno Poot.

which is consistent with the observation on the membranes (Fig. 5.16). In contrast to (a), the
frequency rises with the temperature as the whole chip is heated. This is a strong indication
that the thermal expansion of the bulk is larger than that of the beams and increases the strain
in the beam. The behavior of both beams coincides here, again as the whole chip is heated and
not only one of the beams. The hysteresis is rather small for both beams.

As detailed in Ref. [179], for the simpler case of SiN strings on Si substrate, the increase
in resonance frequency with increasing temperature, which we observe here is expected. The
thermal expansion coefficient of Si (αSi = 2.6 ppm/K [180]) is larger than that of SiN (αSiN =
1.67 − 2.3 ppm/K [85]). Heating the sample thus results in a larger expansion of the substrate
with respect to the resonator, which, as a consequence will be stretched and the increasing stress
results in a higher resonance frequency. For strings this can be calculated as follows [179,181]:

f0(T ) =
n

2L

√
σ0 − E(αstr − αsub)(T − T0)

ρ
. (5.4)

With the mode number n, string length L, stress σ0, Young’s modulus E, the thermal expansion
coefficient of the string and the substrate αstr and αsub, respectively, mass density ρ, temperature
T and reference temperature T0 (corresponding to stress σ0). The change in frequency thus results
from a temperature-induced change in stress. A temperature difference of 30 °C in a 100µm
long beam should thus cause a shift in frequency of the fundamental mode by 7.3 kHz. This
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differs by about a factor of 2 to the shift of ∼ 16 kHz obtained in case of strings implemented in
racetracks. This is as the derivation does not include the thermal expansion of the SiO2 cladding
layer (α = 0.55 ppm/K [182]). This now is significantly smaller than that of SiN and is expected
to add more complexity. Also, the quality factor (Fig. 5.16(c,d)) is reduced at lower temperatures,
indicating a temperature related reduction in strain.

So far, measurements of the temperature dependence have been performed on a single location
on the membrane. The setup provides a great tool to obtain the full mode maps at different
temperatures. This can reveal a potential temperature dependence of the mode shapes and might
give further insight into the mechanisms playing a role in the temperature dependence of the
mode properties.

Figure 5.18: Racetrack device with photonic crystal beam in the vicinity of the suspended
beams integrated into the racetrack. (a) Frequency shift vs. laser power sent into the device
(blue: photonic crystal beam, green: beam integrated into the racetrack). (b) Frequency shift
measured during a temperature sweep, as in Fig. 5.16(b). The black arrows indicate the sweep
direction.

5.7 Beyond membranes

Beyond the SiN membranes, extensively studied in this work, a large variety of other optomech-
anical devices can be studied with the setup. For example, we also measured devices like tram-
polines and cantilevers. Figure 5.19 gives a glance at the measurements of these devices. (a,b,c)
show the reflectivity maps of a trampoline, a cantilever, and an AlN-covered membrane, respect-
ively. As mentioned in the introduction of this chapter, such devices can be used in sensing
and detection by applying materials on them and carefully observing the resulting changes in
the dynamic properties, like resonance frequencies, mode shapes, and quality factors. A set of
membranes has been covered with layers of AlN of varying thicknesses and the aforementioned
properties have been studied. The AlN was applied by Giulio Terrassanta in collaboration with
the WMI [96,97,109]. The results have been published in [183] and [131]. The cantilever shows a
pattern that already appears like a higher mode. This, however, is not true, the pattern results
from the strong bending of the cantilever. The magnitude ranges over several periods of the in-
terference pattern and is thus visible in the reflectivity map. Panels (d,e,f) show the (1,1), (1,3),
(1,3) modes of the respective devices. The quality factors are 32.6k, 6.76k, 76.9k, respectively.
Panels (g,h,i) are the PLL maps of these modes.

5.8 Summary

In conclusion, I have presented a fast method to map the amplitude and phase of vibrational
modes under realistic conditions. Our method is based on an improved PLL and is robust against
frequency drift, phase jumps, and nodal lines and outperformed traditional methods. The nov-
elty and advantage lie in the combination of high resolution, sensitivity, tracking using a PLL, as
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Figure 5.19: Measurements on a trampoline (a,d,g), cantilever (b,e,h) and AlN coated mem-
brane (c,f,i). Top row: Reflectivity maps; middle row: frequency and phase response of the
driven devices; bottom row: PLL maps of the respective modes shown in the middle row. Meas-
urements taken by Timo Sommer (left), Julius Röwe (middle), and Aditya Yadav (right).

well as its robustness against sign changes of the mode shape when crossing nodal lines. I have
illustrated the technique using a high-stress Si3N4 membrane, where degenerate modes were un-
ambiguously identified. Up to six modes can be mapped simultaneously and from high-resolution
mode maps the individual weights of superposition modes could be determined, and insights into
the clamping loss mechanisms were obtained. Some examples for further measurements beyond
the membranes were shown to show the broad spectrum of applications for this setup. Future
plans are the study of one- and two-dimensional arrays of coupled micro-drums. Cantilevers
with flakes of transition-metal dichalcogenides (TMDs) shall introduce strain into these flakes
and reveal fascinating quantum effects. The setup is currently expanded for being capable of
performing these quantum experiments.
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CHAPTER 6

Geometric tuning of stress in pre-displaced silicon nitride
resonators

This chapter covers the study of stress tuning in pre-displaced silicon nitride beams. I will
introduce a novel method to geometrically tune the tension in pre-strained resonators by making
Si3N4 strings with a designed pre-displacement. This enables us to e.g. study their dissipation
mechanisms, which are strongly dependent on the stress. After release of the resonators from the
substrate, their static displacement is extracted using scanning electron microscopy. The results
match finite-element simulations, which allows us to quantitatively determine the resulting stress.
The in- and out-of-plane eigenmodes are sensed using on-chip Mach-Zehnder interferometers and
the resonance frequencies and quality factors are extracted. The geometrically-controlled stress
not only enables tuning of the frequencies but also of the damping rate. We develop a model
that quantitatively captures the stress dependence of the dissipation in the same SiN film. We
show that the pre-displacement shape provides additional flexibility, including control over the
frequency ratio and the quality factor for a targeted frequency.

This chapter is largely based on material published in Nano Letters.
David Hoch, Xiong Yao, and Menno Poot. Geometric tuning of stress in pre-displaced silicon
nitride resonators. Nanoletters, 2022 DOI:10.1021/acs.nanolett.2c00613 [16].
Reprinted with permission from Nano Lett. 2022, 22, 10, 4013–4019. Copyright 2022 American
Chemical Society.
My personal contribution to the content of this chapter is the sample design and fabrication
of some of the chips fabricated in the context of this chapter. I also performed many of the
measurements discussed below and personally did a large share of the data processing and ap-
plication of the model onto our results, which includes literature research and coding of the data
processing scripts. Xiong Yao took over most of the FEM simulations, taking the SEM images
and strongly assisted with taking the measurements under my supervision.
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sample and setup

6.1 Introduction

Micro- and nanomechanical devices are utilized in a huge variety for both applications and
fundamental research, including sensing and detection [63,184–186], phase shifting in the optical
[144] or radio frequency [187] regime, and research in the quantum regime [2,188–190]. There is
a high demand for resonantly driven devices in the below and low MHz regime [120,191], where
SiN is an excellent choice of material due to its high intrinsic stress and therefore very high
quality factors [89,90,140,192]. The eigenfrequencies of SiN resonators are highly dependent on
their stress. This typically can only be changed via the deposition process [193], for example
by varying the silicon content from Si-rich SiNx to stochiometric Si3N4 [136]. Every stress value
would, however, need a different deposition run, making it expensive and inflexible as every
batch of wafers is limited to one specific stress. Finally, different deposition parameters may
result in different amounts of defects making a systematic study of the stress dependence of the
dissipation challenging. To overcome these limitations, several techniques for stress engineering
have been pursued [50], including bending of the chip [54], phononic crystal patterning [58], loss
dilution [58], clamp widening [88], hierarchical structuring [51], clamp tapering [55], or altering
the resonator design [53,194]. Some of the ideas discussed in these publications are displayed in
Fig. 6.1.

Here, I present a novel method to geometrically tune the stress of nanomechanical struc-
tures [122], adding a new degree of freedom for, e.g. applications demanding resonators with
controllable resonance frequency. It also enables us to study damping as a function of stress
under otherwise identical conditions. By design, our nanofabricated ’S’-shaped beams are pre-
displaced and thus longer than the distance between the two clamping points L. The beams
are pre-stretched because of the high tensile stress in the Si3N4 film. The displacement results
in a net component of this stress pulling towards the center. Thus, when releasing them, they
straighten and partially relax their stress [122] as illustrated in Fig. 6.2(a). This relaxation is
studied quantitatively using scanning-electron microscopy, supported by simulations, which will
be described in Sec. 6.5. The reduction in tension also strongly influences the dynamics of the
resonators, such as their eigenfrequencies and quality factors (Q). To study this, we use in-
tegrated Mach-Zehnder interferometers to optically sense their driven motion, as described in
Sec. 2.5.3. The observed change in Q with the stress is quantitatively explained by the model
for the dissipation. Finally, we study the influence of different pre-displacement profiles on the
dynamics.

Our devices provide valuable insight into the role of stress in the damping of SiN resonators,
and add geometrically-tunable stress as a new degree of freedom for a variety of future experi-
ments in the field of optomechanics, such as sensing [195], synchronization [196], and quantum
optomechanics [197].

6.2 Sample and Setup

The dynamic measurements on the released devices were performed on two samples (“A” and “B”)
with 270 individual devices, which all contain a pre-displaced doubly-clamped beam. In addition,
each chip contains 9 calibration MZIs without beams and 18 devices which directly connect the
input and output grating coupler with a single waveguide to normalize over the transmission
profile of the grating couplers (see Fig. 2.9 and explanation in Sec. 2.5.3) The design parameters
including beam length (L), pre-displacement (D0), and shape of the devices were systematically
swept. As long as not stated otherwise, the data presented comes from beams following a double
S-shape design, as described in detail in Section 6.3. The largest pre-displacement D0 is located
at the middle of the beams (see Fig. 6.2(a)) and is varied from 0 to 4µm in steps of 0.5µm. As
illustrated by the micrograph of an individual device in Fig. 6.2(b), sensing its motion is done
via integrated MZIs. A full overview of the chip design and the sweep parameters is provided
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Figure 6.1: Various techniques of stress tuning: (a) Bending of the whole chip. Reprinted
and adapted with permission from Verbridge et al. [54]. Copyright 2007 American Chemical
Society. (b) Widening of the clamping points, as demonstrated by Sadeghi et al. [88], reprinted
and adapted with permission from AIP Publishing. (c) Integration of structures into the bulk,
close to the clamping points, as demonstrated by Zabel et al. [53], reprinted and adapted with
permission from Springer Nature. (d) Hierarchical structuring of the resonator. Reprinted and
adapted with permission from Bereyhi et al. [51] (Creative Commons Attribution 4.0), (e) Clamp
tapering as demonstrated by Bereyhi et al. [55], Reprinted and adapted with permission from
Nano Lett. 2019, 19, 4, 2329–2333. Copyright 2019 American Chemical Society. (f) Phononic
crystal structuring. Reprinted and adapted with permission from Ghadimi et al. [58]. Copyright
2017 American Chemical Society.

in Fig. 6.3 together with Tab. 6.1. A third sample, identical to chip A, was used to extract D0

and D via SEM images. This way, possible influences of charging and carbon deposition on the
sample used for the dynamical measurements were avoided. The SEM images were taken on a
ZEISS NVision® 40 a with 10 kV acceleration voltage. In Fig. 6.7, both the experimental and
simulated D0 and D before and after release will be shown.

sweep parameter (µm) value 1 2 3 4 5 6 7 8 9
pre-displacement (H) 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

beam length (I) 50 59.5 73.5 96.2 138.9 250
beam MZI distance (B) 0.1 0.15 0.2 0.3 0.5

Table 6.1: Design parameters of the devices chip A. The pre-displacement is swept horizontally
(H), the beam length is swept vertically within a block (I), and the beam-to-MZI distance is
swept blockwise (B) (c.f. Fig. 6.3).

The devices are made of 330 nm thin high-stress stoichiometric silicon nitride (Si3N4), that
was grown commercially using LPCVD on top 3300 nm silicon dioxide (SiO2) on a silicon sub-
strate [63] (Fig. 6.4(a)). Device patterning is performed by electron beam lithography us-
ing ZEP520A resist (Fig. 6.4(b,d)) and subsequent dry etching (Fig. 6.4(c,e)) with combined
reactive-ion and inductively-coupled plasma etching (ICP-RIE). The fabrication of the devices
with photonic Mach-Zehnder interferometers and the mechanical beams is done in two separate
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Figure 6.2: (a) Illustration of the stress distribution of a pre-displaced nanomechanical beam,
before and after relaxation [122]. The beam straightens when being released and the stress
relaxes, depending on the beam length and initial displacement. (b) Setup for the dynamic
measurements. The chips are placed inside a vacuum chamber to avoid air damping. The probe
laser is a tunable step laser and the polarization of the light is optimized with an FPC. The light
is coupled on and off the chip with grating couplers and a fiber array placed above the sample.
An NWA is driving the piezo element (ocher) underneath the sample, mechanically exciting the
resonator. It also measures the signal coming from the photodetector (PD). For positioning
the chip, the signal from the PD can also be read via a DAQ. A micrograph of a single device
containing an integrated MZI with a 250-µm-long beam above the sensing waveguide of the
interferometer is shown in the schematic. On each chip, there are many of these devices.

lithography steps where the SiN around the waveguides is etched such that a thin layer of a few
10s of nm remains (Fig. 6.4(e)) to protect these structures during release [144]. The mechanical
parts, i.e. the beams under study, are fabricated by etching ∼ 70 nm into the SiO2 cladding
layer (Fig. 6.4(c)) followed by a release through wet etching the underlying SiO2 with buffered
hydrofluoric acid (Fig. 6.4(f)) and subsequent critical point drying (Fig. 6.4(g)). A detailed
description of the individual nanofabrication steps can be found in Chapter 3.

The finished chip is glued on a piezo-electric actuator and placed inside a vacuum chamber to
reduce air damping, as described in Sec. 4.5. Then, as illustrated in Fig. 6.2(b), each device to be
measured is positioned under an optical fiber array and light from a tunable laser is coupled into
and out of the MZI using grating couplers. The transmitted light is detected by a photodetector
which is read out with a data acquisition system and with a network analyzer which is also used
to generate the driving signal that actuates the piezo, as detailed earlier in Sec. 2.5.3. The setup
automatically locates and aligns the devices under the fiber array, steps the laser wavelength and
determines its optimal value, and measures the driven response of the beam resonators [143].
This way, not just individual devices can be measured, but dependencies on device parameters,
such as length, pre-displacement, or shape can be studied quantitatively.

As mentioned above, in this work, three chips were measured to cover all the presented beam
parameters: two optically and one using the scanning electron microscope to extract D0 and D
(Sec. 6.5). The distance between the beam and sensing arm was also varied to make sure to
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Figure 6.3: Chip design A as realized with the parameters listed in table 6.1. Horizontally the
pre-displacement of the beams is swept. Vertically the design consists of five blocks as indicated
by the black boxes. Within each block, the beam length is swept. The devices in the different
blocks have the same parameters, only their distance to the MZI varies. At the bottom, three
rows of calibration devices are placed: one row that only consists of a waveguide connecting the
two grating couplers and two identical rows of MZIs without a beam. The inset shows a zoom
into a part of the design with two rows of calibration devices and two rows of devices with beams.

include beams that are on the one hand fully released and far enough away from the sensing arm
not to stick or to hit it when actuated, and on the other hand, still have a high enough signal to
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detect the motion. The beam-to-sensing-arm distance is not expected to affect the dynamics of
the beam, like frequency or damping rate, in any way, as long as the beam can resonate freely.

Figure 6.4: Nanofabrication steps for the Sbeam chip. (a) The blank chip consists of a 330 nm
thin layer of Si3N4 (green) on a 3300 nm cladding layer of SiO2 (light gray). The substrate is
∼ 525µm silicon (dark gray). The Si3N4 and SiO2 layers are on both sides of the double-sided
polished chip. (b) The surface, covered with ZEP520A resist, is exposed in an electron-beam
writer. In this first lithography step the structures that are going to be released later are defined.
(c) The developed chip is dry-etched in an ICP-RIE. It is etched through the SiN layer, about
70 nm into the SiO2. (d) In the second lithography step, the photonic structures are defined
via electron-beam lithography. (e) In the second dry-etching step the photonic structures are
etched such that about 30 nm of SiN remains. (f) The mechanical structures are released by
wet-etching with buffered hydrofluoric acid. The photonic structures are protected from release
by the remaining SiN layer. (g) The finished chip. The chip is critically point-dried to protect
the mechanical structures from being destroyed by the surface tension of the liquid.

6.3 Beam shapes

The individual Sbeams are designed such that they follow a smooth shape with no sharp corners
even with a displacement of few µm. The center line y = u0(x) of the Sbeam design consists
of four circle segments - making up two S-shapes - that end perpendicular to the clamping
points. For straight beams (D0 = 0) the segments have no curvature, but the radius of curvature
decreases with increasing center displacements: Rc = ((L/4)2 +(D0/2)

2)/|D0|. This results in a
curve length of ℓ = 4Rcθ ≈ L+ 1

4
π2D2

0/L ≥ L, where θ = arccos(1− |D/2Rc|) is the mid-angle
of an “S”. As an example, a Sbeam with L = 96.2µm and D0 = 4µm would be 0.46% longer
than a straight beam. The width of the Sbeam perpendicular to the center line is held constant
at W by changing Rc → Rc ±W/2 for the two sides, keeping θ the same.

The other shapes were generated using (trigonometric) functions. In this case, the sides of the
beam were defined by shifting the center y = u0(x) by ±W/2 in the y-direction. The sine-shaped
beams follow a sine function with half a period from 0 to π and thus have non-perpendicular
edges at the clamping points. Likewise, the triangular beams have a sharp corner at the clamping
points as well as at their center, whereas the cosine-shaped beams follow one (two, three) full
periods of a shifted cosine function and do not have any kinks. In particular, the functions are:

u0(x̃) = D0 ×


1− 2|x̃− 1

2
| for “triangular”

sin(πx̃) for “sine”
1
2
(1− cos(2πx̃)) for “cosine”

1
2
(1− cos(4πx̃)) for “2 cosines”

1
2
(1− cos(6πx̃)) for “3 cosines”

(6.1)
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Figure 6.5: Normalized displacement u0(x̃/D0) of each beam shape vs. the normalized position
x̃ = x/L. The shape of the Sbeam closely follows that of the cosine and is not plotted additionally.

where x̃ = x/L = 0..1 is the normalized x-coordinate. Note that for all shapes u0(x) ≥ 0
for all x, i.e. everywhere they are pre-displaced away from the sensing waveguide, and that
max u0 = D0 ≥ 0. These functiones are plotted in Fig. 6.5 as well as microscope images of each
beam shape will be provided in Fig. 6.14.

6.4 Simulations

The beams with their individual shapes, defined above were realized on-chip as described in the
previous section. For the analysis of the relaxation (Sec. 6.5), measured resonance frequencies
(Sec. 6.6 & 6.8), and the study of the dissipation (Sec. 6.7), both the static and dynamic behavior
of the beams was simulated. The FEM simulations were performed with COMSOL Multiphysics
with Livelink™ for Matlab®. The beams were simulated using the Solid Mechanics toolbox and
the parameters (length L and initial displacement D0) varied as in the chip design, but with more
values in between to generate smooth simulated curves. The material parameters used are listed
in Tab. 6.2. First, the static relaxation was computed with geometric nonlinearity included [198],
followed by an eigenvalue analysis. In the simulations before release (i.e. “supported” in Fig. 6.2),
the stress distribution and displacement profile are obtained while constraining the bottom of
the beam (as if it is still supported by the substrate). For the simulations after the release, this
constraint is disabled so that this boundary condition is also “free”. The clamping points are
fixed by constraining the end facets of the beam to have zero displacement. The stated stress σ
is the xx-component of the stress tensor averaged over the entire beam. For more details on the
stress distribution, see Ref. [122].

We have also used FEM to search for out-of-plane deformations such as vertical buckling or
torsional deformations, but these were not observed. This is confirmed experimentally using SEM
and OM, where out-of-plane deformations would appear as differences in focus heights between
the substrate and the beam. By neither of these methods, we have found an indication of such
deformations in our devices. The absence of out-of-plane deformations is discussed further in the
next section as well in great detail in Yao et al. [122].

1As of the lateral etching of the beams while reactive ion etching the final width of 850 nm is smaller than the
width of 1µm defined during electron beam writing. The lateral and vertical etching during release is ∼ 5 nm
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Table 6.2: Parameters used in simulations and modelling1

Parameter Description Value Source
h Thickness 330 nm [16]
W Width 850 nm [16]
L Length 50− 250µm [16]
σfilm Film stress 1050.1MPa [63]
ρ Density 3.10× 103 kg/m3 [86]
E Young’s modulus 250GPa [86]
ν Poisson ratio 0.23 [86]

6.5 Relaxation and stress tuning

Before the above-mentioned release step, the beam is still constrained to its design shape as it
is fixed to the cladding layer. The tensile stress, however, aims to straighten the beam. When
the cladding layer below the beam is removed during release, this constraint falls away and the
beam straightens. Straightening reduces the stress in the beam until it balances with the bending
rigidity. The bending rigidity works against the deformation of the beam and competes with the
tensile stress. The next section deals with the stress distribution in released beams followed by
a discussion on the role of the design parameters on the resulting stress.

6.5.1 Stress relaxation in released beam

After relaxation, the average stress is constant over the full beam length. As in displaced beams
bending rigidity and tension are concurring in keeping the beam bent or in straightening it,
respectively. The stress distribution is not uniform. Figure 6.6 visualizes the stress distribution
inside cut-planes at certain locations of the beam obtained by FEM as described in the previous
section. The stress distribution in panel (a) actually is uniform due to the zero initial displace-
ment. The situation in panel (b) now becomes more interesting. When there is curvature - the
cut planes (i) and (ii) are placed at locations with maximum curvature in the respective segment
- a strong transition of the stress from one side of the beam to the other is visible. The side the
beam is bent to (orange regime), experiences stresses of about 800MPa, as the relaxed straight
beam of panel (a). Here, the stress could not relax further than estimated by the Poisson ratio.
On the other side of the beam (blue regime), the stress relaxed down to about 30MPa. Cut plane
(iii) is located at a position with no curvature and thus displays a uniform stress distribution.
Panel (c) shows a situation similar to the one in (b), however now D0 is almost twice as much
and the overall stresses relaxed much further. Especially at locations with large curvature, the
stress distribution along y varies much less.

6.5.2 Influence of the beam parameters on the relaxation

As introduced above, the tensile stress in the pre-displaced beams will straighten them during
release, thereby geometrically changing the stress [122]. Before focusing on the dynamics of the
beams, in this section, we further explore the relaxation of the released beams.

The SEM images in Fig. 6.7 show how the maximum displacement of a particular beam is
reduced fromD0 before (a) toD after (b) release. From images of different devicesD0 andD were
extracted and plotted in Fig. 6.7(c) and (d). Before release, D0 (filled symbols) is as designed
(dashed line). After release, the beams relax, which results in a smaller center displacement (open
symbols). As can be seen in Fig. 6.7(c) the beams do not straighten completely toD = 0µm. This
can be explained by the bending rigidity working against a change of the beam shape [122]. The

and can safely be neglected in the analysis.
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Figure 6.6: Simulated stress distribution inside a 100 µm long released beam. Displayed is
the stress component σxx. The beams are displaced in the y-direction, shown is the x-y-plane.
The displacement U0 is (a) 0µm, (b) 2.5µm and (c) 4.5µm. The average σxx over beam is
811, 403, and 32 MPa, respectively, as indicated in the color bar. In panel (b) also the stress
distribution inside specific cut-planes (z-y) is shown. The positions of the cut-planes are (i) next
to a clamping point, (ii) at the center, i.e. the maximum displacement, and (iii) at a quarter
of the beam length, i.e. the minimum of the curvature. For clarity, the x and y directions are
plotted on a different scale. Figure reprinted from [122] ©2022 American Physical Society.
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Figure 6.7: SEM images of a beam with D0 = 3µm and L = 73.5µm before (a) and after
(b) release. (c) Displacement D of 73.5µm long beams with different D0 before (filled circles,
dashed line) and after (open circles, solid line) release. Data (circles) is extracted from SEM
images like (a) and (b), and lines are FEM simulations. (d) Displacement D vs. length of beams
initially displaced by 3µm. Markers, lines, and colors as in (c). (e) Simulation of the stress after
relaxation of the beam vs. D0 for various lengths L.

change D0−D grows for increasing initial displacement until D0 ∼ 2µm. From there the change
in displacement starts to decrease, which is related to their potential to buckle [122]. Besides the
initial displacement D0, also the beam length L is varied on the chip: It is swept logarithmically
from 50 to 250µm. Note again that L denotes the distance between the two clamping points and

96



dynamic beam analysis

Table 6.3: Parameters of the modes shown in Fig. 6.8 as obtained from fitting the harmonic
oscillator response with crosstalk, Eq. (2.10), to the data. Listed are the resonance frequencies
f0, linewidth w, quality factor Q, magnitude of the mechanical contribution Zmech, and complex
angle α. The listed uncertainty is the 95% confidence level for the fitted coefficients.

Mode Freq. w Q Zmech α
(MHz) (Hz) (103) (V/V) (rad)

Z1 2.534785 22.28± 0.26 113.77± 1.30 6.40 · 10−4 −0.806± 0.008
Y1 2.772301 63.33± 0.10 43.78± 0.07 0.458 1.716± 0.001
Z2 5.095364 55.94± 5.40 91.08± 8.79 3.21 · 10−5 −1.486± 0.066
Y2 5.737229 189.43± 1.83 30.29± 0.29 6.22 · 10−5 0.331± 0.007
Z3 7.698305 127.24± 1.75 60.50± 0.83 1.54 · 10−4 2.376± 0.014
Y3 9.092569 445.68± 2.19 20.40± 0.10 5.20 · 10−4 1.817± 0.004

is, thus, smaller than the length of the center curve of the beam ℓ ≈ L+ 1
4
π2D2

0/L (see Sec. 6.3).
Figure 6.7(d) shows the initial and relaxed displacement for D0 = 3µm as a function of L. For
short beams, there is still a significant D ∼ D0, but longer beams straighten almost completely
(D ≪ D0). For the latter, the length-to-displacement ratio is higher so that a bigger change in
displacement is needed to get the same relative change in length ∆ℓ/L, i.e. the same amount of
stress relaxation. Besides that, the bending rigidity, which is preventing the change in shape, is
less important for longer resonators [199].

The relaxation of the beams is also studied using FEM simulations; as discussed in Sec. 6.4.
The solid lines in Fig. 6.7(c) and (d) show the simulated displacement D. Both for the pre-
displacement (Fig. 6.7(c)) and for the length dependence (Fig. 6.7(d)), the simulations match
nicely with the data from the SEM images. The simulations not only give D but also provide
quantities that are not easily accessible otherwise, importantly, the stress, as shown in Fig. 6.7(e).
Initially, all curves start at the same point for D0 = 0, which can be understood as follows [122]:
The film stress in our chips is 1050MPa [63], pulling isotropically in all in-plane directions. A
straight beam will remain straight after the release process, but since it is then free in the y-
direction, its width will shrink. Via the Poisson ratio ν ∼ 0.23 this relaxes the longitudinal
stress [50] by a factor [122] 1 − ν, which is consistent with the value σ(D0 = 0) = 811MPa in
the plot. Furthermore, the larger the initial displacement, the lower the stress after release. This
trend continues until the beams almost fully relax. The pre-displacement for which this happens
depends on L: long beams need a larger D0 than shorter ones. Figure 6.7(e) also emphasizes
that our geometric tuning of stress is not a small perturbation, but a drastic change: a 4µm
pre-displacement reduces the stress in a 50-µm-long beam by more than a factor 30. Still, the
very good agreement between the observed relaxation and the simulations means that there is a
direct way to determine the amount of stress remaining in the beams. This connection will be
important when discussing the dynamics and dissipation of the beams in the following sections.

6.6 Dynamic beam analysis

When the released devices are excited via the piezo their eigenmodes become visible as sharp
resonances in the obtained spectrum as introduced in Chapter 2 where the detection methods
have been discussed. Figure 6.8(a) displays the overview spectrum of a typical device, displaying
several sharp resonances (arrows) below 10MHz. Note, that this measurement has already been
introduced in Fig. 2.9.

In the displayed frequency range, both y- and z-polarized flexural modes are expected (in- and
out-of-plane, respectively; coordinate system defined in Fig. 6.2(a)). The expected frequencies
of the flexural modes as well as of other type of modes like longitudinal or torsional modes are
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(a) (b)
500 Hz Z1 Y1 Z2

Z3 Y3Y2

Figure 6.8: (a) Measured frequency response of a beam with L = 96.2µm and D0 = 1.5µm
(gray). The resonances are highlighted by arrows and the simulated flexural modes are indicated
by the vertical lines, labeled by their polarization and mode number (in-plane in orange; out-of-
plane in blue). (b) Zooms into the resonances observed in (a) together with the fitted standard
harmonic oscillator response in the presence of crosstalk [145] (dashed lines). The span is 2 kHz
in all sub-panels.

discussed in [151]. The two fundamental flexural modes (Z1, Y1) as well as their higher modes
are close to the simulated frequencies (vertical lines) and hence can be identified. Both in the
experiment and in the simulations, in-plane modes (orange) have a higher resonance frequency
than the corresponding out-of-plane modes (blue). This is due to the higher bending rigidity in
the y-direction, as the width of beam (W ≈ 850 nm) is larger than the thickness (h = 330 nm).
Figure 6.8(b) shows zooms of the observed modes together with the fitted responses which nicely
fit the measured data. The extracted Qs range from 114,000 for the Z1 mode to about 20,000
for the 6th mode (Y3). Further details of theses modes on the parameters obtained by the fit
can be found in Table 6.3.

(a) (b) (d)(c)

Z1

Y1

Z2

Figure 6.9: (a) Resonance frequencies of the flexural modes of beams with L = 96.2µm and
D0 varying from 0 to 4µm, both measured (circles) and simulated (solid lines). (b) Resonance
frequencies of the first three modes (same data as in (a)) vs. the stress after relaxation. The
black dashed lines are the first two modes of strings (cf. Eq. (6.2)). (c) Quality factors of the
first in-plane (orange) and out-of-plane (blue) mode. Solid lines: model of dissipation (Eq. (6.3))
with Qbending,z = 6800 and Qbending,y = 7300. (d) Linewidth of the fitted peaks of the first two
modes shown in (b) vs. stress. The solid lines are the calculated linewidths for the respective
Qbending and the dashed lines indicate wedges, the linewidth assigned to the damping contribution
of the edges. The colors of the different modes are consistent between all panels.

As shown earlier, the static stress of the beams can be tuned drastically by increasing the
curve length ℓ slightly beyond L. This strongly influences the dynamics of the resonators and to
study this, the driven responses of the beams are measured as described above. Thus, resonance
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frequencies f0 and Qs are measured for a large number of devices. Figure 6.9(a) shows the
resonance frequencies of the first flexural modes for L = 96.2µm. For all modes, f0 decrease
with increasing D0. This is expected since initially higher displaced beams relax into lower
stresses and therefore have lower resonance frequencies. Still, not all modes seem to decrease
equally fast. Interestingly, for D0 ≳ 3µm, the Y1 mode even seems to increase in frequency.
Simulated eigenfrequencies (solid lines in Fig. 6.9(a)) nicely match the data and even reproduce
this non-monotonic trend at high D0. Analytical calculations hint that this increase may be
related to buckling effects [122]. In any case, the pre-displacement of the beams can be used
to tune their resonance frequencies in a predictable way. The question is, if - as intended - the
resonators still act as strings, but now with a geometrically-tunable tension, or if the beams are
more complex. For this, the eigenfrequencies are compared to that of a straight string under
tension [2]:

f0 =
n

2L
×
√
σ

ρ
, (6.2)

where n is the mode number, ρ = 3100 kg/m3 is the density of Si3N4, and, importantly, σ
is the stress in the string, which is now a function of D0 and L. As shown in the previous
section, using simulations, D0 can be converted into stress. Figure 6.9(b) replots the resonance
frequencies vs. σ for the first three modes. The dashed black lines show Eq. (6.2) (no free
parameters). Especially the first (blue) and second (gold) z-polarized modes closely follow the
frequency of a string. The small vertical offset between both the data and the simulations on one
hand, and the string on the other hand, is attributed to the bending rigidity. Only for very low
stress σ ≲ 200MPa, Y1 starts to deviate from the string model. Note that this coincides with
the upward trend in Fig. 6.9(a) and only occurs when the stress has been reduced by more than
a factor of four. Thus, for most of the devices explored here, the pre-displaced beams simply
act as strings under tension, but now with geometrically-tuned stress. How this impacts the
dissipation will be discussed next.

6.7 Dissipation

It has already been mentioned before, that high-stressed SiN strings can reach exceptionally high
Q [49, 89, 200], up to 109 [51, 201]2. Such an enormous increase of Q in SiN resonators - that is
these days reaching over 6 orders of magnitude more compared to unstressed single or two-sided
clamped beams - have first been observed in 2006 by Verbridge et al. [49]3. Since its discovery,
this fascinating effect shall develop an enormous potential for the study of high-Q nano- and
micromechanical devices as well as in industrial applications.

6.7.1 Dissipation mechanisms

Before we approach the concept of dissipation dilution, let us briefly look at the various sources
of dissipation introduced in Sec. 2.4.4 and whether they have to be considered in the following
discussion or if we can neglect them. As a reminder, the overall loss can be broken up into energy
loss due to the surrounding medium, phonons traveling into the bulk via the clamping points,
the for us most relevant intrinsic loss, and some others that shall not be of further interest in
the context of this work. These sum up according to Eq. (2.9).

To build a model for the overall dissipation in our resonators we must know which of the indi-
vidual mechanisms do and do not contribute. The measurements were performed at pressures of

2Very recently, quality factors above 10 billion have been reported in strained silicon, also by utilizing dissip-
ation dilution [202]. Our approach is not limited to amorphous materials like SiN but should also be applicable
to crystalline materials like strained silicon as long as it has tensile stress.

3Interestingly, the underlying physical principle, these days referred to as dissipation dilution, has already been
discussed in the year 1994 for loaded wires [203].
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P < 10−5mBar, making gas damping insignificant [204,205]. Also clamping losses, i.e. acoustic
waves radiating into the substrate are not expected to limit the Q for such narrow beams and
low mode numbers [136]. The chip mounting can also influence the role of clamping losses [136];
here they are suppressed by the stiff mounting of our chips with silver paste. Clamping losses
would also appear with an alternating behavior of Q with the mode number [192], which is also
not the case here. Furthermore, from Schmid et al. [136] and Unterreithmeier et al. [192] it can
be concluded that thermoelastic damping, Akhiezer damping, and surface losses are not limiting
Q. This thus leaves the internal damping in the SiN as the dominant dissipation mechanism.
This is always present and cannot be got rid of, however, there are ways to strongly reduce (or
increase) it, e.g. by tuning of the stress (c.f. Fig. 6.1). A model of this intrinsic loss applied to
our data in Fig. 6.9(c) and (d) as well as in Fig. 6.13 is introduced in the following.

6.7.2 Dissipation in stress-tuned Sbeams

As mentioned above, high-stressed SiN strings can reach exceptionally high Q. This is because in
them a lot more tensile energy is stored compared to stress-less beams. With the same amount of
energy lost per oscillation, high stress resonators thus exhibit very low relative losses, i.e. have a
high Q, an effect known as dissipation dilution [50,206]. Dynamic bending is, however, lossy and
thus gives rise to internal material damping [50,192]. Bending most notably occurs near the anti-
nodes and near the clamping points of the beam. We derive a model for the dissipation including
the mode shape calculated from the Euler-Bernoulli equation with tension included [122] to find
Qz

4:
Qz(σ)

Qbending,z
= 1 +

[
(πñz)

2

12

E

σ

(
h

L

)2

+ an

√
E

σ

h

L

]−1

. (6.3)

Here, ñz = 1.538 is the effective mode number and a1 = 0.561 is a dimensionless fit parameter.
E = 250GPa the Young’s modulus and h = 330 nm the height of the beam. Qbending,z = Qz(0)
is the quality factor of an analogous singly-clamped, and hence tensionless, beam. The first term
in the square brackets comes from the interior, i.e. away from the clamping points; the second
term accounts for the bending near the edges. Remarkably, the quantity Σ ≡ σ

E

(
L
h

)2 appears
in both. Σ is a measure for more string- (Σ ≫ 1) or more beam-like (Σ ≪ 1) behavior and we
define it as the “stringness” of the resonator. The interior contribution scales as Σ−1 and the
edge contribution as Σ−1/2. Our geometric tuning of the stress allows us to vary Σ ∝ σ and to
observe the impact of stress on the dissipation.

The model is inspired from Schmid et al. [136] and assumes that the dissipation in SiN is due
to bending and that the stretching energy is stored without losses. As detailed above, other loss
mechanisms are not expected to play a significant role here. In their model, building on the work
of Unterreithmeier et al. [192] the ratio between bending Ubending and stretching energy Ustr is a
central quantity. They are related to the curvature and elongation of the beam, respectively [122]:

Ubending =
1

2
B

∫ L

0

(
∂2u

∂x2

)2

dx (6.4)

Ustr =
1

2
T

∫ L

0

(
∂u

∂x

)2

dx (6.5)

Here, B is the bending rigidity, and T is the tension. In a pure beam resonator (i.e. for T = 0)
the stretching energy is zero, but with finite tension the total stored energy Ubending + Ustr

increases. Since Q is related to the ratio of the energy lost per cycle to the total energy, the
extra stored energy results in an increase in Q relative to that of a bending-only resonator such

4To obtain Qy, replace z → y and h → W .
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as a cantilever [192]:

Q = Qbending
Ubending + Ustr

Ubending
(6.6)

Inserting Eqs. (6.4) and (6.5) into Eq.(6.6), yields

Q = Qbending

(
1 + Tnorm

⟨u′2⟩
⟨u′′2⟩

)
, (6.7)

where ′ denoted a derivative w.r.t. the normalized position along the beam x̃ ≡ x/L, ⟨. . . ⟩
is the value of the quantity at the position of the dots averaged over the length of the beam
1/L

∫ L
0 . . . dx, and Tnorm ≡ TL2/B is the tension normalized to the bending rigidity. The

relation between the normalized tension and the stringness as defined above is Tnorm = 12Σ.
To evaluate Eq. (6.7), the mode shape u(x) is needed. In their model, Schmid and coworkers

take far from the clamping points, i.e. in the interior, the mode shape of a string:

u(x) = U sin
(nπ
L
x
)

(6.8)

where U is the amplitude. Especially near the n anti-nodes, the string’s displacement has
curvature, in other words: it bends there [2, 121]. Since ∂2u/∂x2 = −(πn/L)2 × u(x), shorter
beams and higher modes n > 1 will have larger curvature for the same amplitude U . Still, at
the clamping points x = 0, L, Eq. (6.8) predicts that the curvature ∂2u/∂x2 = 0. However for
a realistic beam, the boundary conditions u|x=0,L = ∂u/∂x|x=0,L = 0 [121] imply that the beam
has a curvature at the edges too. In their model, the mode shape near the clamping x = 0, L
follows the (static) shape of a singly clamped cantilever subjected to a point force.

Their original result (for bending in the z direction, where B = EWh3/12 and for Ustr ≫
Ubending) is:

Q =

[
(πn)2

12

E

σ

(
h

L

)2

+ 1.09

√
E

σ

h

L

]−1

Qbending, (6.9)

Both the curvature of the ideal string (Eq. (6.8)) and the bending near the clamping points
(derived from a cantilever-like shape) contribute to the dissipation in the stressed beam and
these are the two terms in Eq. (6.9), respectively. Note that with the bending energy included
in the numerator of Eq. (6.6), Eq. (6.9) can be written as

Q =

(
1 +

[
(πñ)2

Tnorm
+ a

√
12

Tnorm

]−1
)
Qbending, (6.10)

with a ≈ 1.09. The effective mode number ñ is introduced as we will show it is different from
n, which in Schmid’s original model equals the actual mode number n = 1, 2, 3, .... The term
in the round brackets is the relative increase in Q, and is called the dissipation dilution factor
DD [50, 206].

The exact profile of the flexural eigenmodes of a beam can be calculated using the Euler-
Bernoulli equation with tension included (Eq. 2.4) [122,199,206]. The mode shape depends on the
value of Tnorm, as Fig. 6.10(a)-(c) shows for Tnorm = 10−2, 103, and 104, respectively. For small
tension, the mode shapes are those of beams without tension, whereas for high Tnorm the shape
resembles that of Eq. (6.8). However, close to the clamping points, the curvature u′′ increases
strongly (green line), as also predicted by Schmid et. al [136]. By numerical integration, the
different terms of Eq. (6.7) are obtained as a function of Tnorm. Figure 6.10(d) and (e) show the
stretching and bending contributions, respectively. Since the magnitude of the eigenmodes is not
fixed, both are normalized to the maximum amplitude squared. From Fig. 6.10(d) it is clear that
the difference in ⟨u′2⟩ between the pure bending (left) and the tension-dominated regime (right)
is small. The value is also close to that of a string (Eq. (6.8)) (dashed line). For the curvature
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Figure 6.10: (a)-(c) Mode shapes u(x) for the fundamental modes, and its first and second
derivatives for the indicated values of the normalized tension. For clarity, the first and second
derivatives have been normalized to their maximum value. (d) Mean-squared stretching ⟨u′2⟩
and (e) Mean-squared curvature ⟨u′′2⟩ as obtained by (numerically) integrating the derivatives
of the solutions to the Euler-Bernoulli equation. The dashed lines show the analytical results
from the integration of Eq. (6.8), which are π2/2 and π4/2, respectively. (f) Dissipation dilution
factor DD as function of the normalized tension, together with a fit by Eq. (6.10). The value of
the fit parameters are ñ = 1.538± 0.018 and a = 0.561± 0.003.

⟨u′′2⟩ in Fig. 6.10(e), the situation is different: First of all, since the mode shape of a tensionless
beam (Fig. 6.10(a)) is more curved than that of a string, the flat plateau is higher than the value
π4/2 for a string (dashed line). More importantly, is that the mean-squared curvature rises with
increasing tension. This is due to the increased curvature near the edges, which is not resembled
in Eq. 6.8, describing the mode shape of a string. This gives rise to a larger Ubending, which
partly cancels the increase in Q with tension due to the increased stretching energy Ustr (see
Eq. (6.6)). To quantify this, the dilution factor is calculated as shown in Fig. 6.10(f). Inspired
by the model by Schmid, we fit Eq. (6.10) to the Euler-Bernoulli results. The fit function matches
the dissipation dilution factor well, and yields ñ = 1.538 ± 0.018 and a = 0.561 ± 0.003. The
coefficient to describe the clamping region is about a factor of two lower than in the original
work of Ref. [136]. Although still widely used in the literature, it is important to note that this
model was later improved by its author, and a = 1/

√
3 ≈ 0.577 was obtained [126], which is

close to our value. We also find that the value of ñ is different from the (integer) mode number
n as can be seen in Tab. 6.4 for the values of ñ for the first four modes. Since this contribution
is important at modest values of Tnorm where the mode shape (Fig. 6.10(a),(b)) is much more
like a beam than a string (Fig. 6.10(c), Eq. (6.8))), it is reasonable that also here corrections
appear. This discussion shows that it is not straight forward to find a description for the mode
shape that is valid over a large range of Tnorm and matches the actual mode shape for all x.

The different approaches to resembling the mode shape - essentially near the clamping points
- are compared in Fig. 6.11. Panel (a) shows the overview of the full beam length. Plotted are
the mode shape obtained via finite element simulation (light gray), the model introduced in this
work, i.e. applying the solutions of the Euler-Bernoulli-equation with tension (dark gray), the
pure string model (red), and the mode shape of a cantilever (yellow). The latter two combined
form the model from reference [136] which our work is building on. From panel (a) it appears
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Figure 6.11: Comparison of different models for the mode shape: full mode profile (a) and
zoom into the left clamping point for the mode (b) as well as the first (c) and second (d) deriv-
ative. FEM (light gray), Euler-Bernoulli with Tnorm = 3131.8 (dark gray) (compare Fig. 6.10),
cantilever with the length to match the slope a string (yellow) and string (red). Note that in
panel (d) the y-scale starts slightly below 0 due to the negative curvature in the center region of
the mode.

that all approaches roughly resemble the mode shape5. Panel (b), however, shows the zoom
into the region next to one clamping point, where most deviations occur. Here, the differences
are quite well visible. The FEM simulations can be viewed as a trusted reference as we already
showed earlier that the results from the simulation nicely match our experimental data. As
mentioned above, the model from Ref. [136] consists of the cantilever mode shape (yellow) near
the clamping points combined with the sinusoidal shape (red) of a string away from the clamping
points. The distance from the clamping point, where the latter displaces the first, is defined by
the location where both have the same slope6 - which is at the maximum length of the displayed
cantilever. In the range below 1µm the cantilever matches indeed nicely with the simulation
and is a clear improvement of the pure string model. Further away from the clamping points,
however, the deviation increases. The Euler-Bernoulli (E-B) approach of our work (dark gray),
however, almost perfectly follows the simulation. In panel (c) the first derivative of each approach
is plotted. This goes with a squared contribution to the derivation of the tension energy. Again,
the E-B approach is the best match to the simulation. The same can be seen in panel (d), where
the second derivative of the mode shape is plotted. It contributes with its square to both the
bending energy of the cantilever and the string part.

Table 6.4 shows the values for higher modes as well. The values of a depend only weakly on
the mode number n, whereas the fitted ñ roughly increases by one when going to the next higher
mode n. The fitted values for a and ñ are reproduced by finite-element simulations of straight
beams with varying beam lengths. Here, the values differ slightly for the different polarizations:
For the first z-polarized mode a = 0.532 ± 0.005 and ñ = 1.534 ± 0.021 and for the respective
y-polarized mode a = 0.498 ± 0.025 and ñ = 1.731 ± 0.037 were obtained, but both are in
agreement with the Euler-Bernoulli results. This thus confirms the validity of the model, which

5Note that all modes were normalized to a maximum value of 1.
6This is at Lc =

√
2EIz
σA

, with Young’s modulus E, the geometric moment of inertia Iz, where EIz = Dz,
stress σ and area of the cross-section of the beam A [136].
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Table 6.4: Fit parameters obtained by fitting Eq. (6.10) to the dilution factor, using shapes
calculated by the Euler-Bernoulli equation, for different modes, as was shown for the fundamental
mode in Fig. 6.10(f). The indicated uncertainty is half the confidence interval returned by
Matlab’s fit function.

Mode a ñ

1 0.561± 0.003 1.538± 0.018
2 0.549± 0.003 2.429± 0.017
3 0.534± 0.004 3.418± 0.017
4 0.515± 0.005 4.437± 0.017
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Figure 6.12: Normalized linewidth, i.e. the ratio of the linewidth of beams with varying amount
of normalized tension Tnorm to the linewidth with no tension at all, for the fundamental mode.
Blue curve: linewidth obtained from Eq. (6.11), black curve: fit following the trend of Eq. (6.12).

is employed in this work. Note, that both results also match closely with the - mode independent
- results for a ≈ 0.577 reported by Sadeghi et al. [88].

The fast increase of DD with Tnorm (Fig. 6.10(f)) leads to the large quality factors reported for
high-stress resonators. However, at the same time, the frequency increases too. When discussing
Fig. 6.9, we argued that it may be more insightful to quantify the dissipation using the damping
rate γ = 2πw, or linewidth w. Equation 6.12 shows that for large stringness Σ, the linewidth
approached the tension-independent wedges. An interesting question is, how the limiting damping
rate wedges compares to that of a pure beam wbending. Note that for the latter, Σ = 0 and that
the assumptions underlying Eq. (6.12) are not satisfied anymore. Still, the results for the beams
with tension presented in this section allow studying the entire evolution of w from zero to large
stringness. The linewidth is given by:

w(Tnorm) ≡
f0(Tnorm)

Q(Tnorm)
=

f0(Tnorm)

f0(0)

f0(0)

Qbending

Qbending

Q(Tnorm)

= wbending ×
f0(Tnorm)

f0(0)

1

DD(Tnorm)
. (6.11)

This shows that the ratio between w(Tnorm) and wbending = f0(0)/Qbending is the relative increase
in frequency divided by the dissipation dilution factor. Figure 6.12 shows how this quantity
depends on the normalized tension for the fundamental mode n = 1. For pure beams, the ratio
is, as expected, one. It decreases in a sigmoidal fashion with increasing Tnorm, reaching a value
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slightly below 0.3. This limit is equal to πan/β
2
n, where βn ≈ 4.730, 7.853, 10.996 . . . are the

roots corresponding to the solutions of the Euler-Bernoulli equation without tension [2]. The
black curve shows how Eq. (6.12), that will be introduced below, matches w(Tnorm) well beyond
Tnorm ≳ 102, and that it deviates for pure beams. The important point is, however, that not only
the quality factor increases with increasing tension, but that also the damping rate is reduced
beyond that of a pure bending beam.

6.7.3 Influence of D0 on the dissipation

With that theoretical framework gained, I will discuss how actual design parameters, like D0 and
L do impact on the dissipation. Figure 6.9(c) shows the experimental Qs for the fundamental
in- and out-of-plane mode as obtained from driven responses like in Fig. 6.8(b). The order of
magnitude for the fundamental out-of-plane mode (z) of a non-displaced beam is around 105

and for the in-plane mode (y) around 104. These findings coincide with experiments found in
the literature for beams with comparable design parameters [52, 136, 207]. Qz ≈ 3Qy and both
decrease with increasing D0. The solid lines are the predictions of Eq. (6.3) for Qbending,z = 6800
and Qbending,y = 7300, which were obtained by manually fitting to the highest Qs as these denote
the limit of the device performance: it may always be possible to have additional dissipation,
e.g. due to contamination or coupling to substrate modes, but never less [90]. Despite the factor
three that we observe between Qz and Qy, the model matches the data with similar Qbending.
Interestingly, Qbending appears to be slightly different for the two polarizations. This is discussed
further below, but future work will have to determine whether this difference is significant, or not.
In any case, the decrease in Q with D0 is accompanied by the decrease in resonance frequency
from Fig. 6.9(a). However, such dependence on f0 is not immediately obvious from Eq. (6.3).
To resolve this, we switch to the linewidth w = f0/Q to represent the damping. For strings (i.e.
Σ ≫ 1) one can use Eq. (6.2) to obtain:

wz =
nzh

2L2
cL

[
(πñz)

2

12
Σ−1/2 + an

]
Q−1

bending,z = wz,interior(Σ) + wz,edges, (6.12)

where cL =
√
E/ρ the speed of sound of the longitudinal vibrations [121]. Note that f0 contains

the regular mode number nz = 1, 2, 3, ... whereas ñz is the effective mode number originating
from Q. By switching to w, it becomes clear that wz,edges is independent of the stress and
that this contribution from the edges should dominate for high Σ. Figure 6.9(d) shows the
measured linewidths together with the results from the model, which matches the data well. In
this case, a generalization of Eq. (6.12) was used as the frequencies of the in-plane mode are not
described perfectly by Eq. (6.2) for all stresses (see Fig. 6.9(b)) and, thus, the f0 from the FEM
simulations were used. As predicted by Eq. (6.12), the linewidth is indeed constant for high
stresses. However, at low stress, Σ decreases, i.e. the resonator becomes more beam-like, and
a higher linewidth is obtained, again in agreement with Eq. (6.12). This nicely illustrates that
with our method, such a tension-dependent transition from string-like to beam-like behavior can
now be studied.

6.7.4 Influence of L on the dissipation

So far we have looked at beams with a fixed length of 96.2µm and varying D0. As already
mentioned, we fabricated and measured beams with various lengths: 50, 59.5, 73.5, 96.2, 138.9
and 250µm. Still, most data points are available for the 96.2µm long beams discussed so
far and shown in Fig. 6.9. These beams have been realized on both chip designs used for the
dynamic measurements and thus lots of devices turned out to be working properly and generating
data. Devices with different lengths have been realized on just one of the chips for dynamic
measurements, thus leading to fewer data points. In Fig. 6.13 the previously discussed model on
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dissipation is applied to these beams focusing on the parameter regimes with good coverage by
the data. The data of all the measured devices with the model applied to them can be found in
Appendix A.

Figure 6.13(a) displays the trend of Q over the length L at the example of beams with D0

of 2.5µm. The model is applied with the same values for Qbending as in Fig. 6.9. Longer beams
exhibit significantly higher Q for a specific D0 than shorter beams. This is as their remaining
stress after relaxation is higher (see Fig. 6.7(e)) and so is the stored tensile energy. Also, a certain
mode amplitude leads to less curvature near the clamping points and thus less internal losses. For
both the in-plane (blue) and out-of-plane (green) fundamental modes the model nicely resembles
the data.

Figure 6.13 (b) shows the Qs of the out-of-plane modes for all measured displacements over
a range of lengths from 50 to 100µm. Again, for all D0 the quality factor rises with increasing
beam length. However, the higher the displacement, the lower the overall Q because of the lower
relaxed stresses. For low D0 ≈ 0 − 1.5µm the trend of Q over L appears linear for the full
range of studied Ls. For larger D0 a foot in the trend becomes visible. For lower lengths, Q
rises slowly, for lengths beyond that foot, Q increases faster. The position in the plot at which
this foot appears shifts to larger L with increasing D0. These observed signatures in the trend
become apparent in both the model and the data. These match well, even though it has to be
mentioned that not for every D0 a large number of data points is available and some data points
show larger scattering. The argument applied above for the 96.2µm long beams still is valid,
that the relevant data points to compare the model to are the largest ones of a specific set of
parameters as they denote the limit of the device performance. Panel (c) can be viewed and
interpreted analog to panel (b), now displaying the in-plane modes. Again, the model and data
match for varying D0 and L.

One might argue, that Qbending should be adjusted for different beam lengths individually
as the cantilever contribution could differ. However, firstly, also in reference [136] the length

for the cantilever contribution is Lc =
√

2EIz
σA and thus independent of the overall beam length.

And secondly, here it shall be specifically emphasized that the model works well over a broader
range of beam parameters and is robust against changes in the design. It shows that no further
tweaking of the fit values is needed to model the observed trends.

Figure 6.13: (a) Quality factor of the y- (lower curve) and z- (upper curve) polarized mode
of beams with D0 = 2.5 µm and varying length. (b) Quality factor of the first (z-pol) mode of
displaced beams vs. beam length. The different colors denote the different D0 as displayed in
the legend. (c) As (b) but shown is the second (y-pol) mode.
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(a) (b)
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Figure 6.14: Study of different beam shapes (all with L = 96.2µm) and varying pre-
displacement. (a) Optical micrographs of the different shapes: (top to bottom) Sbeam, tri-
angular, sine-shaped with half a period, and cosine-shaped with one, two, and three periods,
respectively. (b) Resonance frequency of the fundamental out-of-plane mode of each shape vs.
D0. Shown are both simulated (solid lines) and measured (circles) data. The shaded area marks
a narrow band around 2MHz containing a studied device of each shape. (c) Same as (b) but for
the fundamental in-plane mode. (d) Plotted is the same data as in (b) but here vs. σ. The black
dashed line denotes perfect strings of Eq. (6.2). (e) As (d) but for the fundamental in-plane
mode.

(a) (b)

Figure 6.15: (a) Measured and simulated resonance frequencies of the in-plane mode (y-
polarized) of each shape vs. the frequencies of the respective out-of-plane mode (z-polarized).
Inset: Simulated stress in the beams vs. designed displacement. (b) Quality factors of the two
fundamental flexural modes (orange: y-polarized, blue: z-polarized) of devices within the shaded
frequency band indicated in Fig. 6.14(b,c) in the respective upper panels.
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sweep parameter (µm) value 1 2 3 4 5 6 7 8 9
pre-displacement (H) 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

beam shape (I) Sbeam tri sin 1 cos 2 cos 3 cos
beam MZI distance B 0.1 0.15 0.2 0.3 0.5

Table 6.5: Design parameters of the devices on chip B. The pre-displacement is swept horizont-
ally (H), the beam shape is swept vertically within a block (I), and the beam-to-MZI distance is
swept blockwise (B). The beam length is fixed for all devices to 96.2 µm.

Table 6.6: Comparison of the dynamics of beams with different shapes with D0 chosen such
that f0 is closest to 2MHz. Displayed are the shape, displacement D0, measured resonance
frequency (fexp) and quality factor (Qexp), simulated resonance frequency (fsim) and dissipation
dilution factor (DDsim), for both the out- and in-plane modes. For most shapes, two separate
devices were measured and thus two experimental values are given.

Shape D0 fexp Qexp fsim DDsim fexp Qexp fsim DDsim

(µm) (MHz) (x103) (MHz) (MHz) (x103) (MHz)
out-of-plane mode (z) in-plane mode (y)

Tri 3.0
1.9558 52.9

1.9366 13.0
2.2555 25.8

2.1928 5.39
1.9571 44.3 2.2620 27.2

Cos1 2.5
1.9947 60.5

1.9713 17.8
2.2790 28.8

2.2123 5.33
1.9284 50.7 2.2828 26.3

Cos2 1.5
1.8163 75.9

1.7895 15.7
2.0901 29.7

2.0287 5.01

Cos3 1.0
2.0453 95.3

1.9999 17.9 2.2961 34.1
2.2148 5.67

2.0376 81.5 2.2859 34.0

Sin 3.0
1.7412 94.5

1.7324 14.9
2.1370 19.8

2.0645 4.99
2.1328 21.9

Sbeam 2.5
1.9327 108.3

1.9017 17.0
2.2311 29.2

2.1500 5.03
1.9348 95.2 2.2209 31.2

6.8 Influence of the beam shape

The question arises if our control over the beam dynamics and dissipation can be expanded
beyond the “Sbeam”, e.g. to other pre-displacement profiles with features such as sharp edges or
multiple periods. Such profiles have already been introduced in Sec. 6.3. Figure 6.14(a) shows
fabricated beams with exactly these profiles, i.e. beams with triangular shape, sine shape with
half a period, and cosine-shape with one, two, and three periods, respectively (as defined in
Sec. 6.3). The distance between the clamping points is fixed at L = 96.2µm, while D0 is swept
from 0 to 4µm - same as for the extensively studied Sbeams.

We have further used FEM, SEM, and OM to search for the appearance of nonlinear effects
like out-of-plane deformations. In SEM and OM, out-of-plane deformations would appear as
differences in focus heights between the substrate and the beam. By neither of these methods,
we have found an indication of such deformations in our devices. The absence of these effects is
further discussed by Yao et al. [122].

Figure 6.14(b) and (c) show both measured and simulated frequencies of the fundamental
out-of-plane and in-plane modes for each shape vs. their initial design displacement, respectively.
The different beam shapes display different tuning behavior of f0 with D0, forming two distinct
groups with the Sbeam, cosine with one period, sine, and triangular shape forming one, and
the cosine with two and three periods forming another. For the latter the curve length [122] ℓ
is significantly longer for a given D0 and L due to their multiple periods, resulting in a lower
stress (inset of Fig. 6.17(a)). To reach a given frequency, there are thus multiple combinations of
length, shape, and pre-displacement possible. The shaded area in each panel denotes a narrow
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frequency band around 2MHz containing a fabricated device of each shape; different shapes must
have different D0 to fall into this band. The panels (d) and (e) show the same data as (b) and
(c), respectively, but plotted vs. the stress. Now, the data of the different shapes falls closely
on top of each other. Thus it is the stress that matters and not the actual shape. Still, at
low stresses, the in-plane mode separates into two different groups. The multiple-period shapes
follow the string (dashed line) down to even lower stresses than the single-period shapes.

Next, the different tuning between Y1 and Z1, the relation between D0 and σ, and the quality
factors are discussed in more detail. Figure 6.15(a) shows the in-plane modes of Fig. 6.14(c)
plotted over the respective out-of-plane modes (Fig. 6.14(b)). The two groups are still distinct
but in this picture, the different trends in each group fall closely on top of each other. The
cosines with higher periodicity follow an almost linear trend while the other shapes deviate from
the linear behavior towards lower frequencies where they show a strong upward trend. Note,
that the low-frequency regime here corresponds to larger displacements than for the beams with
more periods.

Next, we discuss the effect of the shape on the dissipation. It is shown that the shape not
only allows a fine-tuning of the ratio between the different eigenfrequencies but also provides
control over the quality factor. The quality factor was shown to strongly depend on DD(Tnorm)
as well as the frequency. Hence to compare the dissipation between different shapes, devices with
similar frequencies should be selected. As described above, we chose a narrow frequency band
around 2MHz (Fig. 6.14(b,c)) and selected devices of different shapes whose fundamental in- and
out-of-plane modes lie within that band. As the stress of the different shapes relaxes differently
the resulting devices correspond to different D0. For most shapes and modes we were able to
receive data from two individual devices on chip B with the same parameters, only differing in
SEPM. The fitted Q as shown in Fig. 6.15(b) show little variation for the y-polarized mode but
large differences for the z-polarized mode. To understand this behavior we compare the values
obtained from the measurements with our simulations. Table 6.6 summarizes the results, such
as the simulated and measured resonance frequencies (fsim, fexp), the experimentally obtained
quality factors (Qexp) and the simulated dissipation dilution factor (DDsim). For both modes,
the simulated and measured resonance frequencies match quite well. Qexp of the in-plane mode
does not show much variation, which is reflected by the hardly varying DDsim. The sine shape
has the lowest Qexp which is accompanied by the lowest DDsim. For the out-of-plane modes,
the different shapes show significant differences in Qexp. The obtained values are consistent for
different measured beams with the same device parameters. Comparing this with DDsim shows
that the variation of the latter is smaller. Still, the triangular shape yielding the lowest Qexp

also shows the lowest DDsim. Future research will have to give further insight into the exact
mechanisms playing a role in the dissipation of complex shapes.

6.9 In- and out-of-plane Qbending

As described earlier in the discussion, Qbending can be understood as the quality factor of a
cantilever with similar dimension and was fitted to our data. The Qbending obtained by fitting
Eq. (6.3) indeed match closely with our measurements on cantilevers of different samples as
shown in Fig. 6.16 and with values from the literature [204]. However, we obtained slightly
different values for the respective fit parameter Qbending of Eq. (6.12) for the in-plane (7300)
and out-of-plane (6800) modes. It is not obvious that Qbending for the different polarizations
has to be different at all. First, we confirm that this effect is reproducible by fitting the data
of two individual chips separately, as shown in Fig. 6.17. The blue (orange) curves for the out-
of-plane (in-plane) modes are generated using the same fit value Qbending = 6800 (7300) for
the two chips. The fits match well for both samples, indicating that the observed difference
is reproducible between different fabrication runs. In gray, the curve with the fit value of the
other mode is plotted, which clearly does not match the data. This confirms that different
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Figure 6.16: Frequency and phase response of the fundamental out-of-plane mode of a cantilever
with 15µm length and 2µm width. The quality factor obtained by the standard harmonic
oscillator fit including cross-talk (Eq. (2.11)) is 6985± 10. Measured by Julius Röwe [183]

modes do require a different Qbending. It is thus very well possible that fundamental effects in
damping become visible here. For example, the out-of-plane and in-plane modes have different
polarization and thus defects feel different local strains. Also, surface losses start to play a role at
low thicknesses and the vertical and top surfaces are fabricated differently. However, it should be
pointed out that these are not yet expected in the range of thicknesses studied in this work [206].
Finally, although it was found to be not critical for the stress and eigenfrequency [122], it is not
entirely ruled out that the undercut at the clamping points due to the release process may also
play a role. By varying the thickness h and width W , it should be possible to distinguish these
different hypotheses in the future.

6.10 Nonlinearity

So far we have focused on extracting values like the resonance frequencies and Quality factors
from the measurements. This is done by fitting the data with Eq. 2.10. For the fit to be applicable
to the data, the response needs to be in the linear or at least near the linear regime. The different
types of nonlinearity that might appear in such systems have been described in Sec. 2.4.2. Here,
we will focus on the geometric nonlinearity that becomes apparent when we increase the driving
power sufficiently high.

Generally, we want to drive our devices as strongly as possible to obtain a good SNR. However,
at some point increasing the excitation power further will result in mechanical nonlinearities and
the resonator response deviates from the Lorentzian shape. The curves tilt to the right as can be
seen in Fig. 6.18(a). This introduces bi-stability resulting in hysteresis. The obtained response
thus depends on whether the frequency sweep is performed upwards or downwards. As discussed
in Sec. 2.4.2 this is due to so-called spring-hardening, also known as duffing behavior. In panel
(a) it can be seen that an increase in the driving power increases the duffing behavior. Panel (b)
shows some of the traces of (a) together with the fit obtained by Eq. (2.12). Selected are traces
with linear response and the appearance of light duffing nonlinearity that can still be resembled
by the fit. It can be seen that the fit nicely recovering the Lorentzian shape in the linear regime
is able to handle light nonlinearities well. Panel (c) shows the quality factors obtained from the
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Figure 6.17: The two chips (A & B) measured for this work are analyzed individually with
respect to the fitted curve. In (a),(b) blue ((c),(d) orange) the data and fit of the first out-of-
plane (in-plane) mode as shown in Fig. 6.9(c). In gray the curve with fit parameter Qbending of
the respective other mode (cf. Eq. (6.3)). All Sbeams with L = 96.2µm.

fits from all traces of (a) that were properly fitted. The values of Q remain constant as long
as the fit matches the data well, which is here up to a power of −14 dBm. The uncertainty of
Q even reduces with increasing power due to the better SNR. At even higher excitation powers
above −14 dBm, the fit does not resemble the measured mode anymore and the extracted Q
cannot be trusted7. The strength of nonlinearity can be seen in panel (d) where the normalized
duffing parameter αn = α/αc is plotted against the excitation power. αc is the critical duffing
parameter that denotes the onset of the hysteresis. This quadratic increase of αn with higher
powers is a measure of the duffing nonlinearity. Such trends were obtained on the vast majority
of devices.

The picture in panel (e), however, shows a different scenario, measured on a different device.

7Note, that by tweaking of the initial conditions it is possible to properly fit even higher nonlinearities, but
the situation remains that at some point the fit is eventually going to fail.
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Figure 6.18: Network traces taken at different excitation powers on a Sbeam device showing
positive duffing (a)-(d) and another Sbeam device showing negative duffing (e)-(h). (a) excit-
ation from −30 dBm to −2 dBm and (e) excitation from −26 dBm to −6 dBm: Raw network
traces. The traces show increasing deviation from Lorentzian behavior for increasing excitation
powers. (b,f) Fitted response at selected excitations. (c,g) Fitted Q vs. excitation power. (d,h)
Normalized duffing parameter αn vs. excitation power. The black dashed line is a quardatic fit
through the data. The device in the left column has a length of 73.5 µm and displacement of
0 µm. The device in the right column has a length of 96.2 µm and displacement of 3.0 µm.
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The picture is quite similar to that in panel (a), however, the curves tilt to the left when the
driving becomes nonlinear. This is a signature of so-called anti-duffing, also known as spring
softening. Here, we see that the magnitude reduces with increasing excitation. Analog to panel
(b), panel (f) displays some of the traces of (e) together with their fit. Panel (g) shows the quality
factor which is again constant over the excitation power. In contrast to the case of positive duffing
the duffing parameter (panel (h)) now reduces with increasing nonlinearity. Negative duffing was
only observed on devices with very specific device parameters: a beam length of 96.2 µm and
center displacement of 3.0 µm. This was observed on both chips, it is thus unlikely that it is a
random appearance, resulting from the specific treatment during the fabrication of an individual
chip. Interestingly, this was only observed on Sbeams and not on the cosine-shaped beams
with the same length and initial displacement, even though they follow a very similar design
curve. This might be related to the earlier described differences in Q between the Sbeams and
cosine-shaped beams.

The question arises, under which conditions α is positive or negative. Elshurafa et al. found
that in MEMS resonators spring hardening is generally dominating over spring softening [129].
However, from the theoretical analysis of the dynamics of our predisplaced resonators [122] we
expect to see spring softening - which is closely related to the potential to buckle - more often than
reflected by the experimental results. When in the regime of the potential to buckle, the strain
for the straightened beam is negative. Due to the bending rigidity the beams actually do not
necessarily fully straighten but keep a final displacement as discussed above. When driving the
beams, they are deformed from their static shape - also against the bending rigidity - which can
drive the beams through their negative strain regime for the in-plane modes as is the case for the
measurement shown in the right column of Fig. 6.18, leading to spring softening. As mentioned
earlier, we do not see any indication of buckling in our devices, still the appearance of spring
softening or hardening is closely related to the potential to buckle. While there is no potential to
buckle for beams with any studied length without predisplacement, increasing predisplacement
leads into the buckling regime. For 25 µm long beams the regimes starts already at D0 of 1 µm
while 100 µm long beams need a D0 > 4 µm. Interestingly, with a length of slightly below
100 µm and D0 = 3.0 µm our only beam showing spring softening lies close to but not yet
within the buckling regime while a large number of the shorter devices only exhibiting spring
hardening behaviour does (c.f. Yao et al. [122]). However, with D0 = 3.0 µm and α < 0 this
device lies close to the minimum in frequency for the in-plane mode (see Fig. 6.9(a)). In [122] it
is discussed that here the mode shape becomes more complex with a local minimun at the center
of the mode shape - an indication of buckling. Thus the observation of negative duffing here is
not surprising. However, with the available chips and data, it was not possible to explain the
measured appearance of negative duffing only on these specific devices. Further studies might
resolve this fascinating effect. Suggestions to answering this question in the future are, e.g. the
fabrication of a new chip with device parameters similar to those resulting in negative duffing.
As the sweep steps of parameters like L and D0 were rather large so far, it is recommended to
sweep these parameters in very small steps this time. Also, small variations from the Sbeam
shapes can be introduced to gain information about the onset of the negative duffing behavior.

6.11 Design considerations

The selection of the shape for specific performance goals adds another dimension to the parameter
space of our geometric stress tuning approach. As discussed in the previous sections, the final
design parameters are highly dependent on the specific performance goals: is one looking for
a certain stress value, a certain frequency, or even a certain ratio between in- and out-of-plane
modes? To provide an outline for an appropriate design strategy for geometrically-tuned stressed
resonators we suggest, that if a large variance in stress for otherwise similar beams is desired,
it is favorable to decide on shorter beams due to the steep stress-D0 dependence (Fig. 6.7(e)).
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To obtain a specific stress level for a given beam length, one can follow the respective stress-
D0 curve (c.f. Fig 6.7(e)) to retrieve the necessary pre-displacement. The same strategy can
be used when a certain frequency is desired: in that case, Fig. 6.9(a) can be used. In either
case, it can be advantageous to choose a shape with several periods to have the largest tuning
in stress with relatively small D0. Especially for small relaxed stresses, where the remaining
tensile stress works against the bending rigidity, this results in straighter beams compared to
beams with one period due to their lower initial bending. Figure 6.15 indicates, that this higher
periodicity comes with only minimal reduction in Q. In general, narrow and thin beams shall be
considered as they can acquire higher Qs [136]. Depending on the width-to-height ratio - our
beams are typically designed much wider than high - it is recommended to utilize the out-of-plane
modes as they exhibit significantly larger Qs than their corresponding in-plane modes. With all
these parameters available, there is plenty of room to explore stress-tuned beams for almost any
purpose.

6.12 Summary

We have demonstrated a novel method to geometrically tune the stress in double-clamped SiN
strings and thus added a new degree of freedom in the design of nano- and micro-mechanical
resonators. This was done by designing the beams with a pre-displacement instead of making
them straight. When the beams are released from the substrate, their stress (partially) relaxes,
depending on their length and displacement. Their resonance frequencies and dissipation de-
pend on the remaining stress. We demonstrated that the beam relaxation and dynamics match
with finite element simulations and with our method we were able to systematically study their
damping. The developed model describes the stress-dependence of the dissipation in both the
high and intermediate “stringness” regimes. By modifying the beam shape we further refine the
control over stress and dynamics of our resonators.

By utilizing integrated Mach-Zehnder interferometers, we were able to study the relation of
Q between both in-plane and out-of-plane modes and found remarkable variations between these
in the low-stress regime - in the literature, typically only out-of-plane modes are studied (e.g.
via Doppler vibrometers).

One can elaborate plenty of ideas on how to continue with the study of displaced beams
and their incorporation into other projects. A suggestion for future questions to answer is
the study of the potential influence of surface loss. This becomes relevant at very thin beams
of only 100 nm. Fabricating thinner Sbeams and altering the aspect ratio of its cross-section
should make this apparent. Whether this is the reason for slightly different values for Qbending
for differently polarized beams or if the underetch at the clamping points is having an influence
here, is a question to be answered. In Sec. 6.10 we looked at measurements entering the nonlinear
regime. Apart from the wide appearance of spring stiffening, we also observed the occurrence
of spring softening at devices with very specific design parameters. Understanding the influence
of these parameters on whether one or the other becomes apparent might be of great interest.
Embedding a displaced beam into the racetrack designs, which have been mentioned in this
work in the context of synchronization of beams is a parameter to tune the onset and strength
of synchronization.

Overall, from basic research on damping mechanisms to applications in technology - one can
think of frequency filters or quantum transmitters - displaced beams provide the opportunity to
offer considerable contribution to larger frameworks.
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CHAPTER 7

Conclusion and Outlook

In this thesis, three different setups for the study of integrated optomechanical devices and
their physics questions are described. These setups were planned and built from scratch, only
starting with an empty lab. This also accounts for the implementation and development of the
nanofabrication methods in the clean room environment. Furthermore, I presented four research
projects - two of these did already result in publications and were discussed in depth.

In chapter 2, I gave an introduction to the theoretical background specific to the projects
discussed in this thesis. This covers the mathematical description of mechanical resonators
and how information about their dynamics can be obtained with the specific setups in our
labs. The various dissipation mechanisms that can potentially appear in micro-resonators are
discussed together with their relevance in the context of this work. Also, the special properties
of silicon nitride for optomechanical purposes are presented as well as how photonic circuitry and
mechanical resonators are implemented into such a platform. Of course, this is far from being a
thorough introduction to the broad field of optomechanics. For this, I recommend the reviews
“Mechanical systems in the quantum regime” from M. Poot and H. van der Zant [2] and “Cavity
optomechanics” from M. Aspelmeyer, T. Kippenberg, and F. Marquart [3].

In chapter 3, the nanofabrication techniques, that were used in the scope of this thesis and
the development of the process parameters were explained. All steps and recipes had to be tested
and optimized before they could be used for the device fabrication. This covers questions like
dose tests, etch rates, or machine parameters. During the fabrication of chips already meant
for measurements in the lab, unexpected issues can easily appear. Some designs require further
tweaking of the process parameters, which have been successful for previous designs. An example
is the beam current and beam alignment of the electron beam writer, which needed further
attention when writing small structures like photonic crystals after they worked perfectly fine
for simple waveguides. Other devices needed their masked layer written before the through layer
and vice versa. Sometimes several machines had to be tested to find the perfect match for our
needs. The successful steps are explained in the example of our currently most complex device,
an optomechanical tunable directional coupler, the so-called H-directional. While establishing
the steps for realizing the Hdirectional, many details were learned that are of help in improving
the other devices in our portfolio as well. The design of the Hdirectional will now be improved in
terms of the stability of its coupling ratio, its tuning range and the switching speed. For being able
to fabricate even more complex devices the nanofabrication capabilities are currently expanded
by my colleagues and will widen the available skill set. This includes back gate contacting for
driving cantilevers capacitively and the fabrication of bridges over waveguides such that gold
wires can cross photonic waveguides without physically touching them.

In chapter 4, I described the development and characterization of the three setups. The
first is a setup for the optical characterization under ambient conditions of devices based on
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integrated circuitry, such as Mach-Zehnder interferometers or ring resonators. The second setup
is in principle very similar but placed inside a vacuum chamber to enable dynamic measurements
on mechanical devices. The vacuum reduces air damping and allows for high quality factors.
The third setup as well includes a vacuum chamber but uses a free space laser that is focused
onto integrated optomechanical devices which form a cavity together with the chip substrate.
Interferometry of the light reflected at the first and the latter, respectively, is utilized to sense
the dynamics of the devices.

In chapter 5, a method to map the amplitude and phase of vibrational modes of optomechan-
ical devices was presented. Its concept is based on a phase-lock loop with further improvements
applied. Compared to traditional methods, it combines high resolution, sensitivity, and robust-
ness against sign changes of the mode shape when crossing nodal lines. Up to six modes can be
mapped simultaneously. With this method, a high-stress silicon nitride membrane was studied.
The measured resonances could be assigned to the theoretically expected modes. From the high-
resolution mode maps also ambiguous modes could be identified. Such modes are degenerate
in theory but in the experiment a small splitting was recognized. Modes were found that did
not only show such splitting but were the superposition of up to three individual modes. The
individual weights of such superposition modes could be determined from the mode maps. Fu-
ture plans are the analysis of these membranes when covered with a layer of aluminum nitride.
Further ideas are the study of one- and two-dimensional drum arrays with certain overlap to
learn more about the coupling of such devices. Besides drums and membranes, this setup is very
well suited to take optomechanical measurements on trampoline or cantilever devices as well.
Quantum experiments on strain-induced TMDs are currently being prepared [208,209].

In chapter 6, a concept of the geometric tuning of stress in silicon nitride beam resonators
was shown. The beams are pre-displaced by design, such that their stress partially relaxes
when released from the substrate. Simulations of the relaxed beam shapes match nicely with
the obtained experimental values and allow the extraction of the remaining stress. Beams with
varying length and displacement, as well as with different shapes, were studied and dynamical
measurements of their in- and out-of-plane modes were performed. Their quality factors strongly
depend on their stress, thus the relation between stress and dissipation could be studied over
a broad range from high to low stresses. A model from the literature was refined and matches
nicely with the experimental results. It was shown that our predisplaced beams act as strings
over a large range of the studied displacements. And further, more complex designed beams were
fabricated and revealed that their resonance frequencies depend on their relaxed stressed and and
not on their specific design. It was also shown that the in- and out-of-plane modes have different
Qbending. These findings are already of help in other projects, such as the development of the
Hdirectional device for the dynamic tuning of coupling ratios in integrated circuitry. Here, the
predisplacement of the resonator arms leads to lower stresses and thus can increase their tuning
range for the same voltages applied. Predisplaced beams are also applied to our project with the
goal to synchronize the motion of beams purely by an optical field. These beams are integrated
into a racetrack cavity and undergo optomechanical coupling by the interaction of these beams
with additional - photonic crystal patterned - beams in their vicinity. First characterization
measurements on such racetrack devices are integrated into the scope of this thesis. Furthermore,
negative duffing behavior was observed on a few of the pre-displaced beams with very specific
device parameters. Getting more insight into this behavior will be an interesting challenge for
the future.

The QMS described in chapter 4 is going to be expanded to perform spectroscopy and single-
photon detection for the development and characterization of single photon sources. The ambient
setup is accompanied by a similar setup, built by my colleagues, for redundancy but with further
capabilities, such as the option to measure devices with opposing grating couplers. The meas-
urement of light from second harmonic generation in aluminum nitride-covered ring resonators
is under development. A further goal is the commissioning of a setup, based on the principle of
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the large vacuum chamber for resonators integrated into photonic circuitry, which is currently
underway. This is pushed by another team of members of the quantum technologies group. The
great advancement will be that the chamber is located inside a cryostat that can be cooled down
to 4 K and shall allow experiments, like the optomechanical measurement of the momentum of
single photons.
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Appendix A - Dissipation of beams

In Chapter 6 the dissipation of the beams is discussed for devices with a length of 96.2µm.
For completeness, this Appendix provides the data together with the obtained model for all
lengths realized on the chips. Data is not available for all beam parameters, i.e. length and pre-
displacement for the reasons discussed in the main text: as the beam-to-MZI distance was varied
to ensure devices with the right balance between fully separated beams and MZIs and sufficiently
strong coupling, not all devices will work out by design. When devices in the remaining ideal
parameter regime are broken, no data is available. A larger batch of identical chips can lead to
sufficient redundancy for obtaining a full data set in the future.

Figure A.1 shows the Quality factors of the first in- and out-of-plane modes versus the beam
length. The panels (a) to (i) display the results for one specific pre-displacement each. Model
and data match quite closely up to a length of 100µm for all displacements. However, for
D0 > 3µm, not enough data is available to confirm that the trends match, still, the available
data points coincide with the model. For D0 = 0and 0.5µm data for lengths beyond 100µm is
available. For the y-polarized mode also in this range data and model match very well. Only for
the z-polarized mode the measured Q lie below the expectation, and might indicate that the Qs
of the real devices increase slower with L than the expectation. Still, it is as well possible that
the measured devices do not meet their full potential Qs due to imperfections in fabrication.

Figure A.2 shows the beam dynamics of the first few modes plotted versus the pre-displacement
and the directly related relaxed stress for each beam length realized on the chip. The panels in the
first column display the resonance frequencies of the flexural modes of beams with L = 96.2µm
and D0 varying from 0 to 4µm, both measured (circles) and simulated (solid lines). In column
two the resonance frequencies of the first three modes (same data as in column one) vs. the
stress after relaxation are shown. The black dashed lines are the first two modes of strings (cf.
Eq. (6.2)). Note, that the second panel in (f) displays only a narrow stress regime which is due
to the lower relaxation of longer beams for given pre-displacements (compare to Fig. 6.7(e)).
Column three shows the Quality factors of the first in-plane (orange) and out-of-plane (blue)
mode. Solid lines: model of dissipation (Eq. (6.3)) with Qbending,z = 6800 and Qbending,y = 7300.
In column four the linewidth of the fitted peaks of the first two modes shown in column two vs.
the stress is shown. The solid lines are the calculated linewidths for the respective Qbending and
the dashed lines indicate wedges. The colors of the different modes are consistent between all
panels (c.f. discussion in Sec. 6.6). Note, the data points between the second and the third mode
in the left panel of (e). They can hardly be related to any of the displayed beam modes and their
frequency stays constant over the variation of the sweep parameter. Their appearance might
result from the dynamics of the partially released sensing arm of the MZI and can be further
addressed in future studies. While data and model fit quite well for shorter beams, the studied
devices with lengths of 138.9µm and 250µm show much larger deviations. For the reasons dis-
cussed in the main text the parameters Qbending,y,z optimized for the beam length of 96.2µm are
kept the same for all lengths and can lead to variations between data and model. Overall, the
panels in column three and four indicate that the model matches the measured data well over a
long range of beam lengths and is quite stable over a large range of device parameters.
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Figure A.1: Quality factors of the z-polarized (blue) and y-polarized (orange) modes vs. the
beam length. (a)-(i) display the data for a specific displacement 0µm to 4µm, respectively.
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Figure A.2: Analysis of the beam dynamics of all beam lengths analogous to Fig. 6.9. In the
individual rows from top to bottom, the beam lengths are 50, 59.5, 73.5, 96.2, 138.9, and 250µm,
respectively. More information can be found in the text.
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Appendix B - Surface quality

Reflectometer measurements

Reflectometer measurements have been introduced in Chapter 3 Sec. 3.2.8 and later applied in
Chapter 5 Sec. 5.2.1 when analyzing the surface quality and reflectivity of a membrane exposed to
BOE. In this Appendix, more details are given about these measurements. Figure B.1 displays
the full spectrum of the zoom-in measurements shown earlier. The individual measurements
together with their fitted curves and measurement results are provided in Fig. B.2 to Fig. B.6.
Details on the measured sample and fitting recipe can be found in the respective panels (a).
Two measurements have been taken at different locations, each on the membrane and different
locations off the membrane. The respective results match very well and show a high goodness of
fit (gof), indicating good reliability.

Figure B.3: Comparison of the reflectivity measurements taken on different sample surfaces.
This is the same data as shown in Fig. 5.3(c), here plotted over the full wavelength range.
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Figure B.4: Reflectometer measurement taken on the center of a membrane. (a) Listed are the
sample name, the recipe used for fitting the data, and the measurement results. (b) Microscope
image of the measured surface taken by the reflectometer when the measurement was taken.
The black dot in the center denotes the spot where the reflectivity of the sample was measured.
(c) Screenshot of the measurement result. Plotted is the reflectance over the wavelength. Blue:
measured data, red: obtained fit.
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Figure B.5: Reflectometer measurement taken close to a corner of a membrane. (a) Listed
are the sample name, the recipe used for fitting the data, and the measurement results. (b) No
microscope image of the measured surface is available. (c) Screenshot of the measurement result.
Plotted is the reflectance over the wavelength. Blue: measured data, red: obtained fit.
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Figure B.6: Reflectometer measurement taken on the SiN surface on the same sample as the
membrane shown above. The SiN is not underetched but as the membrane surface, it was
exposed to BOE while etching. (a) Listed are the sample name, the recipe used for fitting the
data, and the measurement results. (b) Microscope image of the measured surface taken by the
reflectometer when the measurement was taken. The black dot in the center denotes the spot
where the reflectivity of the sample was measured. (c) Screenshot of the measurement result.
Plotted is the reflectance over the wavelength. Blue: measured data, red: obtained fit.
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Figure B.7: Reflectometer measurement taken on the SiN surface on the same sample as the
membrane shown above. The SiN is not underetched but as the membrane surface, it was
exposed to BOE while etching. (a) Listed are the sample name, the recipe used for fitting the
data, and the measurement results. (b) Microscope image of the measured surface taken by the
reflectometer when the measurement was taken. The black dot in the center denotes the spot
where the reflectivity of the sample was measured. (c) Screenshot of the measurement result.
Plotted is the reflectance over the wavelength. Blue: measured data, red: obtained fit.
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Figure B.8: Reflectometer measurement taken on the SiN surface on a different sample as the
membrane shown above. The SiN is not underetched and in contrast to the membrane surface,
it was not exposed to BOE. (a) Listed are the sample name, the recipe used for fitting the
data, and the measurement results. (b) Microscope image of the measured surface taken by the
reflectometer when the measurement was taken. The black dot in the center denotes the spot
where the reflectivity of the sample was measured. (c) Screenshot of the measurement result.
Plotted is the reflectance over the wavelength. Blue: measured data, red: obtained fit.

128



List of Figures

2.1 Implementations of optomechanical coupling. (a) Sketch of a Fabry-Pérot cavity
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(the black traced segments are unstable regions): (a) The response when the
resonator is in the linear region, (b) the response when the amplitude of oscillation
is small but the hardening phenomenon is observed, (c) the response when the
amplitude of oscillation is higher than that in (b) and softening just starts to
occur over and above the hardening that is already there, and (d) the response
when the amplitude of oscillation is very high and softening and hardening are
clearly noticeable. Figure and caption adapted from [129] © 2011 IEEE. . . . . . 16
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from [129] © 2011 IEEE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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2.7 Measurement on three different devices fitted with four different functions, each.
Panels (a-d) display a measurement in the linear regime on the cantilever discussed
later in Sec. 6.9. Panels (e-h) display the results of a measurement on a membrane
also in the linear regime but with strong crosstalk described in Sec. 2.4.3. Panels
(h-j) display a measurement in the nonlinear regime on the Sbeam discussed in
Sec. 6.10. Column one is fitted with the pure standard harmonic oscillator function
“SHO” (Eq. (2.10)), column two with the standard harmonic oscillator function
including crosstalk “SHO crosstalk” (Eq. (2.11)), column three with the complex
duffing fit including crosstalk “duffing crosstalk” (Eq. (2.12)), and column four is
fitted with the complex duffing fit including delay “duffing delay” (Eq. (2.13)). . . 20

2.8 (a) Effect of a SiN object (arm) in the vicinity to the waveguide on the effective
refractive index neff in dependence of its distance dopt. The inset shows a sketch of
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and mode number (in-plane in orange; out-of-plane in blue). The other curves
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a calibration device with a waveguide directly connecting the input and output
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(b) Transmission through the devices (colors as in (a)) vs. wavelength. The
markers in each curve denote the wavelength selected for the NWA measurements
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grating couplers. The dips visible in the MZI devices are the typical interference
fringes expected in such devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.10 Frequency response of the modes marked in Fig. 2.9(a), together with the respect-
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with integrated suspended beam. (b) Thermal motion measurements of the same
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3.1 (a) Image of the full wafer in its transport box, ready to be sent out for dicing.
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markers, an alignment cross, our group logo, and parts of the unique chip name.
When looking closely, the SU8 covering the markers can be resolved as well. . . 30
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3.2 (a) Gold marker unprotected during reactive ion etching. The five linear signatures
crossing each edge result from the automatic marker search and focusing of the
e-beam writer. (b) Unetched gold markers covered with SU8. The left marker was
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instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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3.9 Sample analysis using different techniques. (a) Optical microscope image of an
overview over several full scale devices. (b) AFM image zooming into a part of
a grating coupler providing information of the height profile. (c) SEM image of
the holes of a photonic crystal pattern of a Hdirectional device. (d) Reflectometer
measurement of a SiN layer on SiO2 on Si substrate. Displayed is the reflectivity
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3.12 Etch rates of our inductively coupled plasma-assisted reactive ion etching recipe
optimized for optical and mechanical structures on a SiN platform. Plotted is the
etch depth into the material versus time, measured with (a) an ellipsometer and
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functional region of the respective device. The device dimensions are described in
the text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
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4.4 (a) Microscope image of the sample with devices on it. (b) Scanning electron
micrograph of a grating coupler. (c) Histogram of the detected power for 100
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(polarizing) beam splitter, QWP: quarter wave plate, PD: photodetector, LNA:
low-noise amplifier, NWA: network analyzer, T: bias tee, +: combiner, LED: light
emitting diode for illumination. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
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4.11 Magnitude (bottom panel) and phase (top panel) of the frequency response of a
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4.12 (a) Photograph of a Peltier element (side length: 40mm) and (b) temperature
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5.2 Schematic illustration of the nanofabrication process flow of the sample. (a) The
sample is diced from a wafer with 330 nm Si3N4 on 3300 nm SiO2 on a Si substrate.
(b) The holes of the membrane are patterned by electron beam lithography. (c)
The holes are dry etched by reactive ion etching. (d) The membrane is released
by wet etching with buffered hydrofluoric acid (light blue). (e) Under the released
membrane a cavity is formed, resulting in the interference utilized for measuring
the mode shapes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.3 Measurement of the surface properties of SiN after being exposed to BOE for about
two hours. The measurements were taken by SEM (a), AFM (b), and reflectometry
(c). The measurements were taken on different parts of the SiN surface, while (b)
and (c) show measurements on a fully released membrane, is (a) showing a pattern
where the holes have a larger distance and thus form coupled drums after the given
time for the wet etch instead of a fully released membrane. The horizontal features
next to the holes in panels (a) and (b) are artifacts, resulting from the horizontal
scan direction. The inset in (b) shows a part of the SiN surface without holes and
thus a much smaller range of the scale bar to make smaller features on the surface
visible. (c) Shown are five measurements, one on an unetched reference sample
(blue), two measurements on locations that were exposed to BOE only at the
upper side (supported: purple, green), and two measurements on locations that
were exposed to BOE both at the upper and lower side, i.e. a released membrane
(released: red, yellow). The two supported (and the two released) measurements
match very closely and can hardly be distinguished in the figure. The numbers
indicate the reflectivity at the laser wavelength used in the setup, i.e. 632.8 nm. A
figure showing the full wavelength range of this data can be found in Appendix B. 70

5.4 Measurement of the surface properties of the Si substrate after the SiO2 layer has
been etched away. The measurements were taken with an SEM (a), an AFM (b),
and a reflectometer (c). The reflectometer measurements were taken on a polished
reference Si sample (blue) and on the Si surface exposed to BOE (red). The black
dot indicates the reflectivity of both samples at 632.8 nm, i.e. the laser wavelength
of our setup. The measurements of (a), (b), and (c) were taken on close by, but
not exactly the same parts of the Si surface. . . . . . . . . . . . . . . . . . . . . 71

5.5 (a) Sketch of the cross-section of a membrane device. The light green areas in the
SiN layer indicate that the membrane includes a series of holes. As the underetch-
ing starts at the holes and continues until the full membrane is released, different
parts on the bottom of the membrane are in contact with the etchant for different
times and the thickness is thus not constant all over the membrane. If the light is
partially or fully hitting a hole, the reflected signal becomes even more complex
and differs from reflections at unperforated parts of the membrane. This becomes
visible in both the reflectivity maps (Fig. 5.6) and mode maps (Fig. 5.12). (b)
Interferometric principle of the measurement setup. When actuated, the distance
between Si3N4 and Si changes dynamically. This results in a time-dependent in-
terference pattern of the light reflected at the membrane and the light reflected
at the substrate (red arrows). For clarity, the light path is drawn with an angle
while the light is actually hitting the membrane perpendicular to its surface with
a maximum angle of 16.3 degree due to its numerical aperture of 0.28. The layer
stack is SiN on air on silicon. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.6 Reflectivity map of a membrane with a side length of 275 µm. The data was
taken in the same measurement as Fig 5.14. . . . . . . . . . . . . . . . . . . . . . 72
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5.7 Sketch of the overall system response. Vinput(ω) is the driving voltage from the
NWA or lock-in amplifier output, A is the response of the piezo transduction, R is
the response of the photodector, G is the response of the amplifier, ∂P/∂Um,n is
the change of the reflected laser power with the displacement of the entire mode
U(ω;x, y), and Vout(ω) is the voltage as measured by the NWA or lock-in amplifier.
The “crosstalk” symbolizes possible pathways of the electical crosstalk in the setup. 73

5.8 Driven response of the membrane measured using the NWA (blue) with the cal-
culated frequencies (Eq. (2.8)) as black dashed lines and the mode numbers in-
dicated. The gray trace is the instrument background. . . . . . . . . . . . . . . . 74

5.9 Driven responses of the modes described in this chapter. For the first 6 modes,
the span is 200 Hz, whereas for the triplet the span is 500 Hz. The blue curves are
measured using the LIA, whereas the black dotted lines are the fits of Eq. (5.1)
to the data. The measurement settings and fit results are indicated in Table 5.1. 75

5.10 Network analyzer measurement of the driven response near the (3,1) and (1,3)
eigenfrequencies. Two separate resonances with a spacing of 1.06 kHz can be seen.
As discussed in the text, the left and right resonance correspond to the (3, 1) and
(1,3) modes, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.11 Line traces over the membrane for (i) constant frequency (dark blue), (ii) regular
PLL (light blue), (iii) the modified PLL with mod 180° (orange), (iv) data meas-
ured using a network analyzer (green). (a) Reflected laser power. (b) The mode
profile of the (1,3) mode near 3.26 MHz. Solid (dashed) lines indicate the real
(imaginary) part. The curves are offset for clarity. (c) Frequency change during
the measurement. For (i)-(iii), this was the actuation f , whereas for (iv) the res-
onance f0 was extracted from the NWA traces. By definition, the frequency was
constant in (i). (d) Elapsed time since the start of the trace. . . . . . . . . . . . . 77

5.12 Normalized mode maps (real part) of the first six modes of the square SiN mem-
brane acquired in a single, simultaneous, measurement with the method described
in this chapter. The release holes are visible as an array of dots across the entire
surface of the structure. Starting frequencies are indicated in each map; further
properties are listed in Table 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.13 (a) Driven response near f5,5 = f1,7 = f7,1. The triplet is fitted using three
standard harmonic oscillator responses taking crosstalk into account (Sec. 5.3.2)
[145] (black line). (b) Measured (top) and calculated (bottom) mode maps.
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5.14 (a) Shift of the resonance frequencies of the first six modes over time (sweep steps).
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5.15 (a) Measurement of a fundamental membrane mode with the NWA. (b) Thermal
motion measurement of the mode of (a) with a SPA. . . . . . . . . . . . . . . . . 81

135



list of figures

5.16 Temperature sweep: Resonance frequency shift (top panels) and quality factor
(bottom panels) of the fundamental mode when the temperature is changed. (a,c)
The sample was cooled below ambient temperature and warmed up back to am-
bient. At each new setting of the current through the Peltier element, 500 traces
were taken to let the temperature settle. In the plot, the result of the last trace
at each setting is shown. The black arrows indicate the sweep direction. (b,d)
The sample was heated above the ambient temperature and let to cool back to
ambient. At each new setting of the current through the Peltier element, 300
traces were taken to let the temperature settle. In the plot, the result of the last
trace at each setting is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.17 Overlay of the measurement of the temperature and the observed shift in resonance
frequency versus time. (a) The stage was cooled below ambient temperature and
heated up again with a zoom shown in (b). (c) The stage was heated above
ambient temperature and cooled down again with a zoom shown in (d). The
temperature was scaled with a factor of 0.34 kHz/°C. The data was obtained in
the same measurements as that in Fig. 5.16. Panels made by Menno Poot. . . . . 83

5.18 Racetrack device with photonic crystal beam in the vicinity of the suspended
beams integrated into the racetrack. (a) Frequency shift vs. laser power sent
into the device (blue: photonic crystal beam, green: beam integrated into the
racetrack). (b) Frequency shift measured during a temperature sweep, as in
Fig. 5.16(b). The black arrows indicate the sweep direction. . . . . . . . . . . . 84

5.19 Measurements on a trampoline (a,d,g), cantilever (b,e,h) and AlN coated mem-
brane (c,f,i). Top row: Reflectivity maps; middle row: frequency and phase re-
sponse of the driven devices; bottom row: PLL maps of the respective modes
shown in the middle row. Measurements taken by Timo Sommer (left), Julius
Röwe (middle), and Aditya Yadav (right). . . . . . . . . . . . . . . . . . . . . . 85

6.1 Various techniques of stress tuning: (a) Bending of the whole chip. Reprinted
and adapted with permission from Verbridge et al. [54]. Copyright 2007 Amer-
ican Chemical Society. (b) Widening of the clamping points, as demonstrated by
Sadeghi et al. [88], reprinted and adapted with permission from AIP Publishing.
(c) Integration of structures into the bulk, close to the clamping points, as demon-
strated by Zabel et al. [53], reprinted and adapted with permission from Springer
Nature. (d) Hierarchical structuring of the resonator. Reprinted and adapted
with permission from Bereyhi et al. [51] (Creative Commons Attribution 4.0), (e)
Clamp tapering as demonstrated by Bereyhi et al. [55], Reprinted and adapted
with permission from Nano Lett. 2019, 19, 4, 2329–2333. Copyright 2019 Amer-
ican Chemical Society. (f) Phononic crystal structuring. Reprinted and adapted
with permission from Ghadimi et al. [58]. Copyright 2017 American Chemical
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6.2 (a) Illustration of the stress distribution of a pre-displaced nanomechanical beam,
before and after relaxation [122]. The beam straightens when being released and
the stress relaxes, depending on the beam length and initial displacement. (b)
Setup for the dynamic measurements. The chips are placed inside a vacuum
chamber to avoid air damping. The probe laser is a tunable step laser and the
polarization of the light is optimized with an FPC. The light is coupled on and
off the chip with grating couplers and a fiber array placed above the sample. An
NWA is driving the piezo element (ocher) underneath the sample, mechanically
exciting the resonator. It also measures the signal coming from the photodetector
(PD). For positioning the chip, the signal from the PD can also be read via a
DAQ. A micrograph of a single device containing an integrated MZI with a 250-
µm-long beam above the sensing waveguide of the interferometer is shown in the
schematic. On each chip, there are many of these devices. . . . . . . . . . . . . . 91

6.3 Chip design A as realized with the parameters listed in table 6.1. Horizontally
the pre-displacement of the beams is swept. Vertically the design consists of five
blocks as indicated by the black boxes. Within each block, the beam length is
swept. The devices in the different blocks have the same parameters, only their
distance to the MZI varies. At the bottom, three rows of calibration devices are
placed: one row that only consists of a waveguide connecting the two grating
couplers and two identical rows of MZIs without a beam. The inset shows a zoom
into a part of the design with two rows of calibration devices and two rows of
devices with beams. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.4 Nanofabrication steps for the Sbeam chip. (a) The blank chip consists of a 330 nm
thin layer of Si3N4 (green) on a 3300 nm cladding layer of SiO2 (light gray). The
substrate is ∼ 525µm silicon (dark gray). The Si3N4 and SiO2 layers are on both
sides of the double-sided polished chip. (b) The surface, covered with ZEP520A
resist, is exposed in an electron-beam writer. In this first lithography step the
structures that are going to be released later are defined. (c) The developed chip
is dry-etched in an ICP-RIE. It is etched through the SiN layer, about 70 nm
into the SiO2. (d) In the second lithography step, the photonic structures are
defined via electron-beam lithography. (e) In the second dry-etching step the
photonic structures are etched such that about 30 nm of SiN remains. (f) The
mechanical structures are released by wet-etching with buffered hydrofluoric acid.
The photonic structures are protected from release by the remaining SiN layer.
(g) The finished chip. The chip is critically point-dried to protect the mechanical
structures from being destroyed by the surface tension of the liquid. . . . . . . . . 93

6.5 Normalized displacement u0(x̃/D0) of each beam shape vs. the normalized pos-
ition x̃ = x/L. The shape of the Sbeam closely follows that of the cosine and is
not plotted additionally. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.6 Simulated stress distribution inside a 100 µm long released beam. Displayed is
the stress component σxx. The beams are displaced in the y-direction, shown is
the x-y-plane. The displacement U0 is (a) 0µm, (b) 2.5µm and (c) 4.5µm. The
average σxx over beam is 811, 403, and 32 MPa, respectively, as indicated in the
color bar. In panel (b) also the stress distribution inside specific cut-planes (z-y) is
shown. The positions of the cut-planes are (i) next to a clamping point, (ii) at the
center, i.e. the maximum displacement, and (iii) at a quarter of the beam length,
i.e. the minimum of the curvature. For clarity, the x and y directions are plotted
on a different scale. Figure reprinted from [122] ©2022 American Physical Society. 96
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6.7 SEM images of a beam with D0 = 3µm and L = 73.5µm before (a) and after (b)
release. (c) Displacement D of 73.5µm long beams with different D0 before (filled
circles, dashed line) and after (open circles, solid line) release. Data (circles) is
extracted from SEM images like (a) and (b), and lines are FEM simulations. (d)
Displacement D vs. length of beams initially displaced by 3µm. Markers, lines,
and colors as in (c). (e) Simulation of the stress after relaxation of the beam vs.
D0 for various lengths L. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.8 (a) Measured frequency response of a beam with L = 96.2µm and D0 = 1.5µm
(gray). The resonances are highlighted by arrows and the simulated flexural modes
are indicated by the vertical lines, labeled by their polarization and mode num-
ber (in-plane in orange; out-of-plane in blue). (b) Zooms into the resonances
observed in (a) together with the fitted standard harmonic oscillator response in
the presence of crosstalk [145] (dashed lines). The span is 2 kHz in all sub-panels. 98

6.9 (a) Resonance frequencies of the flexural modes of beams with L = 96.2µm and
D0 varying from 0 to 4µm, both measured (circles) and simulated (solid lines).
(b) Resonance frequencies of the first three modes (same data as in (a)) vs. the
stress after relaxation. The black dashed lines are the first two modes of strings
(cf. Eq. (6.2)). (c) Quality factors of the first in-plane (orange) and out-of-plane
(blue) mode. Solid lines: model of dissipation (Eq. (6.3)) with Qbending,z = 6800
and Qbending,y = 7300. (d) Linewidth of the fitted peaks of the first two modes
shown in (b) vs. stress. The solid lines are the calculated linewidths for the
respective Qbending and the dashed lines indicate wedges, the linewidth assigned
to the damping contribution of the edges. The colors of the different modes are
consistent between all panels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.10 (a)-(c) Mode shapes u(x) for the fundamental modes, and its first and second
derivatives for the indicated values of the normalized tension. For clarity, the
first and second derivatives have been normalized to their maximum value. (d)
Mean-squared stretching ⟨u′2⟩ and (e) Mean-squared curvature ⟨u′′2⟩ as obtained
by (numerically) integrating the derivatives of the solutions to the Euler-Bernoulli
equation. The dashed lines show the analytical results from the integration of
Eq. (6.8), which are π2/2 and π4/2, respectively. (f) Dissipation dilution factor
DD as function of the normalized tension, together with a fit by Eq. (6.10). The
value of the fit parameters are ñ = 1.538± 0.018 and a = 0.561± 0.003. . . . . . 102

6.11 Comparison of different models for the mode shape: full mode profile (a) and
zoom into the left clamping point for the mode (b) as well as the first (c) and
second (d) derivative. FEM (light gray), Euler-Bernoulli with Tnorm = 3131.8
(dark gray) (compare Fig. 6.10), cantilever with the length to match the slope a
string (yellow) and string (red). Note that in panel (d) the y-scale starts slightly
below 0 due to the negative curvature in the center region of the mode. . . . . . . 103

6.12 Normalized linewidth, i.e. the ratio of the linewidth of beams with varying amount
of normalized tension Tnorm to the linewidth with no tension at all, for the fun-
damental mode. Blue curve: linewidth obtained from Eq. (6.11), black curve: fit
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6.13 (a) Quality factor of the y- (lower curve) and z- (upper curve) polarized mode
of beams with D0 = 2.5 µm and varying length. (b) Quality factor of the first
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6.14 Study of different beam shapes (all with L = 96.2µm) and varying pre-displacement.
(a) Optical micrographs of the different shapes: (top to bottom) Sbeam, triangu-
lar, sine-shaped with half a period, and cosine-shaped with one, two, and three
periods, respectively. (b) Resonance frequency of the fundamental out-of-plane
mode of each shape vs. D0. Shown are both simulated (solid lines) and measured
(circles) data. The shaded area marks a narrow band around 2MHz containing a
studied device of each shape. (c) Same as (b) but for the fundamental in-plane
mode. (d) Plotted is the same data as in (b) but here vs. σ. The black dashed line
denotes perfect strings of Eq. (6.2). (e) As (d) but for the fundamental in-plane
mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.15 (a) Measured and simulated resonance frequencies of the in-plane mode (y-polarized)
of each shape vs. the frequencies of the respective out-of-plane mode (z-polarized).
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polarized) of devices within the shaded frequency band indicated in Fig. 6.14(b,c)
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B.4 Reflectometer measurement taken on the center of a membrane. (a) Listed are the
sample name, the recipe used for fitting the data, and the measurement results.
(b) Microscope image of the measured surface taken by the reflectometer when
the measurement was taken. The black dot in the center denotes the spot where
the reflectivity of the sample was measured. (c) Screenshot of the measurement
result. Plotted is the reflectance over the wavelength. Blue: measured data, red:
obtained fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
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