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Abstract
Background: Artificial intelligence (AI) and convolutional neural networks (CNNs) 
represent rising trends in modern medicine. However, comprehensive data on 
the performance of AI practices in clinical dermatologic images are non- existent. 
Furthermore, the role of professional data selection for training remains unknown.
Objectives: The aims of this study were to develop AI applications for outlier de-
tection of dermatological pathologies, to evaluate CNN architectures' performance 
on dermatological images and to investigate the role of professional pre- processing 
of the training data, serving as one of the first anchor points regarding data selec-
tion criteria in dermatological AI- based binary classification tasks of non- melanoma 
pathologies.
Methods: Six state- of- the- art CNN architectures were evaluated for their accuracy, 
sensitivity and specificity for five dermatological diseases and using five data subsets, 
including data selected by two dermatologists, one with 5 and the other with 11 years 
of clinical experience.
Results: Overall, 150 CNNs were evaluated on up to 4051 clinical images. The best 
accuracy was reached for onychomycosis (accuracy  =  1.000), followed by bullous 
pemphigoid (accuracy  =  0.951) and lupus erythematosus (accuracy  =  0.912). The 
CNNs InceptionV3, Xception and ResNet50 achieved the best accuracy in 9, 8 and 
6 out of 25 data sets, respectively (36.0%, 32.0% and 24.0%). On average, the data set 
provided by the senior physician and the data set provided in accordance with both 
dermatologists performed the best (accuracy = 0.910).
Conclusions: This AI approach for the detection of outliers in dermatological di-
agnoses represents one of the first studies to evaluate the performance of different 
CNNs for binary decisions in clinical non- dermatoscopic images of a variety of 
dermatological diseases other than melanoma. The selection of images by an expe-
rienced dermatologist during pre- processing had substantial benefits for the perfor-
mance of the CNNs. These comparative results might guide future AI approaches to 
dermatology diagnostics, and the evaluated CNNs might be applicable for the future 
training of dermatology residents.
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I N TRODUC TION

Artificial intelligence (AI) refers to the simulation of 
human intelligence processes by machines.1 It represents a 
rising trend in modern medicine, with numerous publica-
tions describing AI- based identification of diseases based 
on clinical images, especially using deep learning and con-
volutional neural networks (CNNs).2– 5 CNNs are special 
types of neural networks in die field of machine learning 
that are especially beneficial when working with visual 
data and have high potential for applications in medical 
fields that utilize imagery data.6 CNN architectures are 
based on neural networks and have capabilities to recog-
nize visual patterns inside images, independent of their 
position. While all architectures are based on the same key 
principle, different architectures from various researchers 
have been developed, differing in their depth, structure 
and connections between neurons. It is not inherently clear 
which architectures are the best choice for which use case, 
particularly in medical applications. Recently, the combi-
nation of AI and human intelligence was promoted for the 
detection of skin cancer in parallel with a growing accep-
tance of AI in medicine among patients.7,8 AI may therefore 
soon become part of day- to- day dermatological practice 
and clinical routine.8– 10 All technical terminology that is 
made use of can be found in Table S1.

Skin diseases affect up to 30% of the general popula-
tion but vary widely regarding their epidemiology and 
pathophysiology.11,12 While chronic inf lammatory skin 
diseases, including psoriasis and atopic dermatitis, are 
common and exhibit a point prevalence of up to 8.7% 
among the European population, dermatoses like lupus 
erythematosus and bullous pemphigoid are rare.12– 14 
Furthermore, skin diseases are highly diverse regarding 
their clinical appearance, which can include scaling, blis-
tering, discoloration and redness, and can be difficult to 
differentiate.

In addition to their diversity, skin diseases are habit-
ually diagnosed and treated in interdisciplinary settings 
and by physicians who potentially have limited dermato-
logical experience.15,16 Elaborated classification aids for 
diagnosis or disease prediction are already widely applied 
in the field of melanoma diagnostics.7,9,17– 21 While first 
approaches presented promising results using different 
frameworks of AI, data on the best- performing CNNs 
and direct comparisons of their performance in various 
dermatological diagnoses are rare and if available, mostly 
based on the classification of pigmented skin lesions and 
dermatoscopic images.5,19– 22 Scientists developing new AI 
approaches in the field of dermatology usually have to rely 
on performance parameters established using unspecific 
data sets with no context to dermatological imaging.23 
Additionally, each neural network depends on the data 
provided for its training. However, the exact inf luence of 
data quality and pre- processing methods for the use in 
neural networks regarding clinical non- dermatoscopic 
images remains unidentified.

Therefore, the objectives of this study were not merely 
to develop an AI- based system for outlier detection of der-
matological diseases (the detection of images differing sig-
nificantly visually from other images in the same data set 
for each respective disease), but also (i) to directly compare 
existing neural network architectures and evaluate their 
performance in different dermatological diagnoses as well 
as (ii) to determine the performance of AI- based classifica-
tion depending on the quality of training data as provided by 
clinicians with different experience levels. The developed AI 
system was examined for five pathologies selected because 
of either their high prevalence or diverse visual appearance: 
psoriasis, atopic dermatitis, lupus erythematosus, bullous 
pemphigoid and onychomycosis.

M ATER I A L A N D M ETHODS

Study data

Clinical images of each of the investigated heterogeneous di-
agnoses (psoriasis, atopic dermatitis, lupus erythematosus, 
bullous pemphigoid and onychomycosis) were retrieved from 
an image database featuring professional photos taken during 
routine care at a university hospital. The administered protocol 
was developed in a consortium of one senior dermatologist, one 
junior dermatologist, two epidemiologists and two members 
of the Department of Informatics of the Technical University 
of Munich. No approval of the ethics commission was needed 
due to (i) all data entries being handled locally and (ii) all data 
entries being secondary data collected during clinical routine 
care.24 Images were chosen from the database at random and 
based on their absolute frequency. Subsequently, the amount of 
data for each diagnosis was not equally distributed. Inclusion 
criteria were (i) secured diagnosis or first- named differential 
diagnosis by a physician and (ii) the presence of a skin altera-
tion in the image. The retrieved data set contained 1200 images 
for psoriasis, 1038 images for atopic dermatitis, 726 images for 
lupus erythematosus, 881 images for bullous pemphigoid and 
276 images for onychomycosis. There was a total of 4051 im-
ages for the initial data set (Figure 1).

Selection process

One junior dermatologist (5 years of experience at a uni-
versity dermatology hospital) and one senior dermatologist 
(11 years of experience at a university dermatology hospi-
tal) individually reviewed all included images and were in-
structed to identify and delete incongruous photos. Thereby, 
exclusion criteria were (i) reasonable doubt about the accu-
racy of the stated diagnosis, (ii) other skin diseases in a par-
ticular image, (iii) and the presence of widespread coloured 
antiseptic agents. Subsequently, five data sets were defined: 
the full study data, data from the full study data selected by 
a young dermatologist (junior dermatologist), data from the 
full study data selected by a more experienced dermatologist 
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(senior dermatologist), data included in both of the latter 
(intersection) and data included in at least one of the derma-
tologists' data sets (union).

Procedure and modifications

Due to their high applicability regarding image data, convolu-
tional neural networks (CNNs) were leveraged to classify the 
data. Six different state- of- the- art network architectures were 
utilized: VGG- 16,25 VGG- 19,25 Xception,26 InceptionV3,27 
ResNet5028 and MobileNetV2.29 The choice of these architec-
tures was based on their previous usage in medical image clas-
sification as well as their performance in the ImageNet Large 
Scale Visual Recognition Challenge (ILSVRC), a large- scale 
competition for the classification of images in which different 
network architectures are measured regarding their accuracy 
at predicting image classes.23 Especially VGG- 16, ResNet50 
and MobileNetV2 already demonstrated reliable performance 
for classification tasks of mammary carcinoma.30

Each network was set up to conform to a binary classifica-
tion task. Hence, one event corresponds to the classification 
‘normality’, and its complementary event corresponds to the 
classification ‘outlier’.

For a technical description on the adaption of the utilized 
neural network architectures on the study's data, refer to 
Table S2.

For each pathology, the category ‘normality’ was filled 
with images of the actual pathology, and the category ‘out-
lier’ was filled with an equally distributed number of images 
from the other four pathologies. For example, the data set 
‘psoriasis initial’ contained 1200 images for the classification 
‘normality’ that were actual images of psoriasis and about 
300 (<300 for onychomycosis due to lack of data) random 
images of each of the other pathologies (1200 random im-
ages in total) for the classification ‘outlier’.

Statistics

The scarce amount of data in each class (especially for onych-
omycosis, lupus erythematosus and bullous pemphigoid) 
meant that each data set was split into 80% training data and 
20% test data. The data sets were split randomly and auto-
matically, preserving the respective class distributions. The 
images were strictly partitioned by the associated patient, 
meaning that one patient's images could either be in the 
training data set or in the test data set, but there could be no 

F I G U R E  1  Data flow diagram. Junior = dermatologist with 5 years of experience; Senior = dermatologist with 11 years of experience; 
Intersection = images included by both dermatologists; Union = images included by at least one dermatologist.
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subset of a patient's images in both training and test data set. 
This ensured that the network's predictions were not based 
on recognition of a certain patient. Every network architec-
ture was trained on every training data set. The performance 
of the respective architectures was evaluated using achieved 
test accuracy (accuracy value on the test data set based on 
the network's predictions after training). For all data sets 
and models, sensitivity and specificity were calculated. In 
the case of multiple networks achieving the same accuracy 
and therefore being considered as best fit, the mean of the 
respective sensitivities and specificities of all tied networks 
were considered for the evaluation of different data sets.

R E SU LTS

Input

Overall, 4051 clinical images of the investigated dermatoses 
were identified. The respective number of images ranged 
from 267 for onychomycosis to 1200 for psoriasis (Figure 1). 
On average, both physicians excluded 27.7% of images per 
disease. The least images were excluded for atopic dermati-
tis (average: 11.3%) and the most were excluded for bullous 
pemphigoid (average: 50.4%). The senior physician elimi-
nated 1106 images, resulting in a data subset of 2945 images. 
The junior physician eliminated 1135 images, resulting in a 
data subset of 2916 images. Combining both subsets, the in-
tersection data subset comprised 2413 images (1638 images 
fewer than the initial data set). The high difference between 
the physicians' revised data sets and the intersection data 
set (δsenior = 532, δjunior = 503) shows low cohesion of both 
subsets, meaning that there was a substantial difference be-
tween the images selected by the two physicians.

Overall performance

The overall best accuracy was reached for onychomycosis 
(accuracy  =  1.000), followed by bullous pemphigoid (accu-
racy = 0.951), lupus erythematosus (accuracy = 0.912) and pso-
riasis (accuracy = 0.899). All achieved accuracy values were at 
least 0.873. Therefore, for each disease about 9 out of 10 images 
were classified correctly, meaning that images labelled as ‘out-
lier’ were also classified as ‘outlier’ by the network, and images 
labelled as ‘normality’ were also classified as ‘normality’. For 
all best- performing models, sensitivity was at least 0.821 (at-
opic dermatitis), showing correct identification in more than 8 
out of 10 outliers, while the lowest specificity was 0.840 (lupus 
erythematosus), indicating that 84.1% of images were correctly 
identified as being of type ‘outlier’ or ‘normality’ (Table 1).

Model performance

Six networks were trained for each disease in each of the 
five data sets, yielding a total of 150 CNNs. The accuracy T
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values of final CNNs ranged from 0.651 for the data pro-
vided by the junior physician on lupus erythematosus using 
the VGG- 16 model to 1.000 for the initial data set of onycho-
mycosis using VGG- 19, Inceptionv3, Xception or ResNet50. 
All CNN performances and the data sets can be seen in 
Table  S2. InceptionV3 achieved the best accuracy in 9 out 
of 25 data sets (36.0%), followed by Xception (8/25; 32.0%) 
and ResNet50 (6/25; 24.0%, Table  2). Overall, InceptionV3 
showed the best average accuracy and sensitivity, while 
Xception outperformed the other CNNs regarding specific-
ity (Figure 2, Table S3).

Sample performance

The performance among all networks was the highest 
in the intersection data set for atopic dermatitis (accu-
racy = 0.873) and bullous pemphigoid (accuracy = 0.951). 
Data provided by the senior physician performed best for 
psoriasis (accuracy = 0.899) and lupus erythematosus (ac-
curacy = 0.912), while the initial data outperformed in im-
ages of onychomycosis (accuracy = 1.000). On average, the 
intersection data set performed the best (accuracy = 0.910), 
followed by data provided by the senior physician (accu-
racy = 0.910), the union data (accuracy = 0.885) and data 
of the junior physician (accuracy  =  0.839). The average 
values of all data sets exceeded that of the initial data (ac-
curacy  =  0.837; Table  1), meaning that every revision of 
the data sets was beneficial to the average accuracy value 
(Figure 3).

Sensitivity ranged from 0.677 for bullous pemphigoid 
to 1.000 for onychomycosis, both utilizing the initial data 
set. Furthermore, specificity ranged from 0.688 for lupus 
erythematosus in the junior dermatologist data set to 1.000 
for onychomycosis in all data sets except for the one pro-
vided by the senior dermatologist. The data set provided 
by the senior dermatologist performed best for average 
sensitivity (0.924) and second best for average specificity 
(0.894), while the intersection data set performed best for 
average specificity (0.919) and second best for average sen-
sitivity (0.903). In all pathologies besides onychomycosis, 
either the senior dermatologist data set or the intersection 
data set performed the best regarding their achieved accu-
racy values (Table 2).

DISCUSSION

Overall, well performing AI systems for the detection of 
outliers in five heterogeneous dermatoses were established. 
InceptionV3, Xception and ResNet50 were identified as most 
likely to outperform other CNNs for the binary detection of 
outliers in dermatological images. Additionally, the selec-
tion of images by an experienced dermatologist or the com-
bination of two dermatologists prior to training AI systems 
showed substantial benefits for the respective performances 
of the CNNs.T
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Overall performance

The average accuracy value of 0.910 in the two best per-
forming data sets is substantial and exceeds previous results 
achieved for binary classifications of dermatoscopic images 
of melanoma (0.819).31 These results resemble accuracy val-
ues found for the differentiation of psoriasis, atopic derma-
titis and healthy skin (0.895– 0.926).32 However, the herein 
presented procedure resulted in CNNs trained on non- 
dermatoscopic images and a binary detection of outliers. 
This in turn results in more diverse tasks and a direct com-
parison needs to be made with caution. As about 91% of all 
classifications for outliers were correct, usage of such a sys-
tem can be highly beneficial, especially for training students, 
dermatological residents and other physicians in dermato-
logical diagnostics. By providing direct feedback on previ-
ous diagnostic decisions, these tools may be highly valuable 
for rethinking pathophysiology and clinical expression.

Model performance

InceptionV3, Xception and ResNet50 were selected as best 
performing most frequently when applied to the selected 
data sets. While InceptionV3 yielded the best average per-
formances for accuracy and sensitivity, Xception yielded the 
best average performance for specificity. This is, however, 
partly in contrast to the respective CNN's Top- 1 accuracy 

values achieved in prior studies. Xception previously out-
performed both InceptionV3 and ResNet50 regarding the 
CNNs' accuracy (0.790 vs. 0.779 vs. 0.749).26– 28 Even though, 
these differences are small, all three on average perform bet-
ter than the remaining three networks, VGG- 16, VGG- 19 
and MobileNetV2, comparable to the herein presented per-
formance on dermatological data. Therefore, data presented 
in this study represents a resource for researchers about 
which CNN to use depending on the dermatoses and the 
pre- selection of included images.

Considering the accuracy values, most of the deeper 
architectures (architectures that contain more layers; 
InceptionV3, Xception, ResNet50 and not MobileNetV2) 
performed better in binary classification tasks among der-
matological non- dermatoscopic images than models with 
less layers (VGG- 16, VGG- 19). VGG- 16 and VGG- 19 only 
constituted the best architectural choice for 4% of each of the 
data sets. While Xception outperformed InceptionV3 in the 
ImageNet Large Scale Visual Recognition Challenge 2017 
(ILSVRC2017),23,26 the contrary applies to data presented 
in this study. Herein, InceptionV3 slightly outperformed 
Xception (36.0% vs. 32.0%). The presented data therefore 
can help researchers in choosing which CNN to use depend-
ing on the group of dermatoses and the pre- processing of 
included dermatological non- dermatoscopic images. This 
groundwork, in turn, can minimize repetitive, exploratory 
and time- consuming trainings of multiple CNN architec-
tures for future research.

F I G U R E  2  Average performances (sensitivity and specificity) and distribution of performance per convolutional neural networks (CNN) indicated 
as the respective centre of the dark blue borders and the course of the further borders. Additionally, the average performance for each disease and CNN 
are represented as means with no indication of gradient. Every datapoint shows the achieved sensitivity (X- axis) and specificity (Y- axis) values for a given 
pathology. (a) VGG- 16, (b) VGG- 19, (c) Xception, (d) InceptionV3, (e) ResNet50 and (f) MobileNetV2.

(a) (c)(b)

(d) (f)(e)
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Not being explored in this study is the possibility of using 
ensemble learning as a way to further increase the achieved 
sensitivity and specificity values. Additionally, while this 
study worked with non- dermatoscopic dermatological im-
agery data, utilization of dermatoscopic images presents an-
other possibility for even better results in the classification 
tasks. With the achieved accuracy of the networks depend-
ing on the quality of the ground truth data (i.e., the image 
labels), the usage of biopsy results or panel consensus is an-
other option for improving results.

Sample performance

Data sets reviewed by a senior dermatologist and the data 
set which included images consistently included by both a 
junior and a senior dermatologist (intersection) performed 
best among all data sets. This strongly indicates a positive 
effect of experienced selection as well as appraisal by several 
dermatologists regarding AI approaches for dermatological 
non- dermatoscopic images. While a previous study sug-
gested the benefit of the combination of human and artifi-
cial intelligence to optimize predictions after the training 
of a CNN,7 the current study shows the beneficial effects of 
the inclusion of expert knowledge in the selection process of 
included clinical images. It is important to note that by re-
viewing the clinical images, data sets become more homog-
enous. However, the effects are also based on the quality of 
the selection process and not merely on the number of im-
ages that are excluded. This is particularly evident from the 

selection by the experienced dermatologist, as CNNs trained 
on this data obtained substantially better results despite a 
similar exclusion rate. Additionally, it stands out that the ap-
praisal by two dermatologists also resulted in a better speci-
ficity. Overall, this indicates that adequate, experienced and 
prudent pre- processing of clinical dermatological images is 
crucial for the quality and performance of the respective AI 
approaches.

Strengths and limitations

One of the main limitations of this study is the underly-
ing database. The images taken during routine care in a 
dermatological university hospital might not necessarily 
be representative of the respective diseases. As photos are 
more likely to be taken of rare dermatoses, for example 
psoriasis pustulosa, these less common manifestations 
of a disease might be overrepresented compared to their 
actual epidemiological prevalence. Additionally, no his-
tological confirmation of disease was present, and no 
external validation was conducted, which both could im-
prove the ground- truth labels of the data. Another limi-
tation of the study is the inhomogeneous distribution of 
data set sizes among the respective pathologies. The ini-
tial psoriasis data set is 4.3 times larger than the onycho-
mycosis data set. As onychomycosis only appears on feet 
and toenails, while the other included diseases typically 
do not, the feature selection of this pathology's CNNs 
may be based more on the detection of feet and toenails 

F I G U R E  3  All performances (sensitivity and specificity) of all convolutional neural networks (CNN) overall as well as stratified according to data 
set. (a) Overall, (b) initial (c) junior dermatologist (5 years of experience), (d) senior dermatologist (11 years of experience), (e) intersection and (f) union.

(a) (c)(b)

(d) (f)(e)
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than the clinical presentation of the disease. Despite these 
limitations, the strength of this study is that it presents 
the first direct comparison of six state- of- the- art CNNs 
among clinical dermatological images. Furthermore, the 
total number of underlying images was relatively high 
(>4000).

CONCLUSION

Overall, the herein presented AI approach for the detec-
tion of outliers in dermatological diagnoses represents one 
of the first studies to evaluate the performance of different 
CNNs for binary decisions in non- dermatoscopic images 
of a variety of dermatological diseases other than mela-
noma. The first conclusion to draw is that InceptionV3, 
Xception and ResNet50 were the three most promising 
CNN architectures. Another conclusion is that the clini-
cal expertise of a senior physician is crucial for the de-
velopment of better performing networks and is directly 
ref lected in our data with higher sensitivity and specific-
ity values. This underlines the importance of the clinical 
expertise of practicing dermatologists, especially when 
developing AI- based approaches to diagnostics. With 
more than 9 out of 10 images being classified correctly, 
the evaluated CNNs represent a promising and useful tool 
for minimizing human error in daily clinical practice and 
potentially helping guide physicians.
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