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Abstract

To save power, dedicated transistors can switch off the currents of analog circuits in power-
down mode. Hierarchical circuits consist of several blocks. Even if the power-down mode
of the individual subblocks was correctly designed, their connectivity can cause unexpected
errors in the power-down mode of the overall system, e.g. currents. This work describes a new
method to identify such errors and one to construct the power-down mode for hierarchical
analog circuits fault-free.

Zusammenfassung

Um Energie zu sparen, stellen dedizierte Transistoren analoge Schaltungen im Power-Down-
Modus stromlos. Hierarchische Schaltungen bestehen aus mehreren Blöcken. Deren Verdrah-
tung kann unerwartete Fehler, wie z.B. Ströme, im Power-Down-Modus des Gesamtsystems
verursachen, obwohl dieser für dessen Einzelblöcke korrekt entworfen wurde. Diese Arbeit
stellt eine neue Methode zur Erkennung solcher Fehler und eine zur fehlerfreien Konstruktion
des Power-Down-Modus hierarchischer analoger Schaltungen vor.
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1. Introduction

Analog circuits are widely considered as the interface between the real and the digital world.
Most often they are the first point of interaction with time continuous electrical signals
within an integrated circuit (IC).

Fig. 1.1 shows the simplified block diagram of a wireless speaker. Its antenna receives a time
continuous wireless signal which is filtered and amplified by dedicated analog circuitry. The
resulting signal is then binarized by an analog-to-digital converter (ADC) and processed
by a digital signal processor (DSP). Finally, the signal is translated back into the analog
domain by a digital-to-analog converter (DAC) and output by a speaker. The whole system
is powered by a battery whose power is distributed to the system’s components by a power
management unit (PMU).

The runtime of the speaker is limited by the electrical energy stored in its battery. Hence,
each component of the speaker should be designed as power efficient as possible in order to
increase its runtime.

Fig. 1.2 shows a digital inverter and a simple analog amplifier circuit, i.e., a source circuit.

The output signal z of an inverter takes the opposite voltage level of its input signal x which
corresponds to either the ground, i.e., logical zero, or the supply voltage, i.e., logical one.
The inverter is embedded in sequential logic, i.e., in-between the two registers reg1 and reg2.
Registers store incoming signal values from a previous logic stage and pass it onto the next
one whenever the clock signal clk transitions from the ground to the supply voltage.

The analog source circuit amplifies a small signal input voltage at net in and converts it into
a small signal output current at node out. The amplification factor, the so-called “gain”, is
thereby defined as the ratio of the output and input voltage in decibel.

filter and
amplifier

analog-to-digital
converter (ADC)

digital signal
processor (DSP)

digital-to-analog
converter (DAC)

filter and
amplifier

digital domainanalog domain analog domain

antenna

speaker

t

V(t)

time con�nuous signals
t

V(t)

time con�nuous signals
t

V(t)

time discrete signals

power
management unit

Figure 1.1.: Simplified block diagram of a wireless speaker.
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re
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(a) inverter circuit

out

N1

R1

in

(b) source circuit

Figure 1.2.: Schematics of a simple digital (a) and a simple analog circuit (b).

The power consumption of a digital circuit has two contributors [1]:

Pdig = Pstat + Pdyn. (1.1)

The static power dissipation

Pstat = Ileak · Vdd with (1.2)

Ileak ∼
W

L
Ise

Vgs−Vth
aVT (1.3)

is caused by sub-threshold leakage currents of the implemented CMOS transistors.

The dynamic power dissipation

Pdyn = αCV 2
ddf (1.4)

is the power required to charge or discharge small capacitors at the affected nodes of the
circuit with α describing the switching frequency in percent.

Analog circuits require a constant bias current IB to set the operating point of the circuit
and hence:

Panalog = IB · Vdd. (1.5)

The static power dissipation of digital circuits can be reduced by threshold voltage scaling
[2]. The threshold voltage of the transistors can be increased by applying a voltage to
the substrate of the chip. This reduces the leakage current exponentially according to eq.
(1.3). This technique however is not applicable for analog circuits as the transistors typically
operate in saturation and not in sub-threshold region.

Another technique to reduce the static power dissipation is shown by Fig. 1.3a. Power-
gating, also known as multi-threshold voltage circuits [3], uses two additional transistors to
disconnect the circuit block from the ground and the supply voltage when not required for
system operation. These so-called header (P1) and footer (N1) transistors have a higher
threshold voltage than the transistors of the digital logic block which hence reduces the
leakage current of the whole block according to eq. (1.3).

This technique can principally also be applied to analog circuits but has the following two
disadvantages:
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digital blockin out

ctrl

ctrl P1

N1

Vds,P1

Vds,N1

(a) power gating

re
g1

re
g2

clk

digital block

ctrl ctrl

(b) clock gating

Figure 1.3.: Two digital power-saving techniques.

� the header and footer transistors must be sized large in order to carry the bias current
of the circuit,

� the additional voltage drops between the drain and source pins of the power-gating
transistors limits the available voltage swing of the circuit.

The first disadvantage is unacceptable for area-critical devices and the reduced voltage swing
might cause a circuit to fail its specifications. Hence, this technique is often not suitable in
practice.

Fig. 1.3b shows a technique to reduce the dynamic power dissipation of a digital circuit.
Clock gating disables the clk signal at the registers of sequential logic circuits when not
required for system operation. Hence, the dynamic power drops to zero according to eq.
(1.4) as the block’s frequency is zero.

This technique –as well as frequency scaling– cannot be applied to analog circuits as they
are not synchronized by a clock signal.

In summary, common digital power saving techniques cannot be transferred to the analog
domain. Instead, a so-called power-down mode is implemented.

1.1. Analog Power-Down Mode Design

Fig. 1.4a illustrates the basic principle of the analog power-down mode. The power-down
mode is implemented by additional transistors, highlighted in blue, which pull the internal
nets of the analog block either to the ground or to the supply voltage. This forces the devices
of the circuit either into the conducting or non-conducting state with the overall goal to shut
off all bias currents in the circuit.

The power-down circuitry is controlled by the digital signal pwd. It is inactive when pwd is
assigned to the ground voltage level gnd, i.e., the analog block is in normal operation.

The power-down circuitry becomes active when pwd is set to the supply voltage level vdd.
The analog block does not consume any power in this mode.

Fig. 1.4b shows the source circuit from Fig. 1.2 with its power-down circuitry highlighted in
blue. The transistor NP1 pulls the gate of N1 to the ground voltage in power-down mode
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Figure 1.4.: Basic principle of the analog power-down mode (a) and the source circuit from
Fig. 1.2b with its power-down circuitry (b) highlighted in blue.
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Figure 1.5.: Power-down mode implementation variants considering device matching.

to force N1 into the non-conducting state. This switches the bias current IB of the circuit
off and reduces its power-consumption to approximately zero. NP1 is inactive in normal
operation and the bias current IB can set the operating point of the circuit as usual.

Analog circuits require precise matching, i.e., functionally identical devices must be sized
identically and should be exposed to similar operating conditions in order to work as intended
[4]. This design principle also affects the analog power-down mode design.

Fig. 1.5 shows a differential input stage. It converts a differential input voltage at its input
pins in and ip into a differential output current at the nodes n2 and n3. The two circuit
halves processing the differential input signal, i.e., (P1, N2) and (P2, N3), must be built
identically to show symmetrical electrical behaviour. Hence, the devices of the differential
pair dp(N2, N3) and of the simple current mirror load scm(P1, P2) must be matched.

The publications [5; 6; 7] showed that matching deteriorates over time when the affected
devices are exposed to asymmetric operating conditions, especially due to mismatched pin
voltages. Thorough care must be taken to avoid voltage mismatch in power-down mode
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1.1. Analog Power-Down Mode Design

as the affected devices could be stressed by the maximum available voltage difference in
the circuit as its internal nets are either pulled to vdd or gnd. In the worst case, the circuit
might fail after powering it up again due to time-dependent voltage mismatch in power-down
mode. Matched devices must hence be exposed to matched voltages in power-down mode
to prevent these problems.

The power-down mode of the differential input stage from Fig. 1.5a has been implemented
by only one power-down transistor, namely NP1. The nets in, ip, n1 and n3 are high-
impedant, i.e., floating, in this implementation as no connection to the supply or ground
net can be established by conducting devices. The state of these nodes is hard to predict
as it depends on the sub-threshold operation of N1, N2 and N3 which is often inaccurately
captured by their corresponding device models [8; 9]. The diode-connected transistor P1
furthermore pulls n2 to the supply voltage level which can lead to asymmetric stress at the
differential pair dp(N2, N3) and the simple current mirror scm(P1, P2) of the circuit.

The power-down circuitry from Fig. 1.5b overcomes these problems by four more power-
down transistors which pull in, ip and n1 to the ground and n3 to the supply voltage level.
Now, all voltages levels in the circuit are defined, i.e., not floating, and the differential pair
dp(N2, N3) as well as the simple current mirror scm(P1, P3) are exposed to symmetrical
voltages in power-down mode.

This solution however is not optimal with respect to the die area occupied by the additional
power-down circuitry. The area requirements of the power-down circuitry is mainly deter-
mined by the number of inserted power-down transistors. It should be minimized whilst
fulfilling the circuit’s matching conditions as good as possible. The optimal implementation
variant for the differential input stage is shown in Fig. 1.5c. It requires three power-down
transistors in total. The transistors PP1 and PP2 turn on the differential pair dp(N2, N3)
in power-down mode which allows the supply voltage to propagate to n1 and n3. All match-
ing conditions are still fulfilled whilst minimizing the area requirements of the power-down
circuitry. In this example, it has been assumed that the voltages at the input and output
pins of the circuit, i.e., in, ip and out, can be arbitrarily pulled to the supply or ground
voltage level. In reality however, these voltages depend on external circuitry connected to
these pins and must be considered during power-down mode design.

In summary, the design of the analog power-down mode has the following targets [10]:

(A) All current paths must be shut off in power-down mode.
(B) Floating nodes should be avoided in power-down mode.
(C) Maximize matching to prevent time-dependent mismatch.
(D) Minimize the area requirements of the power-down circuitry.

Target (A) must be fulfilled, requirements (B), (C) and (D) should be fulfilled as good as
possible.

Additionally, the normal operation of the circuit should not be affected by the inserted
transistors. This must be verified by numerical simulation after the implementation of the
power-down mode.

Fig. 1.6 shows the three shut-off patterns presented by [11] to implement the power-down
mode of a circuit whilst following design goals (A) - (D).

The gate shut-off pattern inserts power-down transistors in parallel into the circuit to pull
its internal nets either to the ground or to the supply voltage in order to turn off all current

7
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Figure 1.6.: Shut-off patterns used for power-down mode implementation [11].

flow in the circuit. It is the main tool to implement the power-down mode of a given circuit
and corresponds to the technique which has been used to switch off the source circuit and
the differential stage from Figs. 1.4b and 1.5, respectively.

Some current paths in the circuit however cannot be switched off using the gate shut-off
pattern. Fig. 1.6b shows a current path running over the resistor R2 and diode-connected
transistor N2. The power-down transistor NP2 tries to switch off N2 by pulling its gate
to the ground voltage which creates a new current path over the just inserted power-down
transistor. The diode rip-up pattern inserts NP3 into the circuit which disables the diode
configuration of N2 in power-down mode. Now, N2 can be safely switched off by NP2.

A serial rip-up, as shown in Fig. 1.6c, must be performed if there is no diode-connected
transistor on the problematic current path. The transistor is inserted in series in-between
the supply node and the first device of that current path and must be sized large enough
to carry the bias current of that branch in normal operation. The serial rip-up furthermore
introduces an additional voltage drop in that path which could affect the normal operation of
the circuit. Hence, the serial rip-up is the last resort and a diode rip-up should be preferred
whenever possible [12].

1.2. State of the Art

The manual design of the analog power-down mode is error prone, repetitive and tedious.
Unintended current flows, floating nodes and mismatched voltages can be easily overseen in
more complex circuits. This is especially true for subtle design errors as leakage currents
through the bulk substrates of transistors [9]. Therefore, automatic tools to detect such
errors are required.

The power-down verification method presented by [8] detects current paths and floating
nodes in power-down mode using voltage propagation. The algorithm initializes the supply
and ground nets with their corresponding voltage level; the internal nets are set to floating.
Starting from the ground and supply nets, the algorithm scans the circuit for conducting
devices and propagates the supply and ground voltage into the circuit. This process is
repeated until no more propagation occurred. Conducting devices which connect the supply
with the ground voltage are reported back to indicate that a current flow in the circuit has
been found. The method supports resistors, diodes and MOS transistors and guarantees to
find all potential current flow in the circuit.

8
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The verification method presented in [10]1 models the static DC behavior of a circuit in
power-down mode by a graph and uses voltage propagation to estimate its node voltages.
Current flows are detected by a depth-first search from the supply to the ground nets of the
circuit. The method additionally uses structure recognition2 to identify basic analog building
blocks, e.g., differential pairs and current mirrors, in the circuit which must be matched. The
identified structures are then compared against the voltage estimates to detect mismatch in
power-down mode.

The method presented by [18] shows how constraint programming can be used to detect
floating nodes efficiently in power-down mode.

These tools are of great help for circuit designers as they either automatically verify the
correct power-down mode functionality of a circuit or indicate error spots in the current
power-down circuitry.

The authors of [10], however, even showed that the manual power-down mode design process
can be automated which leaves designers with more time for more creative tasks. The
presented method uses a set of rules to construct faultless power-down circuitry which has
been derived from the verification rules presented in the same work. These rules are used to
formulate two constraint programs [19] whose solutions guarantee the correct power-down
mode behavior of the circuit. The constraint programs are modelled and solved using [20].
The first constraint program computes all possible net voltage combinations in power-down
mode such that no current flow and no floating node can occur. Furthermore, matching
constraints based on structure recognition results are formulated which must be fulfilled as
good as possible. The second constraint program determines the number of required power-
down transistors to implement such a net voltage combination and inserts them at the correct
locations, i.e., at the nets which must be pulled to the supply or ground voltage, into the
circuit. The solutions which cannot be implemented with a minimum number of power-down
transistors are thereby discarded. Finally, a solution is manually selected from the remaining
ones for implementation. Before formulating and solving the constraint programs, the circuit
is scanned for problematic current paths which require a rip-up. The presented algorithm
recursively checks for each net of the circuit if there is a conducting path from that net
to the supply voltage which cannot be switched off by the gate shut-off pattern. If there
is additionally another conducting path from that net to the ground voltage which cannot
be switched off by the gate shut-off pattern, a problematic current path has been detected.
A diode or serial rip-up is then applied to each identified problematic current path which
guarantees at least one solution of the two constraint programs.

Power-down transistor sizing was investigated in [14] with the conclusion that the minimum
transistor sizes are adequate for most applications. Larger transistors are only necessary for
designs which require fast transition times from the normal operation to the power-down
mode. The wake-up time, i.e., the transition time from the power-down to the normal
operation mode, is only determined by the original circuitry and cannot be influenced by
power-down transistor sizing.

The paper by [15] describes how the power-down synthesis results from [10] can be visualized
by displaying the power-down transistors in the schematic editor of Cadence Virtuoso [21]

1Preliminary works: [9; 13; 11; 14; 15; 12]
2The structure recognition method by [10] is based on the “sizing rules method” which was originally
published in [16]. The sizing rules method has been subsequently enhanced and extended by [4; 17; 10]
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Figure 1.7.: Potential current flows in a source circuit (a), faulty power-down mode imple-
mentation for a source circuit series (b).

which indicates that the synthesis method can be seamlessly integrated into an analog design
flow.

1.3. Problem Formulation and Contributions

The power-down verification and synthesis methods described by [8; 10] operate on transistor
level. Complex chips however undergo a hierarchical design process: the desired functionality
is first translated into a technical specification which describes the overall system behavior.
That system is then successively divided into smaller and smaller parts, until single blocks
can be implemented on device level [22].

A chip is thereby divided into analog and digital parts, the analog parts are sub-divided
into, e.g., filters, phase locked loops (PLLs), analog to digital converters (ADCS) or digital to
analog converters (DACs). These circuits are, e.g., composed of RC networks and operational
amplifiers (OpAmps) which can be implemented on device level. Afterwards, the single
components are assembled to form the overall system.

The power-down verification and synthesis methods by [8; 10] do not consider the interaction
with and the connectivity to external circuitry which occurs in hierarchical analog designs.
This can lead to design errors in the power-down mode as will be illustrated with the following
example.

Fig. 1.7a shows the already known source circuit (SC) from Fig. 1.4b. The dashed red lines
indicate a potential current flow in the power-down mode of the circuit which depends on the
external circuitry connected to the input and output pins of the amplifier. Its input pin in
is connected to gnd by the conducting power-down transistor NP1. A new and unintended
current path would arise in the source circuit if that pin is connected to vdd by conducting
external circuitry. The output pin out of the source circuit is furthermore connected to vdd
by the resistor R1. Hence, an external, conducting connection to gnd with that pin would
create another current path in power-down mode.
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1.3. Problem Formulation and Contributions

hierarchical circuit 

full circuit flattening

flat power-down
verification or

synthesis method

flat verification or synthesis
results

flat circuit 

(a) state of the art [10]

hierarchical circuit 

hierarchical power-
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(b) hierarchical approach

hierarchical circuit 
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flattening

flat structure
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hierarchical symmetry
computation method

partially flat structure recognition
or symmetry computation results

partially flat circuit 

(c) partial circuit flattening

Figure 1.8.: Data flows of the state-of-the-art (a) and the proposed power-down verification
and power-down synthesis method (b) for hierarchical analog circuits. The dia-
gram on the right (c) shows the data flow for the new structure recognition and
symmetry computation methods.

This situation is illustrated by Fig. 1.7b. Two source circuits SC1 and SC2 are connected
with each other to form a source circuit series (SCS), i.e., an amplifier with two amplification
stages. Now, the output pin of SC1 is connected to the input pin of SC2 which results in a
current flow over the resistor SC1/R1 and the transistor SC2/NP1 in power-down mode.
Such new short circuit paths, created by hierarchical circuit composition, must be detected
and prevented.

The methods presented by [10] must flatten a given hierarchical design in order to be able to
support it as shown in Fig. 1.8a. Circuit flattening replaces instantiated subcircuit blocks by
their netlist implementation until the device level is reached. This approach does not preserve
the circuit hierarchy and is hence not suitable for industrial and IP based designs. Further-
more, intermediate verification and synthesis results on the block level cannot be reused
which increases the computational complexity of the verification and synthesis tasks.

This work presents a new power-down verification method and a new power-down synthesis
method for hierarchical circuits which overcome these issues as shown in Fig. 1.8b. The new
methods are based on [10] with the following extensions:

� all algorithms have been developed in order to preserve the circuit hierarchy. The
implemented verification and synthesis methods traverse the circuit hierarchy either in
a top-down or bottom-up approach or in both directions.

� intermediate results for all encountered subcircuit blocks are stored in libraries to enable
their reuse and to avoid costly recomputations.

The methods presented by [10] do not consider symmetries alongside the signals paths of
a given circuit. Such symmetries pose additional matching conditions on the power-down

11



1. Introduction

circuitry which are now incorporated into the new power-down verification and synthesis
methods.

Furthermore, the following enhancements of the analog power-down synthesis have been
created:

� the rip-up procedure by [10] has been simplified by using methods from the verification
process to identify short circuit paths.

� the two constraint programs by [10] have been unified which allows to compute trade-
offs between the two design goals “maximize matching” and “minimize area”.

The new hierarchical methods require automatic procedures to extract analog basic building
blocks and signal symmetries from the circuit hierarchy in order to be able to verify and
synthesize power-down circuitry considering voltage matching. Hence, a new structure recog-
nition method has been developed based on [10] that supports hierarchical circuits following
a similar approach as presented in [23]. Fig. 1.8c shows that the new approach flattens the
circuit hierarchy partially, i.e., structural information connected to the pins of a subcircuit
block is propagated between the hierarchy levels when required for the computations. Partial
circuit flattening decouples the hierarchy levels from each other, which enables and allows
the parallelization of traditional structure recognition approaches for hierarchical circuits.
Furthermore, a symmetry computation method similar to [24] has been implemented and
adjusted to support hierarchical circuits. The algorithm starts at the device level and prop-
agates the collected signal flow information between the input and output pins of subcircuit
blocks to the next higher hierarchy levels recursively until the top level is reached.

Last but not least, a new method to automatically generate the building block description
of a given circuit has been developed. This method overcomes the problems of traditional
structure recognition procedures: the scope and the complexity of the provided building
block library. The library of the sizing rules method contains building blocks formed by only
up to six devices [10]. New and more complicated structures, e.g., operational amplifiers,
and their recognition rules must be added manually to the library which is prone to errors
and can lead to wrong recognition results. The new procedure automatically partitions a
given circuit into its building blocks without requiring a predefined library. Instead, three
characteristics, i.e., connectivity, substrate type and tier difference of neighboring devices, are
analyzed and used to determine the subblocks of the circuit. The algorithm then generates
the recognition rules for the detected elements and furthermore creates new building block
libraries from scratch or complements existing ones by new elements.

1.4. Thesis Structure and Prior Publications

This work is partitioned into two parts.

The first part focuses on the new power-down verification and synthesis method of hier-
archical analog circuits (Chapters 3 and 4). Both methods rely on the hierarchical circuit
representation described in Chapter 2.

The hierarchical structure recognition and symmetry computation method complementing
the verification and synthesis procedures are described in Appendices A and B. Appendix C
provides guidelines on how to manually fix detected errors in the analog power-down mode.

12



1.4. Thesis Structure and Prior Publications

The second part of this work describes the new library-free structure recognition method
(Chapter 5).

Each chapter provides experimental results for the respective methods.

Chapter 6 concludes this thesis.

The presented methods, algorithms and ideas have been partially published at conferences
or journals. The hierarchical power-down verification method from Chapter 3 was originally
published in [25], an extended version can be found in [26]. The unified constraint program
and the hierarchical power-down synthesis method from Chapter 4 have been presented in
[27] and [28], respectively. The library-free structure recognition method from Chapter 5 has
been published at [29].

Additionally, the presented methods, other ideas and previous implementations have been
partially realized in the student theses [30; 31; 32; 33; 34; 35; 36].
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2. Hierarchical Circuit Representation

Hierarchical designs are formally constructed by a set of circuits

C = {C1(P1, N1, Csub,1, t1), C2(P2, N2, Csub,2, t2), ..., C|C|(P|C|, N|C|, Csub,|C|, t|C|)}. (2.1)

A circuit Ci(Pi, Ni, Csub,i, ti) consists of

� a set of pins Pi = {pi,1, pi,2, ..., pi,|Pi|},
� a set of nets Ni = {ni,1, ni,2, ..., ni,|Ni|},
� its subcircuits Csub,i = {csub,i,1, csub,i,2, ..., csub,i,|Csub,i|},
� and is of type ti, e.g., SCS or SC.

A subcircuit csub,i,j ∈ Csub,i instantiates another circuit from set C. A net ni,k ∈ Ni connects
one or more subcircuits of Csub,i with each other via their pins. The set of pins Pi ⊆ Ni is
a subset of the circuit’s nets that can be connected to external circuitry. Each subcircuit
csub,i,j has its own set of subcircuits, hence forming a hierarchical circuit recursively.

A device is abstracted as a circuit which does not contain any other subcircuits and its set
of pins is identical to its set of nets:

“Ci ∈ C is a device′′ ⇔ Csub,i = ∅ ∧ Pi = Ni. (2.2)

The following device types ti ∈ Td are thereby supported:

Td = {nmos, pmos, npn, pnp, res, cap, diode, ind}. (2.3)

The methods presented in Chapters 3-5 are however not limited to these device types and
can be easily extended by additional device types.

Fig. 2.1 shows four different devices types of Td and their corresponding pins. The drain,
gate and source pins of the transistors are denoted as d, g, and s, respectively. The pins of
a resistor or capacitor are plus (+) and minus (−).

The top-level circuit Ctop of a hierarchical design is not part of any other circuit of set C.
The bottom level of a circuit hierarchy is reached with the device level.

d

s

g P1

PMOS transistorNMOS transistor

d

s

g N1

resistor

+

-

R1

+

-

C1

capacitor

Figure 2.1.: Different device types and their corresponding pins.
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2. Hierarchical Circuit Representation

circuit
type ti

circuit
pins Pi

circuit
nets Ni

subcircuits
Csub,i

subcircuit
type tsub,i,j

source circuit in, out, in, out, SC1, SC2 SC

series (SCS) pwd pwd, n1

source circuit (SC)
in, out, in, out, N1, NP1 nmos

pwd pwd R1 res

nmos d, g, s d, g, s ∅ −
res +,− +,− ∅ −

Ground and supply nets not shown.

Table 2.1.: Set of circuits C used to construct the source circuit series from Fig. 1.7.

Table 2.1 shows the set C for the source circuit series from Fig. 1.7b. The circuit consists of
three pins, four nets and the two source circuits SC1 and SC2. Each of these subcircuits
has three pins, three nets and three devices, i.e., two NMOS transistors and one resistor.
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3. Hierarchical Power-Down Verification

Power-down mode verification checks whether the design goals (A) - (C) from Sec. 1.1 are
met for a given circuit. Hence, power-down verification must provide methods

� to detect all (potential) current flows,
� to identify all floating nodes and
� to recognize all (potential) matching violations

of a circuit in power-down mode. A circuit fulfils (A) - (C) if the verification method does
not detect any of the errors listed above. In the following, a new power-down verification
method for hierarchical designs is presented.

3.1. Overview

Fig. 3.1 gives an overview of the new hierarchical power-down verification methodology. It is
based on the methods presented in [10]. In comparison to the state-of-the-art methods, the
new method does not flatten the circuit hierarchy and additionally verifies that symmetry
pairs alongside symmetrical signal paths are not stressed in power-down mode. The newly
introduced voltage propagation library LV furthermore enables the reuse of intermediate
results.

The method takes a top-level circuit Ctop, the supply nets Nsupply = Nvdd ∪ Ngnd and the
vector VP,top as inputs. The vector VP,top defines the initial voltage levels at the pins of Ctop.
The verification report contains all detected current paths Psc, floating nets Nfloat and the
matching and symmetry violations EM , ES of the circuit in power-down mode.

In the first step, voltage propagation estimates the net voltages of the circuit in power-down
mode (Sec. 3.2). This method starts at the top-level and propagates the voltages on the
current level as far as possible before descending into subcircuit blocks. The algorithm tra-
verses the circuit hierarchy in both directions as a change in the voltage level at a subcircuit
pin can affect the states of the devices in the underneath or above lying hierarchy levels.

In the second step, a depth-first search algorithm detects all short circuit paths in the circuit
based on the previously computed net voltage estimates (Sec. 3.3). This algorithm also
traverses the circuit hierarchy in both directions as a current path can descend and ascend
to lower or higher hierarchy levels through subcircuit pins.

The voltage levels at the internal nets of a short circuit path cannot be accurately predicted
anymore as they would take a value in-between gnd and vdd. Hence, the previously computed
voltage propagation result is not valid anymore and must be recomputed. In this case, the
detected short circuit nodes Nsc are initialized with the voltage level sc which indicates that
a short circuit path is running other them. The subsequent voltage propagation run might
eventually reveal further potential current flows in the circuit based on this new information.
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3. Hierarchical Power-Down Verification
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Figure 3.1.: Overview of the hierarchical power-down verification method.

Hence, voltage propagation and short circuit path computation are repeated until no more
new currents paths are detected.

The last step of the verification method identifies matching and symmetry violations at
analog basic building blocks and symmetry pairs (Sec. 3.4). The checks traverse the circuit
hierarchy recursively from the top to its bottom using the final voltage propagation results
to evaluate predefined rule sets for basic building blocks and symmetry pairs.

3.2. Voltage Propagation

The behavior of a circuit in power-down mode is determined by the static DC behavior of
its devices [9]. Its internal nets are either charged or discharged to vdd or gnd by conducting
devices or are high-impedant, i.e., floating float. Hence, the net voltages of a circuit in
power-down mode can be estimated by voltage propagation.

The supply or ground voltage can propagate to another net of the circuit via conducting
devices. Fig. 3.2 shows the static DC behavior of resistors, capacitors and NMOS transistors.
A resistor propagates the ground and supply voltage between its plus and minus pin in both
directions. A capacitor is treated as open loop in DC operation and does not propagate
any voltage in power-down mode. An NMOS transistor propagates vdd or gnd between its
drain and source pins when it is conducting, i.e., when its gate-source voltage is greater than
its threshold voltage. In power-down mode, all nets will ideally either take the vdd or gnd
voltage level. Hence, NMOS transistors are conducting if their gate pin is exposed to vdd.
Similarly, PMOS transistors only propagate voltages between their drain and source pins if
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3.2. Voltage Propagation
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Figure 3.2.: Static DC behavior for different device types.

their gate is on gnd. A diode-connected transistor propagates the supply voltage vdd from
its drain to its source pin and the ground voltage gnd in the opposite direction. A complete
overview over all supported device types, including bipolar transistors and bulk junction
diodes of transistors, can be found in [9].

Algorithm 1 uses the described static DC behavior to estimate the node voltages of a hier-
archical circuit in power-down mode. The algorithm takes a circuit Ci(Pi, Ni, Csub,i, ti), the
voltages at its pins VPi

, the supply nets Nsupply = Nvdd∪Ngnd, the short circuit nets Nsc and
the voltage propagation results library LV as inputs.

The library LV allows to store and fetch intermediate voltage propagation results VNi
for a

specific circuit type ti with pin voltages VPi
. The vector

VNi
= (vni,1

, vni,2
, ..., vni,|N|) (3.1)

with

vni,j
∈ {gnd, vdd, float, sc} (3.2)

contains the voltage estimates of each net nj ∈ Ni of a circuit of type ti in power-down
mode.

The set of short circuit nodes Nsc is empty in the initial voltage propagation run.

The algorithm iteratively propagates gnd and vdd to the internal nets of Ci via conducting
devices according to Fig. 3.2. The voltages are thereby propagated as far as possible on
the current hierarchy level before descending into subcircuit blocks, i.e., devices are always
prioritized to subcircuit blocks during voltage propagation. This behavior is ensured by
the propagation queue Qprop = (csub,1, csub,2, . . . , csub,k) which orders the inserted subcircuits
such that devices are processed first. Subcircuits are queued up for propagation whenever a
voltage level at one of its pins changed from float to vdd or gnd. For devices, an additional
device type specific propagation condition must be fulfilled before it is inserted into Qprop:
the device must be conducting and vdd or gnd at one of its pins must be connected to a
floating net at one of its other pins via its conducting channel as shown in Fig. 3.2.
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3. Hierarchical Power-Down Verification

Algorithm 1 Voltage propagation for hierarchical circuits based on [9]

1: procedure VoltagePropagation(Ci(Pi, Ni, Csub,i, ti), VPi
, Nsupply, Nsc, LV )

2: Qprop, VNi
= initialize(VP,i, Ci, Nsupply, Nsc)

3: for all csub ∈ Qprop do
4: VPsub

= pinV oltages(csub, VNi
)

5: if not hasResult(csub, VPsub
, LV ) then

6: if isDevice(csub) then
7: propagateDevice(csub, VPsub

, LV ) // According to Fig. 3.2
8: else
9: voltagePropagation(csub, VPsub

, Nsupply, Nsc, LV ) // Descend hierarchy
10: end if
11: end if
12: VNsub

= findResult(csub, VPsub
, LV )

13: update(Qprop, VNi
, VNsub

, Ci)
14: end for
15: storeResult(Ci, VPi

, VNi
, LV )

16: end procedure

Algorithm 1 initializes the propagation queue Qprop and the net voltages VNi
in line 2 by

invoking the function initialize(VP,i, Ci, Nsupply, Nsc). This function sets the pin, ground,
supply and short circuit nodes from VP,i, Ngnd, Nvdd and Nsc to their corresponding voltage
levels. Subcircuits and devices which are connected to these nets and which are eligible for
voltage propagation are inserted into Qprop during that initialization step. The remaining
nets of the circuit are assigned to voltage level float.

In the next step, the algorithm iterates over all elements csub ∈ Qprop (line 3). In each
iteration, the pin voltages VPsub

of csub are determined in line 4 based on the current state of
VNi

by the function pinV oltages(csub, VNi
). If another subcircuit of the same type and pin

voltages as csub has already been encountered during voltage propagation, the corresponding
intermediate result is reused (lines 5 and 12). Else, the voltages at csub must be propagated
(lines 6 - 10). The following two cases are thereby distinguished:

� csub is a device: voltages are propagated according to Fig. 3.2.
� csub is a subcircuit block : the algorithm descends into the circuit hierarchy by calling
itself recursively.

The corresponding propagation result VNsub
is stored in LV in both cases. In line 12, that

result is fetched from the library and used to update Qprop and VNi
of the current hierarchy

level. The nets connected to the pins of csub are set to the voltage levels according to VNsub

and any subcircuits connected to these nets are inserted into Qprop. The above steps are
repeated until Qprop is empty.

Finally, in line 15, the voltage propagation result VNi
for the current hierarchy level is stored

in LV under the entry (Ci, VPi
).

Tables 3.1 and 3.2 show the voltage propagation results for the source circuit series (SCS) of
Fig. 1.7b and its two source circuits SC1, SC2 from Fig. 1.7a, respectively. The pin voltages
of the source circuit series are given as VPSCS

= (vin, vout, vpwd) = (float, f loat, vdd) and its
supply voltages as Nsupply = Ngnd ∪ Nvdd = {ground, supply}. Algorithm 1 initializes the
nets of the top-level circuit accordingly (see Table 3.1, circuit SCS, iteration one, initial
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3.3. Short Circuit Path Computation

circuit iteration state vin vout vn1 vground vsupply vpwd

SCS

1O
initial float float float gnd vdd vdd

end gnd vdd vdd gnd vdd vdd

2O
initial float sc sc gnd vdd vdd

end gnd sc sc gnd vdd vdd

Table 3.1.: Voltage propagation results for the source circuit series (SCS) of Fig. 1.7b.

subcircuit iteration state vin vout vground vsupply pwd

SC1

1O
initial float float gnd vdd vdd

end gnd vdd gnd vdd vdd

2O
initial float sc gnd vdd vdd

end gnd sc gnd vdd vdd

SC2

1O
initial vdd float gnd vdd vdd

end vdd vdd gnd vdd vdd

2O
initial sc sc gnd vdd vdd

end sc sc gnd vdd vdd

Table 3.2.: Voltage propagation results for the source circuits SC1 and SC2 from Fig. 1.7a.

state) and queues up the source circuits SC1 and SC2 for voltage propagation as both
subcircuits are connected to the power-down signal pwd, i.e., Qprop,SCS = (SC1, SC2). In
the next step, the algorithm descends into SC1 by recursively calling itself with pin voltages
VP,SC1 = (vin, vout, vpwd) = (float, f loat, vdd), which are determined based on the current
net voltage estimates of the source circuit series, and the supply nets Nsupply. The algorithm
initializes the net voltages of source circuit SC1 accordingly and sets the ground and supply
node to their corresponding values (see Table 3.2, subcircuit SC1, iteration one, initial state).
The resistor R1 and transistor NP1 of SC1 are hence conducting in power-down mode and
propagate vdd to the output pin out and gnd to the input pin in of SC1, respectively.
Afterwards, the algorithm ascends back to the top-level, i.e., to the source circuit series, and
updates its net voltages vin and vn1 to gnd and vdd. It then descends into source circuit
SC2, initializes its net voltages according to VP,SC2 = (vin, vout, vpwd) = (vdd, float, vdd) and
Nsupply. The devices R1 and N1 of SC2 are inserted into the propagation queue Qprop,SC2.
Both devices are connected to the output pin of SC2 and are eligible for propagation. In
this case, resistor R1 has been randomly selected first for propagation and the output pin
voltage of SC2 , i.e., vout, is set to vdd. Finally, the algorithm ascends back to the schematic
of the source circuit series and updates the voltage at its output pin vout to vdd.

3.3. Short Circuit Path Computation

Algorithm 2 detects current flow of a circuit in power-down mode based on the net voltages
computed by voltage propagation (Sec. 3.2). It performs a depth-first search from the supply
to the ground nets of the circuit alongside conducting devices (Algorithm 3). Both algorithms
are based on [9] and have been adapted to hierarchical designs.
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3. Hierarchical Power-Down Verification

Algorithm 2 Short circuit path computation based on [9]

1: procedure ShortCircuitPathComputation(Ctop, Nvdd, Ngnd, VPtop , LV )
2: for all n ∈ Nvdd do
3: DepthF irstSearch(n,Ctop, Ngnd, VPtop , LV ) // Algorithm 3
4: end for
5: end procedure

Algorithm 3 Depth-first search based on [9]

1: procedure DepthFirstSearch(n,Ci, Ngnd, VPi
, LV )

2: if n ∈ Ngnd then
3: return // short circuit path detected.
4: end if

5: VNi
= findResult(Ci, VPi

, LV )
6: if connectedToHigherLevel(n) then
7: DepthF irstSearch(nsuper, Csuper, Ngnd, VPsuper , LV ) // Ascend hierarchy
8: end if

9: for all Csub ∈ connectedSubCircuitBlocks(n) do
10: VPsub

= pinV oltages(Csub, VNi
)

11: DepthF irstSearch(nsub, Csub, Ngnd, VPsub
, LV ) // Descend hierarchy

12: end for

13: for all ncon ∈ connectedNets(n) do
14: DepthF irstSearch(ncon, Ci, VPi

, LV ) // Continue on this level
15: end for
16: end procedure
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3.3. Short Circuit Path Computation

The depth-first search algorithm first checks whether its termination criterion is fulfilled,
i.e., whether the given net n is a ground net (lines 2 - 4). In this case, a short circuit path
has been found and the algorithm returns.

The search continues in all other cases.

In line 5, the algorithm loads the net voltages VN,i for the currently investigated circuit Ci

with input voltages VP,i from the voltage propagation results library LV by calling function
findResult(Ci, VPi

, LV ). These net voltages are used to determine the conducting or non-
conducting state of the devices on the current hierarchy level and the pin voltages of lower-
level circuit blocks before descending the circuit hierarchy.

The algorithm thereby checks with function connectedToHigherLevel(n) whether the given
net n is connected to external circuitry, i.e., whether n is a pin of the current circuit, and
ascends the circuit hierarchy when required by calling itself recursively (lines 6 - 8).

The depth-first search furthermore has to determine whether it has to descend into the
circuit hierarchy (lines 9 - 12). Thereby, function connectedSubCircuitBlocks(n) returns
all subcircuits of Ci connected to net n. The depth-first search algorithm then calls itself
recursively for every subcircuit block connected to n with nsub, Csub and VPsub

as input
arguments. The net nsub denotes the net, i.e., pin, of Csub which is connected to net n of the
current hierarchy level. The function pinV oltages(Csub, VNi

) determines the subcircuit’s pin
voltages VPsub

based on the current net voltages VNi
of the current hierarchy level (line 10).

Lastly, the search continues on the current hierarchy level in lines 13 - 15 by calling itself
recursively for all nets ncon connected to n by conducting devices. This set of nets is thereby
computed by function connectedNets(n) which determines the conducting or non-conducting
state of each device connected to n based on VNi

.

During the computations, the algorithm must track the hierarchy levels it has traversed in
order to be able to ascend it again, as a circuit Ci does not know where in the hierarchy
it has been instantiated by another circuit. This part of the algorithm is not shown, but
the hierarchy path is tracked by a vector which stores tuples of the visited subcircuits and
their corresponding pin voltages (Csuper, VPsuper). Whenever the depth-first search algorithm
descends into a subcircuit, the corresponding tuple is appended to that vector and whenever
the algorithm ascends, the last visited subcircuit is restored from that vector thus allowing
the algorithm to traverse the hierarchy in both directions.

A detected short-circuit path can be classified into one of the following three categories
[10]:

� definite: all devices on the detected path are conducting. The path cannot be switched
off by the gate shut-off pattern and a rip-up required as shown in Fig. 1.6.

� potential: at least one device on the detected path is only potentially conducting,
e.g., the gate of a transistor on that path is floating. Such a path can be switched
off by the gate shut-off pattern by inserting a power-down transistor which forces the
corresponding device into the non-conducting state.

� induced: the detected path is potentially conducting due to another definite, potential
or induced short-circuit path in power-down mode, i.e., the state of at least one of its
devices is controlled by a short-circuit node. Such a path can be typically switched off
by switching off the short-circuit path causing it.
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3. Hierarchical Power-Down Verification

The source circuit series from Fig. 1.7b contains one supply net supply which is connected
to the source circuits SC1 and SC2. Short circuit path computation loads the voltage
propagation result from the first iteration for SC1 from Table 3.2 and descends into it. The
supply net is connected to the output pin out of SC1 via the resistor R1. The output pin
of SC1 is connected to net n1 of the source circuit series which again is connected to the
input pin of SC2. Hence, the algorithm consecutively first ascends back to the top-level and
then descends down into SC2. The input pin in of SC2 is connected to the ground node via
power-down transistor NP1. This transistor is conducting in power-down mode according
to Table 3.2 and hence a short circuit path, i.e., P1 = (SC1/R1, SC2/R2), has been found.
The net n1 of the source circuit series and the nets SC1/out and SC2/in lie on that short
circuit path and are inserted into the set of short circuit nodes Nsc.

Short circuit path computation also descends into SC2 via the supply net of the source
circuit series. This net is connected to the ground node by the devices R1 and N1 inside of
SC2 which are both conducting in power-down mode according to the voltage propagation
results from Table 3.2, iteration one. Hence, a second current flow P2 = (SC2/R1, SC2/N1)
has been found and the output pins of SC2 and the source circuit series are inserted into
Nsc as these nets lie on P2.

Short circuit path computation terminates afterwards and voltage propagation is repeated
with Nsc = {n1, out, SC1/out, SC2/in, SC2/out}. The corresponding voltage propagation
result is shown by Tables 3.1 and 3.2, iteration two. The current path P2 is now classi-
fied as induced current flow as the state of transistor N1 inside of SC2 cannot be accurately
predicted anymore as the input pin of SC2 is a short circuit node. No new current flow is de-
tected in the second iteration of the short circuit path computation and voltage propagation
must hence not be repeated anymore.

3.4. Matching and Symmetry Assertion

Fig. 3.3 gives an overview of the matching and symmetry assertion method for hierarchical
circuits in power-down mode. The method is based on [13] and has been extended to support
hierarchical circuits.

It takes the top-level circuit Ctop, the pin voltages VPtop , the power-down pins Ppwd, the
voltage propagation library LV and the supply nets Nsupply of the circuit as inputs.

Structure recognition (App. A) and symmetry computation (App. B) are performed to iden-
tify the basic building blocks and symmetry pairs of the given circuit. The power-down
circuitry has to be removed from the circuit in a preprocessing step as it might interfere
with the above-mentioned methods. Finally, the identified building blocks and symmetry
pairs are asserted by evaluating specific block type and symmetry pair matching rules against
voltage mismatch. The detected matching and symmetry violations, EM and ES, are re-
ported back to the user.

3.4.1. Power-up Transformation

Power-up transformation removes the power-down circuitry from a given circuit. It thereby
tracks the power-down signals pwd and pwd through electrostatic discharge (ESD) protection
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(App. B)

Assertion 
(Sec. 3.4.2)
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Voltage Propagation
Results Library LV

Matching and Symmetry Violations
EM, ES

Figure 3.3.: Overview of the symmetry assertion procedure [13].

circuitry, level shifters and inverters of the integrated circuit until it reaches the gates of the
power-down transistors inside the analog subcircuit blocks of a hierarchical design. The
identified power-down transistors are then removed from the circuit as follows: transistors
which are conducting in power-down mode pull an internal net of the circuit to vdd or gnd
and have been inserted in parallel into the circuit. Hence, these transistors can simply be
removed. Power-down transistors which are off in power-down mode have been inserted
in series into the circuit to disrupt a current path in power-down mode. Hence, the drain
and source nets connected to these transistors must be shorted after removing them. The
state of the power-down transistors is determined based on the net voltage estimates stored
in the voltage propagation results library LV . Finally, the subcircuit blocks of the power-
down signal path, e.g. inverters, are removed from the hierarchical design. The power-up
transformation above has first been described in [13] and has been extended to support
hierarchical designs.

Fig. 3.4a shows a differential stage with its power-down circuitry highlighted in blue. The
voltage propagation result for this circuit is annotated with italic letters next to the net
names. No short circuit path runs through the circuit.

Fig. 3.4b shows the differential stage after power-up transformation. The gate shut-off
transistors NP1, PP2 and PP3 have been removed from the circuit. The nets n1 and nrip1
have been shorted after removal of diode rip-up transistor PP1. The removal of PP1 allows
the identification of the simple current mirror scm(P1, P2) by structure recognition which
furthermore enables symmetry computation to detect the symmetry pairs (N1, N2) and
(P1, P2) alongside the signal paths from the differential input (in, ip) to the single ended
output out of the circuit.
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Figure 3.4.: Differential stage before (a) and after (b) power-down up transformation.

3.4.2. Assertion

Fig. 3.5a shows the matching rules for two analog basic building blocks, i.e., a differential
pair and a simple current mirror. The voltages at the gate and drain pins of the differential
pair should be pairwise matched in order to avoid asymmetric stress in power-down mode.
Similarly, the voltages at the drain pins of a simple current mirror should be matched.
Matching rules for other analog basic building blocks can be found in [10]. The work by
[10] additionally introduced several levels of strictness for each rule set, e.g., a strict rule
set for differential pairs would enforce the same voltage level at all of its pins to prevent
any electrical field at its devices. In the following, the presented assertion methods are only
described for matched pin pairs as stricter rule sets can be similarly evaluated.

The matching rules for symmetry pairs in the signal paths of a circuit are shown in Fig. 3.5b.
Same pin types should be exposed to the same voltage level to avoid asymmetric stress in
power-down mode. Similarly to analog basic building blocks, strict rule sets for symmetry
pairs could enforce the same voltage level at all of its pins.

Furthermore, when symmetrical signals paths inside a subcircuit block have been detected,
their corresponding differential input and output pins should be matched as shown in
Fig. 3.5c.

Building block and symmetry information at (sub)circuit pins are propagated in-between
circuit hierarchy levels by structure recognition and symmetry computation as this infor-
mation is important to reduce the solution space of the power-down synthesis constraint
optimization problem (Sec. 4.3).

The evaluation of a matching rule, i.e., the comparison of the voltage levels at a pin pair,
has three different outcomes:

� fulfilled (✓): both pins are exposed to the same defined voltage level (vdd or gnd). Any
additional requirement, e.g., a specific voltage level at those pins, is fulfilled as well.

� violated (✗): both pins are exposed to different voltage levels and hence stressed. The
voltage level sc is also treated as an error as there is a short circuit path in the circuit.
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Figure 3.5.: Matching rules for: (a) analog basic building blocks [10], (b) symmetry pairs in
signal paths and (c) symmetrical pin pairs of subcircuit blocks due to underlying
signal path symmetries.

� warning ( !△): at least one of the pins is floating, i.e., it cannot be guaranteed that the
matching condition is fulfilled.

Algorithm 4 shows the outline of the matching and symmetry assertion method. It takes a
circuit Ci(Pi, Ni, Csub,i, ti), its pin voltages VPi

and the voltage propagation results library
LV as inputs. The libraries Lstruct and Lsym contain all analog basic building blocks and
symmetry pairs detected by structure recognition and symmetry computation (App. A and
App. B). These correspond to the subcircuits and devices whose matching conditions have
to be evaluated. The library Lerror stores the detected rule violations and is filled in during
the execution of the algorithm.

In lines 2 - 7, the algorithm first checks the matching rules for the identified building blocks
and symmetry pairs on the current hierarchy level. It fetches the corresponding voltage
propagation, structure recognition and symmetry computation results from the respective
libraries by using different versions of the implemented findResult() function (lines 2 -
4). The evaluation results, i.e., the sets of matching and symmetry violations EM and ES

computed by checkBuildingBlocks(CB, VNi
) and checkSymmetryPairs(CSP , VNi

), are then
stored under the entry (Ci, VPi

) in Lerror in lines 5 - 7.

In lines 8 - 15, the algorithm descends into the circuit hierarchy recursively and performs
the symmetry checks for all subcircuit blocks csub of Ci if necessary. It first determines
the corresponding pin voltages VPsub

of csub based on the net voltage estimates VNi
(line 10).

Function hasResult(csub, VPsub
, Lerror) checks, whether intermediate results for subcircuit csub

with pin voltages VPsub
already exist in library Lerror (line 11). If yes, that intermediate results

is reused; if not, the matching and symmetry assertion algorithm calls itself recursively with
the just determined pin voltage information (line 12).

Table 3.3 shows the matching and symmetry assertion results for the differential stage from
Fig. 3.4a. A warning is issued for simple current mirror scm(P1, P2) as its output pin, i.e.,
net out, is floating. Another warning is issued for the differential pair dp(N1, N2) as one
of its output pins, i.e., net out is floating. Furthermore, the voltages at the input pins of
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3. Hierarchical Power-Down Verification

Algorithm 4 Matching and symmetry assertion for hierarchical analog circuits

1: procedure matchingAssertion(Ci(Pi, Ni, Csub,i, ti), VPi
)

// Additional inputs:

� LV : voltage propagation results library
� Lstruct: structure recognition results library
� Lsym: symmetry computation results library
� Lerror: matching and symmetry violations results library

// Perform checks for current hierarchy level
2: VNi

= findResult(Ci, VPi
, LV )

3: CB = findResult(Ci, Lstruct)
4: CSP = findResult(Ci, Lsym)

5: EM = checkBuildingBlocks(CB, VNi
) // See Fig. 3.5a

6: ES = checkSymmetryPairs(CSP , VNi
) // See Fig. 3.5b and Fig. 3.5c

7: store(Ci, VPi
, EM , ES, Lerror)

// Descend into the circuit hierarchy when necessary
8: for all csub ∈ Csub,i do
9: if isSubCircuitBlock(csub) then
10: VPsub

= pinV oltages(csub, VNi
)

11: if not hasResult(csub, VPsub
, Lerror) then

12: matchingAssertion(csub, VPsub
)

13: end if
14: end if
15: end for
16: end procedure

building-blocks// Evaluated Result

symmetry pairs pins nets

scm(P1, P2) (in, out) (n2, out) (gnd, float) !△
dp(N1, N2) (in1, in2) (in, ip) (gnd, vdd) ✗

dp(N1, N2) (out1, out2) (n2, out) (gnd, float) !△

(P1, P2)

(d, d) (n2, out) (gnd, float) !△
(g, g) (nrip1, nrip1) (vdd, vdd) ✓

(s, s) (supply, supply) (vdd, vdd) ✓

(N2, N3)

(d, d) (n2, out) (gnd, float) !△
(g, g) (in, ip) (gnd, vdd) ✗

(s, s) (n1, n1) (gnd, gnd) ✓

evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.3.: Matching and symmetry assertion results for the differential stage from Fig. 3.4a.
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Figure 3.6.: Bias circuitry (a) and core circuit (b) of a dual gain amplifier (DGA) with its
power-down circuitry highlighted in blue. The subcircuits FOCA1 and FOCA2
are each implemented as the folded cascode amplifier from Fig. 3.7.

iteration
bias circuitry core circuit

vnX1 vnX2 vn6 vn8 vin vout vn1 vn2

1O vdd gnd gnd gnd vdd gnd gnd gnd

2O vdd gnd gnd gnd vdd sc sc sc

nets pwd, ground always on gnd; nets pwd, supply always on vdd;

X = 3, 4, 5, 7 in vnX1 and vnX2

Table 3.4.: Voltage propagation results for the dual gain amplifier from Fig. 3.6.

dp(N1, N2) differ from each other and hence a matching violation is issued. Two warnings,
three fulfilled and one violated matching constraint are reported for the symmetry pairs
(P1, P2) and (N2, N3). In summary, only 33% of all matching and symmetry constraints
are fulfilled for the differential stage in power-down mode.

3.5. Experimental Results

3.5.1. Dual Gain Amplifier

Fig. 3.6 shows a dual gain amplifier (DGA). Its bias circuit consists of four current mirrors
which provide the bias voltages to the core part of the circuit. The core circuit consists of two
parallelly connected folded cascode amplifiers, i.e., FOCA1 and FOCA2, which doubles the
output drive of the circuit [37]. The schematic of the corresponding folded cascode amplifier
is shown in Fig. 3.7. The power-down circuitry of both amplifiers is highlighted in blue in
both figures.
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Figure 3.7.: Schematic of a folded cascode amplifier (FOCA) which implements subcircuits
FOCA1 and FOCA2 of the dual gain amplifier from Fig. 3.6. Its power-down
circuitry is highlighted in blue.

iteration vin vip vout vb1 vb2 vn1 vn2 vn3 vn4 vn5 v6

1O vdd vdd gnd gnd gnd vdd vdd vdd vdd gnd gnd

2O sc vdd sc gnd gnd float vdd float vdd gnd gnd

pwd, ground always on gnd; pwd, supply always on vdd

Table 3.5.: Voltage propagation results for the folded cascode amplifiers from Fig. 3.7. The
results are valid for FOCA1 and FOCA2 of the dual gain amplifier from Fig. 3.6
as these subcircuit are exposed to the same pin voltages.
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The power-down verification method from the previous sections has been applied to the dual
gain amplifier to detect any errors in its power-down circuitry. Table 3.4 shows the voltage
propagation results for the bias and the core circuit of the dual gain amplifier. The pin
voltages were given as

VPDGA
= (vin, vout, vpwd, vpwd) = (float, f loat, vdd, gnd) (3.3)

and the supply nets as Nvdd = {supply} and Ngnd = {ground}. Voltage propagation had to
be executed twice, as current paths were detected in the circuit based on the results of the
first iteration. The voltage levels of the bias circuitry do not change in the second iteration
as nets n31, n41, n51, n71 are tied to vdd by the resistors R3-R6, nets n6, n8 to gnd by the
diode-connected transistors N4, N6 and nets n32, n42, n52, n72 to gnd by the power-down
transistors NP1, NP2 inside the subcircuits FOCA1 and FOCA2.

In the core circuit, the voltages levels of nets out, n1 and n2 change to sc in the second
voltage propagation iteration as short-circuit paths run over them.

Table 3.5 shows the voltage propagation result for the folded cascode amplifiers FOCA1
and FOCA2. The results for both subcircuits are identical as they exhibit the same pin
voltages. Hence, the voltage propagation results computed for one of the two folded cascode
amplifiers has been reused for the other one which reduces the computational effort of voltage
propagation.

Short circuit path computation detects, based on the voltage propagation results of the first
iteration, four current paths in the dual gain amplifier in power-down mode:

� P1 = (FOCA1/PP1, FOCA1/NP3)
� P2 = (FOCA2/PP1, FOCA2/NP3)
� P3 = (FOCA1/PP1, R1, R2, FOCA2/NP3)
� P4 = (FOCA2/PP1, R2, R1, FOCA1/NP3)

All of them follow a similar pattern: they origin at power-down transistor PP1 inside
FOCA1 or FOCA2, switch to the top-level via their input pin in to net n1 or n2 of the
dual gain amplifier, descend again into one of the folded cascode amplifiers via their output
pins (eventually first running over R1 and R2 of the dual gain amplifier) and terminate at
the ground node after passing NP3.

The internal paths of these short circuit paths are:

Nsc = {n1, n4, out, FOCA<1, 2>/in, FOCA<1, 2>/out}. (3.4)

Voltage propagation has been repeated with this additional information; the corresponding
results are shown in Tables 3.4 and 3.5, iteration two. No more new current paths have been
detected based on these results and hence power-down verification continues with the next
step, i.e., matching and symmetry assertion.

Fig. 3.8 shows the dual gain amplifier after power-up transformation and its matching and
symmetry conditions identified by structure recognition (App. A) and symmetry computa-
tion (App. B). The power-down transistors NP1-NP4 in the bias part have been removed
and the nets nX1, nX2, with X = 3, 4, 5, 7, have been shorted to nX∗ to restore the diode-
connection of transistors N1, N2, N3 and N5.
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Figure 3.8.: Symmetry and matching constraints of the dual gain amplifier from Fig. 3.6.
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The dual gain amplifier itself does not contain any analog basic buildings blocks. How-
ever, the transistors N1, N2, N3 and N5 of the bias circuit are connected to the tran-
sistors N1, N6, and N7 of FOCA1 and FOCA2 such that they form two simple cur-
rent mirrors, i.e., scm(N1, FOCA1/N1), scm(N2, FOCA2/N1), and four level shifters, i.e.,
ls(N3, FOCA1/N<6, 7>), ls(N5, FOCA2/N<6, 7>), in total. Furthermore, the voltages
at the pins of FOCA1, FOCA2 and the resistors R1, R2 must be matched in power-down
mode.

Fig. 3.9 shows the folded cascode amplifier after power-up transformation and its identified
building blocks and symmetry pairs. All power-down transistors can simply be removed from
the circuit as none of them disables a diode-configuration or has been inserted in series into
a current path of the circuit. The folded cascode amplifier consists of one differential pair
dp(N2, N3), one cascode current mirror ccm(P1−P4) and one wide-swing cascode current
mirror wsccm(N4−N7). These basic building blocks also define the symmetry constraints
of the folded cascode amplifier.

Furthermore, the information about the simple current mirrors and levels shifters at the bias
pins b1 and b2 of FOCA1, FOCA2 due to external connectivity with the dual gain amplifier
has been shared between these circuit hierarchy levels to keep their structural and symmetry
information synchronized.

Table 3.6 summarizes the findings of the symmetry and matching assertion for the dual gain
amplifier including its folded cascode amplifiers. Overall, 75% of the matching rules at the
analog basic building blocks and about 40% of rules for the symmetry pairs of the circuit
are violated.

Table 3.7 shows the matching assertion results for the dual gain amplifier in detail. Each
row corresponds to one matching constraint which has to be evaluated. The first column
denotes the building block which generated the matching constraint; the second column the
pins of the building block whose voltage levels have to be compared; the third column the
nets connected these pins and the fourth column their corresponding voltage levels computed
by voltage propagation. The last column denotes the result of the assertion.
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fulfilled
matching constraints

fulfilled
symmetry constraints

circuit

total % total %

dual gain amplifier (DGA) 6/10 60% 16/22 72.3%

folded cascode amplifier (FOCA) 4/11 36.4% 8/15 53.3%

overall (DGA, FOCA1, FOCA2) 8/32 25.0% 32/52 61.5%

Table 3.6.: Summary of the matching and symmetry assertion results for the dual gain am-
plifier (DGA) and its folded cascode amplifier subcircuits FOCA1 and FOCA2
from Fig. 3.6 and 3.7.

building-blocks Evaluated Result

pins nets

scm(N1, FOCA1/N1) (in, out) (n31, FOCA1/n1) (vdd, float) !△
scm(N2, FOCA2/N1) (in, out) (n41, FOCA2/n1) (vdd, float) !△
ls(N3, FOCA1/N6)

(in, out) (n51, FOCA1/n4) (vdd, vdd) ✓

(s1, s2) (n6, FOCA1/n5) (gnd, gnd) ✓

ls(N3, FOCA1/N7)
(in, out) (n51, FOCA1/out) (vdd, sc) ✗

(s1, s2) (n6, FOCA1/n6) (gnd, gnd) ✓

ls(N5, FOCA2/N6)
(in, out) (n71, FOCA2/n4) (vdd, vdd) ✓

(s1, s2) (n8, FOCA2/n5) (gnd, gnd) ✓

ls(N5, FOCA2/N7)
(in, out) (n71, FOCA1/out) (vdd, sc) ✗

(s1, s2) (n8, FOCA1/n6) (gnd, gnd) ✓

evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.7.: Matching assertion results for the dual gain amplifier from Fig. 3.6.
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subcircuits
Evaluated Result

pins nets

R1, R2 + (n1, n2) (sc, sc) ✗

− (out, out) (sc, sc) ✗

R3, R4 + (supply, supply) (vdd, vdd) ✓

− (n31, n41) (vdd, vdd) ✓

R5, R6 + (supply, supply) (vdd, vdd) ✓

− (n51, n71) (vdd, vdd) ✓

d (n31, n41) (vdd, vdd) ✓

N1, N2 g (n32, n42) (gnd, gnd) ✓

s (ground, ground) (gnd, gnd) ✓

d (n51, n71) (vdd, vdd) ✓

N3, N5 g (n52, n72) (gnd, gnd) ✓

s (n6, n8) (gnd, gnd) ✓

d (n6, n8) (gnd, gnd) ✓

N4, N6 g (n6, n8) (gnd, gnd) ✓

s (ground, ground) (gnd, gnd) ✓

in (n1, n2) (sc, sc) ✗

ip (in, in) (vdd, vdd) ✓

FOCA1, FOCA2 out (n1, n2) (sc, sc) ✗

b1 (n32, n42) (gnd, gnd) ✓

b2 (n52, n72) (gnd, gnd) ✓

FOCA1 (in, ip) (n1, in) (sc, vdd) ✗

FOCA2 (in, ip) (n2, in) (sc, vdd) ✗

evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.8.: Symmetry assertion results for the dual gain amplifier from Fig. 3.6.

Two warnings are issued for the dual gain amplifier as the output pins of the simple cur-
rent mirrors scm(N1, FOCA1/N1) and scm(N2, FOCA2/N1) are floating. Furthermore,
two errors are reported as the output pins of the level shifters ls(N5, FOCA2/N6) and
ls(N5, FOCA2/N7) are on a short circuit node. Please note that the devices of these cur-
rent mirrors and level shifters lie on different hierarchy levels. Matching and symmetry
violations at building blocks split over several hierarchy levels are hard to spot manually as
such errors are concealed in-between the different levels. The new verification methodology
is able to detect such errors automatically.

Table 3.8 shows the detailed evaluation results of the symmetry rules for the dual gain am-
plifier. The first column lists the checked symmetry pairs, the second column their evaluated
subcircuit pins, the third column the nets connected to the respective pins, the fourth column
their corresponding voltage levels and the last column the evaluation result of the symmetry
assertion. Six symmetry constraints of the dual gain amplifier are violated in power-down
mode. Each violation is caused by one of the detected short circuit paths. The rule violations
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building-blocks
Evaluated Result

pins nets

scm(Top/N<1, 2>,N1) (in, out) (Top/n<31, 41>, n1) (vdd, float) !△
ls(Top/N<1, 2>,N6)

(in, out) (Top/n<51, 71>, n4) (vdd, vdd) ✓

(s1, s2) (Top/n<6, 8>, n5) (gnd, gnd) ✓

ls(Top/N<1, 2>,N7)
(in, out) (Top/n<51, 71>, out) (vdd, sc) ✗

(s1, s2) (Top/n<6, 8>, n6) (gnd, gnd) ✓

dp(N2, N3)
(in1, in2) (in, ip) (sc, vdd) ✗

(out1, out2) (n2, n3) (vdd, float) !△
wsccm(N4−N7)

(in, out) (n4, out) (vdd, sc) ✗

(inner1, inner2) (n5, n6) (gnd, gnd) ✓

ccm(P1− P4)
(in, out) (n4, out) (vdd, sc) ✗

(inner1, inner2) (n2, n3) (vdd, float) !△
evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.9.: Matching assertion results for FOCA1 and FOCA2 from Fig. 3.7.

at the differential inputs (in, ip) of FOCA1 and FOCA2 at the bottom of the table indicate
that there are further matching and symmetry problems in the underlying folded cascode
amplifiers.

These problems are revealed by Tables 3.9 and 3.10. Table 3.9 shows that only one out
of six matching constraints generated by its basic analog building blocks is fulfilled. Three
warnings due to floating nodes indicating possible asymmetrical stress and four errors due
to short-circuit nodes in the circuit have been issued.

Table 3.10 reports four potentially violated, four violated and eight fulfilled symmetry con-
straints for each of the folded cascode amplifier in power-down mode.

3.5.2. High Input Impedance Differential Amplifier

Fig. 3.10a shows a high input impedance differential amplifier (HIIDA) [38]. Its subcircuits
MILLER1, MILLER2 and MILLER3 are implemented as Miller operational transcon-
ductance amplifiers (OTAs) whose topology is shown in Fig. 3.10b. The power-down circuitry
of these circuits is highlighted in blue.

Power-down verification has been executed for this hierarchical circuit with input volt-
ages VP,HIIDA = (in, ip, out, pwd) = (float, f loat, f loat, vdd). The supply nets are given
as Nvdd = {supply} and Ngnd = {ground}.

Voltage propagation and short circuit path computation identify four current paths in the
circuit:

� P1 = (MILLER1/PP2, R2, R3, R5, R7)
� P2 = (MILLER2/PP2, R3, R5, R7)
� P3 = (MILLER3/PP2, R4, R1, R2, R3, R5, R7)
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subcircuits Evaluated Result

pins nets

d (n2, n3) (vdd, float) !△
N2, N3 g (in, ip) (sc, vdd) ✗

s (n1, n1) (float, f loat) !△
d (n5, n6) (gnd, gnd) ✓

N4, N5 g (n4, n4) (vdd, vdd) ✓

s (ground, ground) (gnd, gnd) ✓

d (n4, out) (vdd, sc) ✗

N6, N7 g (vb2, vb2) (gnd, gnd) ✓

s (n5, n6) (gnd, gnd) ✓

d (n2, n3) (vdd, float) !△
P1, P2 g (n2, n2) (vdd, vdd) ✓

s (supply, supply) (vdd, vdd) ✓

d (n4, out) (vdd, sc) ✗

P3, P4 g (n4, n4) (vdd, vdd) ✓

s (n2, n3) (vdd, float) !△
evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.10.: Symmetry assertion results for FOCA1 and FOCA2 from Fig. 3.7.
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Figure 3.10.: Schematic of a high input impedance differential amplifier (HIIDA) [38]. The
Miller operational transconductance amplifier (OTA) implements its subcir-
cuits MILLER1,MILLER2 and MILLER3 (b). Their power-down circuitry
is highlighted in blue.
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top-level (HIIDA) MILLER<1, 2> MILLER3

Net Voltage Net Voltage Net Voltage

in vdd in sc in sc

ip vdd ip vdd ip sc

n1 sc n1 gnd n1 gnd

n2 sc n2 float n2 float

n3 sc n3 gnd n3 gnd

n4 sc n4 gnd n4 gnd

n5 sc np1 vdd np1 vdd

n6 sc out sc out sc

out sc

For all circuits: ground = gnd, supply = vdd and pwd = vdd.

For MILLER1−MILLER3 : pwd = gnd.

Table 3.11.: Final voltage propagation result for the high input impedance differential am-
plifier (HIIDA) and the Miller operational transconductance amplifiers (OTAs)
from Fig. 3.10.

� P4 = (MILLER3/PP4, R7)

Hence, voltage propagation has to be repeated with the set of short circuit nets:

Nsc = {MILLER1/in,MILLER2/in,MILLER3/in,MILLER3/ip, n1−n6}. (3.5)

The final voltage propagation result is displayed in Table 3.11. During voltage propaga-
tion, intermediate results for MILLER1 and MILLER2 have been reused as both Miller
operational transconductance amplifiers are exposed to the same input voltage levels in
power-down mode. The results reveal that there are three floating nets in the circuit: net
n2 in each of the three Miller operational transconductance amplifiers.

The voltage propagation results are then used to check the matching and symmetry condi-
tions of the high input impedance differential amplifier in power-down mode. Its power-down
circuitry first has to be removed in order to be able to identify its analog basic building
blocks and symmetry pairs. The result of the power-up transformation for the high input
impedance differential amplifier is shown in Fig. 3.11a, the one for the Miller operational
transconductance amplifier in Fig. 3.11b.

Based on Fig. 3.11b, structure recognition identifies the differential pair dp(P4, P5), the
simple current mirror scm(N1, N2) and the simple current mirror bank scm(P1, P2, P3) in
each of the three Miller operational transconductance amplifiers. The high input impedance
differential amplifier does not contain any analog basic building blocks on the top-level.

Symmetry computation for the Miller operational transconductance amplifier detects the
symmetry pairs (P4, P5) and (N1, N2). The high input impedance differential amplifier
contains the symmetry pairs (MILLER1, MILLER2), (R1, R3), (R4, R5) and (R6, R7).
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Figure 3.11.: High input impedance differential amplifier (HIIDA) [38] and its Miller op-
erational transconductance amplifier (OTA) subcircuit blocks after power-up
transformation.

Building Blocks
Evaluated

Voltages MILLER<1, 2> Voltages MILLER3
Pins Nets

scm(P1, P2) d (n1, n2) (gnd, float) ✗ (gnd, float) ✗

scm(P1, P3) d (n1, out) (gnd, sc) ✗ (gnd, sc) ✗

scm(N1, N2) d (n3, n4) (gnd, gnd) ✓ (gnd, gnd) ✓

dp(P4, P5)

d (n3, n4) (gnd, gnd) ✓ (gnd, gnd) ✓

g (in, ip) (sc, vdd) ✗ (sc, sc) ✗

evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.12.: Matching assertion results for the Miller operational transconductance amplifiers
MILLER1−MILLER3 from Fig. 3.10b.

Additionally, the voltages at the differential input (in, ip) of each of the three Miller op-
erational transconductance amplifiers must be matched at the top-level. These results are
shown in Fig. 3.11 and correspond to ones presented in [23].

Matching and symmetry assertion evaluates the identified structures against asymmetric
stress in power-down mode. Table 3.12 shows the corresponding evaluation results for the
basic building blocks of the three Miller operational transconductance amplifiers. The drain
pins of the PMOS current mirrors, as well as the gate pins of the differential pair are exposed
to different voltage levels in each of the three Miller operational transconductance amplifiers
in power-down mode, hence failing the assertion. Only the drain pins of the NMOS simple
current mirror and the differential pair are successfully evaluated. Overall, 9

15
= 60% of the

building blocks matching conditions are violated.

Tables 3.13 and 3.14 show the symmetry assertion results for the high input impedance
differential amplifier and its subcircuit blocks MILLER1 − MILLER3. All symmetry
checks for the resistors of the high input impedance differential amplifier fail as the detected
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3. Hierarchical Power-Down Verification

subcircuits
Evaluated

Voltages
Pins Nets

R1, R3
plus (n1, n3) (sc, sc) ✗

minus (n2, n4) (sc, sc) ✗

R4, R5
plus (n1, n4) (sc, sc) ✗

minus (n5, n6) (sc, sc) ✗

R6, R7
plus (n5, n6) (sc, sc) ✗

minus (out, ground) (sc, gnd) ✗

MILLER1,MILLER2

in (n2, n3) (sc, sc) ✗

ip (in, ip) (vdd, vdd) ✓

out (n1, n4) (sc, sc) ✗

MILLER3 (in, ip) (n5, n6) (sc, sc) ✗

evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.13.: Symmetry assertion result for the high input impedance differential amplifier
from Fig. 3.10a.

subcircuits
Evaluated

Voltages MILLER<1, 2> Voltages MILLER3
Pins Nets

P4, P5

d (n4, n3) (gnd, gnd) ✓ (gnd, gnd) ✓

g (in, ip) (sc, vdd) ✗ (sc, sc) ✗

s n2 float !△ float !△

N1, N2

d (n3, n4) (gnd, gnd) ✓ (gnd, gnd) ✓

g n3 gnd ✓ gnd ✓

s ground gnd ✓ gnd ✓

evaluation result: fail (✗), pass (✓), warning ( !△)

Table 3.14.: Symmetry assertion results for the Miller operational transconductance ampli-
fiers from Fig. 3.10b.
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short circuit paths are running over them. Furthermore, at least one pin of each Miller
operational transconductance amplifier is exposed to voltage level sc. Overall, only one out
of ten symmetry conditions is fulfilled in the top-level schematic.

For the Miller operational transconductance amplifiers, three warnings and three errors are
reported: the gates of P4 and P5 are exposed to different voltage levels and their source
pins are connected to a floating net.

App. C shows how this verification report can be used to revise and debug the power-down
circuitry of the high input impedance differential amplifier.
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4. Hierarchical Power-Down Synthesis

The previous chapter presented a method to verify the power-down mode of hierarchical
analog circuits. In the following, a method to synthesize faultless power-down circuitry for
such circuits is presented.

4.1. Overview

Fig. 4.1 gives an overview of the proposed hierarchical power-down synthesis method. It
uses the same steps as the method presented in [12]. It, however, makes extensive reuse of
intermediate results stored in several different intermediate results libraries.

The main data flow of the method is indicated by thick vertical arrows in the figure. It
takes a top-level circuit Ctop, the supply nets Ngnd, Nvdd, the power-down signals Ppwd and
the pin voltages VPtop as input. The output is denoted as C ′

top(P
′
top, N

′
top, C

′
sub,top, t

′
top) which

corresponds to the top-level circuit augmented by the synthesized power-down circuitry.

The core of the method is the gate shut-off procedure (Sec. 4.3). It uses the gate shut-
off pattern from Fig. 1.6a and constraint programming to insert power-down transistors in
parallel into Ctop to switch off its bias currents whilst achieving a trade-off between the
two design goals “maximize matching” (C) and “minimize area” (D). Structure recognition
and symmetry analysis are performed to generate the required matching and symmetry
constraints for the constraint program (App. A and App. B).

The power-down synthesis method can be used to augment partially designed, yet incom-
plete, power-down circuitry, with its missing parts. The existing power-down circuitry,
especially power-down transistors which have been inserted by the diode or serial rip-up
pattern, can interfere with the structure recognition and symmetry analysis methods. E.g.,
a diode rip-up transistor can prevent the identification of current mirrors by structure recog-
nition which in turn prevents symmetry analysis to accurately model the signal flow through
these analog building blocks. Hence, already existing power-down circuitry is removed by
the power-up transformation method from Sec. 3.4.1 before the structure recognition and
symmetry computation are executed (Sec. 3.4).

The gate shut-off constraint program from Sec. 4.3 can determine a valid power-down mode
implementation variant if all current paths of the circuit can be switched off by the gate
shut-off pattern. Hence, Ctop is scanned beforehand for problematic currents paths, i.e.,
definite short circuit paths, by voltage propagation and short-circuit path computation from
Secs. 3.2 and 3.3 which are then disrupted by applying the diode or serial rip-up pattern
from Fig. 1.6. The gate shut-off constraint program then guarantees the existence of at least
one valid power-down mode implementation variant for the ripped-up circuit.
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Figure 4.1.: Overview of the power-down synthesis method.

Algorithm 5 Rip-up heuristic for hierarchical analog circuits based on [12].

1: procedure RipUpHeuristic(Ctop(Ptop, Ntop, Csub,top, ttop),Psc)
2: Lrip = ∅
3: for all Pj ∈ Psc do
4: drip, crip = computeRipupPoint(Pj)
5: if not hasResult(Lrip, drip, crip) then
6: if isDiodeConnected(drip) then
7: c′rip = applyDiodeRipup(drip, crip)
8: storeResult(Lrip, drip, crip, c

′
rip)

9: else
10: c′rip = applySerialRipup(drip, crip)
11: storeResult(Lrip, drip, crip, c

′
rip)

12: end if
13: end if
14: c′rip = findResult(Lrip, dsub, crip)
15: replace(Ctop, crip, c

′
rip)

16: end for
17: end procedure
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4.2. Rip-Up Heuristic

Algorithm 5 outlines the rip-up heuristic for hierarchical circuits based on [12]. It takes
the top-level circuit Ctop and the set of definite short circuit paths Psc as input. The prob-
lematic current paths are thereby detected by voltage propagation and short circuit path
computation from Sec. 3.2 and Sec. 3.3, respectively. The algorithm uses the library Lrip

to store ripped-up subcircuit blocks in line 2. The method iterates over all current paths
Pj ∈ Psc (line 3) and determines a suitable rip-up position, i.e., a device drip on Pj inside a
subcircuit block crip, by invoking function computeRipupPoint(Pj) in line 4. In line 5, func-
tion hasResult(Lrip, drip, crip) checks whether intermediate results for the determined rip-up
point already exist in library Lrip. If that is the case, the algorithm continues by reusing
that result in lines 14 and 15. Otherwise, the current path Pj is ripped-up as follows: If drip
is diode-connected, a diode-rip-up according to Fig. 1.6b is performed (lines 7 and 8). If a
path Pj contains several diode-connected devices, the device connected to the most transis-
tor gates is chosen for rip-up as more current paths can be switched off with a single gate
shut-off transistor afterwards [12].

If drip is not diode-connected, the current path has to be switched off by a serial rip-up as
shown in Fig. 1.6c (lines 10 and 11). For serial rip-up, the device which is connected to
the supply net is chosen as rip-up position and a power-down transistor between the pin
connected to the supply net and the supply net itself is inserted. However, other rip-up
positions, e.g., at the ground node or even at an internal net of that path, could be chosen
as well.

In both cases, the ripped-up circuit c′rip is stored in the library Lrip (line 8 or 11).

Finally, in lines 14 and 15, the rip-up heuristic fetches the ripped-up circuit from Lrip and
uses it to replace crip at the corresponding position in the top-level circuit.

Fig. 4.2 shows a differential stage series (SDFS). Its subcircuits DFS1 and DFS2 each
implement one differential stage. Voltage propagation and short circuit path computation
detected the definite short circuit path

P1 = (DFS2/P1, DFS2/N2, DFS2/N1) (4.1)

in the circuit which must be ripped up in order to implement the power-down mode of the
circuit. The current path P1 is highlighted in red in the circuit schematic.

Algorithm 5 computes transistor P1 of DFS2 as rip-up point. The transistor is diode-
connected and part of the current mirror scm(P1, P2). Hence, disabling the diode config-
uration of P1 will also switch off the current flow through P2 in power-down mode. The
ripped-up version of the differential input stage is stored in C. It is denoted as DFS2′ in
order to be able distinguish it better from the regular, non ripped-up version. The ripped-up
schematic of the differential stage series is shown in Fig. 4.3.

4.3. Gate Shut-Off

Algorithm 6 outlines the gate shut-off procedure for hierarchical analog circuits. It takes a
circuit netlist Ci, the pin voltages VPi

and the power-down synthesis results library Lsynth as
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Figure 4.2.: Schematic of a differential stage series (SDFS). Subcircuits DFS1 and DFS2
each implement one differential stage. The definite short circuit path P1, de-
tected by voltage propagation and short-circuit path computation, is highlighted
in red.
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Figure 4.3.: Ripped-up schematic of the differential series from Fig. 4.2.
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Algorithm 6 Gate shut-off for hierarchical circuits based on [10]

1: procedure GateShutoff(Ci(Pi, Ni, Csub,i, ti), VPi
, Lsynth)

// Additional inputs Lstruct, Lsym, Nsupply not shown.
// Output Lsynth passed by reference and recursively filled in.

2: VNi
= voltagePropagation(Ci, VPi

) // See Algorithm 1.

// Check if gate shut-off COP from eq. (4.15) has at least one solution.
3: if currentThroughDevice(Ci, VNi

) then
4: return // Current detected, return.
5: end if

// Only formulate gate shut-off COP if there is a floating node in the circuit.
6: if noF loatingNode(Ci, VNi

) then
7: V∗

Ni
= {VNi

}
8: else
9: V∗

Ni
= solveGateShutoffCOP (Ci, VNi

) // See eq. (4.15).
10: end if
11: storeResults(Ci, VPi

,V∗
Ni
, Lsynth)

// Descend hierarchy recursively for each implementation variant.
12: for all v∗

j ∈ V∗
N do

13: for all csub ∈ Csub,i do
14: if isSubCircuitBlock(csub) then
15: VPsub

= pinV oltages(csub,v
∗
j )

16: if not hasResult(csub, VPsub
, Lsynth) then

17: gateShutoff(csub, VPsub
, Lsynth) // Recursive call.

18: end if
19: end if
20: end for
21: end for
22: end procedure
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inputs. It furthermore takes the structure recognition results Lstruct, the symmetry computa-
tion results Lsym and the supply nets Nsupply as additional inputs. The results library Lsynth

is passed by reference and is filled in with all computed power-down mode implementation
variants for the given circuit with pin voltages VPi

during gate shut-off. The additional in-
puts are not shown in the pseudo-code for simplicity but are always accessible during the
computations.

The library Lsynth is organized as follows: An entry (Ci, VPi
,V∗

Ni
) contains all valid power-

down mode implementation variants

V∗
Ni

= {v∗
1,v

∗
2, ...,v|V∗

Ni
|}, (4.2)

with v∗
j = (v∗n1

, v∗n2
, ..., v∗n|Ni|

), (4.3)

and v∗nk
∈ {gnd, pullGnd, vdd, pullV dd} (4.4)

for the given circuit Ci with input voltages VPi
. An implementation variant v∗

j ∈ V∗
Ni

assigns
each net nk ∈ Ni to one of the following voltage levels:

� pullGnd, pullV dd: net nk ∈ Ni has to be pulled to gnd or to vdd by a power-down
transistor.

� gnd, vdd: the supply or ground voltage inherently propagates to net nk ∈ Ni in power-
down mode. Hence, no power-down transistor has to be inserted at such a net.

Algorithm 6 traverses the circuit hierarchy recursively in a top-down manner. As a first step,
voltage propagation is performed to determine all internal nodes of the circuit to which the
supply and ground voltage can inherently propagate (line 2). The algorithm then checks if
there is at least one device which carries a current in power-down mode (lines 3 - 5) according
to the voltage propagation result VNi

by equation

currentThroughDevice(Ci, VNi
) ⇔

∃
csub∈Csub,i

(tsub ∈ Tdevice) ∧ on(csub, VNi
) ∧ voltageDrop(v+(csub), v−(csub)).

(4.5)

It expresses that there is a current flow in power-down mode if there is at least one device in
the circuit which is conducting (on) and which additionally has a voltage potential difference
between its conducting channel in power-down mode. A device is conducting in power-down
mode if one of the following four conditions holds:

on(csub, VNi
) ⇔



vg = vdd , if tsub = nmos

vg = gnd , if tsub = pmos

v+ = vdd ∨ v− = gnd , if tsub ∈ {diode, nmosdio, pmosdio}
true , if tsub ∈ {resistor, inductor}
false , else, e.g., tsub = cap.

(4.6)

An nmos or pmos transistor is on if its gate voltage is tied to vdd or gnd, respectively.
Diodes or diode-connected transistors are conducting if their anode (v+) is on vdd or if their
cathode (v−) is on gnd. Inductors and resistors are always conducting, capacitors are always
off.
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There is a voltage potential difference at the conducting device channel if:

voltageDrop(v+, v−) ⇔


(v+ = vdd ∧ v− = gnd)∨ , if tsub ∈ {resistor, inductor,
(v+ = gnd ∧ v− = vdd) nmos, pmos}
v+ = vdd ∧ v− = gnd , if tsub ∈ {diode, nmosdio, pmosdio}.

(4.7)
Regular MOSFET transistors, resistors and inductors thereby conduct a current in both
directions, diodes and diode-connected devices in only one direction, i.e., from their anode
to their cathode pin.

The circuit contains a definite short-circuit path if eq. (4.5) is fulfilled and the later formu-
lated gate shut-off constraint optimization problem (COP) will not have a solution. Hence,
Algorithm 6 returns (line 4).

In the next step, the algorithm checks if there are any floating nodes in the circuit (lines 6-
10):

noF loatingNode(Ci, VNi
) ⇔ ¬ ∃

ni,j∈Ni

vni,j
= float (4.8)

The power-down mode of the circuit is already functional if there is no floating node in
the circuit, i.e., all nodes are already tied to either vdd or gnd. There is no need to insert
additional power-down transistors into the circuit by the gate shut-off COP. In fact, the
voltage levels of the circuit cannot be changed by the gate shut-off pattern anymore without
creating a new current flow in the circuit. The voltage propagation result VNi

would in this
case also correspond to the only solution of the gate shut-off COP from eq. (4.15) and hence
formulating and solving the COP is skipped by assigning the voltage propagation result to
VNi

∗ (line 7).

The gate shut-off COP however must be formulated and solved for the current hierarchy
level Ci with the given pin voltages VPi

if there are any floating nodes left in the circuit
(line 9). The thereby obtained solutions v∗

j ∈ V∗
Ni

represent different valid power-down
mode implementation variants for the given circuit whilst maintaining a trade-off between
design goals matching (C) and area (D). The gate shut-off COP is formulated based on
the devices of the current hierarchy level, its subcircuit blocks are ignored for the moment
as they will be treated individually later on by recursively descending the circuit hierarchy.
The obtained solutions are stored in library Lsynth.

The algorithm iterates over all solutions v∗
j ∈ V∗

Ni
and all subcircuit blocks csub ∈ Csub,i of

the circuit in the next step (lines 12-21), determines their pin voltages VPsub
based on v∗

j

and descends into the hierarchy by calling itself recursively (lines 15 and 17). However, the
algorithm first checks whether a previously computed intermediate result can be reused by
determining whether another subcircuit block of the same type and pin voltages has been
encountered during a previous iteration (line 16). Above steps are repeated until the device
level of the circuit hierarchy has been reached.

4.3.1. Constraint Optimization Problem

The design goals of the power-down mode (A) - (D) are formalized as a constraint program in
the following. The presented constraint program unifies the gate shut-off and net dependency
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constraint programs from [10] which allows trade-offs between the design goals “maximize
matching” and “minimize area”. Thereby, Gecode [20] has been used to formulate and
solve the unified gate shut-off constraint program which is the same constraint programming
framework used by [12].

Constraint programming [19; 39] models a mathematical problem with a vector of variables
z, a domain Di for each variable zi ∈ z and a set of constraints C:

z = (z1 z2 . . . znz), zi ∈ Di, i = 1, 2, ..., n (4.9)

C = E ∪ I = {c1, c2, ..., cm} (4.10)

The domains Di contain either boolean, integer or float values and are either finite or infinite.
A constraint cj ∈ E denotes an equality constraint, i.e., cj(z) = 0, a constraint ck ∈ I an
inequality constraint, i.e. cj(z)# 0, with # ∈ {>, <, ≥, ≤, !=, ...}.

The constraints c ∈ C form a constraint satisfaction problem (CSP),

CSP (z) ⇔ ∀
j∈E

cj(z) = 0 ∧ ∀
k∈I

ck(z)# 0, (4.11)

which must be fulfilled. A solution of eq. (4.11) is a value assignment z∗ of z which fulfils
the CSP.

A constraint optimization problem (COP) extends a CSP by an additional vector of target
functions t(z) to

max t(z) s.t. CSP (z) ⇔ 1. (4.12)

Solving eq. (4.12) yields the best solutions of t(z) which satisfy the CSP (z).

The gate shut-off COP is formulated based on the voltage propagation results VNi
computed

by Algorithm 1 for the given circuit Ci with pin voltage VPi
. The following sets are thereby

required as input:

Nfloat = {ni,j | vni,j
= float ∧ vni,j

∈ VNi
}

N ′
vdd = {ni,j | vni,j

= vdd ∧ vni,j
∈ VNi

}
N ′

gnd = {ni,j | vni,j
= gnd ∧ vni,j

∈ VNi
}

Cfloat = {csub ∈ Csub,i | tsub ∈ Tdevice ∧ connectedToF loatingNet(csub, VNi
)}

(4.13)

The setNfloat contains all floating nets, the setsNvdd′ andNgnd′ all nets of the circuit to which
the ground or supply voltage can inherently propagate, including the supply and ground nets
and respective input voltages. The set Cfloat contains all devices of the circuit which are
connected to a floating net in power-down mode by at least one of its corresponding pins:

connectedToF loatingNet(csub, VNi
) ⇔ ∃

psub,j∈Psub

vpsub,j = float ∧ vpsub,j ∈ VNi
(4.14)

The supply and ground voltages inherently propagate to some extent to the internal nets of
the circuit through conducting devices in power-down mode. The remaining floating nodes
of the circuit must be pulled to either vdd or gnd by additional gate shut-off power-down
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4.3. Gate Shut-Off

transistors such that all potential current flows are switched off in the circuit while taking
matching and area considerations into account. Hence, the vector of net voltages and their
corresponding domains from eqs. (4.3) and (4.4) have been chosen to model the power-down
synthesis problem as following constraint optimization problem:

max w1 ·
matching(v)

nmatch

− w2 ·
area(v)

nfloat

s.t.

noCurrentF low(v) ⇔ 1 ∧
noF loatingNet(v) ⇔ 1 ∧
boundaryConditions(v) ⇔ 1.

(4.15)

The target function aims to find a trade-off between the design goals “maximize matching”
(C) and “minimize area” (D). The design goals (C) and (D) are normalized by the number
of generated matching constraints nmatch and by the number of floating notes nfloat in the
circuit detected by voltage propagation. The weights w1, w2 of the target function can be
chosen to either prioritize one of the two goals or to compute all Pareto-optimal solutions.
The CSP part ensures that there are no current flows or floating nets in the circuit in power-
down mode and sets the boundary conditions of the constraint program by initializing the
supply nets and pins of the given circuit to their corresponding level.

The function

matching(v) ⇔ buildingBlockMatching(v) + symmetryMatching(v) (4.16)

consists of two parts: The first term

buildingBlockMatching(v) ⇔
∑

bj∈CBi,analog

∑
rk∈Rtype(bj)

sameLevel(vn1(bj ,p1(rk)), vn2(bj ,p2(rk)))

(4.17)
generates block-type specific matching constraints for each identified analog basic building
block bj in the circuit [12]. The building block circuit CBi,analog

denotes the structure recogni-
tion result from Appendix A. It contains all analog building blocks of circuit Ci, e.g., current
mirrors and differential pairs. A building block type specific rule set

Rtype(bj) = {r1, r2, ..., r|Rtype(bj)
|} with rk = (pk,1, pk,2) and pk,1, pk,2 ∈ Pbj (4.18)

contains tuples of pins which should be matched in power-down mode. E.g., the set

Rdp = {r1 = (in1, in2), r2 = (out1, out2)} (4.19)

contains two rules which specify that the input and output pins of a differential pair dp
should be exposed to the same voltage levels in power-down mode (see Fig. 3.5a).

The constraint

sameLevel(vn1 , vn2) ⇔ [gndLevel(vn1) ∧ gndLevel(vn2)] ∨ (4.20)

[vddLevel(vn1) ∧ vddLevel(vn2)] .
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4. Hierarchical Power-Down Synthesis

denotes that the voltages at the nets n1 and n2 should be on the same level. The symbols gnd,
pullGnd and vdd, pullV dd quantitatively represent the same voltage levels in power-down
mode,i.e.:

gndLevel(vni
) ⇔ (vni

= gnd) ∨ (vni
= pullGnd) (4.21)

vddLevel(vni
) ⇔ (vni

= vdd) ∨ (vni
= pullV dd). (4.22)

The functions n1(bj, p1(rk)) and n2(bj, p2(rk)) used in eq. (4.17) determine the nets of circuit
Ci which are connected to the pins p1 and p2 of building block bj which are specified by rule
rk.

The output pins of differential pair dp(N2, N3) of the differential stage DFS1 from Fig. 4.3,
e.g., should be matched. This corresponds to matching the voltages at nets DFS1/outn and
DFS1/outp:

matchdp(DFS1/N2,DFS1/N3),out(v) ⇔ sameLevel(vDFS1/n2, vDFS1/n3). (4.23)

The second term

symmetryMatching(v) ⇔
∑

(ci,cj)∈Csym

∑
(pi,k,pj,k)∈Psym

sameLevel(vpi,k , vpj,k) (4.24)

generates matching constraints for each symmetrical pin pair of each identified symmetry
pair in the circuit including pin symmetries due to subcircuit block internal symmetrical
signal paths. The input pins in, ip of DFS2′ from Fig. 4.3, e.g., should be matched on the
top-level schematic. This corresponds to matching the voltages at nets n1 and n2 of the
differential stage series:

sameLevel(vpDFS2′,in
, vpDFS2′,ip

) ⇔ sameLevel(vn1, vn2) (4.25)

The value of eq. (4.16) corresponds to the number of fulfilled matching and symmetry con-
straints in power-down mode.

In addition, the optional constraint

symmetricTransistors(v1, v2) ⇔ (v1 = v2) (4.26)

can be formulated for each matched net or pin pair in order to enforce that power-down
transistors are inserted symmetrically into the circuit.

The area of the power-down circuitry is mainly determined by the number of inserted power-
down transistors. Hence, the constraint

area(v) ⇔
∑

ni∈Nfloat

addTransistor(vni
), with (4.27)

addTransistor(vni
) ⇔ (vni

= pullGnd) ∨ (vni
= pullV dd) (4.28)

52



4.3. Gate Shut-Off

sums up the number of power-down transistors which have been inserted at the floating
nodes of the circuit to fulfil the CSP part, i.e., eqs. (4.29), (4.31), (4.34), of the overall gate
shut-off COP, eq. (4.15).

The constraint satisfaction problem

noCurrentF low(v) ⇔ ∀
csub∈Cfloat

on(csub,v) → sameLevel(v+(csub), v−(csub)) (4.29)

ensures that there is no current flow in the circuit in power-down mode based on the set
Cfloat. This set contains all devices of the circuit through which a current flow would still
be possible in power-down mode as these devices are connected to at least one floating node
according to the previously voltage propagation result. All other devices have already been
checked by eq. (4.5) and do not have to be considered by the COP anymore. The CSP from
eq. (4.29) formulates a constraint for each floating device of the circuit which prohibits a
current flow through it by either forcing it into the non-conducting state or by ensuring that
there is no voltage drop between its conducting channel in power-down mode.

An NMOS transistor, e.g., is off in power-down mode iff its gate pin is exposed to the ground
voltage, i.e., vg = gnd. It is on iff vg = vdd. In the latter case, its drain and source pin must
have the same voltage level in power-down mode to ensure that there is no current flow in
the circuit.

A device csub is conducting if one of the following conditions holds:

on(csub,v) =



vddLevel(vg) , if tsub = nmos

gndLevel(vg) , if tsub = pmos

vddLevel(v+) ∨ gndLevel(v−) , if tsub ∈ {diode, nmosdio, pmosdio}
true , if tsub ∈ {resistor, inductor}
false , else.

(4.30)
NMOS- and PMOS transistors are conducting when their gate pin is on vdd or gnd, respec-
tively. Diodes and diode-connected transistors are only conducting in one direction, i.e.,
they are on if their anode voltage v+ is on vdd or their cathode pin v− is on gnd. Resistors
and inductors are treated as always on, other device types are considered to be off. Fig. 3.2
shows the pin names and the propagation behavior of different device types.

The constraint satisfaction problem

noF loatingNet(v) ⇔
∀

ni∈Nfloat

addTransistor(vni
) ∨ (C1)

∃
Pnj→ni ,nj∈Nvdd′

on(Pnj→ni
,v) ∨ (C2)

∃
Pni→nj ,nj∈Ngnd′

on(Pni→nj
,v) ∨ (C3)

∃
Pnj→ni ,nj∈Nfloat

[
on(Pnj→ni

,v) ∧ (vnj
= pullV dd)

]
∨ (C4)

∃
Pni→nj ,nj∈Nfloat

[
on(Pni→nj

,v) ∧ (vnj
= pullGnd)

]
(C5)

(4.31)
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formulates a constraint for each floating net ni of the circuit that ensures that either a
power-down transistor is inserted to pull it to vdd or gnd (C1) or that the supply or ground
voltage inherently propagates to ni via a conducting device path Pnj→ni

or Pni→nj
(C2-C4),

respectively.

A path

Pnj→ni
= (c1, c2, ..., ck) with

n+(c1) = nj, n−(ck) = ni and (4.32)

∀
l=2,...,k−1

n−(cl) = n+(cl+1)

is a series of devices connecting net nj with net ni of the circuit. A path Pnj→ni
allows vdd

to propagate from nj to ni if it is conducting in power-down mode, i.e., iff:

on(Pnj→ni
,v) ⇔ ∀

ck∈Pnj→ni

on(ck,v) ⇔ 1. (4.33)

Analogously, a conducting path Pni→nj
allows the ground voltage to propagate from nj to

ni.

Condition (C2) checks if there is a conducting path from a net nj ∈ Nvdd′ to floating node
ni such that the supply voltage can propagate to ni, i.e., in forward direction. Similarly,
condition (C3) checks if there is a conducting path from floating node ni to a net nj ∈ Ngnd′

such that the ground voltage can propagate to ni, i.e., in backwards direction. Condition (C4)
checks if there exists a conducting path between floating node nj to ni with nj additionally
being pulled to vdd by a power-down transistor such that vdd can propagate to ni. Finally,
condition (C5) checks if there exists a conducting path between floating node ni to nj with
nj additionally being pulled to gnd by a power-down transistor such that gnd can propagate
to ni. If there is at least one path in the circuit fulfilling one of (C2-C5) then there is no
need to add a power-down transistor to ni as vdd or gnd inherently propagates to it.

The boundary conditions model that the ground and supply voltage vdd and gnd can propa-
gate from the nets specified by N ′

gnd and N ′
supply to the remaining floating nets of the circuit

by initially adding a power-down transistor to these nets:

boundaryConditions(v) ⇔ ∀
ni∈N ′

vdd

(vni
= pullV dd) ∧ ∀

nj∈N ′
gnd

(vnj
= pullGnd) (4.34)

After solving the COP, those transistors are removed again from the circuit.

Table 4.1 shows the voltage propagation results for the ripped-up differential stage series
(SDFS) from Fig. 4.3 from which

Nfloat = {in, ip, outp, n2}, N ′
vdd = {pwd, n1} and N ′

gnd = {outn} (4.35)

can be determined. There is no device which carries a current in power-down mode. How-
ever, there are still floating nodes in the circuit and hence the gate shut-off COP must be
formulated and solved for it.
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Ci top-level (SDFS) DFS1

ni in ip outn outp n1 n2 in ip outn outp n1

vni
float float gnd float vdd float float float vdd float gnd

Ci DFS2′ global nets

ni in ip outn outp n1 nrip1 supply ground pwd

vni
float vdd gnd float gnd float vdd gnd vdd

Table 4.1.: Voltage propagation result for the ripped-up differential stage series from Fig. 4.3.

constraint comment

COP

buildingBlockMatching(v) ⇔ 0 no basic building block

symmetryMatching(v) ⇔ sameLevel(vin, vip) + sameLevel(vn1, vn2) + self-symmetry DFS1

sameLevel(vn1, vn2) + sameLevel(voutn, voutp) self-symmetry DFS2′

area(v) ⇔ addTransistor(vin) + addTransistor(vip) + Nfloat from eq. (4.35)
addTransistor(voutp) + addTransistor(vn2)

CSP

noCurrentF low(v) ⇔ 1 no devices

noF loatingNet(v) ⇔ addTransistor(vin) ∧ addTransistor(vip) ∧ Nfloat from eq. (4.35)
addTransistor(voutp) ∧ addTransistor(vn2)

boundaryConditions(v) ⇔ (voutn = pullGnd) ∧ (vn1 = pullV dd) ∧
N ′

vdd, N
′
vdd from eq. (4.35)

(vpwd = pullV dd)

The constraints matching(v) ⇔ buildingBlockMatching(v) + symmetryMatching(v) and area(v) are equally
weighted, i.e., w1 = w2 = 0.5.

Table 4.2.: Constraint optimization problem from eq. (4.15) for the differential stage series
from Fig. 4.3.
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solution v∗in v∗ip v∗n1 v∗n2 v∗outn v∗outp v∗pwd valid

v∗
1 pullV dd pullV dd vdd pullV dd gnd pullGnd vdd ✓

v∗
2 pullGnd pullGnd vdd pullV dd gnd pullGnd vdd ✗

Table 4.3.: Solutions of the constraint optimization problem from Table 4.2. The power-down
transistors inserted by the boundaryConditions(v) constraint at nets outn, n1
and pwd have already been removed from this table and reverted to gnd, vdd,
vdd, respectively.

csub,i DFS1

ni in ip outn outp n1 supply ground

vni
vdd vdd vdd vdd gnd vdd gnd

Pin voltages: VP,DFS1 = (vin, vip, voutn, voutp) = (vdd, vdd, vdd, vdd)

Devices carrying a current by eq. (4.5): N2, N3

Table 4.4.: Voltage propagation results of differential stage DFS1 for solution v∗
2 of the

differential stage series.

Table 4.2 shows the constraint optimization problem (COP) and the constraint satisfac-
tion problem (CSP) part for the top-level schematic of the ripped-up differential stage se-
ries. The circuit does not contain any basic analog building blocks on the top-level, hence
buildingBlockMatching(v) always evaluates to zero. Its subcircuits DFS1 and DFS2′ are
self-symmetric, i.e, their differential input and output pins (in, ip and outn, outp, respec-
tively) should be exposed to the same voltage levels in power-down mode. This is captured
by constraint symmetryMatching(v) which can have a score between zero (no matching
constraints fulfilled) and four (all matching constraints fulfilled). The circuit initially has
four floating nodes according to the voltage propagation results from eq. (4.35). Hence, con-
straint area(v) denotes that up to four power-down transistors have to be inserted into the
top-level schematic to implement its power-down mode. The constraint noCurrentF low(v)
is always fulfilled on the top-level as it does not contain any basic devices. The four nets in,
ip, n2 and outp are floating and do not have any connections over conducting devices to one
of the nets from sets N ′

vdd or N ′
gnd in power-down mode. Hence, one power-down transistor

must be connected to each of these nets to fulfil the constraint noF loatingNet(v). Finally,
the boundaryConditions(v) are set according to N ′

vdd and N ′
gnd.

Solving this COP yields the two solutions which are shown in Table 4.3. Both solutions fulfil
all symmetry constraints and are implemented by four power-down transistors.

The second solution however is not valid as can be seen on the voltage propagation results
for DFS1 from Table 4.4: the transistors N2 and N3 carry a current as their gates (in, ip)
are on vdd and there is a voltage drop between their drain and source pins, i.e., between
(voutn, vn1) and (voutp, vn1), respectively. Hence solution v∗

2 is discarded by Algorithm 6.

The first solution on the other hand switches DFS1/N2, DFS1/N3 off by pulling the
inputs in, ip on the top-level to gnd. The corresponding voltage propagation results are
shown in Table 4.5. The circuit does not contain any device fulfilling eq. (4.5) and no
floating nodes have been detected. The power-down mode of DFS1 is already functional
and formulating and solving the gate shut-off COP is skipped as the voltage propagation
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csub,i DFS1

ni in ip outn outp n1 supply ground

vni
gnd gnd vdd vdd gnd vdd gnd

Pin voltages: VP,DFS1 = (vin, vip, voutn, voutp) = (gnd, gnd, vdd, vdd)

Devices carrying a current by eq. (4.5): none

Table 4.5.: Voltage propagation results for differential stage DFS1 based on solution v∗
1 of

the differential stage series.

csub,i DFS2

ni in ip outn outp n1 nrip1 supply ground pwd

vni
vdd vdd gnd gnd gnd float vdd gnd vdd

Pin voltages: VP,DFS2 = (vin, vip, voutn, voutp) = (vdd, vdd, gnd, gnd)

Devices carrying a current by eq. (4.5): none

Table 4.6.: Voltage propagation results for differential stage DFS2 based on solution v∗
1 of

the differential stage series.

result would correspond to the gate shut-off COP result.

Table 4.6 shows the voltage propagation results for DFS2′ based on solution v∗
1 of the

differential stage series. Solution v∗
1 is still valid as there are no current carrying devices in

DFS2′ for the provided input voltages. The sets

Nfloat = {nrip1}, N ′
vdd = {in, ip, pwd, supply}, N ′

gnd = {outn, outp, n1} (4.36)

and

Cfloat = {P1, P2, PP1} (4.37)

are determined based on the voltage propagation results. As there is still one floating node
in the circuit, the gate shut-off COP must be formulated and solved for DFS2′.

Table 4.7 shows the gate shut-off COP for DFS2′ and v∗
1. The building block and symmetry

matching constraints are determined by differential pair dp(N2, N3) and simple current
mirror scm(P1, P2). Their values are solely determined by the voltage propagation results
as none of the generated matching constraints depend on floating node nrip1. The value
of the area constraint however is determined by nrip1. It can be minimized if it could be
avoided to add a power-down transistor to it. The three transistors DFS2′/P1, DFS2′/P2
and DFS2′/PP1 are all connected to nrip1. Hence, a constraint is formulated for each
of these transistors to forbid current flow through them. A power-down transistor must be
added to nrip1 or transistor DFS2′/PP1 must be switched on in power-down mode to allow
gnd to propagate to nrip1 to ensure that there is no floating node in the circuit anymore.
This transistor however is always off in power-down mode as the boundary conditions set
the power-down signal pwd to vdd. Hence, a power-down transistor to pull nrip1 to vdd
must be inserted into the circuit. The remaining boundary conditions are set according to
eq. (4.36).
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constraint comment

COP

buildingBlockMatching(v) ⇔ sameLevel(voutn, voutp) + sameLevel(vin, vip) + dp(N2, N3)

sameLevel(voutn, voutp) scm(P1, P2)

symmetryMatching(v) ⇔ sameLevel(voutn, voutp) + sameLevel(vin, vip) + dp(N2, N3)

sameLevel(voutn, voutp) scm(P1, P2)

area(v) ⇔ addTransistor(vnrip1) Nfloat from eq. (4.36)

CSP

noCurrentF low(v) ⇔ [gndLevel(vnrip1) → sameLevel(voutn, vsupply)]∧ transistor DFS2′/P1

[gndLevel(vnrip1) → sameLevel(voutp, vsupply)] ∧ transistor DFS2′/P2

[gndLevel(vpwd) → sameLevel(voutn, vnrip1)] ⇔ 1 transistor DFS2′/PP1

noF loatingNet(v) ⇔ addTransistor(vnrip1) ∨ gndLevel(vpwd) ⇔ 1 Nfloat from eq. (4.36)

boundaryConditions(v) ⇔ (voutn = pullGnd) ∧ (voutp = pullGnd)∧
N ′

gnd from eq. (4.36)
(vn1 = pullGnd) ∧ (vground = pullGnd)∧
(vin = pullV dd) ∧ (vip = pullV dd)∧

N ′
vdd from eq. (4.36)

(vpwd = pullV dd) ∧ (vsupply = pullV dd) ⇔ 1

The constraints matching(v) ⇔ buildingBlockMatching(v) + symmetryMatching(v)
and area(v) are equally weighted, i.e., w1 = w2 = 0.5.

Table 4.7.: Constraint optimization problem from eq. (4.15) for differential stage DFS2′ and
solution v∗

1 of the differential stage series from Fig. 4.3.

solution v∗in v∗ip v∗outn v∗outp v∗n1 v∗nrip2 valid matching area

v∗
1 vdd vdd gnd gnd gnd pullV dd ✓ 6 1

Nets supply, pwd on vdd; net ground on gnd

Target function value: 0.5 · 6
6
− 0.5 · 1

1
= 0.0

Table 4.8.: Solutions of the constraint optimization problem from Table 4.7. The power-
down transistors inserted by the boundary conditions have already been reverted
to vdd or gnd, respectively.

58



4.3. Gate Shut-Off
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Figure 4.4.: Final synthesized power-down circuitry for the differential stage series from Fig.
4.3.

Solving the COP from Table 4.7 yields one solution which is shown in Table 4.8. One power-
down transistor to pull nrip1 to vdd is inserted to switch off DFS2′/P1 and DFS2′/P2 in
power-down mode. The solution fulfils all six matching constraints. Hence, the overall value
of the target function is 0.5 · 6

6
− 0.5 · 1

1
= 0.0.

The power-down mode of the differential stage series has been successfully synthesized as its
subcircuits DSF1 and DFS2′ each have one valid power-down mode implementation variant
for the input voltages provided by top-level solution v∗

1. The final synthesized power-down
circuitry of the differential stage series is shown in Fig. 4.4. It requires five power-down
transistors in total to implement it. The power-down transistor NP3 is however redundant
as gnd would inherently propagate to the output pin outp of the differential stage series
via transistors DFS2′/N1 and DFS2′/N3. This redundant power-down transistor has been
inserted into the circuit by the gate shut-off COP because the underlying circuit topologies of
subcircuits DFS1 and DFS2′ have not been considered while formulating the gate shut-off
COP for the differential stage series. More specifically, it has not been considered that gnd
can propagate to outp if DFS2′/N3 is switched on in power-down mode.

Such redundant power-down transistors can be automatically detected by a depth-first
search. It must be searched for conducting cycles starting from the ground or the sup-
ply node. If such a cycle exists and a power-down transistor lies on it, that power-down
transistor is redundant and can safely be removed from the circuit.

4.3.2. Selection of the Optimal Solution

The individually computed power-down implementation variants for each subcircuit of a
hierarchical design have to be combined to an overall solution. This can lead to a high
number of implementation variants as all possible solutions have to be enumerated. E.g.,
consider a hierarchical circuit with two levels and six different subcircuit blocks. The gate
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v∗
i vin vip vn1 vn2 voutn voutp sub-circuits

v∗
1 pullGnd pullGnd vdd pullGnd gnd pullGnd DFS1 v∗

1, DFS2′ v∗
1

v∗
2 pullGnd pullGnd vdd pullGnd gnd pullV dd DFS1 v∗

1, DFS2′ v∗
2

v∗
3 pullGnd pullGnd vdd pullV dd gnd gnd DFS1 v∗

2, DFS2′ v∗
3

v∗
4 pullV dd pullGnd vdd gnd gnd pullGnd DFS1 v∗

3, DFS2′ v∗
1

v∗
5 pullV dd pullGnd vdd gnd gnd pullV dd DFS1 v∗

3, DFS2′ v∗
2

Table 4.9.: Valid solutions of the gate shut-off COP for the differential stage series from
Fig. 4.3 if the symmetry and matching information is not propagated between
the bottom and the top-level of the circuit hierarchy. The solutions for differential
stages DFS1 and DFS2′ are shown in Tables 4.10 and 4.11, respectively.

shut-off COP computes four solutions for the top-level and five solutions for each of its
subcircuit blocks. In the worst-case, 4 · 56 = 62500 solutions for the hierarchical design
need to be examined. For designs with even more subcircuit blocks and hierarchy levels, the
number of solutions quickly becomes unmanageably large.

Typically, only a small subset of hierarchical solutions is optimal for the given design. In
the following, an efficient strategy to find the optimal solutions for hierarchical circuits is
presented. Therefore, two scores based on the optimization targets “maximize matching”
and “minimize area” are assigned to each solution v∗

j of each circuit Ci. The flat score

flatScore(Ci,v
∗
j ) = w1 ·

matching(v∗
j )

nmatch

− w2 ·
area(v∗

j )

narea

(4.38)

corresponds to the value of the target function of the gate shut-off COP from eq. (4.15) for
solution v∗

j and considers only the current hierarchy level Ci. The target function of the gate
shut-off COP is maximized by constraint programming. Hence, solutions with a high flat
score should be preferred over solutions with a low flat score as more matching constraints
are fulfilled in power-down mode while requiring less chip area. This is especially true for
transistor level circuits as they do not contain any subcircuit blocks, i.e., their best solutions
have the highest flat score.

The hierarchical score of a solution includes the subcircuit blocks of Ci as follows:

hierScore(Ci,v
∗
j ) = flatScore(Ci,v

∗
j ) +

∑
csub∈Csub,i

max
v∗csub,i,j

∈V∗
csub,i

hierScore(csub,v
∗
csub,i,j

).

(4.39)
It is recursively computed: only the best solutions for each subcircuit block of Ci, i.e.,
only sub-solutions with the highest hierarchical score for that subcircuit, are selected. These
scores are then added to the flat score of the current hierarchy level. In this way, only optimal
sub-solutions are propagated from the bottom to the top-level of the circuit hierarchy.

Table 4.9 shows the solutions of the gate shut-off COP for the differential stage series from
Fig. 4.3. In this experiment, the information that the nets (in, ip), (n1, n2) and (outn, outp)
of the differential stage series should be matched in power-down mode has not been propa-
gated from its subcircuits DFS1 and DFS2′ to the top-level schematic. The gate shut-off
COP has five valid solutions in this case, the other eleven computed solutions have been
discarded as they would have caused a short-circuit path in the circuit.
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4.3. Gate Shut-Off

v∗
i vin vip vn1 voutn voutp vsupply vground

v∗
1 gnd gnd gnd vdd gnd vdd gnd

v∗
2 gnd gnd gnd vdd vdd vdd gnd

v∗
3 vdd gnd gnd vdd gnd vdd gnd

Table 4.10.: Power-down mode implementation variants for differential stage DFS1 required
to implement the solutions of the differential stage series shown in Table 4.9.

v∗
i vin vip vn1 vnrip1 voutn voutp vpwd vsupply vground

v∗
1 gnd vdd gnd pullV dd gnd gnd vdd vdd gnd

v∗
2 gnd vdd gnd pullV dd gnd vdd vdd vdd gnd

v∗
3 vdd vdd gnd pullV dd gnd gnd vdd vdd gnd

Table 4.11.: Power-down mode implementation variants for differential stageDFS2′ required
to implement the solutions of the differential stage series shown in Table 4.9.

Tables 4.10 and 4.11 show the solutions required to implement the different power-down
mode implementation variants of the differential stage series from Table 4.9. The solutions
for DFS1 have thereby been computed by voltage propagation as there is no floating node
in the circuit after setting the pin voltages of DFS1 according to v∗

1 - v∗
5 of the differential

stage series. For DFS2′, the gate shut-off COP must be solved as nrip1 is always floating.
Solutions v∗

1 and v∗
3 of DFS1 and solutions v∗

1 and v∗
2 of DFS2′ have thereby been reused

for different solutions of the differential stage series which saves computational effort.

Table 4.12 shows the flat and hierarchical scores of the COP solutions of the differential
stage series from Table 4.9 including the scores for its subcircuits DFS1 and DFS2′. Area
and matching are equally weighted, i.e., w1 = w2 = 1. The flat scores on the top-level circuit
are all negative as there is no matching or symmetry information available and three or four
power-down transistors are required to implement the respective solution. The underlying
sub-circuits DFS1 and DFS2′ have mostly positive scores, with the exceptions of DFS1 v∗

3

and DFS2′ v∗
2. These solutions do not fulfil any matching constraint and require up to one

power-down transistor for their implementation. The best solution for DFS1 is DFS1 v∗
2

as it fulfils all six matching constraints in power-down mode and no power-down transistor
is inserted into the circuit. Its flat score is

flatScore(DFS1,v∗
2) = hierScore(DFS1,v∗

2) = 6.0/6.0 = 1.0 (4.40)

which also corresponds to its hierarchical score as it does not contain any subcircuit blocks.
The best solution for DFS2′ is DFS2′ v∗

3 with a flat and hierarchical score of 0.0 as it
also fulfils all matching constraints and is implemented by one power-down transistor. The
solution SDFS v∗

3 of the differential stage series instantiates the two optimal subcircuit
solutions DFS1 v∗

2 and DFS2′ v∗
3 which yields the highest hierarchical score of the five

top-level solutions:

hierScore(SDFS,v∗
3) = −0.75 + 1.0 + 0.0 = 0.25 (4.41)

This solution is the optimal power-down mode implementation variant for the whole hier-
archical circuit. It corresponds to the solution shown in Fig. 4.4 which has been directly
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4. Hierarchical Power-Down Synthesis

solution matching area subcircuits scores

nok/nmatch npwd/nfloat flat hier

SDFS v∗
1 - 4/4 DFS1 v∗

1, DFS2′ v∗
1 -1.0 -1.0

SDFS v∗
2 - 4/4 DFS1 v∗

1, DFS2′ v∗
2 -1.0 -1.66

SDFS v∗
3 - 3/4 DFS1 v∗

2, DFS2′ v∗
3 -0.75 0.25

SDFS v∗
4 - 3/4 DFS1 v∗

3, DFS2′ v∗
1 -0.75 -1.08

SDFS v∗
5 - 3/4 DFS1 v∗

3, DFS2′ v∗
2 -0.75 -1.75

DFS1 v∗
1 2/6 - - 0.33 0.33

DFS1 v∗
2 6/6 - - 1.0 1.0

DFS1 v∗
3 0/6 - - 0.0 0.0

DFS2′ v∗
1 4/6 1/1 - 0.66 -0.33

DFS2′ v∗
2 0/6 1/1 - -1.0 -1.0

DFS2′ v∗
3 6/6 1/1 - 0.0 0.0

Area and matching equally weighted, i.e., w1 = w2 = 1.

Table 4.12.: Flat and hierarchical score for the power-down mode implementation variants
of the differential stage series from Table 4.9.

computed by the COP as the matching and symmetry information of the underlying hi-
erarchy levels has been propagated to the top-level schematic. This example emphasizes
the importance of sharing matching conditions between hierarchy levels as this additional
information will reduce the solution space of the top-level COP significantly which avoids
the exploration of suboptimal and invalid implementation variants and hence reduces the
computational effort of the power-down synthesis method.

4.3.3. Computational Complexity

The hierarchical synthesis approach splits the power-down synthesis problem for a hierarchi-
cal design into smaller sub-problems. This reduces the overall complexity of the power-down
synthesis problem compared to the approach using circuit flattening as will be shown in the
following.

In general, the cardinality |L| of the COP’s solution space is bound by 4|N | as the domain of
each net of the circuit contains four different voltage levels. The size of the solution space
reduces to 4|N |−|Nsupply |−|Ptop,known| as the voltage levels of the supply nets Nsupply are known
and the user may specify voltages at a subset of the top-level pins Ptop,known ⊆ Ptop of the
circuit.

The supply nets and the pins of the subcircuits are shorted with the supply nets and internal
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4.3. Gate Shut-Off

nets of the above hierarchy level during circuit flattening, which yields:

|Nflat| = |Ntop ∪Nsupply|︸ ︷︷ ︸
top-level and supply nets

+
∑
ti∈T

yi · (|Ni| − |Nsupply,i| − |Pi|)︸ ︷︷ ︸
subcircuits, supply nets and pins shorted

|Lflat| = 4|Nflat|−|Nsupply |−|Ptop,known|

= 4|Ntop∪Nsupply |+
∑

ti∈T yi·(|Ni|−|Nsupply,i|−|Pi|)−|Nsupply |−|Ptop,known|

= 4|Ntop\Nsupply |−|Ptop,known|+
∑

ti∈T yi·(|Ni|−|Nsupply,i|−|Pi|)

(4.42)

with yi as the total number of occurrences of a specific subcircuit type ti ∈ T in the hierar-
chical circuit. The supply nets are first made globally available on the top-level and are then
shorted with their corresponding occurrences in the subcircuit blocks. The solution space of
the COP of the flat power-down synthesis approach can be reduced to

|L′
flat| = 4|Nfloat,flat| (4.43)

if it is formulated based on the voltage propagation result for the flattened circuit.

The hierarchical approach presented by this work preserves the circuit’s hierarchy and reuses
intermediate results whenever possible. Starting with the top-level, it formulates and solves
the COP from eq. (4.15) for each hierarchy level and subcircuit individually, which partitions
the overall synthesis problem into smaller sub-tasks:

|Lhier| = 4|Ntop|−|Nsupply,top|−|Ptop,known|︸ ︷︷ ︸
top-level COP

+
∑
ti∈T

xi · 4(|Ni|−|Nsupply,i|−|Pi|)

︸ ︷︷ ︸
individual subcircuit COPs

(4.44)

with xi as the number of different pin voltage combinations for which the COP has to be
solved for a subcircuit of type ti ∈ T . The supply nets are in this case individually treated
for each hierarchy level and subcircuit.

As the COP is formulated based on the floating nodes determined by voltage propagation,
eq. (4.44) can be simplified to:

|L′
hier| = 4|Nfloat,top|︸ ︷︷ ︸

top-level COP

+
∑
ti∈T

xi · 4(|Nfloat,i|)

︸ ︷︷ ︸
individual subcircuit COPs

(4.45)

with

0 ≤ |Nfloat,top| ≤ |Ntop| − |Nsupply,top| − |Ptop,known|
0 ≤ |Nfloat,i| ≤ |Ni| − |Nsupply,i| − |Pi|.

(4.46)

The comparison of eqs. (4.42) and (4.44) shows that |Lhier| is significantly smaller than |Lflat|
when the gate shutoff COPs of the flat and hierarchical approach are formulated without
considering voltage propagation results. The cardinality of the solution space of the new
hierarchical approach is typically still smaller compared to the one of the flat approach when
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Figure 4.5.: Analysis and synthesis results for a current mirror operational amplifier [40].

considering voltage propagation results. The flat approach sees all floating nodes at once
while the hierarchical approach sees them distributed amongst several hierarchy levels for
which it formulates individual COPs. However, it is important to propagate matching and
symmetry conditions between the hierarchy levels, as the solution space on the higher levels
is less constrained than on device level which could lead to the exploration of an unnecessary
large number of sub-optimal solutions.

The differential stage series from Fig. 4.3 has 12 nets in total after circuit flattening. The
net voltages of the ground and supply net and the voltage of the power-down signal pwd
are thereby already known. The size of the solution space of the flat COP is hence bound
by |Lflat| = 49 = 262144. Voltage propagation would detect five floating nodes in the flat
circuit, i.e., in, ip, n2, DFS2′/nrip1 and outp. Hence the solution space of the flat COP
could be reduced to |L′

flat| = 45 = 1024.

The top-level of the differential stage series has four floating nets according to the voltage
propagation results from Table 4.1. The gate shutoff COP solution space of the differential
stage series is hence bound by |L′

SDFS| = 44 = 256. The corresponding COP has only
one valid solution, hence the gate shut-off COP has to be formulated and solved for the
differential stages DFS1 and DFS2′ only once. DFS1 has no floating nets according to
Table 4.5 and hence |L′

DFS1| = 40 = 1. DFS2′ has one floating net according to Table 4.6
and hence |L′

DFS2′ | = 41 = 4. The overall size of the solution space for the hierarchical circuit
is then |L′

hier| = |L′
SDFS| + |L′

DFS1| + |L′
DFS2′ | = 44 + 1 + 4 = 261, which is significantly

smaller compared to the flat approach.

4.4. Experimental Results

In the following, experimental results for five different circuits are presented. The first three
results demonstrate the advantages of a unified constraint programming approach compared
to the two-stage approach presented by [10]. Afterwards, synthesis results for two hierarchical
circuits are presented.
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solution vin vip vout vvb1 vvb2 vvb3 vn1 vn2

new pullV dd pullV dd gnd pullV dd pullV dd pullV dd gnd gnd

[10] pullV dd pullV dd pullGnd pullV dd pullV dd pullV dd gnd gnd

solution vn3 vn4 vn5 vn6 vn7 vn8 vn9 vn10

new gnd vdd vdd vdd vdd gnd pullGnd pullGnd

by [10] gnd vdd vdd vdd vdd gnd pullGnd gnd

Table 4.13.: Power-down synthesis results of the new method from Chap. 4 and the approach
by [10] for the current mirror operational amplifier.

building block matched Nets
eq. (4.20) eq. (4.26)

[10] new [10] new

dp(N2, N3)
(in, ip) ✓ ✓ ✓ ✓

(n2, n3) ✓ ✓ ✓ ✓

wsccm(P1, P4, P5, P8)
(n4, n7) ✓ ✓ ✓ ✓

(n2, out) ✓ ✓ ✗ ✓

wsccm(P2, P3, P6, P7)
(n5, n6) ✓ ✓ ✓ ✓

(n3, n8) ✓ ✓ ✓ ✓

wsccm(N4, N5, N6, N7)
(n8, out) ✓ ✓ ✗ ✓

(n9, n10) ✓ ✓ ✗ ✓

Table 4.14.: Comparison of the building block matching results for the current mirror oper-
ational amplifier for the new synthesis method from Chap. 4 and the approach
by [10].

4.4.1. Current Mirror Operational Amplifier

Fig. 4.5 shows the schematic of a current mirror operational amplifier [40]. The left side of
the figure shows the building blocks and symmetry pairs of the circuit, the right side shows
it augmented by additional power-down circuitry computed by the COP from Sec. 4.3 and
[10].

Structure recognition identifies one differential pair, dp(N2, N3), and three wide-swing cas-
code current mirrors, wsccm(P1, P4, P5, P8), wsccm(P2, P3, P6, P7), wsccm(N4−N7) in
the circuit. Furthermore, symmetry analysis computes seven symmetrical device pairs in
the circuit. The devices are labelled such that (Ni,Ni+1) with i = 2, 4, 6 and (Pj, Pj+1)
with j = 1, 3, 5, 7 form a symmetry pair.

The new power-down synthesis method and the approach by [10] each compute one imple-
mentation variant for the given circuit as shown in Table 4.13. The differences between the
two solutions are highlighted in red. The two solutions fulfil all generated basic building
block matching constraints according to eq. (4.20) as shown in Table 4.14, i.e., matched
pin pairs are exposed to the same voltage level in power-down mode. However, the new
approach additionally ensures that the power-down transistors are inserted symmetrically at
wide-swing cascode current mirrors wsccm(P1, P4, P5, P8) and wsccm(N4, N5, N6, N7) by
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Figure 4.6.: Basic building blocks and symmetry pairs of a low resistance operational ampli-
fier [41].

fulfilling eq. (4.26). The old approach by [10] does not consider symmetrical placement con-
straints of power-down transistors at matched structures and hence computes four different
implementation variants for the shown voltage values in its second constraint optimization
problem. From those four solutions, one is arbitrarily chosen, leading to the shown asym-
metric transistor placement. Hence, the constraints generated by eq. (4.26) help to reduce
the number of power-down mode implementation variants further.

This effect can also be observed in the evaluation of the symmetry pair matching constraints.
In general, the approach by [10] does not consider symmetry pair constraints. The computed
solution by [10] still fulfils all generated constraints according to eq. (4.24) which usually
cannot be guaranteed. However, the power-down transistors are not placed symmetrically
at (N6, N7) and (P7, P8) compared to the solution of the new approach. Both solutions are
implemented by seven power-down transistors.

4.4.2. Low Resistance Operational Amplifier

Fig. 4.6 shows the schematic of a low resistance operational amplifier [41]. Structure recogni-
tion (App. A) identifies one simple current mirror, one differential pair and three wide-swing
cascode current mirrors in the circuit. Furthermore, seven symmetry pairs are detected by
symmetry analysis (App. B).

Fig. 4.7 shows two power-down mode implementation variants computed by the new COP.
For the first solution, the weights w1 and w2 have been chosen such that matching is prior-
itized over area. It fulfils about 80% of the generated matching and 100% of the generated
symmetry constraints and can be implemented by 15 power-down transistors.

The second solution minimizes the area requirements of the power-down circuitry. It is
implemented by 13 transistors, two transistors less compared to the first solution at the cost
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Figure 4.7.: Power-down synthesis results for the low resistance operational amplifier from
Fig. 4.6.

of sacrificing about 10% of matching, i.e., the constraint at the drain pins of the simple
current mirror scm(N1, N2) is not fulfilled any more.

The solution computed by [10] corresponds to the one shown in Fig. 4.7 as it always maxi-
mizes matching before determining the placement of the power-down transistors. Hence, the
approach by [10] cannot compute the second solution which might be more relevant for area
critical designs.

4.4.3. Fully Differential Operational Amplifier

Fig. 4.8 shows several analysis and synthesis results for a fully differential operational am-
plifier [42]. It contains one differential pair, two bias shifters and two bias shifter banks.

The devices of the circuit are labelled such that (Ni,Ni+1) with i = 1, 3, ..., 11, (Pj, Pj+1)
with j = 1, 3, ..., 19 and (C1, C2) form a symmetry pair.

Power-down synthesis has been repeated three times for this circuit with different weights.
The first solution (Fig. 4.8a) maximizes matching and fulfils all generated matching con-
ditions. It requires twelve power-down transistors for its implementation which have been
placed symmetrically into the operational amplifier.

The second solution (Fig. 4.8b) minimizes the area of the power-down circuitry and requires
nine transistors. These transistors are also inserted symmetrically into the circuit, however,
only about 45% percent of the matching conditions are fulfilled.

The last solution (Fig. 4.8c) represents a trade-off between the two design goals “maximize
matching” and “minimize area”. With two more additional power-down transistors, i.e., 11
in total, about 82% of the generated matching conditions can be fulfilled, an increase by
37% compared to the minimum area solution.
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Figure 4.8.: Analysis and synthesis results for a fully differential operational amplifier [42].
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Figure 4.9.: Symmetry and matching constraints of the dual gain amplifier from Fig. 3.6.

The second and third solution can only be computed by the unified constraint optimization
problem formulated by eq. (4.15), hence, providing a designer more freedom in the selection
of suitable power-down circuitry for the target application compared to [10].

4.4.4. Dual Gain Amplifier

In the following, the power-down circuitry for the dual gain amplifier from Fig. 4.9 with its
two folded cascode amplifiers FOCA1 and FOCA2 from Fig. 4.10 is synthesized. The dual
gain amplifier has four problematic current paths in its bias circuitry:

� P1 = (R3, N1)
� P2 = (R4, N2)
� P3 = (R5, N3, N4)
� P4 = (R6, N5, N6)

These have been detected by voltage propagation and short circuit path computation from
Secs. 3.2 and 3.3. All paths run over at least one diode-connected transistor. Hence, a diode
rip-up is applied to each of them. The transistors NP1, NP2, NP3 and NP4 are inserted
by the rip-up heuristic into the dual gain amplifier to disable the diode-configurations of N1,
N2, N3 and N5 in power-down mode, respectively. The heuristic thereby chooses N3 and
N5 over N4 and N6 as rip-up points as each of these transistors is part of a level shifter.
Hence, disabling the diode-configurations of N3 and N5 in power-down mode switches off
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Figure 4.10.: Symmetry and matching constraints for FOCA1 and FOCA2 from Fig. 4.9.
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Figure 4.11.: Bias circuitry of the dual gain amplifier from Fig. 4.9a after rip-up and gate
shut-off.
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core circuit ripped-up bias circuit

v∗
i vin vout vn1 vn2 vnX1 vnX2 vn6 vn8

v1
∗ pullGnd pullGnd gnd gnd vdd pullGnd gnd gnd

v2
∗ pullV dd pullV dd vdd vdd vdd pullGnd gnd gnd

Table 4.15.: Solutions of the gate shut-off COP for the dual gain amplifier for its core circuit
and its ripped-up bias circuits from Figs. 3.8b and 4.11.

v∗
i vin vip vout vvb1 vvb2 vn1 vn2 vn3 vn4 vn5 vn6

v1
∗ gnd gnd gnd gnd gnd pullV dd vdd pullV dd vdd gnd gnd

v2
∗ vdd vdd vdd gnd gnd vdd vdd vdd vdd gnd gnd

Table 4.16.: Synthesized implementation variants for the folded cascode amplifiers FOCA1
and FOCA2 from Fig. 3.9.

more current paths in the dual gain amplifier. Gate shut-off afterwards inserts power-down
transistors NP5 - NP8 in each solution of the gate shut-off COP of the dual gain amplifier
into the circuit such that N1, N2, N3 and N5 are forced into the non-conducting state in
power-down mode. The resulting power-down circuitry for the bias circuit of the dual gain
amplifier is shown in Fig. 4.11.

The two folded cascode amplifiers FOCA1 and FOCA2 from Fig. 4.10 remain unchanged
after rip-up as no problematic current path runs through them.

Tables 4.15 and 4.16 show the power-down mode implementation variants computed by the
gate shut-off COP for the ripped-up dual gain amplifier and its folded cascode amplifiers
FOCA1 and FOCA2. The symmetry and matching constraints have thereby been gen-
erated according to Figs. 4.9 and 4.10. The shown solutions fulfil all generated matching
constraints and can be implemented with a minimum number of power-down transistors on
their respective hierarchy level.

Fig. 4.12 shows the schematics corresponding to the solutions v∗
1 and v∗

2 of the dual gain
amplifier (DGA) and the folded cascode amplifier (FOCA), respectively. Their corresponding
flat and hierarchical scores are annotated in the table at the bottom of the figure.

Solutions v∗
1 and v∗

2 of the dual gain amplifier fulfil all matching constraints and can be
implemented with four gate shut-off transistors, yielding a flat score of 32

32
− 6

8
= 0.25 under

the assumption that the design goals “maximize matching” and “minimize area” are equally
weighted, i.e., w1 = w2 = 1.

Both computed solutions for the folded cascode amplifier also fulfil all matching constraints.
However, two power-down transistors are required to implement v∗

1 and none for v∗
2. Hence,

the flat score of v∗
1 is significantly lower than the one for v∗

2, i.e., 0.0 compared to 1.0.

The dual gain amplifier solution v∗
1 instantiates the folded cascode amplifier solution v∗

1 two
times, resulting in an overall hierarchical score of 0.25+2 ·0.0 = 0.25. The second solution of
the dual gain amplifier implements the power-down circuitry of FOCA1 and FOCA2 with
their second solution v∗

2, yielding a hierarchical score of 2.25.

Hence, v∗
2 is the optimal solution for the overall circuit as it can be implemented with fewer

power-down transistors compared to solution v∗
1.
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Figure 4.12.: Valid power-down mode implementation variants for the dual gain amplifier
(DGA) and folded cacscode amplifier (FOCA) from Tables 4.15 and 4.16, and
their corresponding flat and hierarchical scores.
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Figure 4.13.: Basic building blocks and symmetry pairs of a high input impedance differential
amplifier (HIIDA) [38] and its Miller operational transconductance amplifier
(OTA) subcircuit blocks.

4.4.5. High Input Impedance Differential Amplifier

In Sec. 3.5, the power-down mode of the high input impedance differential amplifier (HI-
IDA) from Fig. 3.10 has been verified. In the following, fault-free power-down circuitry is
synthesized for the original circuit from Fig. 4.13. The supply nets are given as Nsupply =
Nvdd ∪Ngnd = {supply, ground} and the input and output pins are left floating.

In the first step, three definite short circuit paths,

P<1,2,3> = (MILLER<1, 2, 3>/P1,MILLER<1, 2, 3>/R1), (4.47)

are identified. The diode-rip up pattern is applied to these paths as P1 is diode-connected.
The rip-up is performed only once for the Miller operational transconductance amplifier
(OTA) and the modified circuit is used to replace the remaining two Miller OTAs in the
original circuit.

The gate shut-off procedure computes one optimal solution v∗
1 for the HIIDA, using the

matching and symmetry information from Fig. 3.11. Furthermore, a second sub-optimal so-
lution v∗

2 is provided to emphasize on the importance of propagating structural and symmetry
information between circuit hierarchy levels: the symmetry conditions at the differential in-
puts of the Miller OTAs have not been made available on the top-level for that solution. The
synthesized power-down circuitries for each solution are highlighted in blue in the schemat-
ics, their corresponding flat and hierarchical scores according to eqs. (4.39) and (4.38) are
displayed in the table underneath them.

The first solution is fully symmetric, i.e., all symmetry constraints are fulfilled. The symme-
try conditions at the differential inputs of MILLER1, MILLER2 and MILLER3 ensure
that in and ip of the high input impedance differential amplifier are pulled to gnd, yielding
only one solution for the top-level. The pins of the three Miller OTAs are all exposed to gnd.
Hence, gate shut-off has to be performed only once for the Miller OTA which results in Miller
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Figure 4.14.: Synthesis results for the high input impedance differential amplifier (HIIDA)
and its Miller operational transconductance amplifiers (OTAs).
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OTA solution v∗
1. The computed solution fulfils all matching and symmetry constraints and

its power-down circuitry is implemented by only one gate shut-off transistor which shuts off
the PMOS current mirror bank scm(P1, P2, P3) in power-down mode. Its corresponding
flat score is 13

13
− 1

1
= 0.0 and the hierarchical score of solution v∗

1 of the high input impedance
differential amplifier evaluates to 0.0 + 3 · 0.0 = 0.0 .

In a second experiment, the information that the differential inputs of the Miller OTAs
should be matched was not propagated to the top-level. In this case, a second solution v∗

2

is computed for the high input impedance differential amplifier which pulls its input pins
in and ip to vdd. Now, gate shut-off has to be performed twice for the Miller OTAs: the
first time with input voltages VP,MILLER3 = (vin, vip, vout) = (gnd, gnd, gnd) and the second
time with VP,MILLER<1,2> = (vin, vip, vout) = (gnd, vdd, gnd). The solution for VP,MILLER3

corresponds to Miller OTA solution v∗
1, the one for VP,MILLER<1,2> is shown as Miller OTA

solution v∗
2 on the bottom right of Fig. 4.14. Here, the problem of not propagating matching

and symmetry conditions throughout the hierarchy levels becomes obvious: the differential
pair dp(P4, P5) is stressed and two gate shut-off transistors are required two implement
this solution. Its flat score is −0.154 and the hierarchical score of high input impedance
differential amplifier solution v∗

2 computes to −0.475. This solution is discarded in favor of
v∗
1 during the later selection process, but this solution would have never been computed in

the first place if the structural and symmetry information would have been made available
between the two hierarchy levels.

Hence, this second experiment demonstrates another advantage of propagating structural in-
formation between different hierarchy levels for power-down synthesis: sub-optimal solutions
are not further explored which reduces the computational complexity of the implemented
algorithms.
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5. Library-Free Structure Recognition

The power-down mode verification and synthesis methods presented in Chaps. 3 and 4 make
use of the structure recognition method described in App. A. Structure recognition identifies
analog basic building blocks which require matching, e.g., differential pairs and current
mirrors. Power-down verification and power-down synthesis evaluate the identified matching
conditions to detect faulty or to construct faultless power-down circuitry.

The structure recognition method described in App. A uses a predefined building block
library which is similar to the one of the enhanced sizing rules method presented in [10].
Fig. 5.1 shows a small excerpt of the building block library presented in App. A.

The array library Larray contains parallelly connected devices of the same type which show
the same electrical behavior as a device of their combined device dimensions. The pair
library Lpair is organized hierarchically in ranks. Rank one contains analog building blocks
which are formed by two arrays, e.g., a simple current mirror and a bias shifter. The higher
ranks contain building blocks which are formed by two lower ranked elements, e.g., a cascode
current mirror consists of a bias shifter and simple current mirror.

Apart from power-down verification and synthesis, the structure recognition results of this
library can also be used to generate sizing constraints for numerical circuit optimization
tools [4] and placement constraints for layout generators [17], which improve the quality of
the given designs significantly.

In [10], a building block library dedicated to track the power-down signals through inverters,
ESD protection circuitry and simple level shifters was presented. The results are used to
partition the circuit into its digital power-down circuitry and its original analog circuit
topology. This method has been adapted to hierarchical designs as described in Sec. 3.4.1.

These examples illustrate the importance of structure recognition in analog circuit design.
Structure recognition has one main limitation: the size and the scope of the provided building
block library. The afore mentioned libraries contain up to 24 elements of up to six devices.
Additionally, the libraries were hand-crafted: the building blocks, their recognition rules
and their organization in ranks had to be manually defined. This process is tedious and
error prone as forgetting to specify only one recognition rule can lead to wrong structure
recognition results.

The reliable identification of larger circuit topologies, e.g., operational amplifiers or level
converters, can play an important role for circuit verification and circuit synthesis. Elec-
trostatic discharge (ESD) events can cause permanent damage at interface circuits between
different voltage domains [43]. Hence, detecting circuit parts susceptible to ESD damage in
a chip and automated verification checks of its implemented ESD protection circuitry can
speed up the overall design process of that chip.
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rank 1

simple current mirror (scm)

Arraylibrary Larray Pairlibrary Lpair

rank 2
bias shifter (bs)

normal transistor array  (nta)

diode transistor array  (dta)

cascode current mirror (ccm)

Figure 5.1.: Excerpt of the basic building block library from App. A.

5.1. State of the Art

To overcome the limitation of structure recognition, a given building block library could be
extended by adding new building blocks manually to it, until a specific topology, e.g., a
Miller OTA, can be identified. Instead, automatic approaches could be used.

In [44], new topological features of an analog circuit are extracted using unsupervised learning
techniques and generates a hierarchical building block representation of the circuit. It still
relies on predefined rule-sets to be able to identify new structures in a circuit.

[45] uses graph convolutional neural networks to cluster the devices of an analog circuit
into its functional blocks, e.g., circuit biases, loads and input pairs, based on geometrical
information of the circuit’s devices in the schematic. It does not generate a hierarchical
building block description of the circuit which could be used for structure recognition.

[46] uses a graph convolutional network to extract and classify subblocks according to their
type and functionality, e.g., low noise amplifiers (LNAs), operational transconductance am-
plifiers (OTAs), mixer or oscillators, in a hierarchical design. Analog basic building blocks
inside these subblocks are detected by traditional graph isomorphism approaches. The gath-
ered information is used to annotate netlists for circuit optimization and layout generation.

This work presents a new, deterministic method which automatically decomposes a given
circuit topology into its building blocks. The generated building block description can be
used by structure recognition to identify the analyzed topology in large netlists.

5.2. Overview

Algorithm 7 outlines the main procedure of the method. It takes a circuit C(P ,N ,Csub,, t),
an array library Larray and a pair library Lpair as input. It outputs the library LC which
contains all elements required to identify circuit C by structure recognition. The array
library must contain the array definitions for all supported device types and configurations
in the circuit, e.g., the array library from Fig. A.3. The provided pair library Lpair can either
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5.2. Overview

Algorithm 7 Automatic generation of the building block description of a circuit

1: procedure libraryGeneration(C(P ,N ,Csub,, t), Larray, Lpair)
2: LC = Larray ∪ Lpair

3: repeat
4: CB = structureRecognition(LC , C) // See Alg. 14
5: T = findTopLevelStructures(CB)
6: Enew = createNewLibraryElements(T ) // See Alg. 8
7: extendLibrary(LC , Enew) // See Alg. 9
8: until |T | = 1
9: return LC

10: end procedure

N2N1

N3

iteration 1 2 3

N4

P2P1

in ipbias

Figure 5.2.: Differential input stage and its generated building blocks.

be empty or contain already predefined ranks and building blocks. In the first case, the pair
library of LC is generated from scratch, in the second case, it is augmented by the missing
ranks and library elements required to identify circuit C.

In the first step, LC is initialized by creating a copy of Larray and Lpair (line 2). Then,
structure recognition is performed on the given circuit to identify the building blocks specified
by LC (line 4). The top-level structures T , i.e., the building blocks which are not part
of another higher ranked block, are extracted from the recognition result CB in line 5.
Algorithm 8 then groups the top-level building blocks into a set of new library elements
Enew (line 6). It analyzes three neighboring characteristics of possible new building block
pairs for that purpose (Sec. 5.3). In line 7, Algorithm 9 extends library LC by the new
elements and additional ranks whenever required (Sec. 5.4). The above steps are repeated
until LC contains the full building block description of the given circuit, i.e., until the set of
top-level structures T contains only one element (lines 3 - 8).

Fig. 5.2 shows a differential input stage of an operational amplifier. The colored boxes
indicate how the devices and building blocks are automatically grouped into new library
elements by Algorithms 7 - 9 until the full differential input stage can be identified by
structure recognition. Fig. 5.3 shows the corresponding computed building block library
LC .
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Figure 5.3.: Generated building block library for the differential input stage from Fig. 5.2.

The initial pair library provided to Algorithm 7 was empty, i.e., the pair library to identify
the differential input stage has been built from scratch. In the first iteration, the transistors
(N1, N2), (P1, P2) and (N3, N4) are grouped into new library elements by Algorithm 8.
These elements correspond to the traditional analog basic building blocks “simple current
mirror” and “differential pair” and have been labeled accordingly by hand.

In the second iteration, the algorithm groups [(P1, P2), (N3, N4)] together which combines
the transconductance with the load of the input stage. Finally, the bias circuitry (N1, N2)
is connected to this structure to form the given differential input stage.

5.3. Creation of New Library Elements

Algorithm 8 groups the identified top-level building blocks T into new library elements.
Structure recognition should be able to identify the new elements as unambiguous as possible.
The algorithm assigns a “group strength” to each possible new building block pair. The
group strength is computed based on the connectivity, substrate type and rank difference
of two building blocks according to eq. (5.1). A high group strength indicates an easier
identification of the considered building block pair by structure recognition.

Algorithm 8 operates as follows: in line 2, it initializes the set of new library elements
Enew empty. Then it determines the set of tentative new building blocks B by forming the
Cartesian Product of the top-level structures T in line 3. Pairs which are not connected with
each other by at least one net are automatically discarded. The remaining pairs are stored
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Algorithm 8 Heuristic to discover new building block pairs

1: procedure createNewLibraryElements(T )
2: Enew = ∅
3: B = (T × T ) // Tentative building blocks.
4: Bw = sortByGroupStrengths(B)
5: for all (bi, bj) ∈ Bw with decreasing group strengths do
6: enew = generateRecognitionRules(bi, bj)
7: Enew = Enew ∪ enew
8: eliminateOverlappingBlocks(Bw, bi, bj)
9: end for
10: removeDuplicateElements(Enew)
11: return Enew

12: end procedure

in the set Bw together with their group strength in decreasing order (line 4). The group
strengths of each tentative building block are thereby determined by eq. (5.1). The algorithm
iterates over all elements (bi, bj) ∈ Bw with decreasing group strengths (line 5), generates
the required recognition rules to identify (bi, bj) and stores the new library element enew in
the set Enew (lines 6 and 7). Afterwards, all tentative building blocks which are overlapping
with (bi, bj) are eliminated from Bw in line 8. These steps are iteratively repeated until Bw is
empty. Afterwards, duplicate elements are removed from Enew in line 10. Duplicate elements
are created when Bw contains several copies of non-overlapping, but identically connected
tentative building blocks. Finally, the algorithm returns the set of new libary elements Enew

(line 11).

The group strength of a tentative building block pair is calculated as follows:

g(bi, bj) = 2 · con(bi, bj) + sst(bi, bj)−∆r(bi, bj), (5.1)

where con(bi, bj), sst(bi, bj) and ∆r(bi, bj) denote the connectivity, substrate type weight,
and the rank level difference between two blocks (bi, bj), respectively.

The connectivity weight is defined as:

con(bi, bj) = 3 · internal(bi, bj) + 2 · supply(bi, bj). (5.2)

The function supply(bi, bj) computes the number of connections between bi and bj via the
supply nets of the circuit and internal(bi, bj) denotes the number of connections via internal
nets between these two blocks. Typically, many different devices or building blocks are
connected with each other by supply nets. Hence, internal connections between two blocks
are valued higher compared to connections over supply nets, i.e., the number of building
block internal connections is multiplied by factor 3, the number of connections over supply
nets by factor 2.

The substrate type weight is defined as:

sst(bi, bj) =


2 , same substrate type (n or p)

1 , mixed types (n and p)

0 , else (one block has u-type)

. (5.3)
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(a) characteristics
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g(N1, N2) = 2 · 5 + 2− 0 = 12

(b) group strength

Figure 5.4.: Characteristics and group strength of a simple current mirror.

Analog basic building blocks are typically formed by subblocks of the same substrate type,
e.g., differential pairs and current mirrors are solely formed by either NMOS- or PMOS-
transistors. These blocks are then combined to input and output stages of operational
amplifiers by connecting basic building blocks with different substrate types, e.g, an NMOS
differential pair to a PMOS simple current mirror as shown in Fig. 5.2. Tentative building
blocks with subblocks of the same substrate type get a weight of two, mixed substrate types
of one and all others of zero. These scores ensure that new library elements with the same
substrate type are preferably combined to a new building block on lower ranks.

The rank difference between two blocks is defined as:

∆r(bi, bj) = |rank(bi)− rank(bj)| . (5.4)

The function rank(bi) returns the rank on which the building block can be located in the
generated library LC . Algorithm 7 generates a building block library organized in ranks.
Tentative building blocks with a low absolute rank difference between its subblocks should
be preferred over blocks with a higher rank difference in order to reduce the number of ranks
of the generated library.

Please note: the weights of the connectivity and the substrate type scores of eqs. (5.2) and
(5.3) have been heuristically chosen. Furthermore, the connectivity weight is multiplied by
two in eq. (5.1) as it is the main characteristic for an unambiguous identification: tightly
connected blocks are easier to identify by structure recognition.

Fig. 5.4 shows how the group strength of the simple current mirror (N1, N2) is computed.
The two devices share an internal and a supply net connection, have the same substrate type
and are located on the same rank. Hence, the group strength of (N1, N2) corresponds to:

g(N1, N2) = 2 · (2 + 3) + 2− |0− 0| = 12. (5.5)

Table 5.1 shows all tentative building blocks and their assigned group strengths of the differ-
ential input stage from Fig. 5.2 for each iteration of Algorithm 7. In the first iteration, seven,
in the second two and in the last iteration, only one tentative building block is generated.
The group strength of each block is computed by Algorithm 8 according to eq. (5.1).
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(bi, bj) ∈ B′
w g(bi, bj) used

(N1, N2) 12 yes

(P1, P2) 12 yes

(N2, N3) 8 no

(N2, N4) 8 no

(N3, N4) 8 yes

(N3, P1) 7 no

(N3, P2) 7 no

(N4, P2) 7 no

Iteration 1

(bi, bj) ∈ B′
w g(bi, bj) used

[(N3, N4), (P1, P2)] 13 yes

[(N1, N2), (N3, N4)] 7 no

Iteration 2

(bi, bj) ∈ B′
w g(bi, bj) used

{[(N3, N4), (P1, P2)],
6 yes

(N1, N2)}
Iteration 3

Table 5.1.: Weights of the tentative buildings formed in the first iteration of Algorithm 7 for
the circuit of Fig. 5.2.

Algorithm 9 Insertion of new library elements

1: procedure extendLibrary(LC , Enew)
2: for all enew = (bi, bj) ∈ Enew do
3: rank = maxRank(bi, bj) + 1
4: if rank > maxRank(LC) then
5: addNewRank(LC , rank)
6: end if
7: addNewElement(enew, rank)
8: end for
9: end procedure

Algorithm 8 iterates over the tentative building blocks according to decreasing group strengths.
In the first iteration, the recognition rules for (N1, N2) are generated and the blocks (N2, N3),
(N2, N4) are removed from Bw as they overlap with (N1, N2) while having a lower group
strength. Similarly, all other blocks except (N3, N4) are discarded as they overlap with
(P1, P2).

In the second iteration, the recognition rules for [(N3, N4), (P1, P2)] are generated as that
block has a higher group strength than [(N1, N2), (N3, N4)].

Finally, {[(N3, N4), (P1, P2)], (N1, N2)} are combined to the new library element which
corresponds to the building block description of the differential input stage.

5.4. Library Extension

Algorithm 9 iteratively inserts the newly created elements enew = (bi, bj) ∈ Enew into the
building block library LC . It first determines the rank of the new building block by incre-
menting the maximum rank of (bi, bj) by one (line 3). The algorithm afterwards creates a
new library rank for (bi, bj) if required (line 5) and inserts it into its corresponding rank
(line 7).
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Figure 5.5.: Schematic of a folded cascode amplifier with different current mirror loads.

Algorithm 7 creates two new library elements for the differential input stage from Fig. 5.2 in
its first iteration. As the initial pair library was empty, a new rank is initialized and the two
elements are inserted into it. In the second and third iteration, one new library element each
has been inserted into a new rank of LC by Algorithm 9. The final building block library
consists of three ranks with six library elements in total as shown in Fig. 5.3.

5.5. Experimental Results

This section presents experimental results for the library-free structure recognition. First,
a folded cascode amplifier (FOCA) with different current mirror loads is investigated. It
will be shown that the analog basic building block library presented by [4] can be created
without prior knowledge of typical analog circuit elements, e.g., current mirrors or differential
pairs.

Afterwards, a new library dedicated to identify level shifters is presented. Level shifters are
interface circuits which convert signals between different voltage domains of a chip. These
circuits are susceptible to ESD damage and need suitable protection [43].

The generated library elements are manually labeled according to their functionality in the
circuit afterwards, indicating that the implemented algorithms are able to capture the func-
tional elements of the circuit based on the three simple neighboring characteristics presented
in Sec. 5.2.

5.5.1. Folded Cascode Amplifier Variants

Fig. 5.5a shows the schematic of a folded cascode amplifier. Its load is implemented by one
of the current mirror variants shown in Fig. 5.5b.

84



5.5. Experimental Results

In a first experiment, library free structure recognition is performed on the folded cascode
amplifier with a cascode current mirror load. The initially provided pair library is empty, i.e.,
the pair library required to identify this folded cascode amplifier variant is built from scratch.
The array library contains the array definitions for resistor, capacitor, normal transistor and
diode transistor arrays. The result of the method corresponds to the basic version of the
folded cascode amplifier building block library which is then subsequently extended by the
library elements required to identify the other variants with various different current mirror
loads.

Algorithms 7-9 group the devices of the amplifier in the first iteration to the following
building block pairs:

� (N1, N2), (P1, P2) and the devices in the load form a simple current mirror,
� (P3, P4) build a bias shifter,
� (N3, N4) are grouped to a differential pair.

These blocks are highlighted in blue in Fig. 5.5.

In the second iteration, highlighted in orange, [(N1, N2), (N3, N4)] are assembled to a dif-
ferential input stage and [(P1, P2), (P3, P4)] to a cascode current mirror.

The algorithm combines that cascode current mirror with the current mirror load in the third
iteration to the output stage of the amplifier as shown in red. The tentative pair formed by
the differential input stage ds(N1−N4) and the PMOS cascode current mirror ccm(P1−P4)
as well as the tentative pair by ccm(P1−P4) and the current mirror load variant have the
same group strength. Hence, a tie breaker rule has to be applied to decide which of the two
pairs should be kept. In this case the latter pair remains in the computation process as both
of its subblocks are connected to the output pin out of the amplifier which indicates that
both blocks belong to the output stage of the amplifier.

In the fourth and last iteration of the algorithm, the input and the output stage are combined
to form the folded cascode amplifier.

The generated building blocks are shown in the building library from Fig. 5.6 in the colors
of the iteration they have been created. The remaining elements of that library are required
to identify the other five folded cascode amplifier variants from Fig. 5.6. These elements are
generated by executing the presented algorithms for each variant once more with the basic
version of the folded cascode amplifier library as input. In this way, the missing elements
are successively added to the library as shown in Fig. 5.6. The final library consists of five
ranks and 29 building blocks.

The generated library contains furthermore all analog basic building blocks of the library
provided by [4]. Hence, the new method was able to “learn” the most common analog
basic building blocks by analyzing the given amplifiers using the three simple neighboring
characteristics connectivity, substrate type and rank difference.

Finally, it has been shown that the automatic library generation overcomes the main lim-
itation of structure recognition: the scope, complexity and completeness of the provided
building block library. The library from Fig. 5.6 is able to identify six folded cascode ampli-
fier variants and can easily be extended by other circuit topologies.
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simple current mirror

bias shifter

cascode current mirror

Figure 5.6.: Generated building block library for the six folded cascode amplifier variants
from Fig. 5.6.
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5.5.2. Level Shifter Topologies

Level shifter circuits are interface circuits between different voltage domains of a chip: they
convert signals from lower voltage to higher voltage domains, e.g., from the digital to the
analog domain of an integrated circuit and vice versa. Such interface circuits are susceptible
to ESD events and must be protected by suitable protection circuitry [43].

Structure recognition can help to verify the functionality of an ESD protection network
by its capability to reliably identify interface circuits in large designs. However, structure
recognition requires a building block library containing all used level shifter topologies in a
given design. Library-free structure recognition can automatically generate this library.

Figs. 5.7 shows five different level shifter topologies. The basic elements of the differential
cascade voltage switch [47] and the pass gate level converter [48] have been used to design
more sophisticated topologies, e.g., the pass gate level converter with keeper device [48],
the single supply level converter [49] and the even more elaborate single supply true voltage
level shifter [50]. These topologies either improve the speed, reduce the power consumption
or lead to less routing congestion compared to the conventional differential cascade voltage
switch and pass gate level converter topologies.

In the following, the method presented in Sec. 5.2 is used to generate a building block library
for structure recognition which is dedicated to level shifter topologies. Starting with a library
containing only array definitions, the algorithm first generates the building block description
of the differential cascade voltage switch. In a second run, the elements required to identify
the pass gate level converter are added to the library. The library is then subsequently
extended to include the building block descriptions of the pass gate level converter with
keeper device, the single supply level converter and finally by the single supply true voltage
level shifter.

The final generated building block library is shown in Fig. 5.8. It consists of six ranks and
24 elements. The building blocks marked with bold letters correspond to one of the circuit
topologies shown in Fig. 5.7. The remaining library elements have been labelled according
to their functionality in the corresponding circuit. E.g., rank four contains the input stage
of the single supply true voltage level converter, rank two a NOR-Gate and the input and
output stages of the analyzed level shifter topologies which are further split up into smaller
input and output circuitry on rank one. Hence, all of the generated library elements fulfil a
specific functionality in the corresponding circuit, i.e., the given circuit topologies have been
decomposed into meaningful building blocks by the method presented in Sec. 5.2.

The resulting library can easily be extended by other level shifter topologies when re-
quired.
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(a) differential cascade voltage switch
(dcvs)

(b) pass gate level converter
(passGateLC)

(c) passGateLC with keeper device
(passGateLCKeeper)

(d) single supply level converter
(singleSupplyLC)

(e) single supply true voltage level converter (singleSupplyTVVS)

Figure 5.7.: Five different level shifter topologies [47; 48; 49; 50].
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Figure 5.8.: Level converter library generated by Algorithms 7 - 9.
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6. Conclusion

The design and verification of analog circuits is still mainly done manually in industrial
practice. Designs are hierarchically partitioned into smaller parts until individual subblocks,
e.g. operational amplifiers, are assigned to an analog circuit designer. The sized analog
blocks are then combined to form the overall system. Extensive evaluation and tweaking of
the subblocks is thereby necessary to make the overall system functional.

This problem aggravates if analog blocks are equipped with additional power-down circuitry:
the correct power-down mode functionality of the overall system cannot be guaranteed even
though it has been correctly implemented for each individual subblocks of the system.

This work presented two new methods which automatically verify or synthesize the power-
down mode of hierarchical circuits. The methods exploit the hierarchical structure of a given
design by reusing intermediate results whenever possible. Experimental results have been
presented to demonstrate the proposed methods.

The presented power-down verification and synthesis methods use structure recognition and
symmetry computation procedures to extract matching constraints of a given circuit. These
traditional circuit analysis methods have been adapted to hierarchical analog designs.

Structure recognition is mainly limited by the provided basic building block library. A new
approach has been presented which automatically generates the building block description of
a given circuit which can be used by structure recognition. The approach partitions the given
circuit into its building blocks by analyzing three neighboring characteristics of its devices.
It has been shown that the new approach captures the same analog basic building blocks
as previous predefined libraries by analyzing operational amplifiers. It also successfully
partitioned level shifter circuits into their input and output circuitry which enables the
reliable identification of these ESD susceptible structures during ESD verification.
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A. Hierarchical Structure Recognition

A.1. Introduction

Analog circuits are composed of so-called “basic building blocks”, e.g., current mirrors or
differential pairs. These blocks implement a specific functionality in the circuit, e.g., the
differential pair dp(N2, N3) of the folded cascode amplifier from Fig. A.2 converts a differ-
ential input voltage at its input pins in, ip into a differential output current at its nets n2,
n3. This differential current is then amplified and mirrored to the output of the amplifier
by the cascode current mirror ccm(P1 − P4) and the wide swing cascode current mirror
wsccm(N4−N7). The shown folded cascode amplifier implements the subcircuits FOCA1
and FOCA2 of the core circuitry of the dual gain amplifier from Fig. A.1b. FOCA1 and
FOCA2 are biased by the circuit shown in Fig. A.1a. The transistors N1, N2 each form
a simple current mirror scm(N<1, 2>,FOCA<1, 2>/N1) with transistor N1 of the folded
cascode amplifier to bias the differential input stage of FOCA1 and FOCA2. Similarly, N3
and N5 form level shifters ls(N<3, 5>,FOCA<1, 2>/N<6, 7>) with transistors N6 and
N7 of FOCA1 and FOCA2 to set the bias voltage of their wide swing cascode current
mirrors.

Analog basic building blocks require specific operating conditions to fulfill their functionality,
e.g., the transistors of a simple current mirror of differential pair must operate in saturation
region to mitigate the influence of channel modulation effects [4].

Apart from circuit sizing, this structural information can also be used for circuit verification
and synthesis tasks. The power-down verification and synthesis method from Chaps. 3 and 4
consider matching conditions at analog basic building blocks during their execution.

An experienced designer can easily identify analog basic building blocks from a circuit
schematic by inspection and use it for sizing or verification tasks. For computers, spe-
cialized software is required to extract this information from a schematic, generally known
as structure recognition.

A.2. State of the Art and Contributions

The hierarchical structure recognition method implemented in this work is based on the
“sizing rules method” which was originally published in [16]. The presented algorithms have
been further refined in [4; 51; 10]. All versions require a predefined building block library
Lanalog as input. This library is shown in Fig. A.3.

The library is partitioned into an array library Larray and a pair library Lpair. Each element
of Larray and Lpair defines the recognition rules to identify the corresponding structure in a
circuit.
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Figure A.1.: Dual gain amplifier from Fig. 3.6 without power-down circuitry.
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Figure A.2.: Schematic of a folded cascode amplifier which implements subcircuits FOCA1
and FOCA2 of the dual gain amplifier from Fig. A.1.
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Figure A.3.: Analog basic building block library Lanalog = Larray ∪Lpair based on [4; 51; 10].
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A device array consists of one or more parallelly connected devices which exhibit the same
electrical behavior as a device of their combined sizes. A normal transistor array (nta),
e.g., consists of a set of NMOS- or PMOS-transistors whose drain, gate and source pins
are connected in parallel by three different nets. Combining the devices of a circuit to
arrays speeds up the recognition process of analog building blocks as fewer devices need to
be considered in the later iterations of the algorithm [17]. The recognition rules and an
algorithm to efficiently identify arrays in a circuit is presented in [51], Sec. 3.2.2. This
algorithm has been re-implemented in this work without any changes.

The pair library Lpair is organized in ranks: a building block pair of rank i consists of two
building blocks from the lower ranks i − 1, ..., 0 with the array library being considered as
rank zero. The pair library can have an arbitrary number of ranks. A level shifter of rank
one, e.g., consists of a normal and a diode transistor array, a Wilson current mirror of a
simple current mirror and a normal transistor array.

The sizing rules method iteratively scans the circuit for the provided library elements by
starting at the lowest and ending at the highest rank. Ambiguities during the recognition
process are resolved by dominance graphs in [4; 51]. Ambiguities occur when an identified
array or pair could be assigned to two different higher ranked library elements, e.g., a normal
transistor array could be assigned to a differential pair and a simple current mirror at the
same time. The relations defined by the dominance graph decide in such cases which of the
identified pairs should be kept in the recognition process. The other pairs are then discarded.
In above example, the simple current mirror would be kept and the differential pair discarded
as the devices of a simple current mirror are tightly connected and hence unambiguously
identifiable.

This mechanism has been simplified by [10] by assigning an expiration date, a so-called
“persistence”, to each element of the pair library Lpair. The persistence defines for how
many ranks an identified pair should be kept in the iterative recognition process. A pair is
discarded if the currently processed rank minus the rank of the pair exceeds its persistence.
E.g., a cascode pair of rank one has a persistence of one. All cascode pairs which have not
become part of a wide swing cascode current mirror are discarded after all elements of rank
two have been identified in the circuit.

The sizing rules method by [10] supports hierarchical circuits by circuit flattening. The
circuit hierarchy is not maintained rendering it unsuitable for industrial and IP based designs.
Intermediate results cannot be reused to speed up the structure recognition algorithm.

Another approach to support hierarchical designs based on the sizing rules method is pre-
sented in [23]. It traverses the circuit hierarchy recursively, flattens it partially which makes
required information for structure recognition available in-between the different hierarchy
levels of the circuit. This method however does still not reuse intermediate results.

The work by [52] simplifies structure recognition by encoding the elements of the analog
basic building block library based on their connectivity. The circuit is then scanned for pairs
with the same encoding as the library elements. Hierarchical circuits are flattened at lower
hierarchy levels; the subcircuits at higher levels are separated from each other and structure
recognition is performed independently for each them. However, it is not stated how this
partitioning is done.
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Partial Circuit Flattening 
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Basic Building Block
Library Lanalog

Figure A.4.: Overview of the hierarchical structure recognition method.

In this work, structure recognition has been modified to support hierarchical circuits by
partial circuit flattening (Fig. 1.8c). Similar to [23], this approach first makes connectiv-
ity information required for structure recognition available in-between the different circuit
hierarchy levels. This step decouples the hierarchy levels from each other which would, in
comparison to [23], allow the parallelization of the recognition process. However, this paral-
lelization has not been implemented yet. The decoupling of the hierarchy levels furthermore
splits up the whole recognition process into smaller sub-problems and has to be executed
only once for each circuit type in the partially flattened design which hence reduces the
computational complexity of the overall problem.

The algorithms and procedures of the sizing rules method have been further enhanced as
follows: the state-of-the-art method [10] merges the recognition results of each rank into one
data structure. It will be shown that organizing the results in ranks will further simplify
and decrease the runtime of the pair recognition and ambiguity resolution procedures.

A.3. Overview

Fig. A.4 gives an overview of the new hierarchical structure recognition method. It takes
a top-level circuit Ctop and the set C which contains all circuit definitions instantiated by
subcircuits of Ctop as input.

The circuit is partially flattened (App. A.4) by recursively propagating connectivity infor-
mation between the hierarchy levels similarly to [23]. Structure recognition however is not
performed yet. The resulting set of partially flattened circuits C ′ is input to the actual
structure recognition method (App. A.5).

The hierarchy levels are now decoupled from each other. Hence, structure recognition only
has to iterate over each element of C ′ instead of recursively descending into the hierarchy.
This enables the parallelization of the method for hierarchical designs. However, parallel
execution was not implemented in this work. Each circuit type is inherently processed only
once, the circuit hierarchy is maintained and the recognition results can be easily back
annotated to the original circuit.

The output of the algorithm is the structure recognition results library Lstruct which contains
the identified building blocks of each circuit type t′i.
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Algorithm 10 Partial circuit flattening.

1: procedure partialCircuitFlattening(Ctop(Ptop, Ntop, Csub,top, ttop), C)
2: C ′ = C
3: C ′

top = Ctop(Ptop, Ntop, Csub,top, ttop)
4: recursivePartialCircuitF lattening(C ′

top) // Modifies C ′ inherently
5: return C ′

6: end procedure

Algorithm 11 Recursive partial circuit flattening.

1: procedure recursivePartialCircuitFlattening(Ci(Pi, Ni, Csub,i, ti))
2: for all csub ∈ Csub,i do
3: if isSubCircuitBlock(csub) then
4: partialCircuitF lattening(csub) // Recursive call
5: propagateConnectivity(Ci, csub) // See Algorithm 12
6: end if
7: end for
8: end procedure

A.4. Partial Circuit Flattening

The devices forming a basic building block can be distributed between several hierarchy
levels for hierarchical designs. E.g., the transistors N1 and N2 of the dual gain amplifier
from Fig. A.1 each form a simple current mirror with the transistor N1 of the folded cascode
amplifiers FOCA1 and FOCA2 from Fig. A.2.

This connectivity information must be propagated between the two hierarchy levels such
that structure recognition is able to identify these two simple current mirrors.

Algorithms 10 to 12 flatten a given circuit hierarchy partially by augmenting each hierarchy
level with the devices connected to its respective external pins. Algorithm 10 initializes C ′

top

and C ′ as copies of Ctop and C in lines 2 and 3. Afterwards, it calls Algorithm 11 in line 4 to
flatten the circuit hierarchy partially in a recursive manner.

Algorithm 11 first descends to the bottom level of the hierarchy by calling itself recursively
for each subcircuit of Ci in lines 2 and 4. There, in line 5, it calls Algorithm 12 which makes
the connectivity information between the circuit Chigh and its subcircuit Clow available as
follows: it determines a set of devices Ccon,high ⊆ Csub,high which are externally connected to
the pins Plow of the given subcircuit (line 2). Furthermore, the algorithm determines a set

Algorithm 12 Sharing connectivity information between two hierarchy levels.

1: procedure propagateConnectivity(Chigh, Clow)
// Chigh = Chigh(Phigh, Nhigh, Csub,high, thigh)
// Clow = Clow(Plow, Nlow, Csub,low, tlow)

2: Ccon,high = findHigherConnectedDevices(Plow, Chigh) // Ccon,high ⊆ Csub,high

3: Ccon,low = findLowerConnectedDevices(Plow, Clow) // Ccon,low ⊆ Csub,low

4: Csub,low = Csub,low ∪ Ccon,high

5: Csub,high = Csub,high ∪ Ccon,low

6: end procedure

98



A.4. Partial Circuit Flattening

n3*
R3

FOCA1/N1N1

FOCA1/n1

n4*
R4

FOCA2/N1N2

FOCA2/n1 n7*

R6

N6
n8

N5 FOCA2/N6 FOCA2/N7

FOCA2/n5 FOCA2/n6

FOCA2/n4 FOCA2/out

n5*

R5

N4
n6

N3 FOCA1/N6 FOCA1/N7

FOCA1/n5 FOCA1/n6

FOCA1/n4 FOCA1/out

(a) bias circuitry

R1

R2

in out

in

ip

FOCA1

FOCA2

n1

n2

b1
b2

n3
*

n5
*

in

ip b1
b2

n4
*

n7
*

(b) core circuit

Figure A.5.: Partially flattened dual gain amplifier from Fig. A.1.
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Figure A.6.: Partially flattened folded cascode amplifier from Fig. A.2.

of devices Ccon,low ⊆ Csub,low which are internally connected to the pins Plow (line 3). Then,
in lines 4 and 5, the higher levels devices Ccon,high are inserted into the set of subcircuits
of Clow and the lower-level devices Ccon,low into Csub,high. The connectivity information is
propagated in both directions in order to keep the affected hierarchy levels synchronized.

After processing the device level, Algorithm 12 ascends the hierarchy again, repeating the
steps described above for every subcircuit in the currently investigated hierarchy level. The
algorithms directly operate on the circuits contained by C ′. Hence, all results are automati-
cally available in C ′ which is the return value of Algorithm 10 in line 5.

Figs. A.5 and A.6 show the dual gain amplifier and the folded cascode amplifier from Figs. A.5
and A.6 after partial circuit flattening. The transistors N1 and N2 of the dual gain amplifier
are connected to transistor N1 inside the folded cascode amplifiers FOCA1 and FOCA2,
respectively. Furthermore, transistors N3 and N5 on the top-level are connected to N6 and
N7 of FOCA1 and FOCA2, respectively. Hence, this connectivity information has been
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Algorithm 13 Structure recognition for hierarchical analog circuits.

1: procedure hierarchicalStructureRecognition(C ′, Lanalog, Nsupply)
2: Lstruct = ∅
3: for all C ′

i(P
′
i , N

′
i , C

′
sub,i, t

′
i) ∈ C ′ do // Prallel execution possible.

4: CB,t′i
= structureRecognition(C ′

i, Lanalog, Nsupply) // See Algorithm 14
5: Lstruct = Lstruct ∪ (t′i, CB,t′i

)
6: end for
7: return Lstruct

8: end procedure

made available to both hierarchy levels. Please note: the resistors of the dual gain amplifier
which are also connected to pins b1 and b2 of the folded cascode amplifiers have not been
inserted into the corresponding lower-level schematics as analog basic building blocks are
formed by MOSFET or bipolar transistors only. Hence, this connectivity information is not
relevant for structure recognition and does not need to be propagated in-between hierarchy
levels.

A.5. Structure Recognition

Algorithm 13 outlines the new hierarchical structure recognition method. It takes the set of
partially flattened circuits C ′ from the preprocessing step, the basic building block library
Lanalog from Fig. A.3 and the supply nets of the circuits Nsupply as inputs.

In line 2, it first initializes the results library Lstruct empty. Then, in line 3, the algorithm
simply iterates over all elements of the set C ′ and calls Algorithm 14, the main structure
recognition procedure which is dedicated to flat circuits (line 4). This is only possible because
the hierarchy levels have been decoupled from each other by partial circuit flattening. The
flat algorithm ignores all subcircuit blocks of C ′

i as all required structural information of
other hierarchy levels connected to C ′

i has been made available to it during partial circuit
flattening. The results of the flat structure recognition method are inserted into Lstruct in
line 5.

The final output of Algorithm 13 is the structure recognition results library Lstruct which
contains all identified building blocks of each circuit of type t′i (line 7).

Algorithm 14 shows the enhanced structure recognition method based on [10]. It takes a
circuit Ci, the array and pair libraries, Larray and Lpair, and the supply nets Nsupply as
inputs.

The structure recognition results for Ci are organized in ranks. The set CB,i contains one
building block circuit CB,i,rj for each rank of the provided building block library Lanalog. A
building block circuit CB,i,rj contains all identified building blocks of rank j of circuit Ci

plus their connectivity. This representation reduces the complexity of the pair recognition
algorithm by [17] and simplifies the arbitration mechanisms introduced by [10] which will be
explained later in this section.

The structure recognition algorithm first initializes the set of building block circuits CB,i

empty (line 2). Then, the arrays of circuit are identified in lines 3 - 7, using the array
recognition from [17]. The resulting array circuit CB,i,r0 is stored in CB,i.
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Algorithm 14 Enhanced analog structure recognition algorithm based on [10].

1: procedure structureRecognition(Ci, Larray, Lpair, Nsupply)
2: CB,i = ∅ // Set of building block circuits, organized in ranks.

// Recognition of arrays
3: CB,i,r0 = ∅ // Array circuit initialized empty.
4: for all array ∈ Larray do
5: CB,i,r0 = CB,i,r0 ∪ arrayRecognition(array, Ci) // Similar to [17], Sec. 3.2.1.
6: end for
7: CB,i = CB,i ∪ CB,i,r0

// Recognition of pairs
8: for all rj ∈ Lpair do // Iterate over all ranks.
9: CB,i,rj = ∅
10: for all pair ∈ rj do // Iterate over all pairs of the current rank.
11: CB,i,rj = CB,i,rj ∪ pairRecognition(pair, CB,i) // See Alg. 15 and 16.
12: end for
13: CB,i = CB,i ∪ CB,i,rj

// Arbitration simplified compared to [10]
14: selfArbitration(CB,i) // Algorithm 18
15: dominanceRelations(CB,i) // Algorithm 19
16: end for

17: return CB,i

18: end procedure
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Algorithm 15 Pair recognition by [17].

1: procedure pairRecognition(p, Ci,B)
2:

3: BB = ∅, TBB = ∅
4: for all n ∈ Ni do
5: TBB1 = findBlocks(pc,1, n,B)
6: TBB2 = findBlocks(pc,2, n,B)
7: TBB = TBB ∪ (TBB1 × TBB2)
8: end for
9: for all tbb ∈ TBB do
10: if rulesFulfilled(tbb, p) then
11: BB = BB ∪ {tbb}
12: end if
13: end for
14: return BB
15: end procedure

Algorithm 16 Enhanced pair recognition.

procedure pairRecognition(p, CB)
CB,rc,1 , CB,rc,2 = find(CB, p)
BB = ∅, TBB = ∅
for all n ∈ Nrc,1 do

TBB1 = findBlocks(pc,1, n, CB,rc,1)
TBB2 = findBlocks(pc,2, n, CB,rc,2)
TBB = TBB ∪ (TBB1 × TBB2)

end for
for all tbb ∈ TBB do

if rulesFulfilled(tbb, p) then
BB = BB ∪ {tbb}

end if
end for
return BB

end procedure

In the next step, the algorithm iterates over each rank rj of the pair library Lpair in ascending
order (line 8), initializing a new building block circuit CB,i,rj for each rank (line 9). The
algorithm then iterates over each pair of that rank, identifies and inserts the detected pairs
into CB,i,rj which in turn is inserted into CB,i after all library elements of that rank have
been identified (lines 10, 11 and 13). Ambiguities encountered during the recognition process
are resolved afterwards in lines 14 and 15 by applying a self-arbitration mechanism and
dominance relations for the recognition results of the current rank. Finally, in line 17,
Algorithm 14 returns the building block circuit CB,i which contains all analog structures
identified in the given circuit Ci.

Pairs are identified by a set of recognition rules [17]. These can be summarized as follows:

� block type rules: each subblock of a pair must have a specific building block type,
e.g., the type of the subblocks of a cascode current mirror must be “level shifter” and
“simple current mirror”.

� substrate type rules: each subblock must have a specific substrate type, e.g., a differ-
ential pair always consists of two MOSFETs with the same substrate type, i.e., two
NMOS or two PMOS transistors. Analog building blocks are typically formed by two
subblocks of the same substrate type.

� connection rules: define which pins of two subblocks have and do not have to be
connected with each other via a net. E.g., the gate pin of a normal transistor array has
to be connected to the drain pin of a diode transistor array to form a simple current
mirror. Furthermore, their sources have to be connected and any other connections
between the two arrays are not allowed.

� supply net rules: define which pins of the two subblocks have and do not have to be
connected to a supply or ground net of the circuit. E.g., a differential is not allowed to
be connected to the ground or supply net of a circuit. Additionally, rules for specific
supply rails, e.g., the positive supply or ground rail can be specified.

An algorithm to efficiently identify pairs in a circuit using the first two rules is published
in [17], Sec. 3.1.1. This algorithm has been further refined in this work as explained in the
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Algorithm 17 Self-arbitration by [10].

1: procedure selfArbitration(B)
2: k = maxRank(B)
3: repeat
4: removed = 0
5: for all b ∈ B do
6: if not hasParent(b)
7: and expired(b, k) then
8: CB = CB \ {b}
9: removed = 1
10: end if
11: end for
12: until removed = 0
13: end procedure

Algorithm 18 Enhanced self-arbitration.

1: procedure pairRecognition(CB)
2: k = maxRank(CB)
3: for all i = k − 1 to i = 1 do
4: for all b ∈ CB,ri do
5: if not hasParent(b)
6: and expired(b, k) then
7: CB = CB \ {b}
8: end if
9: end for
10: end for
11: end procedure

following.

Algorithms 15 and 16 compare the two versions of the pair recognition algorithm. Both
algorithms iterate over a set of nets (line 4), try to find all occurrences of the arrays or pairs
pc,1 and pc,2 which form the currently investigated pair p at these nets (lines 5 and 6), build
the Cartesian product TBB of the found structures (line 7) and check whether all other
recognition rules are fulfilled for the created tentative building block tuples (lines 9 - 13).
Finally, in line 14, the algorithms return all building block pairs BB fulfilling all recognition
rules provided by p.

The differences between the two versions lie in the set of nets the two algorithms are iterating
over and in the sets in which they are searching for the subblocks pc,1 and pc,2. The previous
version iterates over all nets n ∈ Ni of the given circuit Ci (line 4, Algorithm 15). The
enhanced version only iterates over the nets n ∈ Nrc,1 of the building block circuit CB,rc,1

(line 4, Algorithm 16) which is determined in line 2 of the enhanced pair recognition algo-
rithm. CB,rc,1 thereby corresponds to the building block circuit of rank rc,1 on which pairs
of type pc,1 can be found. A net is only inserted into a building block circuit if a valid pair
connected to it has been identified during structure recognition. Hence, the number of nets
for a building block circuit is less than or equal to the overall number of nets in the circuit,
i.e., |NB,rj | ≤ |Ni|. This effect becomes more significant for higher ranked building block
circuits. The overall runtime of the pair recognition algorithm improves as it has to iterate
over a set of nets which is continuously getting smaller for higher ranks.

The old version furthermore merged all identified building blocks into the data structure B,
i.e., a net could be connected to several building blocks of different ranks at the same time.
This leads to a higher computational complexity of the function findBlocks(pc,1/2, n,B)
which tries to find building block pc,1/2 at net n. The new data structure separates the
recognition results for each rank, i.e., a net of a building block circuit of rank rk is only
connected to building blocks of the same rank, hence reducing the lookup time of the function
findBlocks(pc,1/2, n, CB,rc,1).

Algorithms 17 and 18 outline the old [10] and new version of the self-arbitration process
using the persistence mechanism. Self-arbitration is used to resolve ambiguities early in the
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Algorithm 19 Removal of dominated building blocks.

1: procedure dominanceRelations(CB)
2: D = findDominanceRelations(maxRank(CB))
3: for all d ∈ D do
4: BM = findDominatingBuildingBlocks(CB, d)
5: BS = findDominatedBuildingBlocks(CB, di)
6: for all (bm, bs) ∈ (BM ×BS) do
7: if overlap(bm, bs) then
8: remove(Ci, bs)
9: end if
10: end for
11: end for
12: end procedure

recognition process and is called whenever the identification of each library element of the
given rank has been completed. The persistence of a building block defines for how many
iterations after its identification it will remain in the structure recognition process without
becoming part of a higher ranked building block. E.g., a differential pair has a persistence
of one. Hence, an identified differential pair must become part of a differential stage on the
next rank. Otherwise it will be discarded.

The implementation of [10] uses the set B which contains all arrays and pairs of the circuit.
The algorithm iterates over each building block b ∈ B and checks whether it is has to be
discarded (lines 5 and 7). A block is discarded from B in line 8 if it has not become part of
a higher ranked building block and if its persistence expired [10]:

expired(b, rk) =

{
1 , if rk > rb + persistence(b)

0 , else.
(A.1)

The rank rk thereby corresponds to the highest rank of an identified structure of B and is
determined by functionmaxRank(B) in line 2. Removing an element from B might affect the
result of eq. (A.1) for other already processed building blocks, i.e., previously valid building
blocks might have become invalid after a higher ranked structure has been removed from B.
Hence, the self-arbitration mechanism is repeated until no more elements can be removed
from B (lines 3 and 12).

In the new implementation, self-arbitration has to iterate only once over all identified building
blocks, starting from the pairs stored in the highest ranked building block circuit down to
the array circuit (line 3). Hence, the runtime of the arbitration procedure has been improved
compared to [10].

Algorithm 19 shows a second mechanism to resolve ambiguities during the recognition pro-
cess by dominance relations. A dominance relation specifies one building block type which
dominates another set of building block types. A dominated building block is removed from
CB if it overlaps with another building block dominating it (lines 7 and 8). For each rank, Al-
gorithm 19 fetches a predefined set of dominance relations and enforces them on the specified
building block types (lines 2 and 3 - 11).

The dominance relations presented by [10] are limited to cross coupled pairs. In this version,
the definition of dominance relations has been generalized, providing a fine-grained control
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mechanism to resolve building block ambiguities. Furthermore, the application of dominance
relations has been simplified compared to the implementation of [10] as the requested building
block types can be directly looked up in the corresponding building block circuits.

A.6. Experimental Result

Dual Gain Amplifier

Bias and Core Circuitry

Fig. A.7 shows the structure recognition results for the bias and circuitry of the dual gain
amplifier (DGA) from Fig. A.5. The upper left shows the array circuit CB,DGAbias,r0 of the
bias circuitry. It contains four resistor, six diode and six normal transistor arrays.

The upper right shows the array circuit CB,DGAcore,r0 of the core circuit. Two resistor ar-
rays have been identified. The folded cascode amplifier subcircuits FOCA1 and FOCA2
have been drawn in dashed lines as structure recognition ignores subcircuit blocks. Net in
is also dashed as it is not connected to one of the resistor arrays and hence not part of
CB,DGAcore,r0 .

The lower part of Fig. A.7 shows the building block circuit CB,DGAbias,r1 which contains all
elements of rank one of the bias circuitry. It consists of two simple current mirrors and four
level shifters. The core part does not contain any elements from rank one is hence empty.

The building block circuit of the complete amplifier CB,DGA,r1 = CB,DGAbias,r1 ∪CB,DGAcore,r1

has four fewer nets than the combined array circuits CB,DGA,r0 = CB,DGAbias,r0∪CB,DGAcore,r0 .
Pair recognition is called for each net and each library element of the current rank. Rank
two of Lanalog contains six elements. Hence, 4 · 6 = 24 executions of the pair recognition
algorithm are saved with the new data structure compared to [17; 10] as the circuit on rank
one contains four fewer nets than the original circuit.

Folded Cascode Amplifier

Figs. A.8 and A.9 show the structure recognition results for the folded cascode amplifier
(FOCA) from Fig. A.6. The array circuit CB,FOCA,r0 contains eleven normal and two diode
transistor arrays. On rank one, three simple current mirrors, three level shifters, one differ-
ential pair, one voltage reference two and three cascode pairs are identified. On the next
rank, one cascode current mirror, one improved Wilson current mirror and a differential
stage are recognized. Please note: the differential stage is only used to validate the previ-
ously identified differential pair and is discarded afterwards again as it does not generate
any additional constraints for the power-down verification or power-down synthesis proce-
dures from Chaps. 3 and 4. The cascode pairs cp(N1, N2) and cp(N1, N3) overlap with the
differential pair dp(N2, N3) and did not become part of a higher ranked structure. Hence,
self-arbitration removes them from CB,FOCA,r1 which is indicated by dashed blue lines in the
figure. The final recognition results of the folded cascode amplifier are summarized on the
bottom of Fig. A.9.

105



A. Hierarchical Structure Recognition

nta

n3*
R3

FOCA1/N1N1

FOCA1/n1

n4*
R4

FOCA2/N1N2

FOCA2/n1 n7*

R6

N6
n8

N5 FOCA2/N6 FOCA2/N7

FOCA2/n5 FOCA2/n6

FOCA2/n4 FOCA2/out

n5*

R5

N4
n6

N3 FOCA1/N6 FOCA1/N7

FOCA1/n5 FOCA1/n6

FOCA1/n4 FOCA1/out

dta

dta

nta

nta

rta

rta

rta

rta

dta

dta

dta

dta

nta

nta
nta

dta: diode transistor array nta: normal transistor array rta: resistor array

Bias circuitry of the dual gain amplifier:
building block circuit CB,DGAbias,r0

in

R1

R2

out

in

ip

FOCA1

FOCA2

n1

n2

b1
b2

n3
*

n5
*

in

ip b1
b2

n4
*

n7
*

rta

rta

rta: resistor array

Core circuit of the dual gain amplifier:
building block circuit CB,DGAcore,r0

scm: simple current mirror ls: level shifter

n6

ls
ls

n5*

N3 FOCA1/N6 FOCA1/N7

FOCA1/n5 FOCA1/n6

FOCA1/n4 FOCA1/out

n6

ls
ls

n5*

N5 FOCA2/N6 FOCA2/N7

FOCA2/n5 FOCA2/n6

FOCA2/n4 FOCA2/outn4*

FOCA2/N1N2

FOCA2/n1

scm

n3*

FOCA1/N1N1

FOCA1/n1

scm

Bias circuitry of the dual gain amplifier:
building block circuit CB,DGAbias,r1

outin

R1

R2

in

ip

FOCA1

FOCA2

n1

n2

b1
b2

n3
*

n5
*

in

ip b1
b2

n4
*

n7
*

Core circuit of the dual gain amplifier:
building block circuit CB,DGAcore,r1

Figure A.7.: Structure recognition results for the bias circuitry of the dual gain amplifier
(DGA) from Fig. A.5a.

106



A.6. Experimental Result

P2P1

P4P3

N6

N5

N7

out

n3

n6

N2

N1

N3

N4

in ip

b1
n1

n2

n4

n5

b2

Top/ 
N<1,2>

Top/n<3,4>* Top/
N<3,5>

Top/n<5,7>*

Top/n<6,8>

dta

dta

dta

dta

nta

nta nta

nta

nta

nta

nta

nta nta

dta: diode transistor array

nta: normal transistor array

Folded cascode amplifier: building block circuit CB,FOCA,r0

P2P1

P4P3

N6

N5

N7

out

n3

n6

N2

N1

N3

N4

in ip

b1
n1

n2

n4

n5

b2

Top/ 
N<1,2>

Top/n<3,4>* Top/
N<3,5>

Top/n<5,7>*

Top/n<6,8>

scm

ls

scm

vr2 cp

dp

scm: simple current mirror

ls: level shifter

cp cp

scm

cp: cascode pair

vr2: voltage reference 2

dp: differential pair

Folded cascode amplifier: building block circuit CB,FOCA,r1

Figure A.8.: Structure recognition results of rank zero and rank one for the folded cascode
amplifier (FOCA) from Fig. A.6.

107



A. Hierarchical Structure Recognition

ip

b1

in

P2P1

P4P3

N6

N5

N7

out

n3

n6

N3

N4

n1

n2

n4

n5

b2

ccm

wsccm

ds

ds: differential stage

ccm: cascode current mirror

wsccm: wide swing cascode current mirror

N2

N1

Top/
N<3,5>

Top/n<5,7>*

Top/n<6,8>Top/ 
N<1,2>

Top/n<3,4>*

Folded cascode amplifier: building block circuit CB,FOCA,r2

P2P1

P4P3

N6

N5

N7

out

n3

n6

N2

N1

N3

N4

in ip

b1
n1

n2

n4

n5

b2

Top/ 
N<1,2>

Top/n<3,4>* Top/
N<3,5>

Top/n<5,7>*

Top/n<6,8>

scm

ccm

wsccm

lsdp

ds: differential stage

ccm: cascode current mirror
wsccm: wide swing cascode 
current mirror

scm: simple current mirror

ls: level shifter

dp: differential pair

Folded cascode amplifier: final results CB,FOCA

Figure A.9.: Structure recognition results of rank two and final results for the folded cascode
amplifier (FOCA) from Fig. A.6.

108



B. Hierarchical Symmetry Computation

B.1. Introduction

Symmetry is a widely used design principle in analog circuit design: fully differential am-
plifiers are built by two identical circuit halves, their layout is symmetrical which improves
the accuracy, power-supply and common mode rejection ratio of the amplifier and makes
it less susceptible to manufacturing variations, cross talk, DC coupling and substrate noise
[53; 54; 55; 17].

The symmetry information inside a circuit can be further used to constrain the solution space
of numerical circuit optimization tools, e.g., Wicked [56], which improves their runtime and
the quality of the computed results [57]. Symmetries must also be considered in the circuit’s
layout to minimize the influence of parasitic mismatch on its performances [58; 59].

B.2. State of the Art and Contributions

The automatic identification of symmetries in netlists and layouts is an ongoing research
topic. Many methods thereby follow a graph-based approach. The method by [58] addition-
ally uses a sensitivity analysis, [53] grows two symmetric connection trees around a center
element, [60; 61] uses weighted bipartite graph matching, [62] adapted the Gemini II algo-
rithm [64] and [54; 63] analyze signal paths for symmetry computation in their respective
graph models. All of these methods require a fully symmetric netlist as inputs, the netlists
for [58; 60; 61] must be sized. The methods [53; 60; 61; 62; 54; 63] claim to be able to handle
near symmetries by netlist transformations. However, it is often not explained in detail how
this can be achieved.

The authors of [55; 65] extract symmetries from a circuit layout using a graph model.

The methods presented by [24; 59; 57] introduced a signal flow graph library which models
the signal flow of the analog basic building blocks from [4] qualitatively. The signal flow
graph of the given circuit is then obtained by merging the graph models of its basic building
blocks which are identified by structure recognition, e.g., [51]. The methods by [24; 59]
recursively track the signal flow from the inputs to the outputs of the circuit whilst identifying
symmetry pairs in the traversed edges. The method by [57] formulates and solves a constraint
optimization problem based on this signal flow graph to identify symmetries in the core, i.e.,
signal processing, and bias part of the circuit. The method is able to identify multiple
symmetry axes in the design.

The method by [66] implements similar ideas to [24; 59], but additionally uses machine learn-
ing algorithms to identify approximate graph symmetries based on the graph edit distance
metric.
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Figure B.1.: Overview of the hierarchical symmetry computation method.

[52] identifies analog basic building blocks by vector encodings. The same publication
presents a method which identifies symmetries in the circuit by tracking devices with iden-
tical encodings alongside signal paths similarly to [24; 59].

[67] performs a Kolmogorov-Smirnov test to measure the similarity of the eigenvalue distri-
bution of two graphs to extract symmetries from the circuit.

Most of the mentioned methods operate on device level. The methods [66; 52; 67] claim
to support hierarchical designs; they however state that they have to flatten hierarchical
designs in a preprocessing step.

[23] presents a hierarchical symmetry computation approach based on [57]. It handles circuit
hierarchies by traversing them recursively, alternately executing structure recognition, signal
flow graph generation and symmetry computation. This method does not reuse intermediate
results and cannot be parallelized due to its recursive nature.

This work presents a new hierarchical symmetry computation method. It uses the hierar-
chical structure recognition results from App. A. In contrast to [23], the circuit’s hierarchy
levels are already decoupled due to partial circuit flattening in the structure recognition
process. This enables the parallelization of symmetry computation which has, however, not
been implemented yet. Furthermore, intermediate results are reused whenever possible.

For symmetry computation itself, an algorithm similar to [24; 59] has been implemented.
However, the following adjustments have been made: the algorithm traces the signal paths
not only in forward, but also in backward direction allowing to identify symmetries in the
bias and feedback paths of the given circuit. Additional edge attributes are introduced which
define more accurate matching conditions. Approximate matching conditions for single nodes
allow a greater flexibility during symmetry computation.

B.3. Overview

Fig. B.1 gives an overview of the implemented hierarchical symmetry computation method.
It takes a structure recognition results library Lstruct, the enhanced signal flow graph library
LESFG, the supply nets Nsupply and the pin type library Lpin as inputs. In the first step, it
extends the signal flow graph library LESFG to L′

ESFG based on the structure recognition
results Lstruct of the given circuit. L′

ESFG then contains one signal flow graph for each circuit
type used to form the hierarchical design.
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An enhanced signal flow graph (ESFG) models how the input signals of a circuit traverse its
building blocks to its outputs [24; 59].

The symmetry computation is performed by an algorithm similar to [24; 59] for each element
of L′

ESFG. That algorithm recursively tracks symmetrical edges alongside the signal paths
of the given graph. The (differential) input, (differential) output and bias pins of a circuit
Ci, specified by the library Lpin, serve as starting or end point for the computations.

B.4. Signal Flow Graph Generation

Analog basic building blocks process a given (differential) input signal in various different
ways, e.g., a simple current mirror amplifies and copies a reference current from its input
to its output pin; a differential pair converts a differential input voltage into a differential
output current.

This behavior is qualitatively modelled in [59] by a so called “enhanced signal flow graph”
G(N,E). The set N contains the nodes of the graph which correspond to a subset of the nets
in the circuit. The set E contains directed edges ej = (n+, n−) which model a signal flow
between its start and end its nodes, n+ and n−, respectively. Each edge has an attribute

att(ej) = (p+, p−, bb, sst) (B.1)

which contains information about the building block bb from which the edge has been gener-
ated. The substrate type of bb is denoted as sst and the pins of bb at which the edge originates
and terminates are written as p+ and p−, respectively. The substrate type is either of type
n or p, i.e., the building block is entirely formed by NMOS or PMOS transistors, or of type
u, which is used for passive devices or a mixture of NMOS and PMOS transistors.

The attributes of two edges ek, el are identical if the following equation holds [17]:

att(ek) == att(el) ⇔ p+(ek) == p+(el) ∧ (“same start pin”)

p−(ek) == p−(el) ∧ (“same end pin”)

type(bb(ek)) == type(bb(el)) ∧ (“same building block type”) (B.2)

sst(bb(ek)) == sst(bb(el)) (“same substrate type”)

This condition is crucial to identify symmetries in a signal flow graph as will be shown in
Sec. B.5.

The graph modelG(N,E) from [51] for flat circuits has been extended for hierarchical circuits
to Gi(Pi, Ni, Ei, ti). The symbol ti denotes a circuit type from set C (see eq. (2.1)) and the
set of pins Pi ⊆ Ni represents possible connections to external signal flow graphs.

Fig. B.2 shows the signal flow graph library for the analog basic building blocks from Fig. A.3.
The signal flow of a cross coupled pair, e.g., is modelled by two antiparallel edges between
its input and its output pin.

The shown library is almost identical to the one presented in [17]. However, the following
adjustments have been made: only elements without a persistence in the structure recogni-
tion library are included; signal flows between the inner pins of more sophisticated current
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Figure B.3.: Detailed signal flow graph and corresponding edge attributes of the folded cas-
code amplifier (FOCA) from Fig. A.6. The structure recognition results used
for signal flow graph generation are shown in Fig. A.9.

mirror structures are considered in order to support folded cascode structures. The dashed
edges of the current mirrors from rank two of LESFG (see Fig. B.2) are only kept if at least
one non-optional edge of another building block starts or ends at the inner pins of these
current mirrors. Additionally, identically colored edges of building blocks of the same type
are considered symmetrical even if they originate and end at different pins of such blocks.
E.g., a differential pair converts a differential input voltage at the pins (in1, in2) into a
differential output current at the pins (out1, out2). Hence, the edges e1 = (in1, out1) and
e2 = (in2, out2) are symmetric and drawn with the same color.

The signal flow graph of a circuit is generated by merging the signal flow graphs of each of
its top-level building blocks.

Fig. B.3 shows the signal flow graph and the corresponding edge attributes for the folded
cascode amplifier (FOCA) from Fig. A.6. The circuit contains one simple current mirror, one
differential pair, two level shifters, one cascode and one wide-swing cascode current mirror
as top-level building blocks (see Fig. A.9). The signal flow through the wide-swing cascode
current mirror wsccm(N4 − N7) is modelled only by edge e10 between the nodes n4 and
out of the graph as no other non-optional edge starts or ends at its inner pins. The optional
edges from the two level shifters which would have been inserted at nodes n5 and n6 have
also been removed from the final graph due to the same reason.

The signal flow at the inner pins of the cascode current mirror has to be captured in the
graph as these pins are connected to the output pins of the differential pair via edges.

When encountering a subcircuit block during graph generation, its underlying detailed signal
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Figure B.4.: Abstract signal flow graph GA,FOCA of the folded cascode amplifier from
Fig. A.6.

flow graph has to be abstracted such that its internal behavior is simplified yet qualitatively
captured on the hierarchy level containing the subcircuit block. Therefore, an edge between
each input and each output pin of the subcircuit block is generated. Bias pins are thereby
treated as inputs, as small changes in the bias current or bias voltage signal are only reflected
at the outputs of the circuit. Hence, each subcircuit of C is associated to an abstract and a
detailed graph model GA,i and GD,i, respectively. The set of pins P and the set of nets N
are identical for all abstract signal flow graphs GA,i. Furthermore, the abstract graph model
for analog basic building blocks corresponds to its detailed graph model.

Fig. B.4 shows the abstract signal flow graph GA,FOCA of the folded cascode amplifier from
Fig. B.3. The folded cascode amplifier has one differential input, in and ip, two bias pins,
b1 and b2, and one output pin out. Hence, the abstract graph model contains four edges in
total. Each of these edges is pointing from an input or a bias pin to the output. The edges
from the differential input pins are drawn in blue as they are considered to be symmetric.

The abstract graph model of the folded cascode amplifier is then used to construct the
detailed signal flow graph of the dual gain amplifier from Fig. A.5. The corresponding signal
flow graph is shown in Fig. B.5. It consists of 16 nodes and 30 edges in total. The core
circuit instantiates the abstract folded cascode amplifier graph model GA,FOCA two times
and contains two edges each for the resistor arrays rta(R1) and rta(R2). The bias circuitry
consists of four transistor arrays which corresponds to eight edges in the graph, two simple
current mirrors, i.e., two edges, and two level shifters each of them generating two edges.
The attributes of the edges are shown at the bottom of Fig. B.5.

Algorithm 20 shows how the signal flow graph for hierarchical circuits is generated. It takes
the structure recognition results library Lstruct and the signal flow graph library LESFG

from Fig. B.2 as input. LESFG is iteratively extended by the abstract and detailed graph
models for all building block circuits CB,i of Lstruct. The algorithm first initializes L′

ESFG

as a copy of the signal flow graph library LESFG from Fig. B.2 (line 2). Then, it iterates
over the elements CB,i of Lstruct and initializes an empty detailed graph model GD,i for
each of it (lines 3 and 4). This graph model is filled in by merging the abstract graph
model GA,bb of each of its top-level building blocks into it (lines 6 - 9). A top-level building
block is either a subcircuit block of CB,i or an analog basic building block which is not part
of a higher ranked building block from the structure recognition library (Fig. A.3). If an
abstract graph model for a subcircuit block is not present in L′

ESFG yet, it is automatically
created by function findOrCreateAbstractGraphModel(bb, L′

ESFG, Lpin) as described in the
previous paragraphs and stored in L′

ESFG (line 7). After all top-level blocks of CB,i have
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p+ p− bb sst

e1 d s dta(N4) n

e2 s d dta(N4) n

e3 d s dta(N6) n

e4 s d dta(N6) n

e5 s1 in ls(N3, FOCA1/N6) n

e6 s1 in ls(N5, FOCA2/N6) n

e7 + − rta(R5) u

e8 − + rta(R5) u

e9 + − rta(R6) u

e10 − + rta(R6) u

e11 + − rta(R3) u

e12 − + rta(R3) u

e13 + − rta(R4) u

e14 − + rta(R4) u

e15 in out ls(N3, FOCA1/N<6, 7>) n

e16 in out ls(N5, FOCA2/N<6, 7>) n

e17 in out scm(N1, FOCA1/N1) n

e18 in out scm(N2, FOCA2/N1) n

core circuit

edge attribute

p+ p− bb sst

e19 b2 out FOCA1 u

e20 b2 out FOCA2 u

e21 b1 out FOCA1 u

e22 b1 out FOCA2 u

e23 ip out FOCA1 u

e24 ip out FOCA2 u

e25 in out FOCA1 u

e26 in out FOCA2 u

e27 + − rta(R1) u

e28 − + rta(R1) u

e29 + − rta(R2) u

e30 − + rta(R2) u

(b) attributes

Figure B.5.: Signal flow graph and edge attributes of the dual gain amplifier from Fig. A.5.
The structure recognition results for signal flow graph generation of the bias
circuitry are shown in Fig. A.7. The abstract signal flow graph for FOCA1 and
FOCA2 is shown in Fig. B.4.
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Algorithm 20 Hierarchical signal flow graph generation.

1: procedure buildSignalFlowGraph(Lstruct, LESFG, Lpin)
2: L′

ESFG = LESFG

3: for all CB,i ∈ Lstruct do
4: GD,i = ∅
5: Ti = findTopLevelStructures(CB,i)
6: for all bb ∈ Ti do
7: GA,bb = findOrCreateAbstractGraphModel(bb, L′

ESFG, Lpin)
8: GD,i = GD,i ∪GA,bb

9: end for
10: L′

ESFG = L′
ESFG ∪GD,i

11: end for
12: return L′

ESFG

13: end procedure

Algorithm 21 Symmetry computation for analog circuits.

1: procedure symmetryComputation(LESFG, Lpin, Nsupply)
2: Lsym = ∅
3: for all GD,i ∈ LG do
4: Pdiff,in,i = findDifferentialInputs(Lpin, GD,i)
5: Psingle,in,i = findSingleInputs(Lpin, GD,i)
6: Pbias,i = findBiasP ins(Lpin, GD,i)
7: for all (pj, pk) ∈ Pdiff,in,i :
8: diffNodeSymmetries(pj, pk, GD,i, Lsym, Pbias,i, Nsupply) // See Alg. 22
9: for all pl ∈ Psingle,in,i :

10: singleNodeSymmetries(pl, GD,i, Lsym, Pbias,i, Nsupply) // See Alg. 23
11: end for
12: return Lsym

13: end procedure

been processed, the detailed graph model GD,ti is also stored in L′
ESFG (line 10). Finally,

Algorithm 20 returns the library L′
ESFG in line 12 all which contains all generated signal

flow graphs.

The signal flow graph generation for a hierarchy level is decoupled from all other hierarchy
levels in the design as the partial circuit flattening method from Sec. A.4 made the required
hierarchical information to model the signal flow available on each hierarchy level. Hence,
signal flow graph generation can be parallelized.

B.5. Signal Path Analysis

Algorithms 21 - 26 show the implemented symmetry computation method for analog circuits.
As shown in the previous section, partial circuit flattening allows to decouple the circuit
hierarchy levels for signal flow graph generation. The same is true for symmetry computation:
Algorithm 21 simply iterates over every element of a given enhanced signal flow graph library
LESFG in line 3 and executes Algorithms 22 and 26 in lines 7 and 10 which perform the actual
computations for the given graph GD,i without requiring to traverse the circuit hierarchy.
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The library Lpin contains the following information for each circuit type ti:

� a set of differential input pins Pdiff,in,i ⊆ (Pi × Pi),
� a set of single input pins Psingle,in,i ⊆ Pi,
� and a set of bias pins Pbias,i ⊆ Pi.

The single and differential input pins carry the (differential) input signals processed by the
circuit. The bias pins provide voltages or currents which set the operating point of the circuit
and do not process any signals in general.

Algorithm 21 uses the sets Pdiff,in,i and Psingle,in,i, which are determined by functions find-
DifferentialInputs(Lpin, GD,i) and findSingleInputs(Lpin, GD,i) in lines 4 and 5, as start-
ing points of Algorithms 22 and 26. These track the (differential) input signals through the
graph alongside symmetrical edges recursively. The recursive search stops when a bias pin
or a supply net of the circuit has been reached. The output pins of the circuit have been
explicitly excluded as termination criterion as there might be feedback paths in the circuit
which have to be traced back.

Algorithms 22 and 26 partition a given detailed signal flow graph GD into the following five
sets:

� Ns: this set contains all nodes of the graph which are not considered symmetric to any
other node of the graph. However, incoming and outgoing edges of such nodes can be
pairwise symmetrical.

� Es: this set contains all edges which do not yield any symmetry condition. They simply
transfer a signal from one node to another.

� Ndiff : this set contains all symmetrical node pairs of the graph. Two nodes are sym-
metric if it is possible to pairwise match their incoming and outgoing edges.

� Ediff : this set contains all symmetrical edge pairs in the graph. Two edges are sym-
metric if their attributes match, i.e., eq. (B.2) holds, and if they origin or end at the
same node or a symmetrical node pair.

� Ecl: this set stores all conversion links of a graph, i.e., edges which convert a differ-
ential signal into a single ended signal. Conversion links are self-symmetric, i.e., their
corresponding devices must be sized identically and layed out symmetrically.

These sets are stored in the library Lsym which is the output of Algorithm 21.

Fig. B.6 shows several different scenarios of node and edge connectivity which can be encoun-
tered in a signal flow graph during symmetry computation. Their corresponding partitioning
is annotated under each of them.

The nodes n1 and n2 are symmetric as it is possible to pairwise match their incoming and
outgoing edges.

Node n5 is a merge point in the graph, i.e., two symmetrical edges end in n5 which corre-
sponds to merging a differential signal into a single ended one.

The branch node n6 splits a single ended signal into a differential one by two symmetrical
edges.

A special case of signal conversion occurs when a differential signal is merged from one node
into the other by one self-symmetric edge. Such edges are called “conversion links” from
now on. In the example, edge eout,n9,1 converts the differential signal at nets (n9, n10) into
a single ended one. The merge point is n10 as the conversion link ends there.
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Figure B.6.: Different node and edge types encountered during symmetry computation. Sym-
metry conditions are indicated by blue arrows.
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Algorithm 22 Symmetry computation for differential nodes.

1: procedure diffNodeSymmmetries(ni, nj, GD)
// Additional inputs Lsym, Pbias and Nsupply not shown.

2: Nm = detectConversionLinks(ni, nj, GD) // Alg. 24.
3: if Nm ̸= ∅ then
4: Ns, Ndiff = matchEdges(Ein,ni

, Ein,nj
, GD) // Alg. 25.

5: for all (nk, nl) ∈ Ndiff : diffNodeSymmetries(nk, nl, GD) // Recursion.
6: for all np ∈ Nm ∪Ns : singleNodeSymmetries(np, GD) // Alg. 23.
7: else
8: Ns, Ndiff = edgeSymmetries(ni, nj, GD) // Alg. 25.
9: for all np ∈ Ns : singleNodeSymmetries(np, GD) // Alg. 23.
10: for all (nk, nl) ∈ Ndiff : diffNodeSymmetries(nk, nl, GD) // Recursion.
11: end if
12: end procedure

Algorithm 23 Recursive symmetry computation for single nodes.

1: procedure singleNodeSymmetries(ni, GD)
// Additional inputs Lsym, Pbias and Nsupply not shown.

2: if isBiasP in(ni) or isSupplyNet(ni) then
3: return
4: end if
5: Ns, Ndiff = edgeSymmetries(ni, GD) // Alg. 26.
6: for all (nk, nl) ∈ Ndiff : diffNodeSymmetries(nk, nl, GD) // Alg. 22.
7: for all nj ∈ Ns : singleNodeSymmetries(nj, GD) // Recursion.
8: end procedure

Algorithms 22 and 26 require a known symmetrical node pair (ni, nj) or an unsymmetrical
single node ns as starting point for symmetry computation. From there, the signal paths of
the graph are tracked recursively alongside incoming and outgoing symmetrical edge pairs.
Typically used starting points are the (differential) input pins of the given circuit which are
provided by the library Lpin. However, any other internal known symmetrical node pair or
unsymmetrical node of the circuit would be suitable. The pin library Lpin must thereby be
specified by the designer.

Algorithm 22 discovers symmetries at a differential node pair (ni, nj) as follows: It first
detects all conversion links between ni and nj by calling Algorithm 24 in line 2. The detected
conversion links are thereby removed from GD. Furthermore, this method returns the merge
point of the detected conversion link and stores it in the set Nm. If Nm is not empty, i.e.,
there is a conversion link between ni and nj, symmetries in the merged single ended signal
are computed by calling Algorithm 23 (line 6). Before that however, symmetries in the
incoming edges of (ni, nj) have to be detected by calling Algorithm 25 in line 4.

If there is no conversion link between (ni, nj), then all edge symmetries in the incoming
and outgoing edges of the two nodes have to be computed (lines 8 - 10). The sets Ns and
Ndiff , computed by Algorithm 25 in line 8, contain the next node (pair) which has to be
investigated by either calling Algorithm 23 or itself recursively.

Algorithm 23 determines further symmetries at a single node ni of graph GD. It operates
as follows: it calls Algorithm 26 which partitions the incoming and outgoing edges into the
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in out1

in

out2 out3 outk

out1 out2 out3 outk

current mirror bank signal flow graph current mirror bank

Figure B.7.: A current mirror bank and its corresponding signal flow graph. A unique edge
mapping does not exist.

Algorithm 24 Detection of conversion links.

1: procedure detectConversionLinks(ni, nj, GD)
// Results Nm, Ecl, Ediff are stored in Lsym.

2: Nm = ∅
3: Ecl = findConnectingEdges(ni, nj)
4: GD = GD \ Ecl

5: for all ek ∈ Ecl do
6: if getEndNode(ek) == ni and Eout,ni

== ∅ : Nm = Nm ∪ ni

7: if getEndNode(ek) == nj and Eout,nj
== ∅ : Nm = Nm ∪ nj

8: end for
9: if both ni, nj ∈ Nm then // Antiparallel edges.

10: Nm = ∅
11: end if
12: return Nm

13: end procedure

sets Es and Ediff (line 5). Furthermore, that algorithm determines the next single nodes
Ns and node pairs Ndiff to investigate based on these two sets. Algorithm 23 iterates over
Ns and Ndiff either calling itself recursively or calling Algorithm 22. The algorithm stops
immediately when ni is a bias pin or a supply net of the circuit as these net types in general
do not carry any signal information.

Additionally, bias pins are often input to a reference current of a current mirror bank which
copies and distributes those currents to different branches of the circuit. The attributes of
the generated current mirror bank edges have all identical attributes which could lead to
falsely identified symmetry pairs in the circuit. This is another reason why bias pins are not
taken as start point for symmetry computation. Instead, the edges in the signal flow graph
are traced back to the bias and supply pins of the circuit to determine symmetries in the
bias part of the circuit.

Algorithm 24 shows how conversion links between two nodes ni and nj are detected in a
graph GD. In line 2, the algorithm initializes the set of merge points Nm empty. Then it
tries to find edges connecting ni with nj by calling function findConnectingEdges(ni, nj)
in line 3, i.e., edges which have ni and nj as start and end node or vice versa, respectively.
These edges are removed from the graph GD and determined self-symmetric (line 4).

Afterwards, the algorithm computes the merge point of the two nodes for each detected
conversion link Ecl in lines 5 - 8: a signal merges from node ni into node nj if there is an
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Algorithm 25 Computation of edge symmetries for differential nodes.

1: procedure edgeSymmetries(ni, nj, GD)
2: Ns,in, Ndiff,in = matchEdges(Ein,ni

, Ein,nj
, GD)

3: Ns,out, Ndiff,out = matchEdges(Eout,ni
, Eout,nj

, GD)
4: return Ns,in ∪Ns,out, Ndiff,in ∪Ndiff,out

5: end procedure

6: procedure matchEdges(Eni
, Enj

, GD)
// Results Ns, Ndiff , Ediff are stored in Lsym.

7: Ns, Ndiff , Ediff = ∅
8: for all ek ∈ Eni

do
9: el = findMatchingEdge(Enj

, ek)
10: Ediff = Ediff ∪ (ek, el)
11: np = getOtherEnd(ek, ni), nq = getOtherEnd(el, nj)
12: if np == nq then // Merge point detected.
13: Ns = Ns ∪ {np}
14: else // New node symmetry detected.
15: Ndiff = Ndiff ∪ (np, nq)
16: end if
17: end for
18: GD = GD \ Ediff

19: return Ns, Ndiff

20: end procedure

edge connecting ni with nj (line 6). Furthermore, the set of outgoing edges Eout,ni
must be

empty after removing Ecl from the graph. Otherwise, the signal continues to be processed
at ni. The same conditions hold for an edge merging a signal from nj into ni (line 7).

A special case occurs when both ni and nj have been inserted into Nm: this can happen if
the two nodes are connected by anti-parallel edges (line 9). Then, no signal merging in the
conventional sense took place and Nm is emptied again in line 10.

Finally, the algorithm returns the detected merge points Nm (line 12).

Algorithm 25 identifies new merge points Ns, symmetrical node pairs Ndiff and symmetrical
edge pairs Ediff based on the incoming (line 2), i.e., Eni,in and Enj ,in, and the outgoing
(line 3), i.e., Eni,out and Enj ,out, edges of a given node pair (ni, nj). In this stage of the
algorithm, the conversion links between ni and nj have already been removed from the graph
GD. Hence, it must be possible to match all remaining edges pairwise. The algorithm thereby
uses the function matchEdges(Eni

, Enj
, GD) shown at the bottom of Algorithm 25. That

function initializes the set of merge points Ns, symmetrical nodes Ndiff and symmetrical
edges Ediff empty (line 7). Then in lines 8 and 9, it iterates over all edges of ek ∈ Eni

and
tries to find an edge el ∈ Enj

which has the same attributes as nj according to (B.2). The
detected symmetrical edge pair (ek, el) is stored in Ediff in line 10 and the next nodes np

and nq which have to be investigated are determined by the function:

getOtherEnd(e, n) =

{
n+ , if n == n−,

n− , if n == n+

(B.3)
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Algorithm 26 Computation of edge symmetries for single nodes.

1: procedure edgeSymmetries(ni, GD)
2: Ns,in, Ndiff,in = matchEdges(Ein,ni

, GD)
3: Ns,out, Ndiff,out = matchEdges(Eout,ni

, GD)
4: return Ns,in ∪Ns,out, Ndiff,in ∪Ndiff,out

5: end procedure

6: procedure matchEdges(Eni
, GD)

// Results Ns, Ndiff , Es, Ediff are stored in Lsym.
7: Ns, Ndiff , Es, Ediff = ∅
8: for all ej ∈ Eni

do
9: if hasMatchingEdge(Eni

, ej) then // Branch point detected.
10: ek = findMatchingEdge(Eni

, ej)
11: Ediff = Ediff ∪ (ej, ek)
12: (np, nq) = getOtherEnds(ej, ek)
13: Ndiff = Ndiff ∪ (np, nq)
14: else // Simple signal transfer.
15: Ns = Ns ∪ getOtherEnd(ej, ni)
16: Es = Es ∪ ej
17: end if
18: end for
19: GD = GD \ (Es ∪ Ediff )
20: return Ns, Ndiff

21: end procedure

in line 11. This function determines whether n corresponds to the start or the end node of
e and returns its corresponding other node.

In the next step, the algorithm determines whether (ek, el) merges a differential signal into a
single ended one by evaluating whether np and nq correspond to the same node (line 12). If
a merge point has been detected, np is stored in Ns (line 13); otherwise, (np, nq) is inserted
into Ndiff as a new node symmetry has been detected (line 15). Finally, in lines 18 and 19,
the identified edge symmetries Ediff are removed from GD and the algorithm returns Ns and
Ndiff .

Algorithm 26 computes the symmetries in the incoming and outgoing edges in lines 2 and 3
for a single node ni, similarly to Algorithm 25 for differential node pairs. The function
matchEdges(Eni

, GD) shown at the bottom of the algorithm first initializes the sets Ns,
Ndiff , Es and Ediff empty (line 7). Then, it iterates over all edges ej ∈ Eni

and tries
to find another edge ek ∈ Eni

which has the same attributes as ej by calling function
hasMatchingEdge(Eni

, ej) (lines 8 and 9). If that is the case, the corresponding edge pair
is inserted into Ediff and the new differential node pair (np, nq) into Ndiff (lines 10 - 13). If
no matching edge is found for ej, then the signal simply flows through ej to its other end
node (lines 15-16). That node and ej are inserted into Ns and Es, respectively.

Finally, the algorithm removes the edges in Es and Ediff from GD and returns the node sets
Ns and Ndiff in lines 19 and 20.
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Figure B.8.: Symmetry computation on the graph model of the folded cascode amplifier from
Fig. B.3. Each iteration shows intermediate steps of Algorithms 21 - 26.
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B.6. Experimental Result

The implemented algorithms are illustrated at the example of the signal flow graph of the
folded cascode amplifier from Fig. B.3 in the following. The starting point is the differential
input pin pair (in, ip), the bias pins of the circuit are given as b1 and b2, the output pin
as out. The nodes which are currently processed in each step are marked by double circles.
Underneath each step, the computed intermediate results are shown.

In the first step, Algorithm 22 detects the differential edge and differential node symmetries
(e4, e5) and (n2, n3) in the graph, respectively. The edges e4 and e5 are symmetric because
their attributes fulfil eq. B.2: they originate and end at the input and output pins of the
differential pair dp(N2, N3). The two edges are afterwards removed from the graph and
Algorithm 22 calls itself recursively for (n2, n3). Here, the algorithm discovers the conversion
link e8, the edge symmetries (e2, e3), (e6, e7), the merge point n1 and the symmetrical node
pair (n4, out). Node n3 is not treated as merge point as there is still another outgoing edge
at node n2 after the removal of e8 from the graph. Algorithm 22 calls itself recursively again
for (n4, out) where it detects the conversion links e9 and e10, the edge symmetry (e11, e12)
and node out as merge point of the differential input signal (e6, e7). Furthermore, edge e1 has
been classified by Algorithm 23 as an edge which does not yield any symmetry conditions
and b2 as branch point of e11 and e12. In the last step, symmetry computation terminates
as all edges of the graph have been processed.

Fig. B.9 shows the final symmetry computation results for the dual gain amplifier from
Fig. A.5, Fig. B.10 the results for its folded cascode amplifier subcircuits FOCA1 and
FOCA2. The results for the dual gain amplifier have been computed with the input pin in
and the signal flow graph from Fig. B.5 as inputs.

A method to annotate the identified conversion links and symmetrical edge pairs back to
device level is described in [17], Sec. 5.3.3. A similar method has been implemented for this
work which is additionally supporting the back-annotation to subcircuit block level.

Overall, nine symmetrical device pairs and one symmetrical subcircuit block pair have been
identified on the top-level of the dual gain amplifier. Six more device symmetries have been
found in each of the folded cascode amplifiers FOCA1 and FOCA2.

B.7. Discussion and Limitations

The implemented method is greedy, i.e., it accepts any edge pair as symmetric as long as their
attributes fulfil eq. (B.2) and if they origin or end at a symmetrical node pair. Hence, wrong
results can be produced when ambiguities are encountered during symmetry computation as
shown on the left of Fig. B.11: the four outgoing edges of n1 all have identical attributes.
However, only nodes (n2, n3) and (n4, n5) are symmetrical in the circuit. Hence, the greedy
approach can result in falsely identified symmetry pairs as shown in the center of the figure.
A mechanism which resolves such ambiguities has been presented by [24]. This mechanism
has not been implemented yet.

Conversion links typically consist of only one edge in the graph. However, there might be
scenarios where a signal is merged into another one by a series of edges as shown on the
right side of Fig. B.11. The edges of such conversion paths must be either all self-symmetric
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Figure B.9.: Symmetry computation results for the bias circuitry (a) and the core circuit (b)
of the dual gain amplifier from Fig. A.5.
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B.7. Discussion and Limitations
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Figure B.12.: Multiple symmetry axes in a graph.

or point symmetric around the center of such a path. Conversion paths can be detected
by a depth-first search algorithm [68]. However, this mechanism has not been implemented
yet.

Finally, multiple symmetry axes in a circuit as shown in Fig. B.12 cannot be detected yet.
The presented algorithms can identify the node symmetries (in1, in2), (in3, in4) and (n1, n2),
but not that [(in1, in2), (in3, in4)] are also symmetric.

The work by [17], Sec. 5.1.5, overcomes this problem by a so-called “symmetry equivalence
transformation”. It combines detected node and edge symmetries into graph components
which each represent one of the detected symmetries. In the example on the right, nodes
in1∗, in3∗ and n1∗ are the symmetry equivalents for (in1, in2), (in3, in4) and (n1, n2). The
symmetry computation algorithm is then rerun for the resulting equivalence graph which
reveals further symmetries and symmetry axes in the circuit. These two steps are repeated
until no more new symmetries are discovered in the circuit. However, also this method has
not been implemented yet.
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C. Manual Power-Down Mode Revision

The verification results computed by the power-down verification method from Chap. 3 can
be used to revise and resolve the detected errors in the power-down circuitry of a given circuit.
In the following, three heuristics are presented to analyze the provided error report.

The design errors are handled according to their severeness, i.e., short circuit paths are
handled before dealing with matching and symmetry violations and floating nets. Finally,
redundant power-down transistors are identified and removed from the circuit.

After taking one or more of the following measures, it must be verified that no new design
errors are introduced by inserting or replacing a power-down transistor by re-running the
verification method.

Step 1: Short Circuit Paths

Short circuit paths can be classified into three different types: definite, potential and
induced [9].

All devices of a definite short circuit path are conducting in power-down mode, i.e., the
gates of its transistors are connected to a net with voltage level gnd for PMOS and vdd for
NMOS transistors, respectively. A definite short circuit path can be shut off as follows: if
it runs over one or more power-down transistors, removing at least one of those transistors
will switch it off. The net which has been previously pulled to vdd or gnd by the removed
power-down transistor takes the opposite voltage level automatically. If it does not run
over a power-down transistor, a net on that path has to be split up according to the rip-up
patterns from Fig. 1.6.

A current path is a potential short circuit path if the gate of at least one of its transistors is
connected to a floating net. The state of such a transistor is not predictable and could cause
a current flow in the circuit. By inserting an additional power-down transistor to force at
least one of those transistors into the non-conducting state will switch the potential current
flow off.

Induced short circuit paths are caused by other potential or definite short circuit paths
which run over at least one of the gates of the induced path. Therefore, all potential and
definite short circuit paths should be fixed first. Afterwards, the induced current flows either
disappeared or turned into definite or potential ones. In the latter case, additional measures
have to be taken as described above.

The detected current paths in the dual gain amplifier from Fig. 3.6 are definite and run
over the power-down transistors PP1 and NP3 inside the folded cascode amplifiers FOCA1
and FOCA2. Hence, removing one of these transistors from the circuit will shut them off.
Removing PP1 however would allow the ground voltage to propagate to the input pin in of
the folded cascode amplifiers which would stress their differential pair dp(N2, N3). Hence,
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Figure C.1.: Measures taken to fix the short circuit paths of the dual gain amplifier and its
folded cascode amplifier subcircuits from Figs. 3.6 and 3.7.
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NP3 must be removed from the circuit. The corresponding modified power-down circuitry
is shown in Fig. C.1.

Step 2: Matching and Symmetry Violations

A matching or a symmetry violation is reported whenever the voltage levels at the pins of a
matched or symmetrical subcircuit pair differ from each other.

If one of the pins is connected to a floating net and the other to a net with voltage level vdd or
gnd, then a power-down transistor can be added to pull the floating net to the corresponding
voltage level.

If both nets have different defined voltage levels, i.e., vdd and gnd, it can be checked whether
one of those nets is pulled to vdd or gnd by a power-down transistor. That transistor can
be replaced by another power-down transistor which pulls the net to the opposite voltage
level.

If both nets have different defined voltage levels and both are not connected to a power-
down transistor, then it is not possible to resolve the symmetry violation by the above
stated measures. In those cases, it must be decided by the designer whether the affected
subcircuits are critical for the operation of the circuit and whether the error can be waived or
not. If the error cannot be waived, additional measures, e.g. isolating the affected subcircuits
in power-down mode by pass gates, must be considered.

By removing NP3 from the power-down circuitry of the folded cascode amplifiers in the
previous step, all matching and symmetry violations reported in Sec. 3.5.1 have been resolved.
The supply voltage propagates over the top level to the output pins of the folded cascode
amplifiers which then fulfill the matching constraints at their cascode and wide-swing cascode
current mirrors. Furthermore, N2 and N3 are conducting. The supply voltage can now
propagate to n1 and n3 which sets the previously floating nets to a defined voltage level.
The matching constraints at the simple current mirrors and level shifters which are each
formed by one device of the bias circuitry of the dual gain amplifier and by one device of
its folded cascode amplifiers are also fulfilled. The resistors R3 and R4 pull the nets n31
and n41, i.e., the input pins of the simple current mirrors, to vdd which corresponds to the
voltage level at their output pins, i.e., vdd at net n1 of FOCA1 and FOCA2. It can be
shown that the constraints at the level shifters hold analogously.

Hence, no measures have to be taken for the two circuits as shown in Fig. C.2. A subsequent
verification run does not report any short circuit paths, floating nodes or matching violations
in power-down mode.

Step 3: Floating Nets and Redundant Power-Down Transistors

After steps one and two have been successfully executed, the remaining floating nets of the
circuit can either be pulled to vdd or gnd by power-down transistors or they can be left
floating to reduce the area occupied by the power-down circuitry. This must be carefully
decided by the designer.

Furthermore, power-down transistors which can be removed from the power-down circuitry
whilst maintaining its functionality can be identified as follows: a power-down transistor is
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Figure C.2.: Measures taken to resolve matching and symmetry violations in the dual gain
amplifier and its folded cascode amplifier subcircuits from Figs. 3.6 and 3.7.
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Figure C.3.: Measures taken to reduce the area of the power-down circuitry of the dual gain
amplifier and its folded cascode amplifier subcircuits from Figs. 3.6 and 3.7.
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redundant at net n of the circuit, if there exists another conducting path from n to the supply
or ground net of the circuit which does not run over the examined power-down transistor,
i.e., gnd or vdd would inherently propagate to n.

In the dual gain amplifier from Fig. C.2, the input pins ip of the folded cascode amplifiers
FOCA1 and FOCA2 are connected by net in. Hence, pulling this net to vdd by a power-
down transistor allows to remove PP2 from the folded cascode amplifiers. Furthermore, the
pins in and out of FOCA1 and FOCA2 are connected with each other over the resistors
R1 and R2. Hence, inserting a power-down transistor at the output pin of the dual gain
amplifier allows the supply voltage to propagate to the afore-mentioned pins of the folded
cascode amplifiers. Hence, PP1 can be removed again from FOCA1 and FOCA2. Fig. C.3
illustrates the above taken measures. Overall, two power-down transistors can be removed
from the hierarchical design whilst still maintaining its functionality.
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