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Abstract

Multi-injector burners offer a high NOx emissions reduction potential due
to the achievable mixture homogeneity and short residence time in the
combustion chamber. This potential is reduced by the loss of mixture quality
caused by the flow instabilities in the head section originating from the
180◦ flow turn upstream of the injectors. A deep understanding of this
phenomenon helps optimize the flow path in the head section within the
spatial and pressure loss constraints of gas turbine combustors to obtain
minimal NOx emissions. In this work, a new model approach was developed
to calculate the mixing quality of single injector elements with jet-in-crossflow
fuel injection into the turbulent air flow based on experimental data and using
the output-based Proper Orthogonal Decomposition (O-POD) approach. The
model input is the so-called observable vector, which describes the fluid
mechanical effects influencing the mixture quality. The target quantity is
the probability mass function (PMF) of the equivalence ratio at the injector
outlet. This approach allows a fast estimation of the mixing PMF during the
optimization process of the flow path in the head section, which is otherwise
only accessible with complex experimental or numerical approaches. The
performance of the model was demonstrated with 21 reference datasets, for
which a good match between the measurement results and the model output
was obtained.

Keywords: Multi-injector burners, NOx emissions, mixture quality
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Zusammenfassung

Multi-Injektor Brenner bieten ein hohes Potential zur Reduzierung der
NOx-Emissionen aufgrund der hohen erreichbaren Mischqualität und
kurzen Aufenthaltszeit in der Brennkammer. Dieses Potential wird durch
die Erhöhung der Ungemischtheit aufgrund der Strömungsinstabilitäten
im Brennerkopf vermindert, die durch die 180◦ Umlenkung der Strömung
stromauf der Injektoren verursacht werden. Ein tieferes Verständnis dieses
Phänomens hilft bei der Optimierung der Brennergeometrie im Hinblick auf
geringe NOx Emissionen unter Berücksichtigung der Designanforderungen
von Gasturbinenbrennern in Bezug auf den verfügbaren Platz sowie
den Gesamtdruckverlust. In dieser Arbeit wurde ein Modell zur
Berechnung der Mischqualität in einzelnen Injektoren mit Jet-In-Crossflow
Brennstoffeindüsung anhand experimenteller Daten und der O-POD
Methode (engl. output-based Proper Orthogonal Decomposition) entwickelt.
Die Eingangsgröße ist der sogenannte "observable" Vektor, welcher die
strömungsmechanischen Effekte beschreibt, die zu einer Erhöhung
der Ungemischtheit führen. Die Wahrscheinlichkeitsdichtefunktion des
Äquivalenzverhältnisses am Injektoraustritt wird als Zielgröße betrachtet.
Das Modell ermöglicht eine schnelle und einfache Einschätzung der
Mischungsstatistik am Injektoraustritt, welche sich ansonsten nur mittels
komplexer experimenteller oder numerischer Ansätze bestimmen lässt. Die
Anwendbarkeit des Modells wurde mit 21 Referenzdatensätze demonstriert,
für welche eine gute Übereinstimmung zwischen der gemessenen und der
mit dem Modell berechneten Wahrscheinlichkeitsdichtefunktion erreicht
wurde.

Schlüsselwörter: Multi-Injektor Brenner, NOx Emissionen, Mischqualität
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1 Introduction

1.1 Motivation

Gas turbines are a key technology to stabilize the electrical power supply
in grids with increasing contribution from renewable energy power plants
with fluctuating energy output. The efficient utilization of fuels created
from renewable energy sources (e.g., natural gas from power-to-gas plants)
combined with minimal NOx and CO emissions is essential for the energy
transition. In order to increase the efficiency of lean premixed gas turbine
systems, the firing temperature must be increased, and the residence time
of the reactants in the combustion chamber must be reduced to suppress
the associated increase of NOx emissions. High mixture homogeneity is also
essential for avoiding the occurrence of temperature peaks [6]. In this context,
multi-injector burners are a promising alternative to state-of-the-art swirl
burners.

Multi-injector burners were already widely investigated in the literature.
Matt et al. [7] presented a surface burner concept with which low emission
values could be achieved. This concept was not competitive due to the
high manufacturing costs and susceptibility to thermo-acoustic instabilities.
Tacina et al. [8] proposed a cost-optimized improvement of this concept
consisting of 36 single injectors arranged symmetrically in a 15◦ surface
section, as shown in fig. 1.1. The fuel is evenly distributed into the injectors
with a distributor welded inside the surface plate. This concept could not
enter the gas turbine market despite the achieved low NOx emissions values
as the problems with combustion instabilities remained.

1



Introduction

Fuel

Air

Fuel distributor welded
inside of the plate

Combustion
chamber

Figure 1.1: Surface burner concept proposed by Tacina et al. [8].

(a) Single stage burner configuration (b) Piloted system

Fuel

Air

Pilot stage
Combustion
chamber

Figure 1.2: Schematic representation of the can combustor investigated by
Lückerath, Schütz and Rödiger et al. [9–11]: (a) single stage, (b)
piloted system.

Lückerath et al. [9] investigated the flame position and the emission values
of a multi-jet can combustor consisting of 12 single injectors arranged
symmetrically around the combustor middle axis, as shown in fig. 1.2(a).
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1.1 Motivation

The combustor was operated with natural gas and hydrogen, which were
injected in jet-in co-flow through a fuel lance centered in the injector. They
obtained the lowest NOx emissions by increasing the jet exit velocity and
thus enhancing the mixture quality at the same mean global equivalence
ratio. Schütz et al. [10] made this combustor concept more suitable for gas
turbine applications by increasing the power density, also obtaining relatively
low emission values. Rödiger et al. [11] increased the operational range of
this combustor at lower jet-momentum with satisfactory emission values by
changing the air-fuel premixer to a jet-in-crossflow injector and introducing
an additional swirl-stabilized pilot stage in the combustor middle axis, as
depicted in fig. 1.2(b).

Diffuser

Combustor

Igniter

Plenum

Injector

Transition

Air

Fuel

180◦ flow
turn

Figure 1.3: Air flow path upstream of the injectors [12].

The combustor in gas turbines is not placed between the compressor and the
turbine, as in aircraft engines. Instead, it is mounted diagonally with respect
to the middle axis of the compressor in order to keep the rotor length as
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short as possible. In addition, the combustor must be retractable without
dismounting the engine casing for maintenance purposes. The combustion
air is also used to cool the combustor walls. Consequently, the combustion air
follows a complex flow path downstream of the compressor, which includes a
180◦ flow turn upstream of the inlet section of the injectors, as shown in fig.
1.3. This sketch shows a meridional cross-section in a typical industrial and
power gas turbine where the air flow from the compressor stage is distributed
to some can combustors arranged around the circumference of the engine.

This flow path might lead to uneven air distribution through the injectors and
high asymmetries of the injector inlet velocity, affecting the mixture quality
downstream of the injectors compared with that under symmetric inflow
conditions. The correlation between the air flow field at the injector inlet and
the mixing quality has not been investigated in the literature and remains
uncertain in the development of future gas turbine combustors. The results
of this work aim to fill this gap.

1.2 Research Target

The turbulent flow distribution in such complex geometries as the
studied combustor can be calculated efficiently and accurately using
Reynolds-averaged Navier Stokes (RANS) – Computational Fluid Dynamics
(CFD). In contrast, the mixture quality at the injector outlet requires
much more complex approaches like Large Eddy Simulations (LES)
with a significantly higher computational cost. Alternatively, time-resolved
measurement techniques can be used, but the data must be linked to
the corresponding turbulent flow distribution in the head section for
optimization purposes. This limitation restricts the use of such complex
approaches to optimize the flow path in the burner head to obtain optimal
NOx emissions. The complexity of the problem can be reduced by considering
the mixing process in an individual injector for a limited number of inflow
situations occurring in generic engine configurations. Since the mixing
statistic at the injector outlet under arbitrary inflow conditions is needed for
optimization, a methodology is required to retrieve the mixing data from the
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obtained datasets.

This work presents a new model approach to correlate the inflow conditions
with the mixture quality based on a limited number of datasets for an
injector element. For this purpose, the output-based proper orthogonal
decomposition approach (O-POD) is applied. Here the injector inflow
conditions are given as the model input with the so-called observable vector.
The mixing quality is quantified with the probability mass function (PMF)
describing the frequency of occurrence of equivalence ratio values (φ) at the
injector outlet around the mean φ. This function, referred to as the mixing
PMF, is the target quantity of the model.

The model is derived from experimental and numerical data for a generic
multi-injector burner with the injectors arranged symmetrically around the
middle axis in two rows. Jet-in-crossflow injectors with turbulence generators
are used as air-fuel premixers. The observable vectors describing the injector
inflow conditions are calculated by post-processing RANS-CFD simulation
data on the flow path upstream of the injectors. This simulation approach
is validated with experimental data on the integral mass flow distribution
through the injectors. The mixing PMF is determined experimentally using
LIF (Laser-induced Fluorescence) of Uranin in water [13–15] and high-speed
imaging in a water channel test rig.

1.3 Thesis Outline

In chapter 2, the fundamentals of turbulent mixing and the similarity rules
of the water channel and the reacting flow are presented, followed by a
description of the used injection strategy. The O-POD model approach and
the reaction mechanisms for NOx formation are explained afterwards. The
experimental methods to quantify the inflow distribution and the mixing
PMF are outlined in chapter 3. The RANS-CFD approach to determine the
observable vectors is explained in chapter 4. The observable and mixing PMF
datasets used to generate the O-POD model are presented in chapter 5. Here
the results regarding the dependency of the mixing PMF on the Reynolds
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number, the momentum flux density ratio, and the inflow distortion in the
burner head are discussed in detail. Then, the potentially resulting NOx

formation in the studied multi-injector burner is estimated with the obtained
mixing data in chapter 6. The application of the O-POD model approach to
predict the mixing PMF for arbitrary inflow conditions is presented in chapter
7. Finally, the conclusions and an outlook with potential future research work
are provided in chapter 8.
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2 Theory

In this chapter, the theoretical basis for the present work is provided. First, the
main concepts and governing equations of turbulent flows are introduced,
followed by a discussion of the similarity rules for the water channel test rig
and the reacting flow. The injection strategy and the numerical description
of the fluid mechanical effects associated with the inflow distortion in the
burner head are presented afterwards. Then the developed O-POD model to
correlate the inflow conditions with the mixing statistic is presented. Finally,
the reaction mechanisms for NOx formation are discussed.

2.1 Turbulent Flows

Turbulent flows are present in nature and many engineering applications,
like the water currents below the surface of oceans and the boundary
layer growing on aircraft wings, as instability of laminar flows at increasing
Reynolds number. These are characterized by their randomness and
diffusivity, which cause rapid mixing and increased momentum, heat, and
mass transfer rates. It makes statistical approaches necessary to solve
engineering problems involving turbulence. Furthermore, the dissipated
turbulent kinetic energy must be continuously supplied to maintain the
turbulent flow regime [16].

2.1.1 Governing Transport Equations

The motion of an incompressible fluid in a turbulent flow regime is
characterized by the velocity and pressure field (ui , p), which are determined
by solving the so-called Navier-Stokes equations [16]:
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∂ũi

∂t
+ ∂

∂x j
(ũ j ũi ) = 1

ρ

∂

∂x j
(−p̃δi j +2µs̃i j ), (2.1)

∂ũi

∂xi
= 0, (2.2)

with

s̃i j = 1

2

(
∂ũi

∂x j
+ ∂ũ j

∂xi

)
· (2.3)

Furthermore, the mixing of a component, whose concentration c does not
affect the properties of the main flow, is governed by the passive scalar
conservation equation, which includes the convective and diffusive scalar
mass transport [17, 18]:

∂c̃

∂t
+ ∂

∂xi
(ũi c̃) = ∂

∂xi

(
D
∂c̃

∂xi

)
· (2.4)

A numerical solution to these equations requires an extremely high spatial
and temporal resolution to resolve all small-scale turbulence structures. The
most widely accepted method to reduce the computational cost consists of
decomposing the flow variables as the sum of their mean value and the
turbulent fluctuation: ũi = Ui + u′

i ; p̃ = P + p ′; c̃ = C + c ′. By applying this
decomposition to eq. 2.1-2.4 and calculating the time average of each term,
one obtains the Reynolds-averaged Navier Stokes equations (RANS):

∂Ui

∂t
+ ∂

∂x j
(U jUi ) = 1

ρ

∂

∂x j
(−Pδi j +2µSi j −ρu′

i u′
j ), (2.5)

∂Ui

∂xi
= 0, (2.6)

∂C

∂t
+ ∂

∂xi
(UiC ) = ∂

∂xi

(
D
∂C

∂xi
−u′

i c ′
)

, (2.7)
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with:

u′
i u′

j =
1

∆t

∫ t0+∆t

t0

u′
i u′

j , (2.8)

u′
i c ′ = 1

∆t

∫ t0+∆t

t0

u′
i c ′· (2.9)

The term in the bracket on the right side of eq. 2.5 represents the sum of
three stresses: the isotropic stress of the mean pressure field, the viscous and
the apparent stress ρu′

i u′
j arising from the fluctuating velocity field, which is

conventionally referred to as the Reynolds stress. The additional vector term
in eq. 2.7 appearing through the mean value decomposition u′

i c ′ is referred to
as the turbulent scalar flux. It represents the scalar flow rate per unit area due
to the fluctuating velocity field [19].

The Reynolds stresses are determined with a turbulence model, either directly
with additional Reynolds-stress transport equations or via the isotropic
turbulent viscosity hypothesis, which determines the stress components from
the mean velocity field as follows:

u′
i u′

j −
2

3
kδi j =−νt

(
∂Ui

∂x j
+ ∂U j

∂xi

)
. (2.10)

The proportionality constant vt is the so-called turbulent viscosity, which is
calculated as a function of the turbulent kinetic energy k and the turbulent
dissipation rate ϵ:

νt = cµ
k2

ϵ
≈Cu′

i lt · (2.11)

The proportionality to the turbulent velocity fluctuation u′
i and the turbulent

length scale lt becomes clear through the definition of k and ϵ:

k = 3

2
u′2

i , (2.12)
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ϵ= k3/2

lt
· (2.13)

This hypothesis is directly analogous to the equation for the viscous stress τi j

in a Newtonian fluid:

τi j +Pδi j

ρ
= ν

(
∂Ui

∂x j
+ ∂U j

∂xi

)
, (2.14)

which was postulated by comparing turbulent flows with the molecule motion
in ideal gases. Here, a physical significance to u′

i and lt was given with an
analogy to the molecular speed c and the mean free path λm as follows:

νt ≈Cu′
i lt → ν≈ 1

2
cλm· (2.15)

However, the following examination of the involved time scales shows this
analogy has no general validity. In simple laminar shear flows, the ratio

between the molecular timescale λm
c and the shear timescale S−1 =

(
∂Ui
∂x j

)−1
is:

λm

c
S ∼ K n ·M a, (2.16)

which has an order of magnitude of 10−10. It means that the statistical state of
the molecular motion adjusts rapidly to the imposed strain. It is not the case
for turbulent shear flows as the ratio between the turbulence timescale τ= k/ϵ
and the mean shear time scale S−1 is many orders of magnitude higher [19].

Nevertheless, for simple shear flows in which the mean velocity gradients and
turbulence characteristics develop slowly towards the mean flow direction,
the hypothesis was shown to be reasonable. The turbulent kinetic energy
production Pk and dissipation ϵ are approximately in balance in such
flows. There are several types of flows in which the hypothesis of eq.
2.10 is known to fail significantly. Examples are flows with strong swirling
[20], flows with significant streamline curvature [21], and fully developed
flows in ducts with no circular cross section [22]. For these types of flows,
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2.1 Turbulent Flows

some special corrections for conventional turbulence modeling have been
introduced to improve the approximation with the solution of the RANS
equations [23–25]. So it is nowadays possible to model the turbulent flow
distribution of complex geometries like the studied multi-injector burner
by solving eq. 2.5-2.6 with very good accuracy. As shown in section 4.3, the
integral volume flow distribution through the injectors could be reproduced
accurately using the k −ω SST turbulence model [26–28].

The system, including the passive scalar transport equation, is finally closed
with the gradient diffusion hypothesis. Here is assumed that the scalar
flux vector u′

i c ′ has the same direction of the gradient of the mean scalar
concentration ∂C

∂xi
, and both vectors are correlated with a positive scalar

turbulent diffusivity D t :

u′
i c ′ =−D t

∂C

∂xi
· (2.17)

Even though it is widely used for industrial applications, the approximation
with this approach is poor for many flows [19]. The gradient-diffusion
hypothesis implies that the scalar flux vector is aligned with the mean scalar
gradient vector. Even in simple turbulent flows, it was shown that this is
not the case. For example, in an experiment on homogeneous turbulent
shear flow by Tavoularis and Corrsin [29, 30], the angle between ∂C

∂xi
and u′

i c ′

was measured to be 65◦. Arunajatesan and Bruner [31] also showed that the
capability of this approach to predict the mixing behavior in jet-in-crossflow
applications is marginal at best.

Consequently, a more complex model is required to accurately predict the
mixing statistics, which are essential to estimate the NOx formation in the
combustion chamber. Large Eddy Simulation (LES) is the most accepted
approach. However, its implementation for flow simulations in multi-injector
burner systems leads to huge computational costs due to the high number
of cells necessary to solve the turbulent length scales up to the sub-grid level
[32–35]. For this reason, the presented O-POD model approach in this work
appears as an attractive alternative to facilitate the optimization of the flow
path in the burner head to obtain minimal NOx emissions.
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2.1.2 Turbulent Energy Cascade

Turbulent flows comprise stochastic, vortical structures called eddies with
different sizes. The largest eddies with the characteristic length l0 and
fluctuating velocity u′

0 are anisotropic, and the mean flow and the boundary
conditions determine their geometry. These eddies are unstable and break
up, transferring their energy to smaller eddies, according to fig. 2.1. This
energy cascade, in which the energy is transferred continuously to smaller
eddies, continues until the Reynolds number of the eddies is sufficiently
small, and the molecular viscosity effectively dissipates the kinetic energy. The
length scale of the smallest eddies is called the Kolmogorov scale lk [19]. The
Kolmogorov scale, as well as its characteristic velocity u′

k , are correlated with
that of the largest eddies with the turbulent Reynolds number Ret as follows:

lk

l0
= Re−3/4

t , (2.18)

u′
k

u′
0

= Re−1/4
t · (2.19)

Mean flow
l0

ϵ ϵ

lk

ϵ

Molecular
dissipation

Figure 2.1: Energy transfer from the largest to the smallest eddies.

Fig. 2.2 shows schematically the kinetic energy density E(κ) over the wave
number κ = 2π

l , which is inversely proportional to the size of the turbulent
eddies. The integral of E(κ) over a given wave number range corresponds to
the associated turbulent kinetic energy k, proportional to the mean square of
the turbulent velocity fluctuation u′2. Interpreting u′2 as the "unmixedness" of
specific momentum, one can draw an analogy with the scalar concentration
variance c ′2 and set up an analogous scalar spectrum [16]:
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Ec(κ) ∼ c ′2

u′2
E(κ)· (2.20)

l og (E(κ))

l og (κ)2π
l0

2π
6l0

2π
lE I

2π
lk

2π
lb

2π
lD I

Inertial
subrange

Dissipation
range

Diffusion
range

Energy-
containing
range

Figure 2.2: Turbulent kinetic energy spectrum [16, 36].

It implies that both processes are completely aligned. This analogy is useful to
estimate the accuracy of the concentration measurement as done in section
2.2.1.

The bulk of the energy is contained in the larger eddies within the range
lE I = 1

6l0 < l < 6l0, referred to as the energy-containing range. In this
range, the turbulent motion mainly distributes the specific kinetic energy in
space. As these eddies become unstable, they transfer their kinetic energy
to smaller eddies at a rate of ϵ. For wave numbers longer than 2π

lE I
, the

universal equilibrium range follows. Here the small eddies can adapt quickly
to maintain the dynamic equilibrium with the energy transfer imposed by
the large eddies. The statistics of this small-scale motion have a universal
form determined only by the viscosity ν and the turbulent dissipation rate
ϵ. The universal equilibrium range is further divided into two ranges: the
inertial-subrange (lE I > l > lD I ≈ 60lk) and the dissipation range (l < lD I ).
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According to eq. 2.21, the energy spectrum function in the inertial subrange
can be approximated with a 5/3 power law:

E(κ) =Cκ−5/3· (2.21)

Inertial effects determine the motion in the inertial subrange, and the viscous
effects are negligible. In the dissipation range, viscosity effects become
relevant, and the turbulent kinetic energy is completely dissipated. In the case
of scalar mixing, the smallest scale at which molecular diffusion takes place is
referred to as the Batchelor scale lb. It is correlated with the Kolmogorov scale
with the Schmidt number as follows [36]:

lb = lk

Sc0.5
· (2.22)

At increasing Schmidt number, the scalar energy spectrum extends towards
the diffusion range (lk > l > lb, see the dashed line on fig. 2.2) and the smallest
mixing length scales are dissipated through molecular diffusion similar to the
role of viscosity in the turbulent kinetic energy dissipation.

2.2 Similarity of Water Channel and Reacting Flow

The flow and mixing characteristics of the multi-injector burner were
investigated in a water channel test rig due to its high optical accessibility and
the possibility of reaching high Reynolds numbers with lower fluid velocities
due to the lower kinematic viscosity of water compared to air. According to
Leuckel et al. [37], the ratio between the cross-sectional area of the air and the
fuel flow, as well as the density and the velocity ratio, must be kept equal in
the original and scaled experimental model:

(
A f

Aa

)
scal

=
(

A f

Aa

)
or i g

, (2.23)
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(
ρ f

ρa

)
scal

=
(
ρ f

ρa

)
or i g

, (2.24)(
u f

ua

)
scal

=
(

u f

ua

)
or i g

· (2.25)

It implies that the mass and the momentum flux density ratios are also similar:

(
ρ f u f

ρaua

)
scal

=
(
ρ f u f

ρaua

)
or i g

, (2.26)

(
ρ f u2

f

ρau2
a

)
scal

=
(
ρ f u2

f

ρau2
a

)
or i g

. (2.27)

By accomplishing these similarity rules, it can be stated that the flow and
mixing characteristics of the air and the water flow are proportional. In the
water channel experiments, the condition of eq. 2.24 cannot be fulfilled as the
air and the fuel flow are simulated with water. This discrepancy is corrected by
setting the same momentum flux density ratio j and adjusting the mass flow
ratio as follows [13–15, 38, 39]:

u = ṁ

ρA
· (2.28)

By replacing eq. 2.28 in 2.27 and reordering, one obtains the scaling rule for
the mass flow ratio of air and fuel in the experiments:

j =
(

ṁ f

ṁa

)2 (
ρa

ρ f

)(
�
�
�
�Aa

A f

)2

or i g

=
(

ṁ f

ṁa

)2

�
�
�
�7
= 1(

ρa

ρ f

)(
�
�
�
�Aa

A f

)2

exp

, (2.29)

(
ṁ f

ṁa

)
exp

=
(

ṁ f

ṁa

)
or i g

(√
ρa

ρ f

)
or i g

. (2.30)

Here the mass flow ratio of the reacting system is calculated with the
momentum flux density ratio of the desired operating point as input. The
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clear water volume flow acting as air in the experiment is kept constant at
V̇a,exp = 20m3

h due to the available pump capacity in the water channel. Hence,
the dyed water volume flow acting as fuel for the experiments is calculated
with the following equation:

V̇ f ,exp = V̇a,exp

(
ṁ f

ṁa

)
or i g

(√
ρa

ρ f

)
or i g

· (2.31)

The operating parameters for the studied multi-injector burner were designed
for natural gas combustion with pre-heating temperatures Ta,i n = 778.6K and
T f ,i n = 435.5K . With the molar mass of air and natural gas (Ma = 28.97 g

mol
and M f = 16.04 g

mol ), one obtains the density ratio for the engine operation as
follows:

(
ρ f

ρa

)
or i g

= �
��p

Ru

M f

T f ,i n

�
��p

Ru

Ma
Ta,i n

= 0.9899 ≈ 1· (2.32)

Consequently, the correction of eq. 2.31 can be neglected for this study. The
turbulent macro- and micro-mixing scales can be considered identical if the
injector Reynolds number for the experiments is kept equal to the machine
operation:

Re = 4ṁa (1−%Pi lot )

NiρaνaπdM
· (2.33)

With the used clear water volume flow, the injector Reynolds number for the
experiments is Reexp = 13900, one order of magnitude lower than that for
the engine (Reor i g = 363000). However, as the mixing process takes place in
a turbulent flow regime at a sufficiently high Reynolds number (Re > 6000),
the time-averaged flow fields, the turbulent flow, and the mixing macro-scales
are similar for the experiment and the engine operation [13]. The remaining
dependency of the mixing statistic on the Reynolds number for the studied
injector element in the relevant variation range for the experiments is
characterized in section 5.2.2.
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2.2 Similarity of Water Channel and Reacting Flow

The mixing process at the micro-scales is characterized by the Schmidt
number as it is dominated by molecular species transport. Due to the high
Schmidt number of water (Scw ≈ 1000), some turbulent mixing structures
remain after reaching the Kolmogorov length scale lk in the diffusion range
(see fig. 2.2), which are otherwise not present in the reacting flow due to the
low Schmidt number of air (Sca ≈ 1). However, these small-scale structures are
not captured during the experiments due to the limited spatial resolution of
the camera. So the remaining unmixedness in the water flow does not affect
the measurement results. The fraction of the energy spectrum of fig. 2.2, which
is captured with the experiments, is estimated in the following section.

2.2.1 Accuracy of the Concentration Measurement

The variance of the scalar concentration can be estimated as the integral of
the energy spectrum from the macro-scales l0 to the micro-mixing scales lm.
Approximating the whole spectrum roughly with the equation 2.21 for the
inertial subrange, one obtains after reordering:

c ′2 =
∫ κm

κ0

Cκ−5/3dκ= 2

3
Cκ−2/3

0

[
1−

(
l0

lm

)−2/3
]
· (2.34)

Replacing lm with the camera cutoff through the spatial resolution ∆xp and
the Kolmogorov scale lk , one obtains the ratio between the measured and the
relevant scalar fluctuations for the reacting flow as follows:

c ′2
meas

c ′2
exp

≈
1−

(
l0
∆xp

)−2/3

1−
(

l0
lk

)−2/3
≈

1−
(

l0
∆xp

)−2/3

1−Re−1/2
t

≈ 0.92· (2.35)

The measured variance of the equivalence ratio is 8% smaller than in
reality. For this calculation, the largest mixing scale l0 was estimated as
l0 ≈ 0.5 · (dM − dIn j ) = 0.00575m according to observations in the mixture
snapshots for an experiment with an individual injector for a cross-sectional
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area at z/L = 0.5. The camera cutoff through the spatial resolution was
∆xp = 0.000269m, and the relevant turbulent Reynolds number for the energy
cascade was calculated as Ret ≈ 0.1 ·Reexp .

As a final remark, it has to be mentioned that the measured flow and mixture
fields of the isotherm water channel experiment can be compared with the
engine operation only upstream of the reaction zone in the combustion
chamber, where the flow begins to be accelerated due to the heat release. As
this work is aimed at estimating the influence of the inflow distortion in the
burner head on the mixing statistics in the cross-sectional area at the outlet of
the injectors, and hence to the potentially resulting NOx formation, this effect
is not further considered relevant.

2.3 Jet-In-Crossflow Injection Strategy

1

3

5

7

24

6 8

(a) Injector element (b) Sectional view A-A

Air

Inlet section

Fuel lanceFuel

A A

Mixing tube
Turbulence
generators

Figure 2.3: Representation of the injector element.

The injector used as the air-fuel premixer in the studied burner geometry
is sketched in fig. 2.3. It consists of a converging inlet section followed by
a straight mixing tube. The fuel lance is located on the symmetry axis of
the injector, and the fuel is injected in jet-in-crossflow through 8 injection
holes distributed evenly around the circumference. For the analysis described
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2.3 Jet-In-Crossflow Injection Strategy

below, the cross-sectional area at the end of the inlet section (A-A) is divided
into eight segments of 45◦ (1-8) located directly upstream of the injection
holes, as shown in fig. 2.3(b). The mixing process is further stimulated with
turbulence generators placed directly upstream of the injection holes.

In the literature, multiple research works were conducted to determine the jet
trajectory and the mixing field of jet-in-crossflow configurations [40–53]. Most
of them characterized the jet trajectory as a function of the jet diameter d j and
the momentum flux density ratio j with the following power law:

z

d j
= A j · j n j

(
x

d j

)m j

· (2.36)

j = 5 10 15 20 25

z jd
j

[−
]

0

1

1

2

2

3

3 4 5
x

j d j
[−]

Figure 2.4: Dependency of the jet trajectory on j d j [54].

According to this equation, a higher penetration depth of the jets in the
main flow is obtained by increasing the momentum flux density ratio, as
shown in fig. 2.4. Fig. 2.5 illustrates the time-average scalar mixing field and
an instantaneous mixture snapshot in the center plane of a mixing process
with jet-in-crossflow at j = 5 with a constant pressure and inlet velocity as a
representative example for the operating range in the studied multi-injector
burner. The concentration has its maximum value at the jet-inlet section.
It decays rapidly downstream due to the macro- and micro-mixing process
associated with the turbulent kinetic energy transfer from the largest to the
smallest eddies discussed in section 2.1.2.
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(a) Time-average mixture field (b) Mixture snapshot

c
cmax

= 1

Figure 2.5: (a) Time-average mixture field and (b) individual mixture snapshot
for j = 5 and Re j = 16600. Both images cover an area of 5 j d j by
4 j d j [54].

2.3.1 Description of the Inflow Distortion

The inflow distortion caused by the 180◦ flow turn in the burner head
leads to an uneven momentum flux distribution at the injector inlet, which
is reflected in high velocity and pressure gradients (see section 4.4 CFD
results). The velocity has a significant component perpendicular to the main
flow direction (z-direction), which can be decomposed into a radial and a
tangential component for a system of coordinates related to the middle axis
of the injectors.

These effects are quantified with the surface average velocity and pressure
values for each segment of the cross-sectional area (A-A) in fig. 2.3(b). The
local momentum flux density ratio in each injection hole is calculated with
the mean-squared z-velocity value (u2

z) obtained from the integration of the
total momentum through each segment as follows [50]:

j =
u2

f

u2
z

, (2.37)

J̇ =
∫
ρu2

zd A = ρu2
z

∫
d A, (2.38)
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2.3 Jet-In-Crossflow Injection Strategy

u2
z =

∫
u2

zd A∫
d A

· (2.39)

Furthermore, it is assumed that the radial velocity component ur affects the
penetration depth of the jets, and the tangential component uθ disturbs the
jet flow direction. In order to capture both effects, the ratio between the total
perpendicular velocity uq and the main z-velocity uz (Q) as well as the ratio
between ur and uq (R) are introduced:

uq =
√

ur
2 +uθ

2, (2.40)

Q = uq

u∞
= uq

uz
, (2.41)

R = ur

uq
· (2.42)

R acts as an identifier for ideal inflow conditions, as here R = −1 due to
the tangential velocity near zero and the negative radial velocity originating
from the flow acceleration in the inlet section. Finally, the influence of static
pressure gradients between the segments is considered with the normalized
value with the mean dynamic pressure:

P = ∆p

ρu2
z

= p −pmi n

ρu2
z

· (2.43)

pmi n corresponds to the lowest calculated static pressure, considered the
reference level. The input observable vector for applying the O-POD model
approach is generated with the parameters Q, R, and P , and the momentum
flux density ratio for each segment, as described in the following section.
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2.4 Output-Based Proper Orthogonal Decomposition
(O-POD)

The output-based Proper Orthogonal Decomposition approach (O-POD) is
used to create a low-order model to describe the sensitivity of the mixing
quality to the inflow distortion. Everson and Sirovich developed the method
[55] to reconstruct incomplete images of faces. Astrid et al. [56, 57] extended
the model approach by calculating the coefficients of high dimensional flow
fields. Christ [58–60] used this model approach to determine the enthalpy flux
distribution in a heating, ventilation, and air conditioning (HAVC) unit.

The O-POD aims to create a link between variables easily accessible
describing a system, denoted as the observable (ϕ⋆), with variables which are
more complex to determine, considered as the target quantity (ϕ). Both the
observable and the target quantity are structured as column vectors, which
are put together to generate a snapshot vector describing the system state
Φ = [ϕ;ϕ⋆]. The snapshot vectors, also referred to as augmented datasets,
can be expressed as the series expansion of linearly independent vectors, the
so-called eigenmodes (θΦ), using Proper Orthogonal Decomposition [55]:

Φ=
N∑

k=1

akθ
Φ
k , (2.44)

[
ϕ

ϕ⋆

]
=

N∑
k=1

ak

[
θk

θ⋆k

]
· (2.45)

Knowing the eigenmodes, which represent the fundamental behavior of the
system, the observable can be correlated with the target quantity as follows:
The input ϕ⋆ vector is approximated as the sum of the corresponding part of
the eigenmodes θ⋆ multiplied by their weighting coefficients ak using the least
squares method [61–63]:

ϕ⋆ ≈
N∑

k=1

akθ
⋆
k , (2.46)
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2.4 Output-Based Proper Orthogonal Decomposition (O-POD)

min
ak

∥∥∥∥∥ N∑
k=1

akθ
⋆
k −ϕ⋆

∥∥∥∥∥= min
ak

Ny∑
m=1

(
N∑

k=1

akθ
⋆
k,m −ϕ⋆m

)2

· (2.47)

The obtained coefficients ak are then used to determine the target quantity ϕ
as the weighted sum of the corresponding part of the eigenmodes θ as follows:

ϕ≈
N∑

k=1

akθk · (2.48)

In the present application, the inflow characteristics described in chapter 2.3.1
make up the observable vector ϕ⋆, which is considered as the model input.
The probability mass function (PMF) describing the frequency of occurrence
of equivalence ratio φ around the mean φ, referred to as the mixing PMF, is
considered as the target quantity ϕ.

The observable vector is calculated by post-processing a RANS-CFD
simulation of the flow path through the injectors (see chapter 4). The mixing
PMF is obtained by evaluating LIF experimental data (see section 3.2.2)
on the time-varying mixing field in the outlet section of the considered
injector element. The observable and the mixing PMF will be introduced in
the following two sections of this chapter. The detailed procedure of model
application is finally explained in the last section.

2.4.1 Input Observable Vector

The ϕ⋆ observable vector consists of four parts with eight elements (see
eq. 2.49). These elements are the surface averaged values evaluated at the
end of the inlet section in each of the eight segments shown in fig. 2.3(b).
They describe the fluid mechanical boundary conditions of the injector for
a particular mixing PMF.
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ϕ⋆ =



j1

jN
...
j8

jN

Q1
...

Q8

R1
...

R8

P1
...

P8



=

ϕ
⋆
1
...
ϕ⋆32

 · (2.49)

The proportionality of the penetration depth of the jets to the momentum flux
density ratio is taken into account with the first part of the vector ( j1

jN
, ..., j8

jN
, see

eq. 2.37). Here the values are normalized with the nominal momentum flux
density ratio jN , which is calculated by considering the nominal mass flow
and density values for the machine operation as well as the ratio between the
cross-sectional areas at the injection point as follows:

jN =
(

ṁN , f

ṁN ,a

)2 (
ρN ,a

ρN , f

)(
Aa

A f

)2

· (2.50)

The influence of the velocity components perpendicular to the main flow
direction is considered in the second and third parts of the vector. The second
part reflects the ratio between the total perpendicular velocity component uq

to the velocity in main flow direction uz (Q1, ...,Q8, see eq. 2.41). The third
part comprises the ratio between the radial velocity ur and the perpendicular
velocity component uq (R1, ...,R8, see eq. 2.42). The last part considers the
effect of the static pressure gradients (P1, ...,P8, see eq. 2.43).
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2.4 Output-Based Proper Orthogonal Decomposition (O-POD)

2.4.2 Mixing PMF

The mixing PMF ϕ describes the histogram of the equivalence ratio during
the experiments. It is obtained by dividing the whole variation range of the
equivalence ratio (0 <φ< 1) into multiple intervals with a constant bin width
of bbi n = 0.005, which was calculated with eq. 2.51 as proposed by Feedman
and Diaconis [64].

bbi n = φmax −φmi n

3
p

ns
= φmax −φmi n

3
√

Nφ ·Nt

= 0.0045 ≈ 0.005 (2.51)

The number of samples of the equivalence ratio ns was obtained from the
number of mixture snapshots per experiment (Nt = 10918, see section 3.2.2)
and the number of pixels covering the area of interest at the injector outlet
(Nφ ≈ 1000). The relative frequency of occurrence for each interval, which is
characterized by its central value x, is calculated by counting the number F of
values of φ falling between x − bbi n

2 < φ−φ ≤ x + bbi n
2 and dividing this by the

sum of F for all intervals according to eq. 2.52.

ϕ(x) =
F (x − bbi n

2 <φ−φ≤ x + bbi n
2 )∑

F (x − bbi n
2 <φ−φ≤ x + bbi n

2 )
(2.52)

With the chosen bin width, a mixing PMF with Nx = 81 relative frequency
values covering the most relevant variation range for the experiments
(−0.2 <φ−φ< 0.2, see section 5.2) is obtained:

ϕ=


ϕ(−0.2)

ϕ(−0.195)
...

ϕ(0.195)

ϕ(0.2)

=

ϕ1
...
ϕ81

 · (2.53)

The width of the mixing PMF is quantified with the spatio-temporal standard
deviation σst , which is calculated with the PMF data as follows:
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σst =

√√√√√∑Nx
m=1ϕm

(
φm −φ

)2

∑Nx
m=1ϕm

· (2.54)

The mixing PMF for the whole combustion chamber ϕCC for a determined
operating point is calculated from the contribution of all injector elements
with the following equation:

ϕCC =
∑Ni

k=1ϕk,m∑Nx
m=1

∑Ni
k=1ϕk,m

· (2.55)

Ni and Nx correspond to the total number of injectors in the mixing section
and the dimension of the mixing PMF datasets, respectively.

2.4.3 Model Application

The O-POD model application consists of two fundamental steps, which are
explained in the following: the model generation consisting of the calculation
of the eigenmodes describing the fundamental characteristics of the system
from the input datasets, and the use of these eigenmodes to predict the mixing
PMF for different reference datasets.

2.4.3.1 Calculation of the Eigenmodes

For this step, multiple input datasets for different inflow situations are
considered. Here the mixing PMF for each dataset is merged with the
corresponding observable vector to obtain the augmented dataset with a
length N = 113 (Nx = 81 from ϕ and Ny = 32 from ϕ⋆):
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Φ=
[
ϕ;ϕ⋆

]
=



ϕ1
...
ϕ81

ϕ⋆1
...
ϕ⋆32


· (2.56)

All n input augmented datasets for the considered inflow conditions are then
joined to form the auto-correlation tensor R of size N xN :

R = 1

n

n∑
i=1

Φi

[
Φi

]T
, (2.57)

R = 1

n

n∑
i=1



ϕ1,i
...

ϕ81,i

ϕ⋆1,i
...

ϕ⋆32,i


· [ϕ1,i . . . ϕ81,i ϕ

⋆
1,i . . . ϕ⋆32,i

] · (2.58)

The eigenmodes are calculated by solving the following eigenvalue problem
for R:

R ·θΦi =λi ·θΦi · (2.59)

The number of obtained eigenmodes is given by the dimension of the input
datasets N , but only a few contain the most relevant information about the
studied phenomena. The number of relevant modes Nr is defined so that the
so-called relative information content (RIC) is bigger than 99% (Nr << N ):

RIC =
∑Nr

i=1λi∑N
i=1λi

·100% > 99%· (2.60)
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Finally, the eigenmodes are decomposed into the parts corresponding to
the mixing and the observable datasets θΦ = [

θ;θ⋆
]
. Here the individual

components of θ and θ⋆ are associated with their original values of the mixing
PMF ϕ and the input observable ϕ⋆ vector as follows:

θΦ = [
θ;θ⋆

]=


θ1
...
θ81

θ⋆1
...
θ⋆32


, (2.61)

θ =

 θ1
...
θ81

=


θ1 →ϕ(−0.2)

θ2 →ϕ(−0.195)
...

θ80 →ϕ(0.195)

θ81 →ϕ(0.2)

 , (2.62)

θ⋆ =

θ
⋆
1
...
θ⋆32

=



θ⋆1 → j1/ jN
...

θ⋆8 → j8/ jN

θ⋆9 →Q1
...

θ⋆16 →Q8

θ⋆17 → R1
...

θ⋆24 → R8

θ⋆25 → P1
...

θ⋆32 → P8



· (2.63)
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2.4.3.2 Prediction of the Mixing PMF

In order to predict the mixing PMF for a given inflow situation, the
corresponding observable vector ϕ⋆ is approximated as the weighted sum of
the corresponding part of the most relevant Nr eigenmodes (θ⋆) using the
weighting coefficients ak :

ϕ⋆ ≈
Nr∑

k=1

akθ
⋆
k ≈

Nr∑
k=1

ak

θ
⋆
1
...
θ⋆32

 · (2.64)

The weighting coefficients ak are determined by solving the following
optimization problem:

min
ak

∥∥∥∥∥∥∥
Nr∑

k=1

ak

θ
⋆
1
...
θ⋆32

−

ϕ
⋆
1
...
ϕ⋆32


∥∥∥∥∥∥∥= min

ak

32∑
j=1

(
Nr∑

k=1

akθ
⋆
k, j −ϕ⋆j

)2

· (2.65)

Having determined the ak values, the mixing PMF ϕ is finally calculated
as the series expansion of the corresponding part of the most relevant Nr

eigenmodes (θ):

ϕ=
Nr∑

k=1

akθk =
Nr∑

k=1

ak

 θ1
...
θ81

 . (2.66)

2.5 Nitrogen Oxide Formation

There are multiple known routes for NOx formation in gas turbines using
clean fuels without nitrogen compounds, which can be divided as follows:
N2O-, N N H-, Zeldovich- and prompt NO mechanism [65]. The relevance
of each route as a function of the equivalence ratio and the combustion
temperature is represented in fig. 2.6.
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Figure 2.6: NOx formation routes [66].

The N2O mechanism is related to the reaction of N2 and O molecules with
an additional third body at lean conditions leading to the formation of N2O,
which further reacts with an O radical to form NO [67]. The N N H mechanism
becomes relevant at increasing temperatures in the flame front due to the
present high N N H and O radical concentrations, which can also react to form
NO [68]. The Zeldovich mechanism, also denoted as thermal NO, is referred
to as the oxidation of N2 according to the following reaction scheme:

N2 +O NO+N, (2.67)

N+O2 NO+O, (2.68)

N+OH NO+H · (2.69)

This reaction occurs at sufficiently high temperatures (T > 1800K ) due to
the high activation energy necessary to separate the triple bond of the N2

molecules [69]. The NO formation through the Fenimore mechanism [70],
also known as prompt NO, results from the reaction of C H radicals with N2

molecules to the formation of HC N and N . HC N reacts through multiple
chain reactions to a further N molecule. NO is finally formed from both N
radicals with reactions 2.68 and 2.69 [71, 72]. NO2 results mainly from areas
with low combustion temperatures due to the interaction of NO molecules
with HO2 radicals. The resulting NO and NO2 together are referred to as NOx .
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2.5 Nitrogen Oxide Formation

In order to assess the increase of NOx formation caused by the remaining
unmixedness in the multi-injector burner, the method proposed by Sangl et al.
[73] is used. Here the NOx formation as a function of the equivalence ratioφ at
an assumed residence time tr es is calculated from numerical simulations of a
freely propagating adiabatic one-dimensional flame conducted in Cantera [74]
with the optimized GRI-Mech 3.0 mechanism for natural gas [75] considering
a fluid domain with L = 200 mm.

The nominal inlet temperature and pressure for the engine operation
were given as boundary conditions for the simulations (Ti n,N = 778 K ,
pN = 22.8 bar ). The gas composition was varied in dependency on the input
equivalence ratio. The start of the reaction zone in the fluid domain p0 is
identified through the steep increase of fluid velocity due to the heat release.
The end of the reaction zone pend is determined by summing up the space
between two neighbor points divided by the mean velocity until reaching the
input residence time tr es as follows:

tr es =
∫ xend

x0

d x

u(x)
≈

pend∑
k=p0

2(xk+1 −xk)

uk+1 +uk
· (2.70)

The NO and NO2 mole fractions are extracted at pend to obtain the total NOx

mole fraction. The associated NOx formation to the mixing PMFs is finally
calculated with eq. 2.71:

XNOx ,ϕ =
∑Nx

m=1ϕm ·XNOx @φ=φm∑Nx
m=1ϕm

· (2.71)

The mean equivalence ratio φ for all mixing PMFs is calculated from the
volume flows of fuel and air during the experiments as follows:

φ=
V̇ f

V̇a(
m f

ma

)
st

· (2.72)

The mass and volume flow ratios are equal as the fuel and the air are simulated

31



Theory

with water during the experiments. The percentage deviation of the NOx

formation (∆XNOx ) compared with the perfectly premixed case is calculated
with the resulting XNOx ,ϕ for each mixing PMF and the NOx mole fraction at
the same φ (XNOx @φ=φ) with the following equation:

∆XNOx =
XNOx ,ϕ−XNOx @φ=φ

XNOx @φ=φ
· (2.73)

The simulation results for the adiabatic flame temperature, the NOx mole
fraction, and the increase of the NOx mole fraction with the equivalence
ratio are shown in fig. 2.7 with the plots at the top, in the middle, and
at the bottom, respectively. The adiabatic flame temperature increases
exponentially towards stoichiometric conditions due to the higher heat
release, which is seen as a linear proportionality in the graph due to
the logarithmic scale. The maximum value is reached at slightly fuel-rich
conditions (φ= 1.04).

The NOx mole fraction also exhibits a similar monotonic exponential increase
until

d XNOx
dφ becomes maximum and the inflection point of the XNOx curve

is reached (see dashed lines in fig. 2.7). At low mean equivalence ratios (φ),
∆XNOx scales with the residence time due to the higher

d XNOx
dφ , as the whole φ

variation range covered by the mixing PMF falls below this inflection point.
At higher mean equivalence ratios (φ), the inflection point falls into the φ

variation range covered by the mixing PMF and the contribution of the range
φ > φ to the NOx formation decreases. Consequently, ∆XNOx drops with
the residence time, as shown in section 6.1. Note that the data points with
d XNOx

dφ < 0 are not shown in the lower plot of fig. 2.7 due to the logarithmic
scale.

The lean blowout limit of the studied multi-injector burner is reached at
φ ≈ 0.4. In order to calculate the NOx formation for this extreme value
with eq. 2.71, the behavior down to φ = 0.2 must be considered with the
one-dimensional flame simulations, as the mixing PMFs cover the variation
range between −0.2 < φ−φ < 0.2 (see fig. 5.2). The simulation results for the
range 0.2 < φ < 0.4, in which no stable deflagrating flames exist in reality, are
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shown in appendix A.2.

As a final remark, it can be stated that the calculated NOx mole fraction based
on the PMF data with eq. 2.71 is roughly proportional to the spatio-temporal
standard deviation (see eq. 2.54) for the same mean equivalence ratio φ. The
reason therefore is that σst and XNOx ,ϕ are calculated as the weighted average
of (φ−φ)2 and XNOx , respectively. This fact is essential to understand the
results regarding the NOx formation shown in chapter 6.

Figure 2.7: Tad , XNOx and
d XNOx

dφ as functions of the equivalence ratio and the
residence time for a freely-propagating one-dimensional flame in
logarithmic scale.
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The experiments to determine the sensitivity of the mixture quality to the
inflow distortion are presented in this chapter. First, the water channel
and the measurement techniques are described. The experimental setups
are explained afterwards, including the single injector under ideal inflow
conditions and a generic multi-injector burner representative of an engine
configuration. Finally, the experimental matrix for this study is provided.

3.1 Water Channel Test Rig

The experiments are conducted in the water channel test rig shown in fig.
3.1. It consists of an inlet, an outlet section, a measurement section, and a
water supply system. It was developed by Sangl et al. [13] and adapted for the
investigations in this work. The measurement area is optically accessible from
four sides: front, left, right, and top. The windows are made from perspex on
the sides and the top and from glass in the front to allow high-power density
laser light beams.

The air and the fuel flow are simulated with clear and dyed water. The clear
water flow is provided with pump 1 from tanks 1 and 2. The dyed water is
supplied from tank 3 with pump 2. The test rig is designed for both flow
and mixture investigations. During the flow investigations, the clear water
is pumped back into the tanks after flowing through the measuring section.
During the mixture investigations, the mixed water during the mixture
investigations has to be dumped in order to avoid a continuous increase in
the background signal of the measured dye concentration.
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Outflow
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Pump 2

B

To drainage system

Dyed water
Clear water

Legend

Mixed water

Figure 3.1: Water channel test bench.

3.2 Measurement Techniques

In this section, the measurement techniques used for this investigation are
outlined. The necessary components to obtain the desired inflow conditions
in the multi-injector burner were selected based on PIV experiments.
The mixture quality at the injector outlet was investigated using LIF and
high-speed imaging. The volume flow through the injectors was determined
with hot-film flow sensors, which work according to the CTA measurement
principle.

3.2.1 Particle Image Velocimetry

The measurement principle of Particle Image Velocimetry (PIV) is illustrated
in fig. 3.2. The clear water is mixed with seeding particles and illuminated
with a laser light sheet in the area of interest. The incoming light is reflected
on the particles in all directions without energy exchange according to the
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theory of Mie scattering [77,78]. Consequently, the reflected light has the same
wavelength as the laser light beam. The reflected light perpendicular to the
measurement area is then captured with a high-speed camera.

Laser

Main flow direction

t0 t0 +∆tPIV

- First laser pulse at time t0

- Second laser pulse at time t0 +∆tPIV

Light sheet optic

Figure 3.2: PIV measurement principle [78].

The images are pre-processed before the measurement data evaluation
with background subtraction and the exclusion of the non-relevant areas
belonging to the wall areas of the experimental model. The velocity fields are
obtained based on the particle displacement from two consecutive snapshots,
also called an image pair. The displacement vector ∆s is divided by the
time interval between the snapshots ∆tPIV to obtain the velocity vector u
as follows [79]:

u = ∆s

∆tPIV
· (3.1)

For this, the images are divided into smaller interrogation areas (IAs), and
their displacement is obtained through cross-correlation. The calculated
flow field at this step is finally post-processed with the identification and
elimination of vectors that do not follow the main flow path or do not
have a physically meaningful value, as well as the re-calculation of the
eliminated vectors through interpolation based on the obtained values for the
surrounding vectors. This measurement data evaluation process is done with
the Matlab-Toolbox PIVLab [80].
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The experiments are conducted with polyamide seeding particles (dp = 57µm,

ρp = 1016 kg
m3 , cp = 20−40 g

m3 ). A similar density to the water flow is necessary to
ensure that the particles follow the main flow without slipping. Furthermore,
the particle diameter dp was selected to capture a single particle with
approximately 2 pixels (dPI = 2px). It is important to increase the exactitude
of the calculated displacement of the IAs with cross-correlation [81]. The
particles are illuminated with a double pulse laser (New Wave GEMINI PIV,
λL = 532nm, fPIV = 15H z, ∆tPIV = 1.5ms). The sending of the pulses and the
image capture are synchronized with the following procedure:

∆tPIVtV ,L

tV ,C

tV ,T L1

tV ,T L2

Camera, Trigger

Trigger, Flash Lamp #1

Laser, Q-Switch #1

Laser, Pulse #1

Laser, Pulse #2

Trigger, Flash Lamp #2

Laser, Q-Switch #2

Camera, Frame 2

Camera, Frame 1

Figure 3.3: Synchronization of laser and camera.

The trigger signals are sent to the laser cavities and the camera with a
measuring card of type NI 9472 according to the scheme shown in fig. 3.3.
The recording of an image pair begins after sending a trigger signal to the
camera system, which is configured to take two images per trigger input, one
for each laser pulse. For this, the first and the second laser pulse are sent
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exactly ∆tPIV
2 seconds before finishing the first frame and beginning the second

frame, respectively. For this purpose, the time delay between the camera
and the laser must be considered. The manufacturer specified a time delay
between the trigger input and the beginning of the first frame in the camera of
tV ,C = 2.3µs [82]. The time delay between the trigger input of the laser (Trigger,
Flash lamp) and the output of the light pulse (Laser, Q-Switch) was quantified
with an oscilloscope to be tV ,L = 200µs. Considering both time delay values,
the time between sending the trigger signal to the camera and both laser
cavities is calculated as follows:

tV ,T L1 = tV ,C + 1

fc
− (0.5 ·∆tPIV + tV ,L), (3.2)

tV ,T L2 = tV ,T L1 +∆tPIV . (3.3)

3.2.2 Laser-Induced Fluorescence

Laser-induced Fluorescence (LIF) is used to investigate the mixing quality at
the outlet section of the injector elements. The fuel is simulated with a Uranin
dyed water solution (Basacid Yellow 226, cd ,max = 2mg

l ). A horizontal laser light
sheet (Coherent Genesis CX 488-4000 SLM, λL = 488nm, 1.5 W) continuously
illuminates the outflow area downstream of the injectors, as shown later in
fig. 3.12 and 3.13(e). The incoming laser light continuously stimulates the
dye molecules to a higher rotational and vibration energy level. The absorbed
photon energy is then emitted after a few milliseconds through the following
mechanisms, illustrated in fig. 3.4 [83, 84].

• Energy release through collision with other molecules (Quenching).

• Energy exchange in each rotational and vibrational level.

• Emission of photon energy (Fluorescence).
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Figure 3.4: LIF measurement principle [83].

The light energy supply might also remove individual electrons (Ionisation) or
even separate chemical compounds (Predissociation). With the dye molecules
used for this investigation and laser wavelength, fluorescence becomes the
decisive mechanism for this process [15, 85]. It takes place frequency-shifted
due to the occurring energy exchange. The emitted light has a wavelength
between 530nm < λF < 590nm and is proportional to the incoming
light intensity and the dye concentration, with an intensity maximum at
λF = 537nm [14, 15, 85].

The fluorescence light is recorded with a high-speed camera (Photron
Fastcam SA5). An optical bandpass filter is used in front of the CCD sensor of
the camera to filter out the reflected laser light from the measured images, as
it allows the light transmission at λF > 539nm. The images are recorded with
a frequency of fc = 250H z, and the measurement time is 43.67 s, obtaining
10918 mixture snapshots per experiment. The area of interest is the outlet
section of a single injector element. For this reason, the laser light sheet must
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be centered with the middle axis to achieve a nearly uniform light intensity
distribution. It is necessary to capture the small concentration gradients in
the outlet area of the injector accurately.

The mixture snapshots are obtained by post-processing the raw image data
with the following steps: Background subtraction (eq. 3.4); correction of the
non-linear behavior of the camera (eq. 3.5); and correction of the laser light
intensity profile in the outlet area (eq. 3.6) [84, 86]:

ΘC ,BR(i , j ) =ΘR(i , j )−ΘBR(i , j ), (3.4)

ΘC ,C AM (i , j ) =ΘC ,BR(i , j )
I

Imax
(i , j ), (3.5)

ΘC ,LS(i , j ) =ΘC ,C AM (i , j )
ΘLS

ΘLS(i , j )
· (3.6)

Figure 3.5: Imaging behavior of the Photron Fastcam SA5 at fc = 250H z.

The background image (ΘBR) is taken with the channel filled with clear water.
The imaging behavior of the camera is shown in fig 3.5. Here the output of the
camera ΘR is measured as a function of the relative light intensity I

Imax
with

a LED light placed in the measurement plane for the experiments. The light
intensity is assumed to be proportional to the input current [87]. The intensity
distribution of the laser light sheet (ΘLS) is captured with the channel filled
with dyed water solution at cd = 0.02mg

l ( cd
cd ,max

= 0.01). With this concentration
range, the light absorption along the entire measurement section of the water
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channel can be considered negligible [15], and a high enough signal-to-noise
ratio can be obtained.

The concentration of dyed water for each pixel is calculated as follows:

cd =ΘC ,LS
cd ,Re f

ΘRe f
, (3.7)

c = cd

cd ,max
· (3.8)

cd ,Re f and ΘRe f are calculated from the mean values of the camera output
and the actual fuel concentration obtained from the air and fuel volume
flow values through the injector. The equivalence ratio distribution φ for the
reacting flow is finally obtained from the dyed water concentration with the
following procedure (see section 2.2):

(
m f

ma

)
or i g

≈
(

m f

ma

)
exp

= c

1− c
, (3.9)

φ=

(
m f

ma

)
or i g(

m f

ma

)
st

· (3.10)

Figure 3.6: Individual snapshot of the mixing process.
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The obtained mixture snapshots, from which the mixing PMF is calculated
according to the procedure explained in section 2.4.2, are illustrated in fig. 3.6
as example.

3.2.3 Injector Flow Rate Sensor

In order to measure the flow rate through the injector elements without
disturbing the mixing process, a hot film sensor based on the CTA principle
(Constant Temperature Anemometry) [88, 89] was developed. Four 20Ω
compensation resistance pads normally used in strain measurement are
symmetrically glued to the inner wall of the perspex sensor body, as shown in
fig. 3.7, obtaining a sensor resistance of RS = 5Ωwith a temperature coefficient
of 0.0269ΩK . Mounting this sensor behind a 90◦ bend in a test loop revealed
that the parallel connection of the pads makes the sensor insensitive to flow
asymmetries in the velocity profile at the sensor location.

During the experiments, the flow sensors are connected to a Wheatstone
bridge, which consists of three power resistors RP,1, RP,2 and RP,Re f with
the resistance values RP,1 = RP,2 = 25Ω and RP,Re f = 5.6Ω. It allows
keeping a constant sensor resistance close to the reference resistance
by keeping the bridge offset (∆UO f f set = US − URe f ) constant at a small
temperature-dependent value (see fig. 3.8). By doing so, a volume flow
depending voltage (UB ) is applied to the bridge to keep a constant resistor pad
temperature. This behavior is due to the proportionality of the heat transfer
coefficient with the mean flow velocity. The Wheatstone bridge is regulated
with a PI controller (PI-C) shown in the lower part of figure 3.7.

The bridge offset is used as the input to the PI-C, which is implemented into
a LabVIEW control program. Here, a control voltage UC is generated as the
manipulated variable, used as input to the control circuit [90]. This signal is
then inverted and amplified to a (0 - 30)V signal (UT,B ) with an operational
amplifier. This voltage is fed into the basis of a PNP-transistor, which gives out
the bridge voltage UB from the emitter of the transistor with the necessary
electrical power output for the bridge. It has the same value as the basis
voltage minus the transistor offset ∆UT , an individual parameter for each
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transistor type [90,91]. In addition, the operational amplifier and the collector
of the transistor must be connected to a power supply with (UT,C ,V ) >UT,B to
avoid these components reaching the saturation state.

Wheatstone bridge

RP,1

US

RS RP,Re f

URe f

RP,2

UT,E = UB = f (V̇ )

+

-

op-amp

UT,B
PI-C

V+

V- UT,C

PNP-T
UC

Control circuit

Strain resistances

RS = 5Ω

Flow meters

UGN D

Figure 3.7: Volume flow meters.

The measurement system allows the implementation of a temperature
compensation strategy to make the behavior of the bridge voltage
independent of the water temperature. For this, the target value of the bridge
offset is set as a function of the water temperature (∆UO f f set = f (TW ), see
fig. 3.8), obtaining the behavior of the bridge voltage shown in fig. 3.9. This
measurement strategy is mainly useful to avoid changes in the measurement
signal through variations of the water temperature due to the heat release of
the pumps of the water supply system in the water channel.
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Figure 3.8: Bridge offset as a function of the temperature.

Figure 3.9: Bridge voltage as a function of the volume flow.

3.2.3.1 Calibration Test Rig

The flow sensors were calibrated with the test bench shown in fig. 3.10.
The desired volume flow during the calibration is set with a centrifugal
pump and a frequency inverter, which operates with a rotation velocity
proportional to an input analog signal between (0-10)V. The rectifier plates,
which are perforated plates with a high pressure-loss coefficient, are used
to minimize the remaining volume flow fluctuations from the pump at a
constant rotational speed. The water temperature (T1) upstream of the sensor
is measured with a PT1000 platinum resistor. The volume flow through the
sensor (V̇1) is quantified with a pulse counter with an output of 80 pulse/l.

44



3.2 Measurement Techniques

Wheatstone bridge
Flow rate
sensor

Main
pump

Water supply
tank (80 l)

Control circuit Thermostat
heater

Thermostat
Pump

T1

Thermostat
water tank

Secondary
pump

Cooling
water

V̇1

T2

Rectifier
plates

Figure 3.10: Calibration test bench.

The water temperature during the calibration is regulated with a thermostat
and tap water. The secondary pump keeps the water level in the thermostat
tank in the desired range during operation. With a volume in the water
supply tank of 80 l, achieving temperature stability of ±0.1K with a two-point
controlling strategy was possible. The water outflow from the thermostat and
the sensors are mixed in the main tanks with turbulent free jets for a uniform
water temperature distribution.

3.2.3.2 Accuracy of the Sensors

In order to reach the desired accuracy of the experimental data, the thermal
drift of the power resistors (RP,1, RP,2 and RP,Re f ) must be taken into account
due to the high electrical power necessary for measurements in a turbulent
water flow. The thermal drift can be reduced by using ventilators with
sufficient cooling power. The contact resistances in the circuit must also
be reduced by increasing the thickness of the connecting cables and the
conductor tracks of the bridge circuit board. For the experiments, a cable with
LK = 3.5m and AK = 1mm2 was used to connect the sensor pads with the
Wheatstone bridge circuit (RK ≈ 0.08Ω). With this cable length, no thermal
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drift during the operation of the sensors was observed.

The ground level of the bridge must be measured against an absolute ground
provided by the earth. The bridge, sensor, and reference voltage (UB , US , and
URe f ) must be measured against the bridge ground voltage (UGN D). The reason
is that the voltage drop through the cables and the terminal clamps of the
power supply can affect the voltage signals if measured against the absolute
ground.

Figure 3.11: Accuracy of the sensors tested in situ.

The accuracy of the sensors was assessed in an in-situ test with five sensor
probes. For this, the burner model was mounted in the measuring section of
the water channel in the same position as for LIF experiments (see fig. 3.13(c)),
and the outflow of the injector with the tested sensor was connected to a pipe
and led out to the drainage system. The volume flow was then measured in
the pipe outlet with a pulse counter similar to the calibration test bench. The
output of the flow rate sensor (V̇C T A) was compared with the pulse counter
(V̇Re f ), leading to the results shown in fig. 3.11. In general, a good agreement
between the measured volume flows was achieved. 19 of the 25 obtained data
points have a discrepancy ≤ 5% so that the accuracy of the measuring system
is considered adequate for the experiments.
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3.3 Measuring Objects

3.3.1 Single Injector Under Ideal Inflow
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Figure 3.12: Single injector under perfectly symmetric inflow conditions.

Fig. 3.12 shows the experimental setup for investigating the mixing behavior
of a single injector under ideal inflow conditions. It has an inlet tube with
a bigger diameter than the injector element, preceded by a perforated plate
to suppress velocity gradients from the water channel inflow. The fuel lance
is placed in the middle axis of the injector with a corresponding mount.
Downstream of the fuel injection, a straight mixing tube follows. In the outlet
section, a hot-film flow sensor is mounted flush with the inner surface of
the tube to determine the total flow rate through the injector. The mixing
PMF is measured using LIF with a light sheet perpendicular to the main flow
direction in the cross-sectional area directly downstream of the injector. In
particular, the influence of the injector Reynolds number and the momentum
flux density ratio j are considered.
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3.3.2 Multi-Injector Burner
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Figure 3.13: Multi-injector burner close to an engine configuration.

The loss of mixing quality due to the inflow distortion in the burner head is
investigated with the experimental model of the multi-injector burner shown
in fig. 3.13. The burner head and the combustion chamber are built from
perspex to provide optimum optical access. The flow path is shown in fig.
3.13(a). The clear water is equally split into four symmetrically arranged pipes.
These are connected with the base plate, where water flows tangentially into
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the annular gap. The 180◦ flow turn is accomplished in the subsequent head
section of the combustor model, and the water flow is distributed among
the mixing tubes. A flow reversal section comprising a deflection vane and a
deflection collar is used to tune the flow field at the inlet of the injectors.

The injectors are symmetrically arranged around a pilot injector dummy in
5 sectors of 72◦ into two concentric rows, as depicted in fig. 3.13(b). Similar
to the single injector test configuration, a hot-film sensor is mounted at the
end section of the injectors to quantify the integral mass flow distribution. The
mixing PMF is measured by LIF with a horizontal light sheet, as depicted in fig.
3.13(c). The radial and tangential velocity distribution in the head section of
the combustor was measured with PIV, as shown in fig. 3.13(d). In this setup,
the fuel lances and the central pilot pipe are left out to increase the optical
accessibility of the burner head. The radial velocity profiles upstream of the
flow reversal section are measured with the setup illustrated in fig. 3.13(e).

Figure 3.14: Tornado-like structure with R1.

The velocity gradients from the inlet tubes and the base plate are suppressed
with the components marked with red borders in fig. 3.13, referred to as
the flow conditioning unit. It consists of three evenly spaced perforated
plates, rectifiers 1-3 (R1-R3), and a ball packing above R1 followed by
a short honeycomb section. Initially, rectifier 1 with a high pressure-loss
coefficient was expected to suppress the velocity gradients completely, but
PIV experiments with the setup of fig. 3.13(c) showed that this is not
the case. The remaining asymmetries in the inflow distribution formed a
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rotating tornado-like structure, which originates from the superposition of the
asymmetrical tangential and radial momentum distribution over the whole
annular cross-section upstream of the 180◦ turning. This structure was seen
during the venting process of the head section of the burner prior to the image
recording as a rotating vortex along the middle axis, as shown in fig. 3.14.

Multiple tests were conducted during the development phase of the
experiment to find the origin of this effect. The following changes in the
experimental setup were made without achieving the desired effect of
suppressing the formation of the tornado-like structure:

• Increasing the pressure loss coefficient of rectifier 1 by reducing the hole
diameter and the number of holes.

• Increasing the pressure of the sealing elements and covering the interface
between the rectifier plate and the base plate with epoxy resin.

• Hydraulic balancing of the inlet pipes.

The origin of the problem could be understood with a simulation of the flow
path with rectifier 1, which is explained in appendix A.3. The results revealed
that the asymmetric radial and tangential momentum distribution originates
from an uneven total pressure distribution in the holes of the rectifier plate.
The jets with higher pressure entrain the weaker jets and thus create spots
with higher momentum over the whole sectional area of the annular gap.

Figure 3.15: Comparison ur at r /dB = 0.39.
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Figure 3.16: Comparison uθ at r /dB = 0.39.

In order to re-distribute the total pressure in radial and tangential direction
over the annular gap, the ball filling (BF) above rectifier 1 was introduced
(dB = 6mm). The honeycomb plate holds the balls in place such that they
can not block the holes of rectifier 2. Finally, rectifier 3 adjusts the desired
inflow conditions upstream of the flow reversal section, obtaining the final
arrangement (R1-3/BF/HC). The measured radial and tangential velocity
distribution with the experimental setup of fig. 3.13(d) for the different stages
of the flow conditioning unit are shown in fig. 3.15 and 3.16. The velocities at
r /dB = 0.39 were extracted from the whole velocity field for these plots.

The lowest radial velocity values with rectifier 1 only (blue dots) are observed
close to 280◦, originating from the asymmetric inflow distribution during
the experiments. In addition, the flow had a strong tangential component
in a clockwise direction, counter-rotating with respect to the inlet swirl in
the base plate. This effect could be reduced in configuration R1-2 (green
dots). However, the flow field upstream of the flow reversal section was
not repeatable due to the stochastic formation of the small tornado-like
flow structures mentioned above, which resulted from a superposition of
the remaining asymmetrical tangential and radial momentum distribution
originating from the inflow. With the final arrangement R1 − 3/BF /HC
(red dots), the most uniform radial and tangential velocity distribution was
achieved with low angular deviations from the mean ur and uθ = 0.
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Figure 3.17: Comparison vertical velocity field: (a)-(d) R1-2; (e)-(h)
R1-3/BF/HC.

The velocity profile upstream of the flow reversal section is shown in
fig. 3.17. Here the results for the arrangements R1-2 (first four contour
plots) and R1-3/BF/HC (last four contour plots) at the angular positions
α = (0,90,180,270)◦ are compared with each other (see also fig. 3.13(e)).
The non-uniformity with arrangement R1-2 was also seen in the measured
velocity profiles. In particular, the velocity field at α = 180◦ has different
flow structures than the remaining angular positions for this arrangement.
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In contrast, the final arrangement R1-3/BF/HC generates very similar flow
structures upstream of the flow reversal section at all measured angular
positions, thus providing the desired uniformity of the inflow conditions for
the mixture investigation in the multi-injector burner. The measured velocity
profile is used as the inlet boundary condition for the CFD simulations of the
air flow path upstream of the injectors, as reported in chapter 4.

A further important aspect is the standard deviation of the velocity magnitude
(σumag ), which provides information regarding the turbulent kinetic energy.
Based on the obtained data, it has a maximum value of σumag ≈ 0.3umag

slightly above the deflection vane. The high turbulent kinetic energy in this
area is convected into the inlet sections of the injectors, and thus leads to
enhanced mixing in the multi-injector burner compared with a single injector
under ideal inflow, as shown in section 5.2.3.

3.4 Experimental Matrix

Experiment Re/Reexp u f /u f ,N

1 1 0.74; 0.92; 1; 1.07; 1.21; 1.32; 1.44
2 1; 1.25; 1.5; 1.75; 2 1; 1.25; 1.5; 1.75; 2

Table 3.1: Experimental matrix for LIF experiments in the single injector
under ideal inflow.

The mixing behavior of a single injector under ideal inflow is characterized
by the experiments summarized in table 3.1. The influence of the fuel inlet
velocity is quantified by keeping the injector Reynolds number constant at
Re = Reexp = 13900. For this, the normalized fuel velocity with its nominal
value is varied between 0.74 < u f /u f ,N < 1.44. For this particular setup, one
obtains a constant momentum flux density ratio in all injection holes due to
the even momentum distribution at the injector inlet (see also figs. 4.7 and
5.1). The influence of the Reynolds number is investigated by increasing the
air and the fuel velocity simultaneously by the same factor starting from their
nominal values, thus keeping the momentum flux density ratio in all injection
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holes constant at j = jN . In these experiments, the injector Reynolds number
is increased to Re/Reexp = 2.

Deflection
collar

Deflection
vane

H
Hd

Dyed water
(Fuel)

Clear water
(Air)

Fuel lances

Figure 3.18: Components flow reversal section.

u f /u f ,N = (0.74;0.92;1;1.07;1.21;1.32;1.44)
Config. Def. collar Def. vane Hd /H Nr. of datasets

0 Symmetric inflow conditions 7
1 x x 0.48 21
2 x x 0.52 21
3 x x 0.56 21
4 x x 0.60 21
5 x n/a 21

Table 3.2: Experimental matrix for LIF experiments in the multi-injector
burner.

The influence of the inflow distortion in the burner head is investigated
with the multi-injector burner model shown in fig. 3.13. The mixing PMFs
are measured individually in the outlet section of injectors 1, 2, and 3. The
inflow conditions are varied by changing the position of the deflection vane
(see fig. 3.18 and table 3.2). Four configurations (config. 2-4) are considered
by varying the height of the deflection vane (Hd /H = (0.48;0.52;0.56;0.6)).
A last configuration (config. 5) is considered by completely removing the
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3.4 Experimental Matrix

deflection vane to create the highest velocity gradients. The experiments are
conducted with the same fuel velocities as those with a single injector under
ideal inflow at constant Re = Reexp . Hence, 21 datasets for each configuration
are obtained, 7 for each injector. The datasets for the multi-injector burner,
together with the obtained for a single injector under ideal inflow describing
the dependency of the mixing PMF on u f /u f ,N , are used as input to generate
the O-POD model. The experimental matrix is summarized in table 3.2. The
seven datasets for the single injector are referred to as config. 0.

The validation data for the RANS-CFD simulation are generated by measuring
the volume flows through injectors 1 and 2 in all sectors of the multi-injector
burner model with the hot-film flow sensors mounted at the end of the mixing
tubes (see fig. 3.13(a)-(b)). Note that the sketch of fig. 3.13 is only a schematic
representation of the multi-injector burner model and does not correspond to
the original geometry. In reality, the velocity profile in injectors 2 and 3 differed
due to the actual arrangement of the mixing tubes in the MIB. However, the
CFD simulations and an additional experiment for an entire sector of the
multi-injector revealed that the volume flow through injector 3 is very similar
to injector 2. The experiments are conducted with config. 1 and 5 (see table
3.2) without fuel injection. Additional data are also obtained by removing the
fuel lances for an overall evaluation of the CFD model (config. 1* and 5*).
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4 RANS-CFD Approach for Calculating the
Observable Vectors

The RANS-CFD approach to calculate the ϕ⋆ observable vectors is presented
in this chapter. First, the simulation setup and the fluid domains for the
single injector and the multi-injector burner are described. Then the mesh
dependency of the volume flows and the validation approach are presented.
Finally, the resulting flow fields for config. 3 (see table 3.2) are shown, as these
datasets are considered as the reference to demonstrate the performance of
the O-POD model.

4.1 Simulation Setup

(a) Single injector

Air

Jet-in
crossflow

(b) Multi-injector burner

z

Inlet BC from PIV
measurements

Figure 4.1: CFD simulation domains.

The CFD simulations of the air flow path upstream of the injectors are
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4.1 Simulation Setup

conducted with the open-source CFD code OpenFOAM [92]. A sectional view
of the numerical domains is shown in fig. 4.1. These are modeled with a
structured mesh generated with the utility cartesianMesh of the software
cfMesh [93]. The single injector (left) is modeled with an inlet tube with
a bigger diameter followed by the injector element as in the experimental
setup of fig. 3.12. The multi-injector burner (right) is simulated with a sector
geometry of 72◦ according to the symmetry shown in fig. 3.13.

The velocity and pressure fields are obtained by solving the RANS equations
(see eq. 2.1-2.3). For this, the simpleFoam solver for incompressible flows
is used, and the turbulence is calculated with the k −ω SST model [26–28].
The fuel concentration is modeled with the passive scalar transport equation
(see eq. 2.4-2.7). A constant air inlet velocity is set as the boundary condition
for the single injector. For the sector geometry, the measured inflow velocity
profile directly upstream of the flow reversal section (see fig. 3.17) is set as
the inlet boundary condition for the air flow with the OpenFOAM utility
timeVaryingMappedFixedValue [92, 94]. The normalized fuel inlet velocity in
the injection holes u f /u f ,N is set equal to the values shown in tables 3.1 and
3.2 as surfaceNormalFixedValue.

The divergence terms are discretized with the limitedLinear scheme, which
switches over to upwind discretization in regions of rapidly changing gradient
and thus gives the simulation adequate numerical stability [95]. For this, a
high mesh quality is also of particular importance [96], which is evaluated
with the max. non-orthogonality1 and skewness2 of the cells. A large max.
non-orthogonality of the cells (>65◦) or a high skewness of the cells (>3) leads
to convergence problems in the simulation. The velocity and pressure fields at
the end of the injector inlet section (see cross-sectional area A-A in fig. 2.3) are
used to calculate the observable vectors, which are shown in section 5.1. The
fuel concentration field at the injector outlet is used to assess the measured
mixing behavior of the multi-injector burner in section 5.2.3.

1The non-orthogonality is defined as the angle between the line made by two adjacent cell centers and the
common face normal vector

2The cell skewness is the deviation of the line connecting two adjacent cell centers to the middle point of the
common face
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4.2 Mesh Dependency of the Volume Flows

(a) ZG = 0.005 (b) ZG = 0.003 (c) ZG = 0.0011

Hi nlet

H

Figure 4.2: Global cell size in the burner head.

The global cell size in the burner head ZG was chosen to make the volume
flows through the injectors mesh independent. Here a compromise must be
made between cells small enough to accurately represent the momentum
distribution in the burner head and adequate numerical stability. It was found
that the smallest possible global cell size in the burner head is ZG = 0.002 (see
fig. 4.2). A further reduction of ZG makes obtaining an adequate mesh quality
with the used meshing utility difficult and leads to an oscillatory behavior of
the flow variables.

Figure 4.3: Sensitivity of the volume flows to the global mesh size and the
divergence discretization scheme.

Fig. 4.3 shows the resulting average volume flow in injectors 1 and 2 (see fig.
3.13(b)) as a function of the global cell size in the burner head for config.
1. As mentioned in section 3.4, the volume flow through injector 3 was very
similar to injector 2 with the CFD simulations and an additional experiment
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4.3 Validation

for an entire sector. The values are normalized with the nominal flow rate
of the injectors VIn j ,N defined as the mean value for the nominal operating
point for the actual machine scaled to the experimental model. It can be
observed that the resulting volume flow distribution is nearly independent
of the global cell size for the chosen variation range. It should be noted that
this study was conducted with a simulation setup that was still not validated
with the measured inflow distribution, so the results of fig. 4.3 differs from the
measured values for config. 1.

4.3 Validation

Figure 4.4: Measured volume flows for all considered configurations.

For validation purposes, the volume flows through injectors 1 and 2 in all
sectors of the multi-injector burner model (see fig. 3.13) were measured with
the hot-film flow sensors mounted at the end of the injectors for config. 1
and 5 (see table 3.2) as well as the corresponding setups without fuel lances

59
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(config. 1* and 5*). The measured volume flow distributions are shown in fig.
4.4. The air inflow distribution in config. 1 was very symmetric with a volume
flow gradient between injectors 1 and 2 of around 2.5 %. Removing the fuel
lances (config. 1*) causes an increase in the volume flow of injectors 1 and 2,
and the volume flow gradient increases to 5 %. Removing the deflection vane
(config. 5 and 5*) further increases the volume flows and the relative gradients
(6.6 % for config. 5 and 7.5 % for config. 5*). The deviation of the measured
values from the mean (denoted with a dashed line) can be explained by the
limited accuracy of the sensors (approx. ±5%, see section 3.2.3.2) as well as the
remaining slight deviations of the velocity profile upstream of the deflection
geometry shown in fig. 3.17.

Figure 4.5: Fine-tuning location inlet boundary.

The simulation approach was validated with the volume flows in each
configuration as reference data. Fig. 4.5 shows the dependency of the flow
rate through the injectors 1 and 2 on the distance of the inlet boundary
at the beginning of the flow reversal section (denoted with Hi nlet /H) for
config. 1. The CFD simulation results are marked with asterisks, and the
measured volume flows are summarized with the mean value and the error
bars representing the variation range during the experiments. For each data
point, the velocity values at the inlet boundary are extracted from the flow
field shown in fig. 3.17 accordingly with the actual location of the inlet
plane. It can be observed that the best match between the measurement and
the simulation was obtained by placing the inlet boundary directly at the
beginning of the flow reversal section at Hi nlet

H = 0.

Finally, the volume flow distribution was calculated for the remaining
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4.4 CFD Results Inflow Conditions of the Injectors

configurations and compared with the measurements. These results are
shown in fig. 4.6. A good match between the CFD and the experimental results
was obtained, especially for configs. 1 and 1*. The deviations for the remaining
configurations were considered acceptable, and the CFD model approach was
further used for the calculation of the ϕ⋆ observable vectors for each dataset
listed in table 3.2.

Figure 4.6: CFD validation results.

4.4 CFD Results Inflow Conditions of the Injectors

The sectional view of the calculated flow fields at the end of the inlet section
is presented in this section. For this, the results for config. 0 and config. 3
u f /u f ,N = 1.44 (see table 3.2) are shown in figs. 4.7-4.10. These datasets were
chosen as they are used as a reference to represent the ϕ⋆ observable vectors
in section 5.1 and to compare the model output with the measured mixing
PMF in section 7.2. As the simulation data is evaluated upstream of the fuel
injection, the influence of the fuel velocity on the flow fields was fairly low. The
velocity in the main flow direction (uz) and the radial velocity (ur ) are shown
in the top left and right figures, respectively. The tangential velocity (uθ),
which is considered as positive counterclockwise in the direction out of the
page, and the relative static pressure field (∆p = p −pmi n) are represented by
the lower left and right graphs. All velocity components and the static pressure
are normalized with the mean z-velocity (uz) and dynamic pressure (ρu2

z). The
dashed line shows the location of the middle axis of the multi-injector burner
and will be referred to as the MIB center line.
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Figure 4.7: Flow field for config. 0 (u f /u f ,N = 1.44).

The flow field for config. 0 exhibits a nearly constant z-velocity (see fig. 4.7).
The additional radial velocity component caused by the flow acceleration in
the inlet section is minimal compared to the z-velocity. The tangential velocity
is close to zero over the whole sectional area. Furthermore, the pressure
distribution has a symmetric pattern, which results from the blockage of the
turbulence generators upstream of the injection holes.
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Figure 4.8: Flow field for config. 3, injector 1 (u f /u f ,N = 1.44).

The flow field for injector 1 in config. 3 also has a uniform z-velocity
distribution except in a small area with a lower velocity between segments 4
and 5 (see fig. 4.8). The highest negative radial velocity values and the biggest
tangential velocity gradients are observed in this area. The static pressure also
has a slight overshoot in the area with the z-velocity deficit.
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Figure 4.9: Flow field for config. 3, injector 2 (u f /u f ,N = 1.44).

The z-velocity distribution for injector 2 in config. 3 shows three areas with
higher velocity symmetric to the MIB center line (see fig. 4.9). The radial and
tangential velocity, as well as the static pressure, also have the same symmetry
line. The highest negative radial and tangential velocity and the lowest static
pressure are observed in segment 1.
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4.4 CFD Results Inflow Conditions of the Injectors

Figure 4.10: Flow field for config. 3, injector 3 (u f /u f ,N = 1.44).

The z-velocity field of injector 3 in config. 3 shows the highest gradients (see
fig. 4.10). It has a large zone with higher velocity values covering segments 1, 2,
7, and 8. In addition, the tangential velocity and the static pressure differ from
the ideal inflow behavior over the whole sectional area more than in injectors
1 and 2. The highest values can be observed in segments 4 and 5, respectively.

The flow fields for the remaining configurations are shown in appendix A.4. In
general, a similar flow behavior to the one presented here in terms of velocity
and pressure gradients was obtained for all configurations. Even though the
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velocity and pressure fields are evaluated upstream of the flow injection, the
influence of the fuel momentum must be considered in the CFD calculation
as it had a small but not negligible influence on the results.
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5 Observable and Mixing PMF Datasets

In the following, the considered datasets to apply the O-POD model approach
are shown and discussed. First, the observable (ϕ⋆) vectors describing the
inflow conditions of the injectors are discussed. Then the mixing PMFs at
the outlet section of the injectors (ϕ) obtained for the configurations given
in table 3.1 and 3.2 are presented. Finally, these datasets are used to quantify
the mixing PMFs for the whole combustion chamber (ϕCC ), which includes
the contribution of all injector elements.

5.1 ϕ⋆ Observable Vectors

The components of the ϕ⋆ observable vector for config. 0. (denoted
with solid black lines) and config. 3 (represented with color dots) at
u f /u f ,N = 1.44 are shown in fig. 5.1. This velocity was chosen to illustrate
the datasets with the most asymmetric momentum flux density ratio. As
mentioned above, the ϕ⋆ observable vectors for config. 3 are used as input
to predict the mixing PMF with the created O-POD model and compare the
output with the measurement results in section 7.2. The momentum flux
density ratio ( j1

jN
, ..., j8

jN
) and the ratio between the perpendicular and the

z-velocity (Q1, ...,Q8) are shown in the upper left and right plots. The ratio
between the radial and the perpendicular velocity component (−R1, ...,−R8)
and the static pressure distribution (P1, ...,P8) are illustrated with the lower
left and right plots.

For config. 0, the post-processing of the flow field provides nearly constant
velocity and pressure values, denoted with the horizontal lines. The values
Q1 = 0.0193 and −R1 = 1 indicate that the perpendicular velocity component
corresponds to 1.93% of the uz value and consists exclusively of a radial
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component showing to the injector middle axis. A constant P = 0 means that
the surface averaged static pressure value was constant for all segments.

The momentum flux density ratio for injector 1 in config. 3 has a small
variation range between j

jN
= 1.64 − 1.76. The perpendicular velocity

component increases to Q = 0.08 in segment 5 and has a high oscillatory
behavior. It is also the case for −R, reflecting the direction changes of the
radial velocity shown in fig. 4.8. The static pressure has a maximum value of
P = 0.0133.

Figure 5.1: Components of the ϕ⋆ vectors for config. 0 and 3 (u f /u f ,N = 1.44).

Due to the symmetry of the flow field to the MIB center line, the velocity
and pressure values of segments 2-8, 3-7, and 4-6 of injector 2 are the
same. Segment 1 has the highest momentum flux density ratio and radial
velocity pointing towards the injector middle axis ( j1

jN
= 2.11, Q1 = 0.066,
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5.2 Mixing PMF at Injector Outlet

−R1 = 1). Similar behavior can be observed for segments 4-6 with high
momentum flux density ratio and radial velocity.

The z-velocity gradients for injector 3 (see fig. 4.10) lead to the most
asymmetric momentum flux density ratio. The variation range is very similar
to the dataset for injector 2 but without the symmetries resulting from the
flow field. The behavior of Q and −R in injector 3 is similar to the results for
injector 1. The static pressure was higher than the results with injectors 1 and
2 for segments 2-3 and 5-8.

The obtained ϕ⋆ observable vectors for the remaining configurations are
shown in appendix A.5. In general, qualitatively similar behavior of the ϕ⋆

vector was obtained for all configurations. The resulting velocity and pressure
values depend on the flow field at the inlet section of the injectors, which was
altered by changing the position of the deflection vane (see table 3.2).

5.2 Mixing PMF at Injector Outlet

This section presents the mixing PMF based on the experimental data for the
parameter range of interest. The width of the statistic distribution is quantified
with the spatio-temporal standard deviationσst (see eq. 2.54). First, the results
under ideal inflow conditions are presented. The obtained datasets for the
single injector elements of the multi-injector burner are shown afterwards.
Finally, the mixing PMFs for the whole outlet section of the multi-injector
burner are presented.

5.2.1 Influence of the Fuel Inlet Velocity Under Ideal Inflow

The dependency of the mixing PMF on the fuel inlet velocity under ideal
inflow was investigated by keeping the injector Reynolds number constant at
Re = Reexp = 13900 and gradually increasing the fuel inlet velocity between
0.74 < u f /u f ,N < 1.44. The results are shown in fig. 5.2. The shape of the PMF
is close to a Gaussian, but it can be seen that depending on u f /u f ,N , there
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is a small asymmetry from the mean φ. The narrowest distributions can be
observed for the extreme values u f /u f ,N = 0.74 and u f /u f ,N = 1.44.

Figure 5.2: Mixing PMFs as a function of the fuel inlet velocity under ideal
inflow.

Fig. 5.3 shows the associated spatio-temporal standard deviation under ideal
inflow (σst ,r e f ). The values are normalized with the mean σst ,r e f , chosen as
the reference value for all the results in this chapter. It can be seen that the
narrower distributions at u f /u f ,N = 0.74 and u f /u f ,N = 1.44 are reflected in a
lower standard deviation of approx. 90% of the mean σst ,r e f . Based on these
results, the dependency of mixing PMF on the fuel inlet velocity u f /u f ,N is
relatively low. This behavior is due to the use of turbulence generators, which
make the mixing behavior mainly dependent on the turbulent air inflow
distribution.

Figure 5.3: Spatio-temporal standard deviation as a function of the fuel inlet
velocity under ideal inflow.
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5.2.2 Influence of the Injector Reynolds Number Under Ideal Inflow

The dependency of the mixing PMF on the Reynolds number was investigated
under ideal inflow by increasing Re above the nominal operating point of the
injector. For this, the air and fuel flow rates were increased by the same factor
to keep the momentum flux density ratio in all injection holes constant at
j = jN . The PMFs obtained at the injector outlet are presented in fig. 5.4. The
shape of the PMF is rather symmetric around the mean value φ and close to
a Gaussian. The mixing PMF becomes narrower for Re/Reexp > 1.5, reflecting
the decrease of the spatio-temporal variance due to the enhancement of fine
scalar mixing. Nevertheless, the mixing PMFs for Re/Reexp < 1.25 remains
almost unchanged.

Figure 5.4: Mixing PMFs as a function of the Reynolds number under ideal
inflow.

Fig. 5.5 shows the associated spatio-temporal standard deviation σst

normalized with σst ,r e f similar to the results of fig. 5.3. The narrower
distribution at Re/Reexp > 1.5 is seen as an asymptotic decrease of the
standard deviation up to σst ≈ 0.8 · σst ,r e f . Here, it can also be observed
that the dependency of the mixing behavior on the Reynolds number up to
Re/Reexp = 1.25 is marginal.

Based on these results, the variations of the mixing PMF in the multi-injector
burner presented in the following section can not be associated with local
variations of the Reynolds number in the injector elements. The reason is that
the highest measured gradient of the flow rate through the injectors was only
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7.5% for config. 5* (see fig. 4.4).

Figure 5.5: Spatio-temporal standard deviation as a function of the Reynolds
number under ideal inflow.

5.2.3 Influence of the Inflow Distortion in the Burner Head

The influence of the inflow distortion on the mixing PMF was investigated
with the multi-injector burner by keeping a constant air volume flow through
the combustor and gradually increasing the fuel inlet velocity between
0.74 < u f /u f ,N < 1.44 similar to the investigations for a single injector under
ideal inflow. The results are shown in fig. 5.6 (Injector 1), fig. 5.7 (Injector
2) and fig. 5.8 (Injector 3) for all configurations listed in table 3.2. Each plot
shows the results obtained at a specific normalized fuel inlet velocity. The
PMFs for config. 0 and config. 1-5 are plotted with black asterisks and color
dots, respectively.

For injector 1, small asymmetries from the mean φ with a maximum
frequency of occurrence sensitive to a change of the inflow condition
(ϕmax = 0.042 − 0.048) at u f /u f ,N = 0.74 can be observed (see fig. 5.6).
Increasing the fuel velocity reduces these asymmetries, and the width of the
PMFs is slightly increased. For u f /u f ,N = (0.92,1.07,1.32), the differences
between the measured PMFs are very low. This variation is higher for
u f /u f ,N = (1,1.21,1.44). It can be roughly observed that the measured mixing
PMF in injector 1 is slightly narrower than that for a single injector under ideal
inflow except for the extreme value at u f /u f ,N = 1.44. However, the deviation
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from the ideal inflow behavior for this injector was very low. This behavior
can be explained by the variations of the momentum flux density ratio in all
injection holes (see fig. 5.1 and appendix A.5), which are not high enough to
affect the mixture behavior significantly.

For injector 2, the asymmetries at u f /u f ,N = 0.74 are higher (see fig. 5.7)
with an increased variation range of the maximal frequency of occurrence
(0.04 < ϕmax < 0.052). This behavior remains similar at u f /u f ,N = 0.92. For
1 ≤ u f /u f ,N ≤ 1.44, a more symmetrical distribution can be observed, and the
with of the mixing PMF increases with the fuel velocity. In general, the results
for injector 2 are more sensitive to the inflow condition. However, the PMF
for all datasets is nearly symmetric and slightly narrower than under ideal
inflow and for injector 1. This behavior might be unexpected regarding the
asymmetries of the momentum flux density ratio shown in fig. 5.1, but it can
be explained with the symmetry of the flow field to the MIB center line. The
higher penetration depth of the jets in segments 1, 4, and 6 is compensated by
a high radial velocity towards the middle axis of the injector, thus leading to
the observed symmetric mixture behavior, which is reproducible for the whole
investigated operational range.

For injector 3, the behavior at u f /u f ,N ≤ 1.07 is similar to the observed
for injectors 1 and 2. At u f /u f ,N = 1.21, a significantly wider distribution
for config. 5 can be observed. A further increase of the fuel velocity to
u f /u f ,N = 1.32 leads to negative skewness for config. 1, 3, and 5. For
u f /u f ,N = 1.44, the resulting PMF for config. 4 exhibits a weak negative
skewness with a high ϕmax . This behavior results from the asymmetric
momentum flux density ratio shown in fig. 5.1, which is not compensated
with a counteracting radial velocity component. These asymmetries lead to
an uneven penetration depth of the jets around the middle axis of the injector
and, consequently, to the asymmetric PMF at higher fuel velocities. This
behavior is also reproducible for the whole investigated operational range.

73



Observable and Mixing PMF Datasets

Figure 5.6: Mixing PMFs multi-injector burner (Injector 1).
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Figure 5.7: Mixing PMFs multi-injector burner (Injector 2).

75



Observable and Mixing PMF Datasets

Figure 5.8: Mixing PMFs multi-injector burner (Injector 3).
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5.2 Mixing PMF at Injector Outlet

Figure 5.9: Spatio-temporal standard deviation at injector outlet as a function
of the fuel inlet velocity in the multi-injector burner.

Fig. 5.9 shows the spatio-temporal standard deviation for all injector
elements. The slightly narrower mixing PMFs for injector 1 at u f /u f ,N < 1.44
are reflected in a σst reduction up to 10% from the corresponding value under
ideal inflow. The wider PMFs for the extreme value u f /u f ,N = 1.44 are seen as
an increase of σst of up to 20%. Injector 2 exhibits similar behavior with a σst

reduction up to 20% for config. 2 and 3. In contrast, the negative skewness in
the mixing PMFs of injector 3 causes an increase ofσst up to 40% for config. 5.

The lower σst in injectors 1 and 2 might seem counter-intuitive. However, it
can be associated with the inflow conditions and the high turbulent kinetic
energy originating from the flow separation in the deflection vane (see section
3.3.2). Fig. 5.10 shows the influence of the inflow conditions on the mixing
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field at the injector outlet, determined with RANS-CFD simulations. The
mixing field under ideal inflow at u f /u f ,N = 1 (left) has a fuel overshoot around
the central axis of the injector and four regions with a lower concentration
symmetrically distributed over the cross-sectional area of the injector. This
symmetry results from the arrangement of the injection holes and the
turbulence generators in the studied injector element. The mixing field for
injector 2 in config. 1 at u f /u f ,N = 1 (right) is symmetric to the MIB center line,
similar to the flow field shown in fig. 4.9. Here the fuel from the center axis is
convected to the upper and the lower cross-sectional area, leading to a spatial
standard deviation σs

1 8% smaller than that under ideal inflow. The further
reduction of σst up to 20% in the experiments is caused by the high turbulent
kinetic energy above the deflection vane, which is convected into the inlet
sections of the injectors and, consequently, leads to enhanced mixing.

Figure 5.10: Time-average mixing field at injector outlet for config. 0 and for
injector 2 in config. 1 from RANS-CFD simulations (u f /u f ,N = 1).

Based on these results, the spatio-temporal standard deviation σst in the
multi-injector burner under low velocity gradients is lower than that under
ideal inflow. This unexpected behavior can be associated with a better fuel
distribution over the cross-sectional area caused by the inflow conditions and

1The spatial standard deviation σs is calculated through post-processing of the CFD data at injector outlet as
the surface average standard deviation of the equivalence ratio.
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an increased turbulent kinetic energy at the injector inlet in the combustor
originating from the flow separation in the deflection vane. In contrast,
high inlet velocity and pressure gradients at the injector inlet increase the
spatio-temporal standard deviation σst at high fuel inlet velocities. This effect
is caused by the uneven penetration depth of the jets associated with the
asymmetric momentum flux density ratio.

5.2.4 Mixing PMF for the Whole Combustion Chamber

The mixing PMF for the whole combustion chamber was calculated with
eq. 2.55 by considering the datasets for each injector element presented in
the last section. Fig. 5.12 shows the obtained mixing PMFs (ϕCC ) for the
measured configurations in the multi-injector burner (config. 1-5) together
with the results under ideal inflow at the same fuel inlet velocity (config. 0).
For 0.74 < u f /u f ,N < 1, the mixing PMFs in the multi-injector burner are still
narrower than that under ideal inflow due to the contribution of injector 1 and
2. For 1.07 < u f /u f ,N < 1.32, all mixing PMFs are very similar. For the extreme
value u f /u f ,N = 1.44, a slightly negative skewness for config. 3 and 5 can be
observed, which results from the contribution of injector 3.

Fig. 5.12 shows the associated spatio-temporal standard deviation to the
mixing PMFs for the complete outlet section of the combustor. The narrower
distributions for 0.74 < u f /u f ,N < 1 are reflected in a lower standard deviation
for the multi-injector burner in all configurations. For 1.07 < u f /u f ,N < 1.32,
the obtained σst for the multi-injector burner is very close to the value for the
single injector with a deviation of approx. ±7%. The remaining skewness in
the mixing PMFs at the extreme value u f /u f ,N = 1.44 is reflected in a higher
standard deviation for the multi-injector burner in all configurations with
a maximum increase of 30% from the value at ideal inflow conditions for
config. 5.
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Figure 5.11: Integrated mixing PMFs in the complete outlet section of the
combustor.
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Figure 5.12: Spatio-temporal standard deviation in the complete outlet
section of the combustor as a function of the fuel inlet velocity.
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6 NOx Formation Analysis

The increase of NOx formation caused by the remaining unmixedness in
the multi-injector burner is assessed in the following based on the mixing
PMF datasets presented in the last chapter. For this, ∆XNOx is calculated at
tr es = 5 ms, tr es = 10 ms and tr es = 15 ms with the procedure explained in
section 2.5. The analysis is structured as follows: First, the increase of NOx

formation due to the remaining unmixedness under ideal inflow is evaluated.
Then the deviations due to the inflow distortion in the burner head are
determined.

6.1 Higher NOx Formation Under Ideal Inflow

Figure 6.1: Higher NOx formation at ideal inflow conditions.

Fig. 6.1 shows the increase of NOx formation caused by the unmixedness
under ideal inflow. The seven data points for each tr es correspond to the fuel
velocity values shown in fig. 5.2. In general, ∆XNOx decreases at higher mean
φ due to the exponential increase of the reference value XNOx @φ=φ for the
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perfectly premixed case. At low mean equivalence ratios (φ < 0.55, see black
dashed line), ∆XNOx scales with the residence time due to the larger

d XNOx
dφ

values and because the whole φ variation range covered by the mixing PMF
falls below the inflection points denoted with the color dashed lines in fig. 2.7.
This behavior is inverted at higher mean equivalence ratios (φ> 0.55) because
the equivalence ratio with the highest

d XNOx
dφ falls into the φ variation range

covered by the PMFs and, consequently, the contribution of the range φ > φ

to the NOx formation decreases. At φ = 0.76 and φ = 0.83, this contribution
drops so far that some ∆XNOx values become slightly negative. These values
indicate that the NOx formation is slightly lower than that for the perfectly
premixed case at the highest φ values.

6.2 Higher NOx Formation in the Single Injector Elements of
the Multi-Injector Burner

Fig. 6.2 shows the increase of NOx formation in the single injector elements
of the multi-injector burner. The results for tr es = 5 ms, tr es = 10 ms and
tr es = 15 ms are shown in the first, second, and third row of plots, respectively.
The corresponding injector is given in the title (1 on the left, 2 in the middle,
and 3 on the right). The increase of NOx formation for injectors 1 and 2
is lower than that under ideal inflow for almost all operating points, which
can be explained by the lower spatio-temporal standard deviation shown
in fig. 5.9. Note that the increase of NOx formation is very sensitive to
the spatio-temporal standard deviation at low mean equivalence ratios. For
example, the 20% lower σst at u f /u f ,N = 0.74 (φ= 0.4) for injector 2 in config.
5 compared with the result under ideal inflow is reflected in a reduction of
∆XNOx of approx. 50%. The higher σst at the extreme value u f /u f ,N = 1.44,
which corresponds to the data points atφ= 0.75 for injector 1 andφ= 0.79 for
injector 2, is not reflected in a significant increase of ∆XNOx due to the huge
reference value XNOx @φ=φ for the perfectly premixed case (see fig. 2.7).
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Figure 6.2: Higher NOx formation in the single injector elements of the
multi-injector burner.

The increase of NOx formation for injector 3 at the lowest threeφ values is also
smaller than that for a single injector under ideal inflow except for config. 5,
which reflects the behavior of the spatio-temporal standard deviation shown
in fig. 5.9. The higher σst in config. 1, 3, and 5 at increasing φ leads to a further
increase of NOx formation, which can be seen in more detail in fig. 6.3 for
the datasets at φ > 0.6. The NOx formation can be up to 30% higher than
that for a single injector under ideal inflow for φ = 0.66 at tr es = 5 ms. ∆XNOx

becomes lower at increasing φ due to the higher reference value XNOx @φ=φ
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for the perfectly premixed case and is close to zero for the mixing PMFs with
the highest negative skewness at the extreme value φ = 0.79 (u f /u f ,N = 1.44)
similar to the results under ideal inflow.

Figure 6.3: Higher NOx formation in injector 3 due to the negative skewness
in the mixing PMF.

6.3 Higher NOx Formation in the Whole Combustor

Fig. 6.4 shows the increase of NOx formation for the whole combustion
chamber obtained with the mixing PMFs shown in fig. 5.11. For the lowest
three φ values, a lower increase of NOx formation for the multi-injector
burner than for a single injector under ideal inflow for config. 2, 3, and 4 can be
observed, which reflects the lowerσst values for these configurations shown in
fig. 5.12. For φ= 0.58, the deviations between the NOx formation of the single
injector and the multi-injector burner are fairly low due to the similarity of the

85



NOx Formation Analysis

PMFs and the σst values shown in fig. 5.11 and 5.12.

Figure 6.4: Higher NOx formation in the whole combustor.

The contribution of injector 3 leads to an increased NOx formation atφ= 0.67,
as shown in fig. 6.5. Through the contribution of injectors 1 and 2 to the mixing
PMFs for the whole combustion chamber, the maximum increase of NOx

formation in config. 5 is reduced from 30% to 20% compared to the results for
injector 3 only. The remaining skewness of the mixing PMFs at u f /u f ,N = 1.44
has no negative impact on the NOx formation, as the obtained ∆XNOx values
are also close to zero similar to the results under ideal inflow.
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Figure 6.5: Higher NOx formation in the whole combustor due to the negative
skewness in the mixing PMF.
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7 Application of the O-POD Model

The application of the O-POD model approach with the datasets shown
in chapter 5 is presented in the following. The datasets for configurations
0, 1, 2, 4, and 5 are considered as input to calculate the eigenmodes. The
remaining datasets for config. 3 are used as the reference to demonstrate the
performance of the model approach by comparing the model output with the
corresponding measured mixing PMF.

7.1 Calculation of the Eigenmodes

The eigenmodes are calculated with the procedure explained in section 2.4.
The ϕ and ϕ⋆ vectors for configuration 0, 1, 2, 4, and 5 are put together
to generate the augmented input datasets (Φ = [ϕ,ϕ⋆], see eq. 2.56). In
total, n = 91 input datasets are obtained, which are used to calculate the
auto-correlation tensor (R) with eq. 2.58 and the eigenmodes θΦ through the
solution of the eigenvalue problem of eq. 2.59. Afterwards, the eigenmodes are
decomposed into the two parts corresponding to the mixing PMF (θ) and the
observable vectors (θ⋆) (θΦ = [

θ,θ⋆
]
, see eq. 2.62 and 2.63). In total, N = 113

eigenmodes are obtained, which corresponds to the dimension of the input
Φ vectors (Nx = 81 from ϕ and Ny = 32 from ϕ⋆). A RIC = 99,9% results with
Nr = 17 eigenmodes only.

Fig. 7.1 shows the corresponding part of the eigenmodes 1, 5, and 14
associated with the observable datasets (θ⋆1 , θ⋆5 , θ⋆14) as representative results
describing the mixing behavior of the studied injector element. Mode 1
reflects the ideal inflow conditions with a constant momentum flux density
ratio, velocity, and static pressure for all segments, as shown in fig. 5.1. Mode
5 represents the velocity and static pressure variations caused by the inflow
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distortion. Mode 14 contains information related to the observed
asymmetries of the momentum flux density ratio for injector 3.

Figure 7.1: Part of the eigenmodes associated with the observable vectors (θ⋆1 ,

θ⋆5 , θ⋆14).

Fig. 7.2 shows the corresponding part of the eigenmodes 1, 5, and 14
associated with the mixing PMF (θ1, θ5, θ14). The eigenmode 1 represents
the mixing behavior under ideal inflow shown in fig. 5.2 characterized by a
symmetric mixing PMF close to a Gaussian. The eigenmode 5 reflects the
results obtained for injector 1. Here the velocity and pressure gradients do not
lead to significant deviations from the ideal inflow behavior. The eigenmode
14 describes the negative skewness of the mixing PMF of injector 3 caused by
the asymmetries of the momentum flux density ratio.
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Figure 7.2: Part of the eigenmodes associated with the mixing PMFs (θ1, θ5,
θ14).

The remaining eigenmodes contain further information on the mixing
behavior of the studied injector element, making it possible to predict the
mixing PMF under arbitrary inflow conditions with the model, as shown in
the following section. For completeness, all calculated eigenmodes are shown
in appendix A.6.

7.2 Prediction of the Mixing PMF

The obtained eigenmodes are used to calculate the mixing PMF for the
reference datasets in config. 3. The results are then compared with the
measurement results. For this, the weighting coefficients (ak) for all datasets
are calculated by approximating the observable (ϕ⋆) vectors as the sum

of their parts of the eigenmodes (ϕ⋆ ≈ ∑Nr
k=1 akθ

⋆
k , see eq. 2.65) using

the least-squares method. The approximation of ϕ⋆ for injector 3 at
u f /u f ,N = 1.44 is shown in fig. 7.3 as a representative dataset with the most
asymmetric momentum flux density ratio. The approximation is represented
similarly to fig. 5.1 with the ϕ⋆ vectors marked with red dots and the O-POD
results with asterisks.

The momentum flux density ratio ( j
jN

) and the ratio between the radial and
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total perpendicular velocity component (−R) are approximated accurately
with the solution of the optimization problem for all segments. In contrast,
a slight deviation of the ratio between the perpendicular and the main
velocity component (Q) and the relative static pressure (P ) remained for some
segments. The order of magnitude of the variables can explain this deviation.
However, the physical behavior is described qualitatively correctly with the
approximation. ϕ⋆ was similarly approximated for the remaining reference
datasets.

Figure 7.3: Calculation of weighting coefficients by approximating the input
ϕ⋆ vector as the modal sum of the eigenmodes θ⋆ (Inj. 3 - cfg. 3,
u f /u f ,N = 1.44).

Finally, the obtained weighting coefficients for all reference datasets are used
to calculate the mixing PMF with eq. 2.66 and to compare the model output
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with the corresponding measurement results. This comparison is shown in
fig. 7.4. The plots in the first two rows correspond to the reference datasets
for injector 1 at increasing fuel velocity, whose normalized value (u f /u f ,N ) is
given in the title. The datasets for injectors 2 and 3 are illustrated similarly in
the next rows. The experimental results are shown in each plot with red dots
and the O-POD model output with black asterisks.

For injectors 1 and 2, the model output and the measured mixing PMF for
all considered fuel velocities agree very well with each other, except for the
dataset for injector 2 at u f /u f ,N = 1.44, for which a small deviation of the
maximal frequency of occurrence ϕmax can be seen. It is also the case for
injector 3 between 0.92 ≤ u f /u f ,N ≤ 1.32. These deviations may be associated
with the imperfect approximation of the ϕ⋆ vector shown in fig. 7.3.

However, the occurrence of a negative skewness of the PMFs of injector
3 at increasing fuel velocity is represented adequately, as can be observed
for the dataset at u f /u f ,N = 1.44. This finding primarily supports the
applicability of the presented model approach to calculate the mixing PMF
under arbitrary inflow conditions, as the generated model can accurately
predict the fundamental mixing behavior of the injector element and the
deviations due to inflow distortions in the burner head.
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Figure 7.4: Comparison measurement with O-POD model output for all
reference datasets.
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8 Summary and Outlook

8.1 Summary

The mixing behavior of a generic multi-injector burner system with
jet-in-crossflow fuel injection was investigated experimentally in this work.
The mixing quality was quantified with the Probability Mass Function of the
equivalence ratio at the injector outlet, the mixing PMF. The experimental data
were obtained from two different setups: the single injector under ideal inflow
and the multi-injector burner model close to an engine configuration. With
this approach, the influence of the inflow distortion in the head section on the
mixing quality could be determined by directly comparing the obtained data.
The experiments were conducted in a water channel test rig. The increase of
NOx formation associated with the remaining unmixedness at the injector
outlet compared with the perfectly premixed case was also assessed based on
the obtained data.

The mixing PMF of a single injector under ideal inflow was symmetric and
close to a Gaussian for the whole parameter range of interest. It remained
nearly invariant to the fuel inlet velocity due to the use of turbulence
generators, which makes the mixing behavior less dependent on the jet
momentum. The enhancement of scalar mixing with increasing Reynolds
number was also confirmed with these investigations.

The percentage increase of NOx formation under ideal inflow drops with the
mean equivalence ratio due to the exponentially increasing reference NOx

mole fraction for the perfectly premixed case. At low mean equivalence ratios
(φ < 0.55), the NOx formation increase scales with the residence time due to
the larger d XNOx

dφ values over the wholeφ variation range covered by the mixing

PMFs. At higher mean equivalence ratios (φ > 0.55), this behavior is inverted
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as the equivalence ratio with the highest d XNOx
dφ falls into the φ variation range

covered by the mixing PMFs and, consequently, the contribution of the range
φ>φ to the NOx formation decreases.

The mixing PMF in the multi-injector burner under low inlet velocity and
pressure gradients was also symmetric and close to a Gaussian, but the
spatial-temporal unmixedness was slightly lower than that under ideal inflow.
This unexpected behavior resulted from a better fuel distribution over the
injector cross-sectional area associated with the inlet boundary conditions
and an increase of turbulent kinetic energy caused by the flow separation in
the flow reversal section. The enhanced mixing was reflected in a lower NOx

formation increase compared with the results under ideal inflow.

In contrast, high inlet velocity and pressure gradients led to a negative
skewness in the mixing PMF at high fuel inlet velocities. This effect was
caused by the uneven penetration depth of the jets associated with the
asymmetric momentum flux density ratio. However, the associated decrease
of mixing quality was not reflected in a significant percentage increase of NOx

formation, as the mean equivalence ratios and, consequently, the reference
NOx mole fraction for the perfectly premixed case were extremely high.

The mixing PMF of the single injector elements was modeled as a
function of the inflow conditions with the output-based Proper Orthogonal
Decomposition approach (O-POD). The model input was the so-called
observable vector, generated with the surface-average velocity and pressure
values upstream of each injection hole calculated from RANS-CFD
simulations of the flow path in the combustor. The model accurately
reproduced the symmetric mixing PMFs close to a Gaussian under ideal
inflow and low inlet velocity gradients, as well as the negative skewness
associated with an asymmetric penetration depth of the jets.

The added value of the presented O-POD model approach is that the
observable vectors can be determined very fast with a RANS-CFD simulation.
This result can then be used as input to estimate the mixing PMF, which
is otherwise only accessible through a complex LIF experiment or using
Large Eddy Simulations (LES) with a high computational cost. Hence, the
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O-POD model approach can be used to optimize the flow path upstream of
the injectors to obtain minimal NOx emissions through a fast estimation of
changes in the mixing PMF, which can result due to alterations of the inflow
conditions in the burner head or design changes of the flow reversal section.

The essential features for the success of the experiments were the
development of the rectifier arrangement and the flow rate measurement
system, which were indispensable for obtaining the presented results. On the
one hand, the total pressure must be evenly distributed to obtain a symmetric
momentum distribution, which cannot be accomplished with perforated
plates due to the occurrence of spots with higher total pressure. On the other
hand, the thermal drift of the CTA measurement system occurring due to
the high electrical power input necessary for measurements in a turbulent
water flow must be minimized to obtain the desired performance for the
experiments.

8.2 Outlook

Many mixing PMF datasets were acquired for the studied multi-injector
burner. With these data, an LES simulation to calculate the mixing PMFs
could be validated and used to understand the mixing process over the whole
length of the injectors. Furthermore, the influence of all velocity components
perpendicular to the main flow direction and the static pressure gradients on
the mixing behavior could be determined through corresponding test cases.
The dependency of the mixing PMF on the turbulent kinetic energy at the
injector inlet could also be quantified with the validated LES simulation. With
this information, a new formulation of the observable vectors based on the
obtained data can be derived, and the performance of the O-POD model could
be further improved.

In this context, obtaining further experimental data on the flow behavior in
the inlet region of the injectors could also become a relevant part of future
research work. This data could also be used for validation purposes and
to better understand the influence of the inflow distortion on the resulting
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mixing behavior. The execution of such measurement campaigns was initially
planned for this work. However, technical difficulties due to the limited optical
accessibility to the inlet region of the injectors led to the decision to restrict
the scope of the PIV measurement campaigns to the development of the flow
conditioning unit based on the data presented in chapter 3.3.2.

The possible changes in the mixing PMF due to a rotation of the injectors
with a fixed inlet velocity field could also be investigated in future works.
A preliminary study with RANS-CFD showed that it is possible to optimize
the fuel distribution by finding an angular position in which the uneven
penetration depth of the jets is suppressed with counteracting perpendicular
velocity components and pressure gradients. A similar study could be
conducted experimentally with the available infrastructure, and the obtained
data could be used to expand the applicability of the presented model
approach.
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A Appendix

A.1 Supervised Student Theses

During the execution of this research work, several student theses were
realized at the Chair of Thermodynamics of the TUM School of Engineering
and Design under the supervision of the author. Part of these works may
be incorporated in the present dissertation and are not explicitly cited. The
author would like to express his great appreciation and gratefulness to all
these students for supporting the progress of this thesis with their works at
the chair, which are listed in the following table.

Während der Bearbeitung dieser Dissertation sind mehrere Abschlussarbeiten
am Lehrstuhl für Thermodynamik der TUM School of Engineering and
Design unter der Anleitung des Autors dieser Arbeit entstanden. Teile dieser
studentischen Arbeiten sind in diese Dissertation eingeflossen und sind nicht
explizit zitiert. Der Autor drückt hiermit seine ganz ehrliche Anerkennung
für die Unterstützung während ihrer Tätigkeit am Lehrstuhl aus und bedankt
sich bei den jeweiligen Studenten für ihren Beitrag zum Fortschritt dieser
Dissertation.
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Niklas Jakob Hain Bachelor thesis Implementation of the CTA Method
for Flow Investigation in a Water
Channel Test Bench

03.11.2020

Miguel Domingo Semester thesis Flow and Mixture Modeling for
a Multi-Injector Burner Model for
Water Channel Investigation Using
CFD and the POD Method

11.11.2020

Kevin Schulz Bachelor thesis Modeling of the Flow Distribution in
a Multi-Injector Burner by menas of
a Flow Resistance Network

25.11.2020

Johannes Resch Bachelor thesis Charakterisierung der
Brennstoffeindüsungsstrategie
eines neuartigen
Multi-Injektor-Brenners

13.04.2021

Georg Mederl Semester thesis Strömungsuntersuchungen in
einem Multi-Injektor-Brenner
mittels PIV

05.07.2021

Felix Pfündl Bachelor thesis Bestimmung der
Massenstromverteilung in einem
Multi-Injektor-Brenner mittels CTA

31.01.2022

Laurenz Schimper Bachelor thesis Optimierung einer
Simulationsmethode zur
Mischqualitätberechnung in
Multi-Injektor-Brennern mittels
RANS-CFD

28.04.2022

Table A.1: Supervised student theses by the author.
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A.2 NOx Formation for 0.2 <φ< 0.4

The simulation results for the adiabatic flame temperature, the NOx mole
fraction, and the increase of the NOx mole fraction with the equivalence ratio
for 0.2 < φ < 0.4 are shown in fig. A.1 with the plots at the top, in the middle,
and at the bottom, respectively.

Figure A.1: Tad , XNOx and
d XNOx

dφ as functions of the equivalence ratio and the
residence time for a freely-propagating one-dimensional flame in
logarithmic scale for 0.2 <φ< 0.4.

111



Appendix

The adiabatic flame temperature increases exponentially with the equivalence
ratio similar to the results of fig. 2.7. In contrast, the behavior of XNOx between
0.2 < φ < 0.4 differs from the exponential increase. This behavior can be
explained with the detailed simulation results for the limiting case at φ = 0.4
as well as a further case at φ = 0.3, in which XNOx is far from the exponential
behavior for tr es = 5 ms and tr es = 10 ms (i.e. from the linear increase in
the logarithmic scale). These results are shown in fig. A.2. At φ = 0.3 (see
upper plots), the chemical time scale is relatively low, and the first limiting
value of tr es = 5 ms is reached almost immediately after the beginning of the
reaction zone. At φ = 0.4 (see lower plots), the reaction becomes faster, and
the post-flame zone is reached at tr es < 5 ms. According to these results, XNOx

increases exponentially with the equivalence ratio as long as the post-flame
zone is reached after the given residence time.

Figure A.2: Flame temperature and NOx mole fraction in the reaction zone of
a freely-propagating one-dimensional flame for φ = 0.3 (top row
plots) and φ= 0.4 (bottom row plots).
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A.3 CFD Simulation with Rectifier 1

This appendix explains the CFD simulation of the flow path through the
multi-injector burner model with rectifier 1. The used fluid domain is shown
in fig. A.3. The inlet tubes, the tangential re-direction in the base plate, and
the holes of rectifier 1 were resolved with the simulation, as shown in fig.
A.3(a). The outlet boundary is placed at the end of the mixing tubes, neglecting
the flow path in the combustion chamber to reduce the computational cost.
Furthermore, the injector lances and the central pilot pipe are left out, similar
to the setup of fig. A.3(b).

The rectifier plate has 948 holes with a diameter of dH = 2 mm, symmetrically
distributed in NU = 158 rows around the circumference and NR = 6 in the
radial direction, as shown in fig. A.3(c). The inlet velocity is configured for
an inlet volume flow of 20m3

h and the modeling approach was the same
as explained in chapter 4. The simulation aimed not to reproduce the
occurrence of the tornado-like structure. However, it should instead serve as
an explanation for this unexpected behavior during the design phase of the
experiment.

The main velocity (uz) and static pressure upstream of the holes (p)
are calculated as surface averaged values through post-processing of the
simulation results. For this, the minimum value for the static pressure is taken
as a reference level similar to the calculation of P in the observable vectors
(see eq. 2.43). The volume flow V̇ is calculated through integration over the
whole sectional area of the holes, and the total pressure (ptot ) is calculated as
the sum of the static and dynamic pressure:

ptot = p + ρu2
z

2
(A.1)

113



Appendix

Holes rectifier
plate

Deflection
collar

z = 0

Outlet

Inlet

(a) Fluid domain

m = 1, ..., NU

(b) Sectional view flow path

(c) Sectional view rectifier plate

α

k = 1, ..., NR

Figure A.3: Fluid domain simulation rectifier 1.
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Figure A.4: Volume flow and pressure distribution over the angular position.

Figure A.5: Total pressure distribution over the angular position.

Fig. A.4 shows the mean value of the volume flow (V̇m) and the static
pressure (pm) of the holes located in each angular position divided by the
corresponding mean values for all holes of the rectifier plate (mean(V̇ ),
mean(p)). In general, the volume flow distribution was nearly constant over
the whole annular gap. The maximum value is located at α = 45◦ and is
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repeated every 90◦ according to the symmetry of the inlet tubes. In contrast,
the static pressure remains nearly constant between α ≈ 0− 22.5◦ and then
decays to its minimum value at α ≈ 45◦, which also occurs every 90◦. This
behavior leads to the asymmetric total pressure distribution over the angular
position shown in fig. A.5. The minimum static pressure is compensated with
the slightly increased dynamic pressure at α = 45◦ so that the total pressure
varies only around 5% from the mean value with a periodically repeated
behavior every 90◦. These 4 spots with higher total pressure create unstable
jet plumes around the circumference, thus acting as the driving mechanism
for the formation of the observed tornado-like structures.

1 2 3 4 5 6

k

Spot with higher
mass flux

Figure A.6: Total pressure distribution (left) and sectional view of the flow field
downstream of the injection holes (right) at α= 0◦ (m = 1).

This statement can be better understood with the total pressure distribution
and the sectional view of the flow field at the angular position α = 0◦ shown
in fig. A.6. The total pressure (left) has the highest value in the holes k = 4−5.
In the resulting flow field (right), it can be observed that the jets downstream
of holes 4-5 entrain the weaker jets and thus create a spot of higher mass flux.
This phenomenon occurs similarly in all areas with total pressure gradients.
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A.4 Flow Fields (u f /u f ,N = 1.44)

Figure A.7: Flow field for config. 0 (u f /u f ,N = 1.44).
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Figure A.8: Flow field for config. 1, injector 1 (u f /u f ,N = 1.44).
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Figure A.9: Flow field for config. 1, injector 2 (u f /u f ,N = 1.44).
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Figure A.10: Flow field for config. 1, injector 3 (u f /u f ,N = 1.44).
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Figure A.11: Flow field for config. 2, injector 1 (u f /u f ,N = 1.44).
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Figure A.12: Flow field for config. 2, injector 2 (u f /u f ,N = 1.44).
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Figure A.13: Flow field for config. 2, injector 3 (u f /u f ,N = 1.44).
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Figure A.14: Flow field for config. 3, injector 1 (u f /u f ,N = 1.44).
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Figure A.15: Flow field for config. 3, injector 2 (u f /u f ,N = 1.44).
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Figure A.16: Flow field for config. 3, injector 3 (u f /u f ,N = 1.44).
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Figure A.17: Flow field for config. 4, injector 1 (u f /u f ,N = 1.44).
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Figure A.18: Flow field for config. 4, injector 2 (u f /u f ,N = 1.44).
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Figure A.19: Flow field for config. 4, injector 3 (u f /u f ,N = 1.44).
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Figure A.20: Flow field for config. 5, injector 1 (u f /u f ,N = 1.44).
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Figure A.21: Flow field for config. 5, injector 2 (u f /u f ,N = 1.44).
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Figure A.22: Flow field for config. 5, injector 3 (u f /u f ,N = 1.44).
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A.5 Observable Datasets (u f /u f ,N = 1.44)

Figure A.23: Components of the ϕ⋆ vectors for config. 1 (u f /u f ,N = 1.44).
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Figure A.24: Components of the ϕ⋆ vectors for config. 2 (u f /u f ,N = 1.44).
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Figure A.25: Components of the ϕ⋆ vectors for config. 3 (u f /u f ,N = 1.44).
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Figure A.26: Components of the ϕ⋆ vectors for config. 4 (u f /u f ,N = 1.44).
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Figure A.27: Components of the ϕ⋆ vectors for config. 5 (u f /u f ,N = 1.44).
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A.6 Eigenmodes of Observable and Mixing PMF Datasets

Figure A.28: Eigenmode associated with the observable vectors (θ⋆1 ).

Figure A.29: Eigenmode associated with the mixing PMFs (θ1).
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Figure A.30: Eigenmode associated with the observable vectors (θ⋆2 ).

Figure A.31: Eigenmode associated with the mixing PMFs (θ2).
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Figure A.32: Eigenmode associated with the observable vectors (θ⋆3 ).

Figure A.33: Eigenmode associated with the mixing PMFs (θ3).
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Figure A.34: Eigenmode associated with the observable vectors (θ⋆4 ).

Figure A.35: Eigenmode associated with the mixing PMFs (θ4).
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Figure A.36: Eigenmode associated with the observable vectors (θ⋆5 ).

Figure A.37: Eigenmode associated with the mixing PMFs (θ5).
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Figure A.38: Eigenmode associated with the observable vectors (θ⋆6 ).

Figure A.39: Eigenmode associated with the mixing PMFs (θ6).
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Figure A.40: Eigenmode associated with the observable vectors (θ⋆7 ).

Figure A.41: Eigenmode associated with the mixing PMFs (θ7).
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Figure A.42: Eigenmode associated with the observable vectors (θ⋆8 ).

Figure A.43: Eigenmode associated with the mixing PMFs (θ8).
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Figure A.44: Eigenmode associated with the observable vectors (θ⋆9 ).

Figure A.45: Eigenmode associated with the mixing PMFs (θ9).
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Figure A.46: Eigenmode associated with the observable vectors (θ⋆10).

Figure A.47: Eigenmode associated with the mixing PMFs (θ10).
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Figure A.48: Eigenmode associated with the observable vectors (θ⋆11).

Figure A.49: Eigenmode associated with the mixing PMFs (θ11).
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Figure A.50: Eigenmode associated with the observable vectors (θ⋆12).

Figure A.51: Eigenmode associated with the mixing PMFs (θ12).
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Figure A.52: Eigenmode associated with the observable vectors (θ⋆13).

Figure A.53: Eigenmode associated with the mixing PMFs (θ13).
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Figure A.54: Eigenmode associated with the observable vectors (θ⋆14).

Figure A.55: Eigenmode associated with the mixing PMFs (θ14).
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Figure A.56: Eigenmode associated with the observable vectors (θ⋆15).

Figure A.57: Eigenmode associated with the mixing PMFs (θ15).
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Figure A.58: Eigenmode associated with the observable vectors (θ⋆16).

Figure A.59: Eigenmode associated with the mixing PMFs (θ16).
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Figure A.60: Eigenmode associated with the observable vectors (θ⋆17).

Figure A.61: Eigenmode associated with the mixing PMFs (θ17).
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