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Abstract
For an improvement of the flight stability characteristics of high-agility aircraft, the comprehension of the vortex develop-
ment, behavior and break down is important. Therefore, numerical investigations on low aspect ratio, multiple-swept-wing 
configurations are performed in this study to analyze the influence of the numerical method on the vortex formation. The 
discussed configurations are based on a triple- and double-delta wing planform. Unsteady Reynolds-averaged Navier–Stokes 
(URANS) simulations and delayed detached eddy simulations (DDES) are performed for both configurations. The simula-
tions are executed at Re = 3.0 × 106 , symmetric freestream conditions, and an angle of attack of � = 16◦ , for consistency with 
reference wind tunnel data. For the triple-delta-wing configuration, the results of the DDES show a satisfying accordance 
to the experiments compared to URANS, especially for the flow field and the pitching moment coefficient. For the double-
delta-wing configuration, the URANS simulation provides reliable results with low deviation of the aerodynamic coefficients 
and high precision for the flow field development with respect to the experimental data.

Keywords Hybrid-delta wing · Vortex interaction · Delayed detached eddy simulation

List of symbols
�  Angle of attack ( ◦)
�  Angle of sideslip ( ◦)
�  Roll angle ( ◦)
�  Aspect ratio (–)
�  Leading-edge sweep ( ◦)
�  Axial vorticity (1/s)
CD  Drag coefficient (–)
CL  Lift coefficient (–)
CY  Side force coefficient (–)
Cmx  Rolling moment coefficient (–)
Cmy  Pitching moment coefficient (–)
Cmz  Yawing moment coefficient (–)
Cp  Pressure coefficient (–)
cr  Root cord (m)
d  Seeding diameter (m)
fm  Measuring frequency (Hz)
li  Length of model section i ( m2)
l�  Mean aerodynamic chord (m)
lRe  Reference length for Reynolds number (m)

Ma  Mach number (–)
nPrism  Number of prismlayer (–)
pt  Total pressure (Pa)
pt,∞  Freestream total pressure (Pa)
Q  Q-criterion (–)
Re  Reynolds number (–)
s  Wing half span (m)
Sref  Wing reference area ( m2)
�t  Unsteady time step (s)
t�m  Acquisition time (s)
U∞  Freestream velocity (m/s)
u, v, w  Flow velocity in x, y, and z directions (m/s)
x, y, z  Body-fixed Cartesian coordinates (m)
y+  Non-dimensional wall distance (m)

1 Introduction

High-agility aircraft often require an operation at extreme 
flight conditions, including the need for effective super-
sonic cruise and high maneuverability at subsonic condi-
tions [11]. These configurations typically have low-aspect-
ratio wings with medium to high sweep angles and small 
leading-edge radii. For these wing planforms, the flow tends 
to separate near the leading edge at low angles of attack 
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and forms a leading-edge vortex (LEV). The LEV causes 
a suction peak on the wing surface and induces a nonlinear 
lift increase. At higher angles of attack, the fully developed 
LEV breaks down, the cross section of the vortex increases 
and a transient flow field develops downstream of the break-
down location. With further increase in angle of attack, the 
breakdown location moves upstream [12]. In the wake of 
the vortex breakdown, quasi-periodic velocity oscillations 
develop from helical mode instabilities. For slender wings, 
with leading-edge-sweep angles, � , greater than 60◦ , the 
vortex core has a jet-type structure and the breakdown is 
abrupt due to a strong adverse pressure rise [2]. The vortex 
breakdown exhibits a reverse flow and has a major impact 
on flight stability characteristics. For non-slender and semi-
slender wings, 50◦ < 𝜑 < 60◦ , the vortex core transitions to 
a wake-type structure at moderate angles of attack. The vor-
tex breakdown, for this kind of wing planform, is a gradual 
transition with a less abrupt expansion of the vortex core 
and a moderate adverse pressure gradient [9]. Due to the less 
abrupt breakdown, the flight stability characteristics show a 
more stable behavior for non-slender-wing planforms.

Configurations with multiple-swept leading edges exhibit 
a considerably more complex flow field. With different 
swept leading-edge sections, multiple vortices can develop 
and form a vortex system. For double-delta-wing configura-
tions, two vortices develop at small angles of attack and exist 
next to each other up to the trailing edge. For higher angles 
of attack, the vortices join and start rotating around each 
other. With further increase in angle of attack, the joined 
vortices burst. The vortex behavior is strongly dependent 
on the leading-edge sweeps and the position of the change 
between different swept leading-edge sections [3].

Pfnür and Breitsamter investigated the flow field and 
flight stability characteristics for double- and triple-delta-
wing configurations [17–19]. These configurations are simi-
lar to those investigated in the present study. The investi-
gations show that the inboard vortex (IBV) is dominating 
the breakdown characteristics with different abruptness for 
non-slender and slender wing planforms. The second vor-
tex developing in the midboard section, the so-called mid-
board vortex (MBV) is strongly influenced by the behavior 
of the IBV. The non-slender, triple-delta-wing configuration 
exhibits smoother instability onsets and smaller instability 
magnitudes, compared to the slender, double-delta-wing 
configuration [19].

Further comprehension of vortex formation, interaction 
and bursting is needed and computational fluid dynamics 
(CFD) represents an emerging solution toward establish-
ing a better understanding of vortex flows and their effects. 
Since the beginning of numerical analysis for delta wings, 
the results have become increasingly precise. Morton [15] 
investigated the flow field of a delta wing with a sweep angle 
of 70◦ using the detached eddy simulation (DES) and RANS 

methods. An unstructured mesh with 2.47 × 106 cells was 
used. The DES simulations achieved good agreement with 
the experimental data. For the RANS solution with the one 
equation model of Spalart–Allmaras (SA) [24], difficulties 
were observed in resolving the vortex bursting features. 
Adding a rotation correction (RC) [22] led to better agree-
ment with the experimental data, especially in the vortex 
breakdown region [15].

Hitzel [10] performed simulations to analyze the flow 
field of the F-16XL aircraft that is comparable to the tri-
ple-delta-wing configuration in the present research. The 
turbulence models considered include the one-equation 
Spalart–Allmaras turbulence model with and without RC, as 
well as the k-� model. All models produced similar results 
for the pressure distribution and provided a good agree-
ment with the flight test measurements. For non-slender-
wing planforms, modeling issues arise in characterizing the 
separation and formation of the leading-edge vortex, as well 
as the breakdown behavior [14]. Therefore, future investiga-
tions are required to understand the influence of numerical 
methods, turbulence models, and grids.

In this study, data of CFD and wind tunnel simulations 
for force and moment measurements and particle image 
velocimetry (PIV) are compared for two wing configurations 
to demonstrate the efficacy of two turbulence modelling 
approaches. Unsteady Reynolds–averaged Navier–Stokes 
(URANS) simulations and delayed detached eddy simula-
tions (DDES) are performed. Turbulence is modelled with 
the Spalart–Allmaras one-equation model in negative form 
with rotation correction (SARC-neg). The simulations were 
conducted at Re = 3.0 × 106 and Ma = 0.15 , symmetric 
freestream conditions and an angle of attack of � = 16◦ . 
This angle of attack is chosen because previous studies [17, 
19] have shown that the flow field at this angle of attack 
includes several vortex flow stages along the wing surface, 
namely LEV formation, dual LEV interference, interaction 
and merging as well as breakdown of merged leading-edge 
vortices.

2  Configurations

In this study, a generic wing-fuselage configuration with 
exchangeable wing planforms is considered. The configu-
ration is the subject of a cooperation with Airbus Defence 
and Space (Airbus DS) and is embedded in the NATO 
STO AVT-316 task group. Attention is particularly paid 
to the following two configurations. The examined con-
figurations, Fig. 1, are a triple-delta-wing configuration 
the so-called NA1 W1 displayed on the left hand side and 
the double-delta-wing configuration NA1 W2 on the right 
hand side. The NA1 W1 consists of three wing segments 
of different leading-edge sweep: The front part with a 



297Numerical investigations of vortex formation on a generic multiple-swept-wing configuration  

1 3

medium leading-edge sweep of �1 = 52, 5◦ , followed by 
a wing mid-section with a high leading-edge sweep of 
�2 = 75◦and the rear wing section with similar wing sweep 
as the front section, �1 = �3 . The NA1 W2 configuration 
is characterized by a high leading-edge sweep �2 in the 
front part (strake), and a rear wing section with a medium 
leading-edge sweep �3 . The model wing consists of flat 
plates with a sharp leading edge. The most important geo-
metrical parameters of the two configurations are summa-
rized in Table 1 [19].

3  Numerical methods and grid

Main points on the set-up of the computational grid and 
numerical parameters are given in the following.

3.1  Grid

The grid, Fig. 2, was created with the grid generator Cen-
taursoft and complied with the guideline of Cummings et al. 
[6]. Attention was paid to a similar grid structure for differ-
ent configurations. Usually the model is created with a prism 
grid near the surface, so the surface grid consists of trian-
gular elements. At critical points such as the leading and 
trailing edge, the surface grid consists of a structured grid. 
The farfield represents the outer frame of the grid and was 
chosen to be sufficiently large with a diameter of 50 times 
the model size so that the influence of the farfield boundary 
conditions on the model flow was minimized.

For optimal resolution of the wall boundary layer, the 
prism layer has an unstructured character on the surface 
and a structured character normal to the surface. The 
height of the prism layer was generally set by the number 
of layers, nPrism = 33 , and a stretching ratio of 1.25. These 
specifications were further refined by sources in important 
areas. An unstructured tetrahedron grid is used as the main 
cell shape, this connects directly to the prism layer and 
completely fills the space enclosed by the farfield plane of 
symmetry and model. For an improved resolution of the 
vortex system, a block of structured hexahedral elements is 
also inserted above the wing. For the connection between 
the hexahedron block and the tetrahedron grid, pyramids 
were used. The grid was additionally refined in defined 
areas, such as the leading edge and in the vortex field. The 
distance in wall units is y+ < 1.0 from the wing’s surface 
except in a small region near the wing root.

Fig. 1  Wing planforms [17]

Table 1  Geometrical parameters of the NA1 W1 and NA1 W2 con-
figurations

NA1 W1 NA1 W2

cr (m) 0.802 0.802
s (m) 0.417 0.367
Sref (m2) 0.329 0.266
� − 0.15 0.16
l� (m) 0.468 0.426
l1∕cr − 0.125 −
l2∕cr − 0.350 0.475
l3∕cr − 0.475 0.475
�1

◦ 52 −
�2

◦ 75 75
�3

◦ 52 52
Fig. 2  Overview of the grid structure for NA1 W1
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3.2  Numerical setup

For the flow simulations, the incompressible Navier–Stokes 
equations with a finite volume method were solved using the 
DLR-Tau-Code. Two different numerical methods are used. 
TAU uses a dual time step method for unsteady simulations. 
The physical time step is implicitly discretized. The next 
physical time step is determined iteratively using explicit 
pseudo time steps. For the URANS solution, the turbulence 
was modelled by the one equation model of Spalart–All-
maras with rotation correction [1, 23, 24]. The unsteady time 
step �t = 2 × 10−4 s for both configurations was calculated 
based on [7]:

For this purpose, a characteristic time step of �∗
t
= 0.002s is 

recommended. Unsteady inner iterations per time step were 
limited to 50–300.

As second method, a DDES was conducted. The idea of 
the DES, combining URANS and large eddy simulations 
(LES), is to model the areas close to the wall and areas with 
smaller element length than the turbulent length scales with 
a RANS model. The LES model is only used in regions fine 
enough for LES calculations. This significantly reduces the 
computing effort and increases the accuracy of the RANS 
model. The DDES is a modification introduced by Spalart 
[26, 27]. It maintains the usage of RANS in the bound-
ary layer even if the grid spacing parallel to the wall is 
smaller than the boundary layer, so the switching is delayed 
in boundary layers. Spalart [25] gives a guideline for the 
unsteady DDES time step:

For a minimum element size � = 9 × 10−4 m and a maxi-
mum velocity of umax = 130 m∕s , the unsteady time step for 
DDES can be defined as �t = 7 × 10−6 s . and the computa-
tions converged well within 200 inner iterations per physical 
time step.

To confirm a sufficient discretization of the time step, 
in Table 2, the non-dimensional time step is compared 

(1)�t =
�∗
t
× l�

U∞

(2)�t =
�

umax

with several studies [4, 6, 8, 15] concerning similar con-
figurations. For Cummings et al., the smallest time step 
of the time step study is presented. The time step used 
was chosen significantly lower than in comparable stud-
ies. Therefore, the selected time step achieves a high level 
of time discretization and a solution variability due to the 
time step can be excluded.

A second-order central scheme as discretization type 
was employed. The results of the converged DDES solu-
tions are presented in this study. The shown results repre-
sent the averaged values of the flow field. The graphs and 
figures presented in the following study refer to the mean 
values of the time-accurate CFD computations.

3.3  Grid resolution

A grid resolution study is performed with six different 
grids for both configurations at an angle of attack of 
� = 16◦ . The grid resolution for the NA1 W2 is shown 
in Fig. 3. The number of grid elements range between 
12 × 106−110 × 106 elements. The lift coefficient CL , in 
black, the drag coefficient CD , in green, as well as the 
pitching moment coefficient Cmy , in blue, are depicted. 
The solid lines represent the experimental data and the 
dash-dot line the CFD data. For the meshes with a higher 
number of elements than 52 × 106 , the coefficients show 
no major changes. Especially, the pitching moment coef-
ficient is stable. The mesh for the NA1 W1 configuration 
has the same structure and shows the same grid resolution 
behavior. Therefore, the meshes with a number of elements 
of 52 × 106 are chosen for further simulations.

Table 2  Comparison of the 
physical time step for DES

�t U∞

cr

Buzica et al. [4]: 0.0014
Cummings et al. [6]: 0.0007
GÃƒÂ¶rtz [8]: 0.0056
Morton et al. [15]: 0.0018
NA1 W1 0.00045
NA1 W2 0.00045

Elements

C
L

C
m
y

C
D

0 3E+07 6E+07 9E+07 1.2E+08
0.9

0.91

0.92

0.93

0.94

0.95

0.96

-0.064

-0.06

-0.056

-0.052

-0.048

-0.044

0.28

0.282

0.284

0.286

0.288

0.29

0.292

0.294

NA1_W2_SL00
α=16°  β=0° 

Used Grid

CFD
Experiment

Fig. 3  Lift coefficient CL , black, drag coefficient CD , green, and the 
pitching moment coefficient Cmy , blue, for grids with various numbers 
of elements at Re = 3.0 × 106 and � = 16◦ for NA1 W2 configuration
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4  Experimental methods

The experiments were conducted in the wind tunnel A of 
the Technical University of Munich. It features an open test 
section with a cross section of 1.80 m × 2.40 m and a length 
of 4.80 m . The wind tunnel reaches a maximum velocity of 
UWT = 65 m∕s and provides a turbulence level below 0.4% . 
A three component model support is used to set the angle of 
attack � , the angle of sideslip � and the roll angle � . It can 
be adjusted for sideslip and roll angle within ± 90◦ . The pos-
sible range for the angle of attack is limited to � = 0 − 40◦.

The experimental methods and results of these measure-
ments are also published in [17–19]. For the measurements, 
a freestream velocity of U∞ = 48 m∕s , a Reyolds number 
of Re = 3.0 × 106 based on the reference length lRe = 1 m 
was used. The following will be a short overview for most 
important parameters.

4.1  Forces and moments

An internal six-component strain-gauge balance was used 
to acquire the aerodynamic forces and moments. The maxi-
mum sustainable loads read 900 N , 450 N , 2500 N for axial, 
lateral, and normal forces, respectively. The maximum sus-
tainable moments are 120 Nm , 160 Nm , 120 Nm for roll-
ing, pitching, and yawing moments, respectively. The forces 
and moments were measured with a sampling frequency 
fm = 800 Hz for a total acquisition time of tm = 10 s . The 
accuracy of the aerodynamic coefficients for the applied test 
setup is presented in Table 3 with respect to repeatability.

The repeatability is defined as the standard deviation of 
the coefficients determined from several angle of attack polar 
measurements. The standard deviation was determined for 
every angle of attack and coefficient. The force and moment 
measurements presented in the following refer to the mean 
values of the acquired series of measurments per angle of 
attack.

4.2  Particle image velocimetry

A Stereo-PIV measurement system was used to measure 
the flow field above the wing in several crossflow sections. 
Thus, all three velocity components are obtained. For the 

adjustment of the measured plane, the Stereo-PIV system 
was mounted on a three axis traversing system next to the 
wind tunnel test section, see Fig. 4a. For an alignment of 
the cameras and the laser sheet with the angle of attack of 
the wind tunnel model, the cameras and laser sheet can be 
rotated around the Y-axis of the traversing system. The two 
sCMOS cameras have a resolution of 2560 × 2160 pixel and 
were placed up- and downstream of the measurement plane 
with an angle of 60◦ . The sCMOS sensor planes were tilted 
by Scheimpflug adapters to meet the Scheimpflug criterion, 
cf. [20]. Seeding particles with a diameter of ≈ 1 μm were 
infused into the flow. The cameras recorded 400 image pairs 
per cross section with a sampling frequency of fm = 15 Hz . 
The presented results are the mean values determined by 
the 400 samples. The uncertainties of the mean veloc-
ity components were quantified to |uerr∕U∞| < 0.06 and 
|verr∕U∞| = |werr∕U∞| < 0.035 [21]. Figure  4b shows 

Table 3  Repeatability of 
measured force and moment 
coefficients

�CD ± 0.0035

�CY ± 0.0012

�CL ± 0.0051

�Cmx ± 0.0005

�Cmy ± 0.0017

�Cmz ± 0.00042
Fig. 4  a Stereo-PIV measurement setup and b measured crossflow 
sections [19]
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the position of the measured crossflow sections for both 
configurations.

4.3  Oil flow pictures

Surface streamline visualization is obtained applying oil 
flow tests. The model is painted or sprayed with a mixture 
of oil and color particles. If the model is exposed to the 
flow, the mixture is distributed by the flow and streamlines 
become visible on the model [16].

A mixture of cosmetic oil and fluorescent paint particles 
was used in these studies. The oil/pigment mass ratio defines 
the viscosity of the mixture. Investigations by Buzica and 
Breitsamter [5] on a low aspect ratio configuration at compa-
rable freestream velocities indicate an oil/pigment mass ratio 
of about 2:1 for this type of flows. Intense skin friction gra-
dients develop in a flow field with strong vortices. The het-
erogeneous flow field exhibits locally very high skin friction 
values below the vortex. In the inboard wing area and at the 
leading edge, the skin friction values are significantly lower. 
Therefore, different oil/pigment mixing ratios between 2:1 
to 3:1 must be used for these wing areas, whereas a low 
viscosity mixture was applied near the leading edge and in 
some local areas at the rear wing section. The arising flow 
skin friction patterns were captured with a digital camera 
under black light conditions. The wing was covered by a 
glossy black foil with a thickness of about 100 μm to obtain 
a better contrast between the mixture and the metallic wing 
surface. [19]

5  Results

Various experimental and numerical investigations were car-
ried out for this study to be able to assess the accuracy of 
the numerical simulations depending on the flow configura-
tion. It is particularly important to what extent cost efficient 
numerical methods resolve the flow and the aerodynamic 
coefficients with sufficient accuracy and for which cases 
more complex and costly methods are required.

In the following, the aerodynamic coefficients, the cross-
flow velocity fields and the flow close to the wall are com-
pared for the respective configurations, and the differences 
and accuracy of the numerical methods are shown on the 
basis of the experimental results.

5.1  Triple‑delta wing—NA1 W1

5.1.1  Forces and moments

The results of the force and moment measurements as well 
as the simulations are shown in Fig. 5. The lift coefficient 
is marked as square symbols and the pitching moment 

coefficient as triangular symbols. In addition, the experi-
mental results are shown by black non-filled squares and 
triangles and the numerical results as symbols colored in 
red for URANS, and symbols colored in blue for DDES. 
A positive pitching moment coefficient causes a nose-up 
behavior of the configuration.

For the lift coefficient, the non-linear increase in lift 
typical for delta wings can already be seen beyond � ≈ 8◦ . 
The maximum angle of attack is reached at �max ≈ 32◦ and 
CL,max ≈ 1.55 . The course of the pitching moment coeffi-
cient increases significantly from an angle of attack larger 
than � ≈ 12 . As the angle of attack increases, this leads to 
an increasing, unstable pitch up behavior.

A precise comparison of the coefficients and the per-
centage deviation from the experimental results for � = 16◦ 
is given in Table 4. As expected, the results of the DDES 
are, compared to the deviation of the URANS results, 
much closer to the experimental results. Nevertheless, the 
results of the URANS simulations show a sufficiently good 

Fig. 5  Comparison of lift coefficient CL and pitching moment coef-
ficient Cmy for NA1 W1 between experiments, URANS and DDES 
results at Re = 3.0 × 106

Table 4  Absolute value and deviation of lift and pitching moment 
coefficient for � = 16◦ , Re = 3.0 × 106 for NA1 W1 configuration

CL Cmy

– % – %

EXP 0.868 − 0.0621 −
URANS 0.834 − 3.4% 0.0687 + 10.63%

DDES 0.867 + 0.115% 0.0594 − 4.34%



301Numerical investigations of vortex formation on a generic multiple-swept-wing configuration  

1 3

agreement with the experimental data, especially regard-
ing the lift coefficient.

5.1.2  Flow field

For the analysis of the flow field, the non-dimensional 
axial velocity u∕U∞ in different cross sections at � = 16◦ 
is shown in Fig. 6 for the results of PIV experiments (left), 
the URANS simulations (center) and the DDES (right). 
The positions of the crossflow sections are shown in 
Fig. 4b. In the first section at x∕cr = 0.125 , the inboard 
vortex, IBV, is represented by high velocities in the vortex 
core, u∕U∞ = 1.96 , for the PIV results, indicating a jet-
type vortex. The results of both numerical methods show 
a reduced vortex core velocity. In the URANS results, the 
core flow is already of reverse type, u∕U∞ = − 0.07 , and 

in the DDES solution the velocities are within the range 
of the freestream velocity, u∕U∞ = 0.98 . The flow field of 
both simulations indicate a wake-type vortex structure. For 
wake-type vortices, the axial velocities are stagnating or 
reversed and the flow around the core exhibits higher axial 
velocities of u∕U∞ > 1.5 as well as rotational velocities of 
v∕U∞,w∕U∞ > 1.5.

At x∕cr = 0.475 , all results show a wake-type IBV. 
The vortex core velocities of the URANS solution, 
u∕U∞ = − 0.18 , differs strongly from the DDES result, 
u∕U∞ = 0.91 , and PIV, u∕U∞ = 0.73 . In the surrounding 
area the URANS simulation shows a better agreement with 
the PIV results. The DDES solution shows slightly lower 
velocities and a smaller region of accelerated flow. The 
bursting onset is at x∕cr ≈ 0.475 , cf. [19].

Fig. 6  PIV, URANS and DDES results of non-dimensional axial velocities u∕U∞ at � = 16◦ and Re = 3.0 × 106 for cross section planes ranging 
from x∕cr = 0.125 to x∕cr = 0.825 for NA1 W1 configuration
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The crossflow sections at x∕cr = 0.592 and x∕cr = 0.650 
show the flow field downstream of the second change in wing 
sweep. At the non-slender leading edge, a second vortex devel-
ops, the so-called midboard vortex (MBV). The MBV repre-
sents a jet-type core flow and is shown to the right of the wake-
type IBV. At x∕cr = 0.650 , the discrepancy between vortex 
core velocities of the URANS solution, u∕U∞ = − 0.04 , and 
the PIV results, u∕U∞ = 0.09 , in the vortex core is decreas-
ing. The DDES indicates a too dissipative behavior regard-
ing the surrounding flow field and the MBV core velocities, 
u∕U∞ = 1.48 . The MBV core velocities received with PIV is 
u∕U∞ = 1.78 and with URANS, u∕U∞ = 1.88.

At x∕cr = 0.767 , the IBV is completely burst and no vorti-
cal structure is recognizable. The MBV has moved inboard 
und further away from the wing surface. The movement of 
the MBV differs slightly between the results. This is further 
intensified at x∕cr = 0.825 . The position of the MBV in the 
URANS solution is the most inboard. DDES and PIV show a 
similar position of the velocity peak of the MBV.

In summary, compared to the PIV results, the MBV of the 
URANS data exhibits a slightly higher axial velocity, but is 
otherwise similar in shape and position. The DDES solution 
provides the flow quantities in the core of the IBV closer to 
the experimental data, but velocities of the vortex environ-
ment are shown slightly too small. Consequently, the vortex 
field is not optimally represented by both simulations, whereby 
the DDES solution is much closer to the PIV data than the 
URANS solution.

The representation of isosurfaces of the Q-criterion serves 
as an additional overview of the flow field. The Q-criterion 
defines a vortex as a connected fluid region with a positive 
second invariant of the velocity gradient for the identification 
of vortex structures. These are areas in which the amount of 
vortex strength is greater than the amount of shear rate. The 
Q-criterion is calculated by [13]:

� is the vorticity tensor and S represents the strain rate ten-
sor. In Fig. 7, the isosurfaces of the non-dimensional Q cri-
terion Q∗ =

Q×l2
�

U∞

= 50 colored by the total pressure ratio 
pt∕pt,∞ and the non-dimensional axial velocity u∕U∞ = 0 , 
in black, are illustrated. The positions of the flow field cross 
sections shown above, c.f. Fig. 6, are indicated by black lines 
on the model. The left side displays the DDES results and 
the right the isosurfaces of the URANS simulations. The 
IBV in the DDES simulation shows a slightly increasing 
diameter of the vortex core up to x∕cr = 0.475 . Downstream, 
the expansion of the vortex core increases but shows still a 

(3)Q =
1

2
(u2

i,i
− ui,juj,i) = −

1

2
ui,juj,i =

(4)
1

2
(‖𝛺‖2 − ‖�‖2) > 0

stable behavior. At x∕cr = 0.825 , the IBV loses its structure 
and the breakdown process is completed.

The MBV separates from the leading edge and interacts 
with the IBV by rotating around the IBV. Due to the inter-
action the IBV is moved in outboard direction. In the front 
region the secondary vortex is visible close to the leading 
edge. In the DDES solution no regions with reverse flow 
occur. The isosurfaces display a slowly increasing pres-
sure in the vortex core with a rising gradient downstream 
of x∕cr = 0.45.

The URANS simulations show similar results. However, 
the IBV core indicates a more unstable behavior and the 
shear layer is visible in the Q∗-isosurface. As previously dis-
cussed, the reverse flow in the IBV core is also visible, start-
ing shortly downstream of the apex. The MBV isosurface, 
compared to the DDES result, indicates a more stable and 
stronger vortex due to a smaller core cross section and lower 
pressure. Furthermore, the turbulent DDES flow field, on the 
left side, downstream of x∕cr = 0.825 is significantly better 
resolved than in the URANS simulation.

In Fig. 8, the trajectory of the IBV vortex core is shown 
for URANS and DDES simulations. The position of the vor-
tex core is determined by the highest level of the Q-criterion. 
The DDES result is displayed in black, the URANS one in 
blue. Additionally, the MBV trajectory is illustrated by a 
dashed line. The breakdown onset is marked at x∕cr ≈ 0.475 . 
Upstream, the IBV is shown with a solid line, downstream 
with a dotted line. The IBV core positions differ only slightly 
in the front region. The IBV core position of the URANS 
simulation is marginally closer to the leading edge than the 
DDES core position. In summary, the numerical methods 

Fig. 7  Isosurfaces of the Q∗-criterion, Q × l2
�
= 50 , colored with the 

total pressure ratio pt∕pt,∞ , and U∕U∞ = 0 (black) for DDES (left) 
and URANS (right) at � = 16◦ and Re = 3.0 × 106 for NA1 W1 con-
figuration
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provide quite similar results regarding the vortex core posi-
tions in this case.

5.1.3  Near‑wall flow

The near-wall flow of the NA1 W1 configuration is discussed 
by means of oil flow visualization and pressure distributions 

obtained by URANS and DDES, see Fig. 9. Figure 9a pre-
sents the skin friction patterns and streamline sketches at 
� = 16◦ and � = 0◦ [19] for comparison with the numerical 
results. The most important sketches shown are streamlines 
in green, converging streamlines in red and diverging ones 
in blue. While converging streamlines indicate separation, 
diverging streamlines indicate reattachment. The position of 
the vortex axis is marked with light blue lines.

The trace of the IBV is characterized by strongly outboard 
deflected streamlines. Due to the sharp leading edge the IBV 
separation is fixed to the leading edge. The attachment line is 
located either too close to the wing root or on the fuselage to 
be observed in the front wing area. Close to the leading edge 
in the highly swept midboard section two separation lines are 
shown indicating a secondary and tertiary separation. The 
flow reattaches outboard of the secondary separation line 
near the leading edge.

Downstream of x∕cr = 0.475 , the MBV and another sec-
ondary structure develop. The IBV secondary and tertiary 
separation lines merge with the MBV secondary separation 
line. Due to the detachment of the MBV from the wing sur-
face the secondary separation line does not follow the lead-
ing edge. The vortex breakdown of the IBV is characterized 
by less deflected streamlines in the midboard wing area. The 
reattachment line is detectable starting at x∕cr ≈ 0.475 and 
further downstream it moves outboard [19].

The numerical results show approximately the same 
structure. But for the URANS simulation no tertiary struc-
tures can be observed and the secondary separation line of 
the MBV stays longer close to the leading edge.

In Fig. 9b, c, the distribution of the surface pressure 
coefficient Cp is presented. The results for both numeri-
cal methods are comparable, which is expected due to the 
DDES switching to RANS in areas close to the wall. In the 
medium swept front section, the IBV suction peak is observ-
able. A strong suction area forms between the leading edge 
and the trace of the vortex axis. At x∕cr = 0.125 , the IBV 
is deflected downstream and the trace of the vortex axis 
runs parallel to the highly swept leading edge. In the DDES 
solution, a tertiary vortex structure is also observable in the 
pressure distribution. The IBV suction peak decreases in 
downstream direction. After the midboard change in sweep 
angle at x∕cr = 0.475 , the IBV peak increases slightly and 
a second suction peak appears due to the MBV. The suction 
peaks merge and due to the MBV rotation around the IBV 
the overall suction area decreases.

In Fig. 10, the surface pressure distribution Cp is shown 
for x∕cr = 0.125, 0.475, 0.592, 0.825 . The DDES results are 
indicated with a solid line and the URANS distributions are 
illustrated by a dashed line. In the first slice, at x∕cr = 0.125 
in black, the vortex suction peak of the URANS simulation 
is significantly higher compared to the DDES result. This is 
a cause of the previously discussed higher pitch up moment 

Fig. 8  Vortex core position for URANS (blue) and DDES (black) 
simulation determined by the Q∗-criterion at � = 16◦ and Re 
= 3.0 × 106 for NA1 W1 configuration

(a) Oil flow picture and inferred wall stream lines [19]

(b) Surface pressure distribution Cp and skin friction lines of
URANS solution

(c) Surface pressure distribution Cp and skin friction lines of
DDES solution

Fig. 9  Experimental and numerical results of the near-wall flow tests 
at � = 16◦ and Re = 3.0 × 106 for NA1 W1 configuration
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for the URANS results, Fig. 5. The slightly lower surface 
pressure in the rear area, x∕cr = 0.825 , contributes to this 
effect. The secondary vortex can be recognized by a small 
suction tip near the leading edge. The peak is particularly 
pronounced in the high sweep area, x∕cr = 0.125, 0.475 , in 
the DDES results. In the URANS pressure distribution, this 
is hardly developed. At x∕cr = 0.475 , the suction peak of 
the IBV has decreased by more than 60% . Both methods 
are in good agreement disregarding the secondary vortex. 
At x∕cr = 0.592 , the suction peak of the IBV has slightly 
increased due to the development of the MBV. Because of 
the rotation of the MBV, the vortex moves above the burst 
IBV at x∕cr = 0.825 and, therefore, only one suction peak 
is visible.

For a better understanding of the secondary vortex struc-
tures and the resolution in the DDES and URANS simu-
lations, Fig. 11 shows the non-dimensional axial vorticity 
�l�∕U∞ at x∕cr = 0.45 , including the flow streamlines 
(solid). Furthermore, the surface pressure distribution as 
well as the skin friction lines (dash-dotted) are illustrated. In 
Fig. 11a, the negative non-dimensional axial vorticity close 
to the surface indicates a clockwise rotating flow. For the 
URANS skin friction lines, a secondary separation of the 
IBV is visible. The streamlines show a strong curvature of 
the flow but no actual secondary vortex is visible. However, 
for the DDES results, Fig. 11b, higher negative vorticity 
levels are present and the streamlines form a distinct second-
ary vortex. The skinfriction lines indicate a similar second-
ary separation but due to the development of the secondary 
vortex a further separation and reattachment line is visible. 
The separation line also belongs to a tertiary separation. The 
tertiary reattachment is still observable. The development of 
the secondary vortex causes the reattachment line to move 
closer to the leading edge and causes a significant increase 
in the secondary suction peak, Fig. 10.

5.2  Double‑delta wing ‑ NA1 W2

5.2.1  Forces and moments

The lift and pitching moment coefficients for the NA1 W2 
configuration are displayed in Fig. 12 in the same way as 
for the NA1 W1 configuration. The measured lift coeffi-
cient shows a non-linear increase in lift for angles of attack 
beyond � = 8◦ . At � ≈ 23◦ , the lift collapses abruptly by 
�CL ≈ 0.1 . This indicates a breakdown of the vortex system 
[19]. The maximum lift of CL ≈ 1.41 is reached at � ≈ 33◦ . 

Fig. 10  Surface pressure distribution Cp for selected sections at 
� = 16◦ and Re = 3.0 × 106 for the NA1 W1 configuration

(a) URANS

(b) DDES

Fig. 11  Non-dimensional axial vorticity �l�∕U∞ and flow stream-
lines (solid) at x∕cr = 0.45 as well as surface pressure distribution Cp 
and skin friction lines (dash-dotted) at � = 16◦ and Re = 3.0 × 106 for 
the NA1 W1 configuration
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The results of the URANS simulations show a good agree-
ment with the experiments. For the DDES simulation for 
� = 16◦ , a very high accuracy applies to both the lift and 
pitching moment coefficients with respect to the experimen-
tal data.

In Table 5, the coefficients for � = 16◦ are presented. The 
deviation of the URANS results from the experimental ones 
is very low and is even slightly lower than the deviation of 
the DDES results. Compared to the NA1 W1 results the 
URANS simulation is in better agreement with the experi-
mental data, especially, regarding the pitching moment 
coefficient.

5.2.2  Flow field

For the comparison of the flow field of the NA1 W2 con-
figuration, various crossflow sections are shown in Fig. 13 
for PIV (left), URANS (center) and DDES (right). Due to 
the strake part of the wing planform, the first cross section 
was set at x∕cr = 0.237 , cf. Fig. 4b. At x∕cr = 0.237 , the 
IBV forms with a core velocity peak of u∕U∞ = 1.86 , indi-
cating a jet-type vortex in the PIV results. The velocities 
in the vortex core in the URANS solution, u∕U∞ = 2.5 , 
and the DDES results, u∕U∞ = 2.3 , show a similar struc-
ture, but the simulation with URANS predicts the core flow 
velocitiy significantly too high. For x∕cr = 0.475 , the IBV 
has increased in diameter and moved away from the wing 
surface. The core peak velocities for PIV, u∕U∞ = 2.06 , 
URANS, u∕U∞ = 2.62 , and DDES, u∕U∞ = 1.98 , show 
the same behavior as in the first cross section. In the next 

cross section, at x∕cr = 0.592 , two velocity maxima are vis-
ible. The left with an axial velocity peak of u∕U∞ = 2.22 
for PIV, u∕U∞ = 2.58 for URANS and u∕U∞ = 1.78 for 
DDES, exhibits an accelerating flow in the IBV core. The 
right velocity maximum represents the jet-type vortex core 
of the MBV. The URANS simulations predicts the core 
velocities too high and the DDES indicates a too dissipa-
tiv behavior with lower velocities compared to the experi-
ment. At x∕cr = 0.650 , the cores of the vortices approach 
each other, starting a strong vortex interaction. This initiates 
the rotation of the MBV above the IBV, visible in the next 
cross section, at x∕cr = 0.767 . The velocity maxima fuse in 
the PIV and DDES results. In the URANS simulation two 
discrete maxima are still clearly visible. Additionally, the 
MBV in the URANS simulation has rotated farther inboard, 
compared to the other results. The occuring velocity maxima 
range between u∕U∞ = 2.62 for URANS and u∕U∞ = 1.76 
for DDES. The axial peak velocity illustrated in the PIV 
results, u∕U∞ = 2.38 , is closer to the URANS simulations 
result. The same holds for the most downstream cross sec-
tion, located at x∕cr = 0.825 . The vortices have performed 
a full rotation, placing the MBV more inboard and the IBV 
in the outboard region. The rotation of the IBV underneath 
the MBV causes the separation of a secondary vortex. The 
flow fields shown by PIV and URANS are quite similar, 
disregarding the higher core velocities in the URANS results 
and the slightly divergent MBV core positions. The DDES 
simulation shows minor accelerated flow and has a large 
discrepancy to the other methods. In summary, the URANS 
is predicting jet-type vortices as more stable and with higher 
core velocities than the experiments. The DDES as well is 
in good agreement with the experiments but exhibits signifi-
cantly lower core velocities.

In Fig. 14, the isosurfaces of the Q∗-criterion, Q∗ = 50 , 
is shown colored by the total pressure ratio pt∕pt,∞ as well 
as the isosurface of the axial velocity u∕U∞ = 0 , in black. 
The positions of the flow field cross sections shown above, 
c.f. Fig. 13, are indicated by black lines on the model. The 
DDES results are shown on the left side and the URANS 
simulation on the right side. The development of the IBV 
is presented similarly by both methods. The LEV related 
shear layer is visible and is surrounding the downstream 
expanding IBV. After the change in wing sweep the URANS 

Fig. 12  Comparison of lift coefficient CL and pitching moment coef-
ficient Cmy for NA1 W2 between experiments, URANS and DDES 
results at Re = 3.0 × 106

Table 5  Absolute value and deviation of lift and pitching moment 
coefficients for � = 16◦ and Re = 3.0 × 106 for NA1 W2 configuration

CL Cmy

- % - %

EXP 0.954 − − 0.0622 −
URANS 0.955 + 0.126% − 0.0658 − 5.79%

DDES 0.948 − 0.63% − 0.0612 +1.61%
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results indicate the rotation of the MBV around the IBV 
starts more upstream and the rotation is faster compared to 
the experimental data. The IBV as well as the MBV have a 
significantly smaller diameter in the URANS simulation, 
indicating a stronger, more stable vortex with a lower core 
pressure. At x∕cr ≈ 0.80 , an area of u∕U∞ = 0 appears 
above the wing surface due to the high deflection of the IBV 
close to the surface. Due to the mutual influence of the vor-
tices, the vortex axes are significantly curved and therefore, 
induce reverse flow close to the wing surface. Downstream 
of x∕cr = 0.825 , the vortex breaks down in the DDES. The 
Q∗ isosurface shows an expanded vortex field and rapidly 
increasing pressure. The URANS indicates breakdown more 
downstream and show reverse flow in the burst area. The 
vortex burst in the DDES solution is characterized by higher 
turbulence levels but no reverse flow effects occur.

In contrast to the NA1 W1 configuration, both IBV and 
MBV form as jet-type vortices and the vortex breakdown 
is more abrupt. Additionally, the breakdown position var-
ies between the numerical methods.

In Fig. 15, the vortex core trajectories are shown for 
URANS (blue) and DDES (black). The positions of the 
IBV core are quite similar in the front region. As for 
the NA1 W1 configuration, the IBV core position in the 
URANS results is slightly closer to the leading edge.

Until the development of the MBV, the IBV trace is 
almost linear. Due to the vortex interaction the IBV moves 
in outboard direction and closer to the wing surface. The 
MBV rotates above the IBV directed inboard. Compar-
ing the numerical methods, the URANS results show 
a stronger interaction between the vortices and a faster 

Fig. 13  PIV, URANS and DDES results of non-dimensional axial velocities u∕U∞ at � = 16◦ and Re = 3.0 × 106 for cross section planes ranging 
from x∕cr = 0.237 to x∕cr = 0.825 for NA1 W2 configuration
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rotation. Due to the weaker vortices the DDES results 
show less interaction between the vortices.

5.2.3  Near‑wall flow

To describe the near-wall flow phenomena, the oil flow pic-
ture of the NA1 W2 configuration is presented in Fig. 16a. 
In addition, the surface pressure coefficient distributions 
for both numerical methods are also shown in Fig. 16. The 
streamlines in Fig. 16a indicate a quite similar picture as in 
Fig. 9a for the NA1 W1 configuration. In the front section, 
the IBV develops and is characterized by the strongly curved 
streamlines underneath the vortex. A secondary and tertiary 
structure is also present. The divergence streamline of the 
primary vortex is located close to the fuselage. A complex 
flow field with additional convergence and divergence lines 
due to the MBV is shown directly downstream of the change 
of the wing sweep at x∕cr = 0.475 . The secondary and ter-
tiary IBV separation lines merge with the MBV secondary 

separation. This indicates a separation of the MBV from the 
wing surface. In the rear section, the attachment line of the 
stable vortex system is moving outwards and a further sepa-
ration line is developing in the rear wing area. Due to low 
skin friction in the region downstream and outboard of the 
rear separation line, the wall near flow could not be resolved 
experimentally [19].

A similar behavior is shown by the numerical results of 
URANS, see Fig. 16b, and DDES, see Fig. 16c. Two major 
differences occur in these results. In the URANS solution 
there is only a secondary vortex structure detectable. The 
separation line of the IBV secondary structure does not con-
verge with the separation line of the MBV as it is shown 
in the oil flow picture. Additionally, a reverse flow effect 
is present in the rear wing area. Due to the reverse flow 
the streamlines outboard of the separation line move back 
inboard.

Compared to the URANS solution a secondary as well 
as a tertiary IBV structure can be recognized in the DDES 
result. The separation lines of these structures converge with 

Fig. 14  Isosurfaces of the Q∗-criterion, Q × l2
�
= 50 , colored with the 

total pressure ratio pt∕pt,∞ , and U∕U∞ = 0 (black) for DDES (left) 
and URANS (right) at � = 16◦ and Re = 3.0 × 106 for NA1 W2 con-
figuration

Fig. 15  Vortex core position for URANS (blue) and DDES (black) 
simulation determined by the Q∗-criterion at � = 16◦ and Re 
= 3.0 × 106 for NA1 W2 configuration

(a) Oil flow picture and inferred wall stream lines [19]

(b) Surface pressure distribution Cp and skin friction lines of
URANS solution

(c) Surface pressure distribution Cp and skin friction lines of
DDES solution

Fig. 16  Experimental and numerical results of the near-wall flow at 
� = 16◦ and Re = 3.0 × 106 for NA1 W2 configuration
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the MBV separation line. This is the only separation line in 
the region between x∕cr = 0.55 and x∕cr = 0.8 . Upstream of 
x∕cr = 0.825 , the skin friction lines divide in a separation 
and a reattachment line, indicating the development of a 
secondary vortex. This behavior is also indicated in Fig. 13.

The pressure distributions show generally the same struc-
ture, but the URANS solution provides with Cp,min = − 2.92 
a more pronounced pressure minimum than DDES, 
Cp,min = − 2.74 . Especially at x∕cr = 0.767 , where the IBV 
is directly underneath the MBV, the pressure distribution 
varies strongly, between URANS, Cp = − 2.70 , and DDES, 
Cp = − 2.15 . These reduced suction levels also explain the 
lower lift coefficient in Table 5. In both cases, the pressure 
distribution in the front part shows a suction peak, that is 
caused by the developing IBV. More downstream the suc-
tion peak is decreasing due to movement of the IBV away 
from the wing surface. At x∕cr = 0.475 , the development of 
the MBV increases the suction peak of the IBV and has its 
minimum at x∕cr = 0.767 due to the rotation of the MBV 
around the IBV. Due to this rotation a separation occurs 
and causes a second pressure minimum, Cp = − 0.91 , in the 
URANS results at x∕cr = 0.825 outboard of the peak of the 
main vortex system, Cp = − 2.35 . In the DDES solution, 
the breakdown of the vortex system is shown by a rapidly 
increasing surface pressure.

In Fig. 17, the pressure distributions in selected slices, 
x∕cr = 0.237, 0.475, 0.592, 0.825 , are shown. In the first 
slice, in black, the surface pressures of URANS and DDES 
simulations are quite similar, disregarding the lower pres-
sure of the secondary vortex for the DDES. In the slice 
at x∕cr = 0.592 , the discrepancy between the methods 
increases and the IBV suction is higher in the URANS 
results. The suction peak of the MBV is on the same level. 
In the last slice, the IBV suction peak of the URANS simu-
lation is higher than in the DDES. This is also comparable 

to Fig. 13, showing similar structures in the front region 
but a decrease of axial velocity in the DDES results in the 
rear section. Especially downstream of x∕cr = 0.825 , the 
surface pressure increases in the DDES results due to the 
more upstream vortex breakdown. The peak of the second-
ary vortex in the rear wing is considerably better resolved 
by the DDES simulation compared to the URANS results.

Figure 18 shows the development of the secondary vor-
tex at x∕cr = 0.45 . The crossflow is colored with the distri-
bution of the non-dimensional axial vorticity �l�∕U∞ and 
the streamlines are displayed with solid lines. The wing 

Fig. 17  Surface pressure distribution Cp for selected sections at 
� = 16◦ and Re = 3.0 × 106 for NA1 W2 configuration

(a) URANS

(b) DDES

Fig. 18  Non-dimensional axial vorticity �l�∕U∞ and flow stream-
lines (solid) at x∕cr = 0.45 as well as surface pressure distribution Cp 
and skin friction lines (dotted) � = 16◦ and Re = 3.0 × 106 for NA1 
W2 configuration
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surface illustrates the surface pressure coefficient and the 
skin friction lines presented by dash-dotted lines.

In Fig. 18a, the vorticity of the URANS result indicates a 
rotation in the opposite direction of the primary vortex, IBV. 
The streamlines separate from the surface but no vortical 
structure is visible. The skin friction lines indicate the same 
behavior. The IBV has a secondary separation and close to 
the leading-edge the flow reattaches on the wing surface.

The DDES results show a comparable behavior to the 
NA1 W1 configuration. The vorticity level of the secondary 
vortex is significantly higher, compared to the URANS sim-
ulation results. The secondary vortex causes a tertiary sepa-
ration, rotating in the primary vortex direction and shown by 
positive axial vorticity. This behavior is also depicted in the 
skin friction lines. Starting from the left side, the primary 
vortex causes a secondary separation forming a secondary 
vortex close to the leading edge. The secondary reattach-
ment line is moved closer to the leading edge, compared to 
the URANS results. The secondary vortex shares the separa-
tion line with the tertiary vortex. The tertiary reattachment 
line is displayed by slightly diverging skin friction lines left 
of the secondary vortex separation. The surface pressure 
indicates a significant pressure decrease due to the consid-
erably stronger developed secondary vortex. This can also be 
seen in Fig. 17. The stronger secondary vortex also causes 
the slightly inboard shift of the DDES IBV core position, 
shown in Fig. 15.

In summary, the high resolution of the secondary vortex 
is important for a good agreement of the numerical and the 
experimental flow field. For the trajectory of the primary 
vortex and for the forces and moments, only a minor influ-
ence can be detected. For the latter, the vortex interaction 
and the breakdown behavior are more important.

6  Conclusion

A triple- and double-delta-wing-fuselage configuration was 
investigated for symmetric free stream at an angle of attack 
of � = 16◦ at Re = 3.0 × 106 based on the reference length of 
lRe = 1 m . Unsteady Reynolds-averaged Navier– Stokes and 
delayed detached eddy simulations were used as numerical 
methods. An analysis and comparison of longitudinal aero-
dynamic coefficients, flow field and near-wall flow have been 
presented for experimental and numerical data.

For the triple-delta wing, the DDES results show a very 
good agreement to the experimental data. The deviation of 
the pitching moment coefficient is significantly lower than 
the deviation of the URANS results. The flow field indicates 
a very good similarity with the PIV results.

The URANS forces and moments show a good accord-
ance with the experimental data. The biggest issue is the 
velocity field of the vortex core flow with reverse flow even 

in the front wing area. The used setup has difficulties in the 
prediction of the flow structure related to wake-type vortex 
cores. The near-wall flow of the DDES is significantly closer 
to the experimental data, showing secondary and tertiary 
separation in the strake section of the wing. The results for 
the triple-delta-wing configuration indicates that the DDES 
attains results closer to the experiment compared to the 
URANS simulation.

For the double-delta-wing configuration, the URANS 
simulation show accurate predictions for the aerodynamic 
coefficients and the flow field for � = 16◦ but also for higher 
angles of attack. The flow field is close to that of the experi-
ment and predicts only higher velocities in the vortex core. 
The DDES provides the aerodynamic coefficients at the 
same level of accuracy as the URANS simulations. But in 
the flow field the velocities in the vortex core are illustrated 
too low. Similar to the triple-delta-wing case the near-wall 
flow is predicted more precisely and shows tertiary struc-
tures. URANS and DDES are on the same accuracy level on 
that case based on comparison with the experimental data.

Comparing the two flow scenarios URANS-SA compu-
tations provide reliable results for stable jet-type LEV and 
LEV breakdown due to a strong adverse pressure rise.

DDES computations substantiate their superiority for 
wake-type LEVs and vortex breakdown cases associated 
with moderate adverse pressure gradients resulting in com-
plex multiple vortex systems.

Further simulations on higher angles of attack and on 
angles of sideslip will be conducted to extend the compre-
hesion of the flow specific dependencies of the turbulence 
modelling.
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