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Abstract: Autonomous racing has increasingly become a research subject as it provides insights
into dynamic, high-speed situations. One crucial aspect of handling these situations, especially in
the presence of dynamic obstacles, is the generation of a collision-free trajectory that represents a
safe behavior and is also competitive in the case of racing. We propose a local planning approach
that generates such trajectories for a racing car on an oval race track by searching a spatiotemporal
graph. A considerable challenge of search-based methods in a spatiotemporal domain is the curse
of dimensionality. Therefore, we propose how a previously presented graph structure that is based
on intervals instead of discrete values can be searched more efficiently without losing optimality by
using a uniform-cost search strategy. We extend the search method to make it anytime-capable so that
it can provide a suboptimal trajectory even if the search has to be terminated early. The graph-based
planning approach allows us to apply a flexible cost function so that our approach can operate fully
autonomously on an oval race track, including the pit lane. We present a cost function for oval racing
and explain how the terms contribute to the desired behaviors. This is supported by results with a
full-scale prototype.

Keywords: autonomous vehicles; motion planning; spatiotemporal planning; graph search

1. Introduction

During the last decade, autonomous racing has drawn attention from different research
groups. The motivation behind this is to learn from difficult dynamic situations at high
velocities and transfer the knowledge to traffic scenarios, increasing future autonomous
vehicles’ safety. Following the DARPA challenges [1,2], many planning and control ap-
proaches for racing have focused on the fastest lap for a single vehicle on a closed race
track. Their capabilities, approaching the performance of human race drivers, have been
demonstrated on full-scale prototypes, e.g., in [3,4] within the autonomous racing series
Roborace [5]. While this application already poses challenges due to the high velocities and
driving at the handling limits, even more difficult scenarios arise when multiple vehicles
race simultaneously. The vehicles should react safely to one another and at the same time
maintain a short lap time. Therefore, a local planning approach must generate a trajectory
representing an appropriate behavior, which is often a compromise between conflicting
objectives. The local environment must be considered, which includes the race track, track
bounds, friction limits, and the likely motion of other vehicles. Combined with the high
velocities in racing, these aspects present the following challenges that we will address in
this paper:

(1) The race track offers many maneuver variants to be considered, since the presence of
other vehicles constitutes a nonconvex problem. A sufficiently long planning horizon
is required and a short computation time is desired, which further complicates the
search for the optimal solution.
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(2) One must ensure that the planning problem remains solvable in the next planning
step. In the field of model predictive control (MPC) this is known as recursive feasibility.
An illustrative example in the context of racing is a braking point before a sharp turn
that, if not correctly determined, could lead to a planning problem with no feasible
safe solution due to excessive speed at the turn entry.

(3) The used cost function should result in safe but competitive behaviors in all scenarios.
(4) Newly detected obstacles or falsely predicted vehicles require fast reactions. Therefore,

the computation time for generating a trajectory in the new environment should be as
short as possible.

1.1. Related Work

Most planning approaches that competed in the DARPA Grand Challenge (2005) [1]
separate the trajectory generation into a path planning step and a subsequent velocity
planning step to complete the trajectory. While a path only contains spatial information,
meaning a sequence of poses, a trajectory also contains information about time and velocity
at the corresponding poses, which is called spatiotemporal. The path-velocity decomposi-
tion (PVD) [6] is sufficient for environments with only static obstacles, but too conservative
for dynamic obstacles. Traffic rules and simultaneous driving of the competitors prompted
the teams of the DARPA Urban Challenge (2007) [2] to introduce new approaches for
behavior and trajectory planning that consider the spatiotemporal aspect in the presence
of dynamic obstacles. In the following years, various planning approaches have been
proposed. Paden et al. [7] provided a comprehensive survey on the methods used, which
they categorized into variational, graph search, and incremental methods. In the following,
we present some approaches and use cases based on methods from the three categories
relevant to our problem. They are generally designed for road traffic scenarios but solve a
similar problem in environments with multiple static and dynamic obstacles and can be
applied for an operation on a race track.

Variational methods formulate an optimal control problem (OCP) that is solved nu-
merically using direct or indirect methods. Obstacles can enter the problem directly as
constraints as in [8] or indirectly as in [9], such that a collision would result in high costs.
In the context of racing, variational methods are often used to compute the racing line,
i.e., the trajectory for a minimum lap time on a closed race track. While Veneri et al. [10]
and Lovato et al. [11] used a point mass model constrained to a precalculated gg-envelope,
Casanova [12] and Christ et al. [13] solved the minimum lap time OCP with detailed
vehicle models. However, the racing line optimization does not consider obstacles and is
therefore unsuitable for our use case with static and dynamic obstacles. Other approaches,
as in [14,15], apply an online replanning scheme if the vehicle has to deviate from the
offline generated racing line, e.g., to avoid an obstacle. The planning horizon is limited
to a small section of the race track so that short computation times can be achieved. In
general, variational methods are fast, especially when convex programming is applied, as
was demonstrated in [16]. However, the planning problem in environments with obstacles
is generally nonconvex, so numerical-optimization-based methods usually only find a
local optimal solution depending on the initialization [14,17]. An illustrative example of
nonconvexity in the racing context is an overtaking scenario with collision-free solutions
on the left and the right side of another vehicle [18,19]. Including the temporal dimension
or more vehicles adds a combinatorial aspect as many maneuver variants are possible [20].
Each maneuver can be a local optimal solution in a spatiotemporal state space. If sufficient
computation resources are available, multiple OCPs can be solved in parallel as in the
stitching method presented in [21] or for each homotopy class as in [22].

Graph search methods discretize the spatial or spatiotemporal state space and can find
a global discrete-optimal solution to the nonconvex planning problem. For racing, Stahl
et al. [23] created a spatial state lattice by placing nodes on layers distributed along the track
and oriented perpendicular to a reference line. Each node corresponded to a pose of the
vehicle. Edges associated with costs connected the nodes to complete the spatial graph and
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represent available paths. A search over multiple layers yielded the path with a planning
horizon of at least 200 m, long enough to ensure recursive feasibility. A velocity planner
based on a forward–backward solver [4] completed the final trajectory. Static obstacles
could be considered by blocking edges and dynamic obstacles by selecting a so-called
action template and using a PVD. Other graph search methods search in the spatiotemporal
space and can therefore account for dynamic obstacles directly. The approach in [24]
sampled time, velocity, and lateral displacement from a reference line and generated
jerk-minimal trajectories to reach the discrete states. A recent approach in [25] extended
the approach for the racing scenario and used a constant time horizon. However, Stahl
et al. [23] argued that a one-step sampling approach could not plan complex maneuvers at
high velocities, such as initiating an overtaking maneuver just before a sharp turn, because
the shortsighted solution might not be recursively feasible. spatiotemporal approaches
that can plan multiple steps ahead build a graph with usually two additional dimensions
compared to the graph in [23]. Besides the pose, Ziegler and Stiller [26] discretized time
and velocity to create a spatiotemporal state lattice and use quintic polynomials with the
appropriate boundary conditions to generate jerk-minimal edges. Instead of discretizing
time and velocity, McNaughton et al. [27] assigned time and velocity intervals to the
spatial nodes to create spatiotemporal nodes. Sampling acceleration profiles along spatial
edges during an exhaustive search yielded spatiotemporal edges whose end velocities and
times could be assigned to the intervals. In addition to the interval-based graph structure,
Morsali et al. [28] performed an A* search to speed up the search. The used heuristic was
the estimated time to reach a destination assuming a constant velocity and was calculated
after the creation of a collision-free driving corridor. In general, it is hard to find a good
heuristic for spatiotemporal problems directly, especially ones including dynamic obstacles,
so exhaustive searches have been preferred [26,27]. Therefore, these approaches suffer from
the curse of dimensionality so that only rough discretizations are possible [17].

Incremental methods sample the state or action space to create a tree-like graph until
a goal region is found. Many approaches of this group are based on rapidly exploring
random trees (RRT) [29], such as a closed-loop variant in [30] and an application in racing
with a PVD in [31]. Liniger et al. [18] built a tree by integrating stationary points with fixed
forward velocities taken from a precomputed library. Despite a short planning horizon, the
viability-based approach in [32] ensured recursive feasibility. Although many RRT-based
approaches are probabilistically complete and even asymptotically optimal, it cannot be
guaranteed that a solution will be found within a given computation time.

There is a trend to combine methods from the three categories to solve the combi-
natorial problem in the spatiotemporal state space while not being limited to a coarse
discretization. For example, Svensson et al. [19] first sampled maneuver alternatives in mul-
tivehicle scenarios to find the correct discrete maneuver decision and then used the solution
to warm-start an optimization problem. Similarly, Xin et al. [17] generated a reference
trajectory by searching a spatiotemporal graph with an A* algorithm and smoothed it with
an optimization-based method. Another growing area of research deals with interaction-
aware planning that considers the mutual influence of the vehicles’ behaviors. For the
competitive racing scenario game-theoretic approaches such as the Nash equilibrium have
been proposed in [33,34].

1.2. Contribution

We present a local planning approach for autonomous racing based on a search in a
spatiotemporal graph with time and velocity intervals as proposed in [27]. Our first two
contributions regard the search method that aims to reduce the computation time despite
the curse of dimensionality to allow a long planning horizon and evaluate all possible
maneuver variants. Our third contribution refers to the cost function specifically designed
for the racing scenario:

• In contrast to [26,27], we perform a uniform-cost search (UCS) to find the cost-minimal
path in the spatiotemporal graph and show that the search can significantly reduce
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the computation time compared to the originally proposed exhaustive search. We
explain under which conditions and how the UCS can be applied to the interval-based
graph structure.

• We extend the UCS to be anytime capable for the interval-based graph structure.
Therefore, we maintain a set of candidate goal nodes in the graph that must be
updated during the search. With this set, the search can terminate early and provide a
suboptimal solution even before the optimal solution is found, e.g., due to computation
time constraints or an appearing obstacle that requires immediate replanning.

• We propose a cost function for search-based planning approaches suited for racing and
explain how it affects the graph search. This has been tested for a fully autonomous
operation on an oval race track, including pit lane driving, racing line following, and
overtaking maneuvers.

1.3. Structure

The remainder of the paper is structured as follows: Section 2.1 describes the frame-
work into which our local planning approach can be integrated. The interval-based spa-
tiotemporal graph is introduced in Sections 2.2 and 2.3. In Section 2.4, we explain our
proposed UCS with anytime capabilities, and in Section 2.5, we provide the used cost
function suited for racing. Exemplary scenarios from an autonomous racing event at the
Las Vegas Motor Speedway (LVMS) in Figure 1 are presented in Section 3 to illustrate the
behavioral decisions and evaluate the efficiency of the graph search. The final conclusion is
given in Section 4 along with an outlook on future work.

Figure 1. Dallara AV-21: Full-scale prototype of TUM Autonomous Motorsports (back) running the
proposed planning algorithm at the LVMS and overtaking a dynamic obstacle.

2. Materials and Methods
2.1. Local Planning Concept

To address the first challenge in Section 1, we propose a local planning approach that
explores paths through a spatiotemporal state space to solve the combinatorial planning
problem and find the optimal maneuver in the presence of dynamic obstacles subject to
the chosen cost function and discretization. As in [23], we assume that a sufficiently long
planning horizon can ensure recursive feasibility (second challenge) so that a minimum
planning horizon is the goal condition for the presented graph search. The planning ap-
proach is suited for frameworks with limited computational resources, e.g., that do not
allow optimization problems to run in parallel as in [21,22]. Depending on the environ-
ment (pit lane or race track) and the current race condition, the parameters of a flexible
cost function can easily be adjusted to promote the desired behavior for each scenario
(third challenge). To integrate the planning approach into a software stack, the following
requirements have to be met:

• A global racing line serving as a reference must be precomputed offline. This can be
the, e.g., curvature-minimal or time-optimal trajectory for the closed race track. The
racing line enters the cost function so that the local planning approach follows the
racing line whenever possible.
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• The result of our proposed graph search is a coarse trajectory. It can be curvature- and
acceleration-discontinuous, encoding more a behavioral decision than a path with a
velocity profile that should be tracked precisely. Therefore, a subsequent smoothing
procedure should be performed so that a tracking controller can execute the planned
motion. Alternatively, the used tracking controller can handle the discontinuous
profiles such as the one used in Section 3.

• Following a sequential pipeline, the planning approach requires the positions of static
and predictions of dynamic obstacles as inputs. Interaction-aware planning must
be realized via the cost function so that iterations with alternating prediction and
planning steps as in [35] or iterated best response algorithms as in [34] are not possible.
An example of how interactions can enter the cost function is given in [36].

• Before the planning step, the new trajectory’s initial state must be determined. It
should lie on the trajectory generated in the previous planning step to maintain
possible tracking errors and clearly separate the planning from the tracking task. As
in [8], the selection of the initial state can be based on the expected calculation time of
the planning approach to account for the motion along the previous trajectory while
the new trajectory is not yet available.

• The initial state must be connected to the spatiotemporal graph at the nodes where
the search begins. The method used in Section 3 samples longitudinal and lateral
polynomials, so we call it a sampling procedure from here on. The sampling procedure
should generate a set of diverse trajectory segments, called initial edges, which connect
the initial state with multiple nodes in the spatiotemporal graph.

In practice, the vehicle moves only on the initial edges since they constitute the first
parts of the generated trajectory options, and a new trajectory is available before an initial
edge can be tracked completely. However, at high velocities, the planning horizon of the
sampling procedure alone is too small to determine a braking point before a turn correctly
so that it cannot plan complex maneuvers. Therefore, the task of the proposed graph search
is to extend the trajectory with a longer planning horizon to guide the initial edges for
recursive feasibility and initiate the desired behaviors.

Despite accurate predictions and small relative velocities during races on oval race
tracks, replanning, i.e., updating the local trajectory, is required to react appropriately
to obstacles and turns that come into the range of the sensors and planning horizon.
Simulations of multivehicle scenarios on an oval race track have shown that an entire
planning step, including the sampling procedure and the graph search, should not exceed
a computation time of 300 ms. With this upper bound, we aim for an average computation
time of 150 ms (fourth challenge) to have a sufficient margin. In the following, we introduce
the used spatial graph on which the interval-based spatiotemporal graph is built.

2.2. Spatial Graph

The spatial graph does not influence the approach presented here as long as it is a
directed graph. This work follows the generation proposed in [23] since it has already been
applied for racing with a full-scale prototype. The result is a directed cyclic multilayered
graph we briefly describe in the following. A layer Li is determined by the arc length
si traveled along a reference line (x(s), y(s), θ(s), κ(s)), with s = 0 at the start–finish line.
Here, x(s) and y(s) describe the position in a global Cartesian coordinate system at arc
length s, θ(s) the heading, and κ(s) the curvature. The layer Li contains spatial nodes
nj ∈ Li arranged perpendicular to the reference line at si, as shown in Figure 2. Each spatial
node describes a pose of the vehicle

(
xj, yj, θj

)
. Spatial edges, realized with cubic splines in

the Cartesian coordinates, connect the nodes of one layer with the nodes of the next layer,
forming a directed cyclic graph. They represent admissible paths in the spatial state space
(x, y, θ, κ) and, like the spatial nodes, can be precomputed offline since the race track is
known in advance. The spatial edges are exemplarily shown in Figure 2 for the nodes n1
and n2 of layer Li. Note that the cubic splines allow for C1-continuous transitions at the
layers, but there can be jumps in the curvature κ at the transition from an edge ending in
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a node and another edge leaving the same node. To allow a fully autonomous operation,
we extend the graph for the track with a spatial graph for the pit lane. Transition edges
that connect the pit lane’s layers with the race track’s layers allow planning of merging
maneuvers from and onto the pit lane.

Reference line

s
Li

n1n2. . .

Spatial node

Li+1

Spatial edge

Li+2

Racing line

x

y

θ1

Figure 2. Spatial graph. The layers group spatial nodes. Spatial edges connect the spatial nodes and
represent available paths.

2.3. Spatiotemporal Graph

The spatiotemporal graph builds on the spatial graph and extends the state space
with the velocity and time dimensions to be capable of solving the combinatorial prob-
lem. Motivated by [27,28], we used intervals for the new dimensions instead of a fixed
discretization, as shown in Figure 3, mitigating the curse of dimensionality. Together with
a spatial node nj, the velocity interval [vk, vk+1) and the time interval [tl , tl+1) constitute
a spatiotemporal node nj,k,l described by

(
xj, yj, θj, [vk, vk+1), [tl , tl+1)

)
. The nodes span a

spatiotemporal state lattice over the race track, which can already be computed offline like
the spatial graph.

s

v

t

v

t

v

t

v

t

v

t

v

t

Initial state

Initial edge

Spatial node

Spatial edge

Spatiotemporal node

Spatiotemporal edge

Accelerating

Decelerating

Figure 3. Spatiotemporal graph. The sampling procedure connects the initial state with the spa-
tiotemporal state lattice. A graph search follows, starting at the connected nodes (here, only shown
for one node).
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Analogous to spatial edges, spatiotemporal edges connect the spatiotemporal nodes.
They describe trajectories in the state space (x, y, θ, κ, v, ax) with ax being the longitudinal
acceleration. Starting from a spatiotemporal node nj,k,l with an initial velocity v0 and
time t0 in its intervals such that vk ≤ v0 < vk+1 and tl ≤ t0 < tl+1, the spatiotemporal
edges are generated online during the search by sampling acceleration profiles along the
outgoing spatial edges. In the following, this procedure is called expanding the node nj,k,l
and is shown in Figure 3 for one accelerating (blue) and one decelerating (orange) profile
per spatial edge. Each generated spatiotemporal edge is associated with a non-negative
cost and reaches the spatial target node of the underlying spatial edge with specific end
velocity and time. The end velocity and time determine the reached spatiotemporal node
based on the intervals they belong to (blue squares). Multiple paths through the graph can
reach a spatiotemporal node nj,k,l . The incoming spatiotemporal edges generally differ in
the end velocities and times (green squares). Each path through the graph to reach nj,k,l
has a total cost, which is the sum of all edge costs along the path beginning at the initial
state. The path with the lowest cost is the optimal path to reach the node, and its total
cost is called the cost-to-come. The end velocity and time of the last edge of the optimal
path determine the initial velocity and time (v0, t0) used for expanding nj,k,l . Following
the principle of dynamic programming [37], the other edges reaching nj,k,l are not further
considered since the paths they belong to have higher total costs. As a result, the intervals
not only reduce the number of nodes in the graph but also prevent the number of edges
from growing exponentially with a progressing time horizon. Since the intervals group
similar states that are expected to produce similar results, this procedure does not reduce
the behavioral options.

Although time and velocity are coupled and could be converted into one another, we
discretize both, since a greater variability of edges could be achieved. By sampling the
acceleration, a spatial node nj can be reached through multiple paths with different end
times and velocities. If only the time was divided into intervals, all paths ending in an
interval [tl , tl+1) would be reduced to one (v0, t0) pair with tl ≤ t0 < tl+1. This (v0, t0) pair
is used for expansion according to the principle explained above, regardless of the velocity
range that the paths cover. By dividing the velocity into intervals as well, the node nj is
expanded starting at multiple initial velocities within the interval [tl , tl+1) resulting in a
greater variability of paths through the spatiotemporal domain.

As in [27], we sample constant accelerations ax along the outgoing spatial edges to
expand a node. This results in simple and fast computations of the velocity profiles and
associated time vectors:

v(v0, se, ax) =


√

v2
0 + 2axse, if v2

0 + 2axse ≥ 0

undefined, otherwise

t(t0, v0, se, ax) =

{
t0 +

2se
v0+v(se,v0,ax)

, if v2
0 + 2axse ≥ 0

undefined, otherwise

(1)

In Equation (1), se is the arc length along the spatial edge. The case v2
0 + 2axse < 0

is a deceleration to 0 m/s between two layers and can be handled by setting the velocity
and acceleration for the remaining edge to 0 m/s and 0 m2/s, respectively. The constant
accelerations between two layers result in the mentioned discontinuous acceleration profile
at the nodes when concatenating edges.

Although a sequence of edges intends to represent only a behavioral decision, the
resulting trajectory must be feasible. Therefore, all generated edges must satisfy kinematic
constraints and not exceed the engine or the combined acceleration limits. With a potentially
large number of edges to be checked for feasibility, we rely on simple checks to achieve the
desired planning frequency. The following feasibility checks are performed at equidistant
points on the edges with sufficiently close spacing. The velocity-dependent engine and
combined acceleration limits can be efficiently stored and retrieved with look-up tables.
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The engine limits the available longitudinal acceleration ax ≤ aengine,max(v) so that the
sampled constant acceleration ax of an edge directly provides the feasibility information.
The combined acceleration limits can be modeled by a diamond shape at the vehicle
level [38,39], allowing an efficient check with:

|ax|
ax,max(v)

+
|ay|

ay,max(v)
≤ 1 (2)

The lateral acceleration ay is obtained with ay = v2κ. Since the kinematic constraints
are not decisive at high velocities on an oval race track, we simply check that all edges
do not exceed a maximum curvature κ ≤ κmax which is sufficient for maneuvering in the
pit lane. Edges that fail at least one of the three feasibility checks are not considered any
further, thereby reducing the size of the graph, as is exemplified by a black cross in Figure 3.

In addition to the feasibility checks, race rules and collision checks can also sort
out edges. These includes edges that overtake in no-passing zones or collide with the
reliable first part of a vehicle’s predicted trajectory. For the collision checks, the size of the
obstacles is virtually increased to create the lateral bounds between which the used tracking
controller can alter the trajectory without knowing the obstacles and still be collision-free.
More details on the collision checks can be found in [40].

2.4. Graph Search

All nodes reached by paths through the spatiotemporal graph reaching the desired
planning horizon are called goal nodes and are said to satisfy the goal condition. The
objective of the graph search is to find the goal node reached by the cost-minimal path.
While the state lattice is known from offline calculations, the spatiotemporal edges must
be generated online during the graph search since the initial velocities and times of the
nodes needed for the expansion are unknown beforehand. The order in which the edges
are generated is essential to ensure that a node’s initial velocity and time (v0, t0) are fixed
before expanding it. Otherwise, if a new path to a node is found whose cost-to-come is
lower than the current one, leading to a different (v0, t0), all existing leaving edges will
become invalid according to the procedure explained in Section 2.3. Therefore, the graph
search must ensure that the optimal path to a node is found before expanding it. This
can be achieved by an exhaustive search as proposed in [27] and is briefly explained in
Section 2.4.1. However, since the computation time increases with the number of generated
edges, the graph search should generate as few edges as possible. As it is hard to find a
suitable heuristic in a spatiotemporal domain for a cost function that includes energy terms
or even dynamic obstacles [26,27], we propose to apply a UCS, which is an uninformed
search algorithm, and adapt it for the interval-based graph structure in Section 2.4.2.

2.4.1. Exhaustive Search

The exhaustive search proposed by McNaughton et al. [27] proceeds from layer to
layer, generating all possible spatiotemporal edges. Starting with the layer reached by the
sampling procedure, all connected nodes are expanded, regardless of the cost-to-come.
Then, looking at the next layer, all paths to reach it are present, and the optimal paths
to its nodes are known. Repeating this procedure from layer to layer eventually yields
the optimal path with the desired planning horizon. Despite the use of velocity and time
intervals to prevent an exponential growth in the number of edges, the computation time
of the exhaustive search is often too high in our use case, as is shown in Section 3.

2.4.2. Uniform-Cost Search

Our search strategy aims to reduce the number of edges generated online to find
the optimal path. We use a variant of Dijkstra’s algorithm [41], which is often called
UCS [42,43] and is suited for graphs that are not known beforehand but explored or
generated during the search. Since we cannot let the algorithm search without a time
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constraint, we adapt the UCS by terminating the search if the computation time threshold
tthr is reached. Furthermore, we add the option for an external trigger to terminate the
search. If appropriate nodes have been reached, the adapted UCS can still provide a
suboptimal solution that satisfies the planning horizon requirement.

Algorithm 1 shows the pseudocode for the proposed search whose result is a goal
node g. The UCS keeps track of a frontier F , which is a set including all nodes eligible for
expansion and initialized with the nodes reached by the sampling procedure. The set G,
initialized with ∅, is updated during the search and contains all nodes satisfying the goal
condition. The nodes in G are thus candidates for the goal node g and can be used for a
suboptimal solution if the search terminates early. The basic procedure of the UCS is to
expand the node in the frontier with the lowest cost-to-come, determined by the function
GETBESTNODE() (Line 6) and in the following called node n. The expansion generates
edges that reach target nodes grouped in the set T (Line 11). These target nodes are further
analyzed by the function NEWBESTPATH(τ) (Line 13) that determines the currently optimal
path to a node τ ∈ T . It returns TRUE if the newly generated edges found the first path or
a better path than the previous one. In both cases, τ is added to the frontier F (Line 15)
if not already contained. If τ satisfies the goal condition, checked by GOALCOND(τ), it is
also added to the set of goal node candidates (Line 17). However, if τ does not satisfy the
goal condition but did so before expanding n, it has to be removed from G (Line 19). After
analyzing all reached target nodes in T , the described procedure repeats.

Algorithm 1 UCS with suboptimal goal nodes

1: Input: Frontier F ← nodes reached by the sampling procedure
2: Output: Trajectory ξ
3: Goal node g← NULL
4: Goal node candidates G ← ∅
5: while tcomp < tthr and not EXTERNALTRIGGER do
6: n← GETBESTNODE(F )
7: if GOALCOND(n) then
8: g← n
9: break

10: F .REMOVE(n)
11: Target nodes T ← EXPAND(n)
12: for all τ ∈ T do
13: if NEWBESTPATH(τ) then
14: if τ /∈ F then
15: F .ADD(τ)
16: if GOALCOND(τ) and τ /∈ G then
17: G.ADD(τ)
18: else if not GOALCOND(τ) and τ ∈ G then
19: G.REMOVE(τ)
20: if g = NULL and G 6= ∅ then
21: g← GETBESTNODE(G)
22: if g 6= NULL then
23: ξ ← CONCATENATE(g)
24: else
25: ξ ← EMERGENCYTRAJECTORY

The search continues until the computation time tcomp reaches the threshold tthr, an
external trigger is received, or the node n with the lowest cost-to-come in the frontier F
satisfies the goal condition. In the latter case, n is the goal node reached by the cost-minimal
path (Line 8). Thus, the search is terminated (Line 9). In the case of a reached computation
time threshold or an external trigger, the node with the lowest cost-to-come in G becomes g
(Line 21), providing a suboptimal solution. Decelerating edges reach the planning horizon
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earlier than accelerating edges, such that G mainly contains nodes reached by decelerating
edges, as is shown in Section 3. This usually results in more defensive and safer trajectories
reducing the velocity. Tracing back the edges from g to the initial state and concatenating
them yields the final trajectory ξ (Line 23). If no suboptimal solution can be found within
the constrained computation time, a parallel generated emergency trajectory is used, which
brings the vehicle to a standstill (Line 25).

Unlike the exhaustive search, the UCS allows jumping back to nodes in previous
layers and generating edges to layers already visited. This is made possible by the directed
structure of the graph and the cumulative costs, where the cost along a path increases
monotonically with each edge. If a node nj in layer Li with the cost-to-come Cnj is selected
by the function GETBESTNODE(), there cannot be a more cost-effective path to nj, since all
nodes with a cost-to-come lower than Cnj in the previous layers Lk with k < i have already
been expanded. This means that the initial velocity and time (v0, t0) of nj cannot change
at a later stage of the search. The same reasoning applies to terminating the search if the
cost-minimal node in the frontier F satisfies the goal condition and thus becomes the goal
node (Line 8).

For tcomp < tthr and no external trigger, the UCS remains optimal and finds the same
solution as the exhaustive search while significantly reducing the number of edges. This
reduction becomes more significant the more diverse the costs of the edges are. If all edges
had similar costs, all nodes in a layer Li would have similar cost-to-come, lower than the
cost-to-come of the nodes in layer Li+1. In this case, all nodes in layer Li are expanded first.
Continuing this scheme for the following layers results in an exhaustive search. Hence,
the following cost function affects the extent to which the UCS can reduce the number of
edges generated.

2.5. Cost Function

The cost function of spatiotemporal edges must be carefully chosen to balance con-
flicting behavioral objectives in specific situations. Although all edges on an oval race
track have similar lengths, approximately the distance between two layers, the times to
traverse the edges can differ significantly due to different velocity profiles. Integrating over
time yields the total cost of an edge to allow a fair comparison of edges. We assumed a
piecewise constant cost function for an efficient implementation and evaluated the cost at
N discretization points, including the start and end nodes. The total cost of an edge was:

C̃ =
N−1

∑
i=0

ci∆ti (3)

Here, ∆ti is the time difference between the discretization points i and i + 1, and ci is
the following sum of various cost terms evaluated at point i:

ci = wrldrl,i + wv(vi − vd)
2 + wκκ2

i + wpreddpred,i (4)

Each term is a product of a weight w and a feature of the edge at the discretization
point. They cause different, sometimes contradictory, behaviors. On the one hand, the
vehicle should reach a high velocity and follow the racing line to achieve a minimum lap
time. On the other hand, it has to deviate from the racing line to overtake other vehicles and
slow down if necessary. The Euclidean distance drl to the offline-generated optimal racing
line causes the vehicle to follow the racing line whenever possible. The linear contribution
of drl, instead of d2

rl, allows the vehicle to follow the racing line in single-vehicle scenarios
but leaves enough incentive to deviate from it during overtaking maneuvers. The second
term penalizes the deviation from the target velocity vd given either by the racing line or
by race rules. The third term penalizes the curvature κ to avoid abrupt steering at high
velocities. For scenarios with static and dynamic obstacles, the last term takes into account
the prediction to maintain a sufficient distance to the obstacles and to perform overtaking
maneuvers. The prediction cost depends on the longitudinal and lateral distances of
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the predicted vehicle to the discretization point i and a time-dependent factor g(t). It is
computed using Equation (5), where dx,i and dy,i are the longitudinal and lateral distances
in the local coordinate system of the predicted vehicle:

dpred,i = max

1−

 1
d2

x,max(t)
1

d2
y,max(t)

T[
d2

x,i
d2

y,i

]
, 0

g(t) (5)

The elliptical shape of dpred,i is illustrated for three discretization points along an
exemplary edge in Figure 4. The cost increases to a maximum value of 1 as the position
of a discretization point approaches the predicted vehicle’s center. dx,max(t) and dy,max(t)
specify at which longitudinal and lateral distances the prediction costs are incurred so that
the values of these parameters can easily be set according to the desired safety distances.
The choice of dx,max(t) > dy,max(t) reflects the more uncertain predicted longitudinal
movement. Furthermore, dx,max(t) and dy,max(t) increase as the time horizon progresses to
account for less certain predictions further in the future. However, too-wide ellipses can
lead to conservative behaviors, i.e., just following a vehicle instead of overtaking it, since
all accelerating edges across the entire width of the race track come within the range of
the ellipses. If the velocity cost is not weighted high enough, it is better to stay behind a
vehicle to avoid entering the expensive area covered by ellipses. To mitigate this problem,
the factor g(t) decreases linearly with time so that the prediction and velocity cost terms
are of similar magnitude, allowing a planned overtaking maneuver that maximizes the
lateral distance to the vehicle ahead.

s
i = 0
t = 2 s

s
i = 1
t = 2.5 s

s
i = 2
t = 3 s

s
i = 3
t = 3.5 s

s
i = 4
t = 4 s

t = 2 s

t = 2.5 s

t = 3.5 s

0 0.5 1

Figure 4. Prediction cost. The considered edge, shown in black, is discretized with five points and
covers the time range from t = 2 s to t = 4 s. The predicted path is shown in blue, together with
the ellipses for the discretization points i = 0, 1, 3. The point i = 3 is covered by the corresponding
ellipses so that the prediction cost of this edge is nonzero.

The described interacting influences of the velocity and prediction costs and other
conflicting behaviors illustrate the importance of a proper distribution of the weights wrl,
wv, wκ , wpred, and the other parameters. Different parameter sets are selected depending
on the environment (pit lane or race track) and the race condition. Since dx,max(t) and
dy,max(t) have a physical interpretation they can be set according to the required safety
distances given by the race rules. The weights, however, are more difficult to tune. In
our case, empirically determined values were used so that the racing line was followed in
single driving scenarios, but the prediction costs dominated in the presence of obstacles.
For more general behaviors, the tuning could be automated by optimizing the weights
based on a collection of safety-critical and performance-oriented scenarios.

3. Results and Discussion

In the following, we present results from the racing event Autonomous Challenge at
CES (AC@CES) at the LVMS on 7 January 2022 [44]. The proposed planning approach was
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integrated into the sequential software architecture of TUM Autonomous Motorsports in
Figure 5. The used full-scale prototype Dallara AV-21 in Figure 1 had an eight-core Intel
Xeon E-2278GE CPU with 3.3 GHz and 64 GB RAM. Our chosen allocation of computing
resources to the individual modules left one CPU core available for the local planning
approach. The final trajectory should reach a minimal planning horizon of 5 s. The software
architecture met all requirements listed in Section 2.1 with the tracking controller in [45],
which was based on a Tube-MPC approach, and the racing line generation in [13]. The
sampling procedure used to generate the initial edges is described in [46]. Similar to [24,25],
it was based on the generation of jerk-minimal trajectories but only constituted the first
part of the final trajectory. The longitudinal distance of the layers was 75 m and the lateral
spacing of the nodes was 1.4 m. The sampling procedure and the proposed graph search
were written in Python 3.8, while some functions used Numpy or were written in C.

Sensors

Localization

Perception
Tracking

and
prediction

Local
planning Tube-MPC

Actuators

Global planning
(offline)

Racing line

Estimated state

Figure 5. Software architecture: the software of TUM Autonomous Motorsports follows a sequential
approach.

The race rules at the AC@CES prescribe alternating overtaking maneuvers. The leading
vehicle, the defender, has to maintain a fixed velocity and stay on the inner (left) side of the
race track. The following vehicle, the attacker, has to complete an overtaking maneuver
within a specified passing zone. After a successful overtaking maneuver, the roles switch.
If both competitors successfully overtake, the defender’s velocity increases, and the race’s
next round begins. For this form of competition, our offline-generated racing line was
restricted to the inner side of the track to make the defender behavior the default behavior.
Furthermore, the inner racing line encouraged natural overtaking maneuvers, where the
swerve to initiate the maneuver and the switch back to the inside solely resulted from the
edge costs. In the final event, our software was able to perform overtaking maneuvers
with attacker velocities of up to 74 m/s. The following sections focus on the two fastest
overtaking maneuvers to illustrate the behavioral planning and advantages of the UCS
over an exhaustive search for a long planning horizon. A video of the corresponding race
section can be found at https://youtu.be/XUIctOJdrLk (accessed on 2 November 2022).

3.1. Overtaking Maneuver

Figure 6 shows the fastest achieved attacker scenario after entering the passing zone. In
the selected planning step, in the following called planning step d©, the sampling procedure
reached layer L1 and the graph search proceeded for three layers. The last edge of the final
trajectory to layer L4 reached a time of 5.4 s, satisfying the minimum planning horizon of 5 s.
While the planned velocity profile was continuous, the acceleration and curvature profiles
showed the expected discontinuities at the layers, which illustrated the behavioral nature
of the graph search result. The result of planning step d©could be interpreted as a maneuver
to accelerate and overtake the defender on the right side. The subsequent Tube-MPC
reoptimized the coarse trajectory so that the tracked acceleration and curvature profiles
were smoother. With the chosen discretization for the sampled constant accelerations
between two layers, it was possible to accelerate at 2 m/s2 between L1 and L2 and at
0.5 m/s between L2 and L3. With these limits, it took 5 s for the attacker to be side-by-side
with the defender, emphasizing the need for a long planning horizon.

https://youtu.be/XUIctOJdrLk
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Figure 6. Initiation of an overtaking maneuver in planning step d©. The planned and actually driven
path, velocity, acceleration, and curvature are shown in blue. The correctly predicted path and
velocity of the defender are green. The planned and predicted poses of the vehicles are shown for
t = 0 and the times marked by the vertical lines in the lower plots.

Figure 7 illustrates the generated spatiotemporal graph for planning step d©. Edges
lying on the inside of the race track came into the range of the prediction cost ellipses and
thus received high costs. The prediction costs dominated the racing line costs, so deviating
from the racing line and keeping a high velocity was better than staying inside behind the
defender. Although the prediction cost was not incurred until the latter part of the planning
horizon, it gave an incentive to deviate from the racing line early at layer L1 since in the long
term the inside paths would end up in the high-cost region. Due to the wide prediction cost
ellipses near the end of the planning horizon, the planned trajectory kept a maximum lateral
distance, as can also be seen in Figure 6. This and the early reaction were advantageous
in terms of recursive feasibility so that overtaking solutions could still be found in later
planning steps.

Due to the high prediction costs on the inside, the UCS did not explore this region
further. Similarly, the velocity costs contributed to the reduction in the number of edges
since nodes with high velocities were expanded first, more likely leading to the optimal path.
In the planning step d©, the UCS could reduce the number of generated edges from 2544 to
409 compared to the exhaustive search and found 15 suboptimal goal nodes, all of them
located in layer L4. The suboptimal goal nodes were mainly reached by decelerating edges.

Figures 6 and 7 also highlight the multistep characteristic of our approach. As illus-
trated in Figure 7, it was planned to change the lateral position until layer L3 and maintain a
constant lateral distance to the track boundaries from layer L3 to L4. The acceleration profile
in Figure 6 shows that the vehicle accelerated until layer L3 and maintained the velocity
from layer L3 to L4. Since the approaches in [24,25,46] sampled time, velocity, and lateral
displacement for only one step, the resulting trajectories could not represent the described
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maneuver. However, a drawback of our approach compared to the jerk-minimal one-step
approaches arises from the constant acceleration between two layers. In Equation (2), ax
remains constant by design, ax,max(v), ay,max(v), and ay, however, vary depending on the
velocity and track geometry. Especially on oval race tracks, the distance between two
layers can be large, so the spatiotemporal edges can cover a large velocity range. While
driving at the limits, this can generate many infeasible edges, and only edges that keep the
current velocity remain. The variable accelerations of the jerk-minimal trajectories in [24,25]
show better-suited profiles for high velocities, so fewer edges are sorted out and driving
closer to the limits is possible. Therefore, we followed the jerk-minimal approach for the
sampling procedure.

L4 L3 L2 L1

t

v

Low cost

High cost

Figure 7. Generated graph for planning step d©. Only the relevant spatial nodes and edges that
contribute to an optimal path to reach a spatiotemporal node are shown for a clearer picture. The
reached nodes are qualitatively colored according to their cost-to-come and the edges according to
their cost. The optimal path is shown in black, and all nodes satisfying the goal condition are outlined
in black.

3.2. Comparison of the Search Methods

Reducing the number of generated edges directly affected the computation time.
Figure 8 depicts the computation times for the two fastest overtaking maneuvers and one
defender scenario obtained by recalculations on comparable hardware. The computation
time of the sampling procedure is included and was approximately constant at 10 ms.
Considering fewer edges by the UCS resulted in shorter and more consistent computation
times compared to the exhaustive search. The large fluctuations in the computation time
of the exhaustive search resulted from the alternating straight and curved track sections.
In general, more edges were generated on straight sections since many edges failed the
feasibility checks in turns at high velocities. In contrast to the exhaustive search, the
computation time for each planning step using the UCS stayed below the upper limit of
tthr = 300 ms. This means that the search could always be terminated early when the
optimal solution was found. The average computation time of the exhaustive search was
345 ms, while the UCS undercut the target of 150 ms with an average computation time of
99 ms in the presented race section. Compared to the recent sampling approach in [25], the
computation time was larger, and the GPU performance reported in [27] for the exhaustive
search could not be achieved. However, for the given use case, it was sufficient and enabled
the exploration of more maneuvers with a longer planning horizon.
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Figure 8. Comparison of computation times. The planning steps of the considered race section
were recalculated with the UCS and the exhaustive search. The black-dotted line shows the actual
computation times for the UCS on Dallara AV-21 hardware during the race. The defending and
attacking maneuvers are highlighted.

An increased computation time was observed during the overtaking maneuvers in
the role of an attacker. This increase could be explained by the deviation from the racing
line during the overtaking process. Nodes close to the racing line were expanded first, but
then, the reached nodes were not expanded due to the high prediction cost resulting in
high costs-to-come. As a defender, on the other hand, the costs along the racing line were
the lowest, so that significantly fewer iterations through the frontier (Line 6 in Algorithm 1)
took place until the optimal path was found. This was also why the computation time of
the UCS was not influenced by straight or curved track sections. The resulting graphs are
compared in Figure 9. A peak in computation time can be observed for planning step a©.
Here, the UCS reached the computation time of the exhaustive search. In this planning
step, a falsely detected vehicle with low velocity in a no-passing zone caused all edges to
have similar costs. Hence, the phenomenon described at the end of Section 2.4.2 came into
play, and the UCS expanded the nodes in an order nearly identical to the exhaustive search.

With regard to the suboptimal goal nodes, further analyses showed that the first
suboptimal goal node was found after 60% to 80% of the iterations through the frontier
needed to find the optimal solution. Moreover, as can be seen in Figures 7 and 9, most of
the suboptimal goal nodes were reached with a smaller velocity than the final goal node
resulting in defensive braking maneuvers in the case of early search terminations.

Graph for planning step b© Graph for planning step c©

Figure 9. Comparison of graphs for defending and attacking scenarios: 450 edges were generated
while overtaking in planning step b© and 162 edges were generated while being overtaken in planning
step c©. The colors and grids are defined analogously to Figure 7.

4. Conclusions and Outlook

We presented a graph-search-based planning approach capable of generating trajec-
tories for racing on an oval race track. Searching in a discretized spatiotemporal state
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space finds a trajectory that represents the optimal behavior in the presence of a predicted
competitor. Despite a long planning horizon and many maneuver variants, we achieved
computation times sufficient for the presented use case. This was accomplished by the
specific graph structure with intervals for the velocity and time dimensions and by the
efficient graph search algorithm. Furthermore, our proposed cost function, if properly
parameterized, could generate a competitive behavior with early reactions to obstacles due
to the long planning horizon, allowing a safe operation at high velocities. The proposed
mechanism for a suboptimal solution did not need to be applied in the presented scenario
but worked successfully in simulations and will be analyzed in future work. The resulting
behaviors are of particular interest.

The total computation time should be further reduced for races with more competitors,
complex scenarios, and hence more uncertain predictions. Our approach could be implemented
in C and partly parallelized if sufficient resources were available. However, the computation
time benefit would be less than in [27], since the UCS only allows a parallelization at a node
expansion level while the exhaustive search can be parallelized at a layer level.

Besides racing, the presented search method could be applied in traffic scenarios as
initially proposed for the given graph in [27]. Instead of the racing line, a lanelet network
could provide the reference for the cost function. However, a traffic scenario would require
additional terms and a behavior state machine to consider traffic rules and meet comfort
goals. Both racing and traffic scenarios include highly interactive scenarios, which have
been neglected in this work. Future work will analyze how the cost function of general
sampling and search-based planning approaches can consider mutual influence.
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