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Chapter 1

Introduction

The electrification of established technologies based on fossil fuels is becoming more
and more important to counter climate change. This can be seen in the number of
electric vehicles, which is increasing rapidly [1, p. 15]. Electrification is not only im-
portant for road transport but also for many other areas where electrical drive systems
add an advantage. Electrical drive systems are highly efficient and produce fewer CO2

emissions than conventional systems based on fossil fuels. Besides this, electrical drive
systems have become even more flexible in terms of operational behavior ever since
suitable power electronic components became available. The trend of using electri-
cal drives continuous in industrial traction drive applications, e.g., for use in forklifts,
which require high safety to prevent accidents by malfunction.

With the rising number of electrical drive systems, they are increasingly being used
in applications where their fault could be critical for life and limb. Thus, the safety1

of electrical drive systems is becoming more important.
The electrical drive system consists of many parts, with the main components being

the power supply, power electronics, electrical machine, and control unit. The power
electronic and machine are controlled by the control unit, which executes the control
software to achieve high efficiency, performance, and reliability of the system. With-
out an operational control unit, no advanced drive system works. The control unit
relies on control feedback from the electrical machine and the power electronics to
adequately react to system changes and verify whether the intended states are being
met. The required feedback from the machine and the power electronics are measured
1In the field of reliability, different terminologies with distinct meanings are used [2, p. 12]. Safety:
The probability that a catastrophic event is avoided. Availability: The probability that a system
functions at time t.
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Figure 1.1: System overview with control feedback measurements.

by sensors and sent to the control unit. A system overview with the required control
feedback (measurements) is shown in Fig. 1.1. In a conventional drive system, the
direct current (DC)-link voltage of the power electronics, the machine phase currents,
machine rotor position, and/or machine rotor speed are measured. Information on
the rotor position and phase currents are required to set the desired torque and for
the position control. Most control strategies require the speed measurement for speed
control and to determine the electromotive-force (EMF) of the machine (feed-forward
of the current controllers). Information on the DC-link voltage is required to apply
the desired voltages to the machine. A failure in one of these measurement devices is
critical and might result in a loss of control capability. Depending on the application
and situation, such failures might potentially be critical for life and limb. A fault of the
DC-link voltage sensor is less critical and might be compensatable, yet, a fault of the
current sensors or the position and speed encoder inevitably results in a loss of control
capability. There are many root causes for feedback failures, including failures in the
power supply, connectors, or the sensors themselves, and they all result in erroneous
control feedback. Although the feedback chain contains many potential root causes for
feedback failures, the probability of such events is low. The probability differs from
drive system to drive system and depends on many factors, with the final, overall,
failure probability of the feedback chain being the result of the addition of the single
failure probabilities of each potential failure source. This overall failure probability
might be small but cannot be disregarded due to the potentially catastrophic conse-
quences of such a scenario. With the increasing number of drive systems and their
use in safety-critical applications, such events will become even more probable in the
future.

The present dissertation is dedicated to increasing the reliability (first and foremost,
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the safety) of industrial drive systems by developing and investigating methods to es-
timate the required control feedback signals. The methods provide estimations, which
are employed to detect failures in the control feedback and to replace defective sen-
sor signals. The methods should not increase the system costs, and, thus, should not
rely on additional hardware. Furthermore, the algorithms must be executable on a
standard microcontroller without high computational power used in industrial drive
applications today. However, using an industrial microcontroller aggravates the devel-
opment of algorithms throughout this work. The investigations are representatively
conducted for a synchronous reluctance machine (RSM), which has become more pop-
ular in the last decade in industrial applications due to its robustness, low price, and
high efficiency compared to induction machines (IMs). The RSM has its nominal op-
erating point in deep magnetic saturation, making this machine highly nonlinear and
challenging for estimation methods.

1.1 Problem formulation
The potential consequence of erroneous control feedback due to defective components
in the measurement circuitry was briefly discussed in the introduction. A safer and
more reliable drive system would be established if control feedback faults could be de-
tected and compensated for. Estimating the control feedback through physical models
of the system is an evident approach to realizing such a detection and compensation
structure. Estimation methods used to estimate sensor information are already part
of science and industry. However, available methods are subject to certain drawbacks
and limitations, which are discussed in the next pages. Furthermore, most of these
estimation methods have been primarily developed to reduce costs and space.

The existing literature and the overall problem formulation can be divided into four
research topics, of which three are concerned with the estimation methods to estimate
the sensor feedback, and one is concerned with the objective of detecting control feed-
back faults. The first topic concerns the popular methods of encoderless control, which
are dedicated to control without a position or speed encoder. The field of encoderless
control has been a research interest for more than three decades. The second topic is
so-called current sensorless control, which is concerned with control under a partial or
full relinquishment of current sensors. This technique is barely investigated. The third
topic is control without a DC-link voltage sensor, called DC-link-voltage-sensorless
control. There is currently no research history regarding DC-link-voltage-sensorless
control for drive systems. These three research topics are all concerned with the esti-
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mation of the sensor data. The fourth topic is so-called sensor fault-tolerant control,
which is concerned with detecting and compensating for sensor and control feedback
faults. This technique can be realized by the three estimation methods explained
above. The research activities in this field have been quite limited so far.

The state of the art of the four topics comprises several restrictions, drawbacks, and
incompleteness. The most relevant open issues are briefly summarized below. A more
detailed description of the state of the art is provided in the specific chapters.

Encoderless control

Encoderless control is a well-known technique and has extensively been researched for
a long time. Hence, many research questions about this technique have already been
answered. In the last couple of years, the research effort in this field has declined
significantly. Nonetheless, there are still open research questions in this field:

(1) Accuracy – The accuracy of these methods is still limited compared to that
of a high-resolution position encoder. Hence, these methods are excluded from
applications requiring very precise position information.

(2) Convergence issue – The approaches in the category of so-called injection-
based encoderless control algorithms suffer stability problems when the electrical
machine is driven into deep magnetic saturation. The cause of the convergence
issue has not been satisfactorily investigated but does form part of current re-
search activities. The limitation in the achievable current magnitude excludes
the use of these algorithms in many applications.

Current sensorless control

Current sensorless control methods have been significantly less researched than en-
coderless techniques. There are several open research questions that can be summa-
rized as follows:

(3) Magnetic saturation – The effect of magnetic saturation is inadequately con-
sidered in existing current sensorless schemes due to the use of simplified machine
models. This can lead to limited performance when operating highly nonlinear
machines.

(4) Harmonics – Current sensorless control methods for machines with strong har-
monic anisotropies have not been developed yet. Existing algorithms are re-
stricted to machines with low harmonics, e.g., to those with distributed windings.
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(5) System feedback – Almost all the research literature proposes approaches
based on open-loop observers, which fully rely on an approximated model run-
ning on the control unit. Open-loop observers do not employ feedback from the
remaining sensors and hence, do not take advantage of the actual system state
to correct the estimations. The use of the remaining feedback is expected to
increase estimation performance and reliability.

DC-link-voltage-sensorless control

There is no research history regarding DC-link-voltage-sensorless control for a drive
system. This results in the following open subject:

(6) Approaches – DC-link-voltage-sensorless methods for drive systems have not
been developed yet. Hence, entirely new algorithms must be developed to enable
estimation.

Sensor fault detection and compensation

All control feedback must be estimable to ensure reliable sensor fault-tolerant control
in every system condition. The restrictions of the estimation methods above result
in limitations for existing sensor fault-tolerant control approaches. The open research
questions are summarized below:

(7) Generality – Existing sensor fault-tolerant control methods are based on de-
terministic approaches employing system-dependent thresholds to detect sensor
faults. Thus, these approaches must be adapted from drive system to drive sys-
tem resulting in limited transferability. Furthermore, deterministic approaches
are implemented for a limited number of fault scenarios, which leads to uncer-
tainty about whether all possible fault scenarios are detectable.

(8) Restrictions – The restrictions of the estimation methods lead to limitations
for existing sensor fault-tolerant control approaches. Not all control feedback is
estimable, and some feedback signals can only be estimated in a limited operating
range. Hence, it is not possible to detect and compensate for control feedback
faults in all operating conditions of the system. Solving this issue will significantly
increase safety in the respective applications.
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1.2 Contributions
This dissertation aims to contribute to a safer drive system by improving and extending
the properties of sensor fault-tolerant control. Thereby, the focus is on the restrictions
(8) of existing approaches. As mentioned above, these restrictions result in patchy
coverage by the fault detection and compensation with respect to the operating area
of the machine (insofar as an estimation method is even available). This work aims to
improve the coverage of the fault detection and compensation with the constraint of
limited computational power and without additional hardware. Thereby, the proposed
algorithms should be employable by most industrial drive systems. From the previous
sentences, it is evident that the focus is on investigating and improving the estimation
methods and less on the actual fault detection (7). However, the investigation and
improvement of the estimations methods is the foundation for solving (7) in the future.
Solving (8) requires this thesis to deal with subjects (2), (3), (5), and (6). Issue (4)
is not subjected due to the use of an RSM with weak harmonic anisotropies.

The investigation of the convergence issue (2) of encoderless control algorithms is a
major contribution of this work. The research concerns so-called injection-based algo-
rithms but allows general conclusions about how the structure of estimation algorithms
affects stability properties. The aim is to find the cause of the convergence problem by
empirically investigating existing injection-based algorithms and reinforcing the find-
ings with a novel convergence criterion. The investigations reveal the cause of the
convergence issue. The new insights help improve encoderless algorithms in terms of
stability and can be transferred to estimation algorithms in general.

Subjects (3) and (5) are addressed by developing a novel current sensorless control
approach employing extended Kalman filter (EKF)-based state estimation. The effect
of magnetic saturation is accommodated throughout the entire derivation process, and
the remaining feedback (speed) is employed. The comprehensive equations (computa-
tionally costly due to the consideration of magnetic saturation) are simplified without
a significant loss in estimation quality.

Approaches to overcome subject (6) (DC-link voltage estimation) are proposed.
These approaches follow the example of encoderless control by combining injection-
based estimation used at/or close to a standstill with another technique for the medium
to high-speed range. The injection-based scheme also estimates the voltage drop across
the power electronics with a novel online estimation approach without depending on
a model of the voltage source inverter (VSI).

The validity of the approaches and investigations for (2), (3), (5), and (6) is demon-



Introduction Page 7

strated with a fault-detection and compensation approach, which is based on the pre-
liminary work. The fault-detection approach is not the focus of this dissertation and
works for a limited number of possible fault scenarios. However, it shows the future
possibilities in this field if suitable sensor data estimation algorithms are employed.

Besides the major contributions above, this work also contains less significant find-
ings. Here, the improvement of the so-called extended electromotive force (EEMF)-
based encoderless model must be emphasized, which was extended by the effect of
cross-saturation.

The pre-publications originated on the way to this work are listed in Appendix A.2.
They can be recognized by the letters in brackets following the citation number, for
example, [33][LWK]. The letters refer to the involved authors’ last names.

One philosophy of this work is to primarily present measurement results to confirm
the theories introduced. Hence, simulation results are only presented if they provide a
surplus to measurements.

1.3 Outline
The structure of this work is as follows. After the introduction, fundamental knowl-
edge in the control of drives is presented in Chapter 2. Here, the focus is on coordinate
transformations, models of the electrical machine, and models of the power electronics.
The fundamentals are followed by Chapter 3, where the drive system and the control
structure are presented. Chapter 4 introduces conventional encoderless control mod-
els, discusses the convergence issue, and generally deals with the topic of encoderless
control. Chapter 5 proposes a new method to estimate the DC-link voltage. The
novel current sensorless control approach is proposed and tested in Chapter 6. Chap-
ter 7 demonstrates the effectiveness of the estimation methods for fault detection and
compensation purposes by proposing a deterministic fault-tolerant control approach.
The fault-tolerant control approach is verified empirically by a realistic supply voltage
fault scenario. Finally, the work is concluded in Chapter 8, and an outlook for possible
future works and improvements is given.
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Chapter 2

Fundamentals

The following chapter introduces the fundamental theories and mathematical conven-
tions repeatedly resorted throughout this work. The presented information can be
regarded as textbook knowledge in the control of electrical drives.

The chapter starts with a brief description of the nomenclature and the conventions
applied to the mathematical symbols. Fundamental coordinate transformations are
introduced, which are essential for controlling electrical drives. These transformations
are known as Clarke and Park transformations. Afterward, the non-linear electrical
machine model of the RSM is derived from a three-phase representation, and a detailed
derivation of the magnetic anisotropy is carried out. The mechanical fundamentals fol-
low the electrical derivations, which are then incorporated with the electrical theories
in a simulation model. At the end of the chapter, the influence of the VSI interlock
time is described and modeled.

2.1 Nomenclature

The nomenclature used within this thesis has been chosen to be informative and com-
pact simultaneously and follows typical conventions used in the research literature. A
list of all symbols is attached at the end of this work, in the List of Symbols A.3.

This section introduces the nomenclature to help understand and interpret the math-
ematical equations. The denotation of the most common sub- and superscripts is
explained. It is described how dimensions are distinguished and time variance and
invariance are denoted. Finally, the meaning of the accents is introduced.
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2.1.1 Dimensions

The symbols for different dimensions are listed in Tab. 2.1. The subscript of the unity
matrix determines its dimension.

Dimensions
Symbol Description Notation Dimension
X, x scalar capital or small regular letter 1
x vector small bold letter n

X matrix capital bold letter m× n

Ii unity matrix upright capital bold I Ii ∈ Ri (i ∈ N∗)

Table 2.1: Nomenclature for different dimensions.

2.1.2 Time variance and invariance

A clear distinction between time-variant and invariant mathematical variables, dimen-
sions, or subscripts is made within this work. Time-variant symbols are written in
italics, whereas time-invariant symbols are written upright. Note, in some cases, the
variable is time-variant, whereas the subscript is not. The basic convention regarding
time variance and invariance is listed in Tab. 2.2.

Indication of time invariance and variance
Symbol Description Notation
X, x,X,x time-invariant symbolism upright letters
xs, xs time-invariant subscript upright subscripts
X, x,X,x time-variant symbolism italics letters
xs time-variant subscript italics subscripts

Table 2.2: Nomenclature of time-variant and invariant symbols.

2.1.3 Superscripts

Superscripts either indicate the reference frame in which a variable is presented or
mathematical operations as depicted in Tab. 2.3.
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Superscripts
Symbol Description
t quantity in three-phase stator fixed coordinates
s quantity in two-phase stator fixed coordinates
r quantity in rotor fixed coordinates
−1 inverse matrix, reversed function, or reciprocal
+ pseudo-inverse of a matrix
⊤ transposed matrix or vector
∗ reference value

Table 2.3: List of the most used superscripts.

2.1.4 Subscripts

Subscripts indicate the components of a reference frame or act as an additional iden-
tifier to differentiate between variables with the same base symbol. Tab. 2.4 lists the
most frequently used subscripts. Subscripts not listed in Tab. 2.4 are introduced within
the thesis or can be found in the List of Symbols A.3.

Subscripts
Symbol Description
s stator-related quantity
a, b, c components of the three stator winding’s
α,β abscissa and ordinate in stator coordinates
d, q abscissa and ordinate in rotor coordinates
el quantity in electrical units
m quantity in mechanical units
Σ,∆ mean and delta component
n nominal value
DC DC-Link
L parameter which acts as a load
A variable related to the magnetic anisotropy
δ deviation due to cross-saturation
dt dead time
ctr. controller-related (purely software) variable

Table 2.4: Frequently used subscripts.
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2.1.5 Accents

Accents are used to further differentiate between variables with the same symbolism
but different meanings. For example, the real rotor angle is depicted as θel, whereas
the estimated rotor angle is θ̂el. Accents are a compact and directly recognizable way
to mark such differences. The accents used are listed in Tab. 2.5.

Accents
Symbol Description
Ĺ differential inductance
x̂ estimated parameter which might contain an error
x mean value

Table 2.5: List of accents.

2.2 Coordinate transformations

Coordinate transformations are a standard tool in the control of electrical machines.
The transformations are used to transform the actual signals of the system into fictive
signals. The fictive signals simplify the mathematical equations and hence, the control
algorithms. The most used transformations, Clarke and Park transformations, are
based on space vectors. This section introduces the principles of space vectors and
these transformations.

2.2.1 Space vectors and Clarke transformation

The basic principle of space vector theory is the temporal and spatial assignment of
the signals in a three-phase2 electrical system [3, p. 405]. In the case of an electrical
machine, the currents and voltages have no spatial assignment, but they are time-
variant. The spatial assignment of the signals results from the spatial assignment of
the phase coils. The composition of all coils and their spatial and temporal (due to
the time-variant signal) assignment is then unified in a time-dependent vector called a
space vector. The space vector can be interpreted as a pointer viewed from the rotor
shaft perspective as shown in Fig. 2.1 a).

2Three phases is the most common case. However, the theory can also be applied to other numbers
of phases.
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Figure 2.1: Examples of a stator with one pole pair.

If the machine is assumed to be Y-connected with an isolated neutral point, it con-
stitutes a two-dimensional system3. Therefore, the system has only two degrees of
freedom [4, p. 12]. This can be verified if Kirchhoff’s current law is applied to the
equivalent circuit of a Y-connected machine, as shown in Fig. 2.2. The result is equa-
tion (2.1), which confirms the two degrees of freedom.

0 = ia + ib + ic (2.1)

However, if the machine is only a two-dimensional system, it can also be described by
two components, e.g., α,β. This principle is illustrated in Fig. 2.1 b). The transforma-
tion from the stator fixed abc reference frame to the stator fixed αβ reference frame
is referred to as the Clarke transformation (αβ Transformation) [5, p. 308]. There
are different mathematical ways to perform this transformation. However, only two
are commonly used. The first kind of description is based on space phasors [5, p. 4]
using complex numbers. The analysis with complex numbers is simpler in the case of
steady-state and purely sinusoidal signals [6, p. 171], but less useful for the analysis in
the dynamic nonsinusoidal case [4, p. 12]. The second possibility of describing space
vectors is based on vector notation and is more efficient for dynamic systems and the
3This two-dimensionality also applies to machines in Delta-connection, which are mathematically
transformed into an equivalent Y-connected machine.
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derivation of a state-space model, as depicted in [7, p. 85]. The vector notation is often
used in control theory and also used within this thesis.
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Figure 2.2: Star-connected three-phase machine.

The so-called amplitude invariant Clarke transformation, also referred to as the power
variant transformation, is used within this work. Hence, the amplitudes (purely sinu-
soidal signals assumed) of the currents and voltages remain the same after the transfor-
mation. However, a scaling factor of 3/2 needs to be considered in the torque equation
and with power-related quantities to be energetically correct, which is detailed dis-
cussed in [8, p. 1005]. The transformation is textbook knowledge and therefore not
derived in the following, it is referred to [5][9, p. 8] for a more extensive view.

The amplitude invariant Clarke transformation, denoted by the transformation ma-
trix C ∈ R2×3, can be used for the transformation of current and voltage-related signals
and is defined as follows:

xs
s =

xα
xβ

 = 2
3

1 −1
2 −1

2

0
√

3
2 −

√
3

2



xa

xb

xc

 = Cxt
s (2.2)

Matrix C has only a pseudoinverse to back transform to the abc reference frame. The
reverse transformation can be conducted using the pseudoinverse C+ ∈ R3×2, which is
known as the inverse Clarke transformation:

xt
s =


xa

xb

xc

 =


1 0

−1
2

√
3

2

−1
2 −

√
3

2


xα
xβ

 = C+xs
s (2.3)
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2.2.2 Park transformation

The Clarke transformation enables the first simplification of a three-phase system.
However, the resulting signals are still alternating current (AC) signals. As the analysis
and control of a system with AC signals is more complex than with DC signals, the
control and analysis are significantly simplified if the signals are transformed into DC
signals. This can be realized by introducing a third reference frame, which rotates
with the frequency of the rotor (in electrical units).

d

q

α

β

d

q

ωel =
dθel
dt

ωel

θel

xr
s

Figure 2.3: Reluctance synchronous machine with one pol pair.

The principle is illustrated in Fig. 2.3. In the case of Fig. 2.3, the angle between an
exemplary chosen vector xr

s and the abscissa of the new reference frame is constant4

if purely sinusoidal signals are considered. Thus, the components d and q of the new
vector are constants in the case of sinusoidal original signals. The transformation to
the new reference frame can be realized by a clockwise rotation5 of the vector, which
is realized by the time-variant rotational matrix P ∈ R2 [10, p. 192]. The rotational
transformation is referred to as Park transformation6 or as dq transformation [11] in

4This applies for synchronous machines only. In the case of the induction machine, care has to be
taken due to the difference in frequency between the stator and rotor field.

5Note that the positive mathematical direction of rotation (counter-clockwise) is opposite to the
positive mechanical direction of rotation (clockwise).

6The original Park transformation transforms directly from abc quantities to dq quantities and, thus,
includes the Clarke transformation. However, in the literature, it is common to denote the rotational
transformation as the Park transformation.
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this context.

xr
s =

xd

xq

 =
 cos (θel) sin (θel)
− sin (θel) cos (θel)

 xα
xβ

 = Pxs
s (2.4)

A counter-clockwise rotation can be realized by the inverse or by the transpose of P .
This operation is called the inverse Park transformation. It is used to transform from
the rotor fixed reference frame back to the two-phase stator fixed reference frame7.

xs
s =

xα
xβ

 =
cos (θel) − sin (θel)

sin (θel) cos (θel)

xd

xq

 = P−1xr
s (2.5)

= P⊤xr
s = P (−θel)xr

s (2.6)

A rotation by 90◦ is an ordinary operation in conjunction with the dq transformation
and denoted by the matrix:

J := P−1
(
π

2

)
=
0 −1
1 0

 (2.7)

The time derivatives of the transformation matrices need to be calculated frequently;
their result is:

dP
dt = dθel

dt

− sin (θel) cos (θel)
− cos (θel) − sin (θel)

 = −ωelJP (2.8)

dP−1

dt = dθel

dt

− sin (θel) − cos (θel)
cos (θel) − sin (θel)

 = ωelJP−1 (2.9)

2.3 Machine model

A mathematical model aims to emulate the actual behavior of a system and forms
the basis of developments in engineering. It can be used to analyze and predict the
behavior of a system. Thereby, the quality of the results depends strongly on how
much detail was used to build the model and how many effects were considered. The
7The denotation of the transformation is mostly contrariwise in the literature, e.g., the Park trans-
formation is denoted by the term P−1. However, the author has decided to denote the Park trans-
formation by P , so that the mathematical denotation is in harmony with the terminology.
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effort to develop and analyze a model increases significantly with the number of effects
considered. Hence, it is appropriate to only consider the effects expected to be relevant.
This section aims to derive a model of the electrical machine, one of the most important
components of the drive system. The section starts with the derivation of the electrical
model of the RSM, followed by the derivation of the mechanical equations. Finally,
the simulation model is introduced, which is based on the derived equations.

2.3.1 Electrical model

The fundamental electrical equations of the RSM are derived in this subsection. The
derivation is based on a few simplifying assumptions regarding the machine, which are
listed in the following:

• The effective air gap between the stator and rotor is sinusoidally distributed.
Hence, there is no stator-fixed anisotropy

(
∂ψr

s
∂θel

= 0
)
.

• The stator windings are perfectly sinusoidally distributed, without higher space
harmonics. Thus, the flux linkages in the rotor fixed reference frame are not
rotor-angle-dependent

(
∂ψr

s
∂θel

= 0
)
.

• The capacitive behavior of the machine is neglected.

• Eddy currents, skin and hysteresis effects are not considered.

• The effect of leakage inductances is assumed to be small and therefore neglected.

• The stator related flux linkages ψx
s ,∀x ∈ {t, s, r} are continuously differentiable

functions8 ψx
s ∈ C1 (R2,3;R2,3) of the stator currents ixs [3, p. 916].

Synchronous reluctance machines are designed to have their nominal operating point
in magnetic saturation. Fig. 2.4 shows some fundamental measurements of the syn-
chronous reluctance machine, which confirm the highly non-linear characteristic due
to magnetic saturation. Therefore, it is essential to derive a non-linear model of the
machine for the best possible results. In order to incorporate the effect of magnetic
saturation, all the inductances must be considered to be functions of the currents.
Consequently, there arises a difference between the absolute inductances L and the
differential inductances Ĺ, which are marked with an acute accent.
8Cn is the subspace of the n-times continuously differentiable functions. In this case it either maps
from R2 to R2 or from R3 to R3.
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Figure 2.4: Measured magnetic quantities of the RSM.

The terminal voltage of an AC Machine consists of an ohmic voltage drop caused
by the winding resistance superimposed with the time derivative of the flux linkage
according to Maxwell’s third equation. Thus, the terminal voltage can be described
by the following vector equation

ut
s := Rs i

t
s + dψt

s
dt (2.10)

with voltage vector ut
s ∈ R3, current vector its ∈ R3, flux linkage vector ψt

s ∈ R3, and
stator winding resistance Rs ∈ R. The component representation of the vectors is as
follows

ut
s :=

[
ua ub uc

]⊤
its :=

[
ia ib ic

]⊤
ψt

s :=
[
ψa ψb ψc

]⊤
(2.11)
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whereas the flux linkage vector in the coils can be expressed by equation (2.12) using
the rotor angle θel ∈ R, and current-vector-dependent absolute inductance matrix Lt

s.
The current dependency is not denoted for clarity in the rest of the derivation.

ψt
s := Lt

s

(
θel, i

t
s

)
its (2.12)

The inductance matrix is analytically described by (2.14). It contains an isotropic
non-rotor-angle-dependent term scaling with the absolute mean inductance LΣ ∈ R+

and an anisotropic rotor-angle-dependent part scaling with the absolute delta induc-
tance L∆ ∈ R. This matrix can be derived geometrically as demonstrated in Appendix
A.3 or analytically [12, p. 48]. The matrix is symmetric (Lt

s = Lt⊤
s ), as are all induc-

tance matrices due to the reciprocity theorem [13], and positive semi-definite, since all
eigenvalues are equal or greater than zero (x⊤Lt

sx ≥ 0,∀x ∈ R3). Consequently, the
mutual inductances are equal to their counterpart mirrored on the main diagonal.

Lt
s :=


Laa Lab Lac

Lba Lbb Lbc

Lca Lcb Lcc

 (2.13)

= 2
3LΣ

 1 −0.5 −0.5
−0.5 1 −0.5
−0.5 −0.5 1

+ 2
3L∆

 cos (2θel) cos (2θel − 120◦) cos (2θel + 120◦)
cos (2θel − 120◦) cos (2θel + 120◦) cos (2θel)
cos (2θel + 120◦) cos (2θel) cos (2θel − 120◦)

 (2.14)

The transformation of (2.12) with the Clarke transformation (2.2) results in the flux
linkage vector in the two-phase stator fixed reference frame:

ψs
s = CLt

sC+iss = Ls
si

s
s (2.15)

=
LΣ

1 0
0 1

+ L∆

cos (2θel) sin (2θel)
sin (2θel) − cos (2θel)

 iss (2.16)

Equation (2.16) can be further simplified employing the Park transformation (2.4). It
results in the flux linkage vector in rotor fixed coordinates:

ψr
s = PLs

sP
−1irs = PCLt

sC+P−1irs = Lr
si

r
s (2.17)

=
LΣ + L∆ 0

0 LΣ − L∆

 irs =:
Ld 0

0 Lq

 irs (2.18)
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The comparison of the matrices entries of equation (2.18) allows for the following
equations:

LΣ = Ld + Lq

2 L∆ = Ld − Lq

2 (2.19)

Equation (2.18) can be used to determine the voltage equation of the rotor fixed
reference frame. It can be derived from the voltage equation (2.10), which is first
transformed into two-phase stator fixed coordinates (not presented here) and after
that into rotor fixed coordinates, which yields:

Pus
s = RsPi

s
s + P dP−1Lr

si
r
s

dt (2.20)

resulting in the following voltage equation in dq coordinates with consideration of
magnetic saturation:

ur
s = Rs i

r
s +

Ld + id
∂Ld
∂id

id
∂Ld
∂iq

iq
∂Lq
∂id

Lq + iq
∂Lq
∂iq

 dirs
dt + ωelJψr

s (2.21)

= Rs i
r
s +

∂ψd
∂id

∂ψd
∂iq

∂ψq
∂id

∂ψq
∂iq

 dirs
dt + ωelJψr

s (2.22)

= Rs i
r
s +

Ĺdd Ĺdq

Ĺqd Ĺqq

 dirs
dt + ωelJψr

s (2.23)

The difference between the absolute (fundamental) and differential (incremental) in-
ductances becomes evident from the three equations (2.21)-(2.23). It can be seen
that the differential cross-saturation inductances Ĺdq, Ĺqd are due to iron satura-
tion. The differential inductance matrix is denoted with Ĺr

s and has the properties
(Ĺr

s = Ĺr⊤
s ;x⊤Ĺr

sx ≥ 0, ∀x ∈ R2), resulting in the voltage equation in rotor fixed
coordinates:

ur
s = Rs i

r
s + Ĺr

s
dirs
dt + ωelJψr

s (2.24)

For some tasks, especially in the field of encoderless control, it is more valuable to
start a derivation with the voltage equations in two-phase stator fixed coordinates.
Hence, the voltage equation in alpha-beta coordinates is derived using the inverse Park
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transformation. The inverse Park transformation is applied to (2.24), which yields:

P−1ur
s = RsP

−1irs + P−1Ĺr
s
dPiss

dt + ωelJP−1ψr
s (2.25)

us
s = Rs i

s
s + P−1Ĺr

sP
diss
dt − ωelP

−1Ĺr
sPJiss + ωelJψs

s (2.26)

= Rs i
s
s + Ĺs

s
diss
dt + ωel

(
Jψs

s − Ĺs
sJiss

)
(2.27)

Some investigations in this work rely on a detailed description of the differential in-
ductance matrix in two-phase stator-fixed coordinates. It can be deduced from the
differential inductance matrix in rotor fixed coordinates, as shown by the second term
of equation (2.26).

Ĺs
s =

∂ψα

∂iα

∂ψα

∂iβ
∂ψβ

∂iα

∂ψβ

∂iβ

 =
Ĺαα Ĺαβ

Ĺβα Ĺββ

 = P−1Ĺr
sP (2.28)

=
[
Ĺdd cos2 (θel) + Ĺqq sin2 (θel) − Ĺdq sin (2θel) Ĺdq cos (2θel)

Ĺdq cos (2θel) Ĺdd cos2 (θel) + Ĺqq sin2 (θel) + Ĺdq sin (2θel)

]
(2.29)

= Ĺdd+Ĺqq
2

[
1 0
0 1

]
+
Ĺdd−Ĺqq

2

[
cos (2θel) sin (2θel)
sin (2θel) − cos (2θel)

]
+Ĺdq

[
− sin (2θel) cos (2θel)
cos (2θel) sin (2θel)

]
(2.30)

The equation can be further compacted by introducing the rotational matrix S(θel),
the differential mean inductance ĹΣ as well as the differential delta inductance Ĺ∆:

S(θel) :=
cos (2θel) sin (2θel)

sin (2θel) − cos (2θel)

 (2.31)

ĹΣ := Ĺdd + Ĺqq

2 (2.32)

Ĺ∆ := Ĺdd − Ĺqq

2 (2.33)

which yields:

Ĺs
s = ĹΣI2 + Ĺ∆S(θel) + ĹdqJS(θel) (2.34)
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The two rotational terms of equation (2.34) can be simplified into one rotational term
employing the harmonic addition theorem. The result is:

Ĺs
s = ĹΣI2 + ĹA S(θA) (2.35)

ĹA :=
√
Ĺ2

∆ + Ĺ2
dq (2.36)

θA := θel + 1
2 arctan

(
Ĺdq

Ĺ∆

)
= θel + θδ (2.37)

Equation (2.35) shows that the differential inductance matrix contains one isotropic
and one anisotropic term, similar to the absolute inductance matrix in three-phase
representation. However, it also indicates that the orientation of the anisotropy is
not always aligned with the rotor angle but shifted due to the differential mutual
inductance, which causes the misalignment angle θδ. This angle superimposed with
the rotor angle θel gives the so-called anisotropy angle θA. Note that the orientation
of the anisotropy is operating-point-dependent due to the operating-point-dependent
inductances.

2.3.2 Mechanical model

Fundamental mechanical relationships are derived in the following to describe the
machine as an electromechanical energy converter. One of the characteristic quantities
of the machine is the electromagnetic torque Mel. The torque equation can be derived
from a power balance of the machine by multiplying the voltage equation (2.24) with
the current and considering the factor of 3/2, as discussed in Subsection 2.2.1.

Stot := 3
2 i

r⊤

s u
r
s = 3

2 i
r⊤

s

(
Rs i

r
s + Ĺr

s
dirs
dt + ωelJψr

s

)
(2.38)

The mechanical rotational power is expressed by equation (2.39) if friction torque is
neglected.

Pm := Mel ωm = Mel
ωel

p
(2.39)

Here, p is the number of pole pairs. From (2.38) and (2.39) it is evident that the term
scaling with ωel in (2.38) must be related to the mechanical power of the machine.
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Thus, the mechanical power is rewritten to

Mel
ωel

p
= 3

2 i
r⊤

s ωelJψr
s (2.40)

which can be solved for the electromechanical torque:

Mel = 3p
2 i

r⊤

s Jψr
s = 3p

2 det (ψr
s, i

r
s) (2.41)

The result is analogously for two-phase stator fixed quantities:

Mel = 3p
2 i

s⊤

s Jψs
s = 3p

2 det (ψs
s, i

s
s) (2.42)

Up to this point, the derivation neglected the impact of the friction torque Mf , which
might be insufficient for some consideration of this work. Therefore, the friction torque
is considered in the state equation of the mechanical speed. Different approaches are
available to model the friction torque as discussed in [14]. However, the friction torque
is speed-dependent and can generally be described by the following dependency:

Mf(ωm) (2.43)

The angular acceleration of the machine is expressed by (2.44), with ML being the
load torque and J the mass moment of inertia:

dωm

dt
:= 1

J
(Mel −ML −Mf) (2.44)

The mechanical rotor angle can be obtained by integrating the angular velocity:

θm :=
∫
ωm dt+ θm0 (2.45)

2.3.3 Simulation model

Simulations are an essential tool in all kinds of engineering. Simulations can help to
understand the behavior of a system and can be a great support in developing new
algorithms. It is common practice to simulate new ideas before trying them on an
actual system.

The simulation model used in this work is shown in Fig. 2.5. It is based on the theory
introduced in Subsection 2.3.1 and 2.3.2 with the electrical and mechanical equations.
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The electrical behavior is modeled in the rotor fixed reference frame. The key element
of the simulation model is the consideration of iron saturation using the dependency
irs (ψr

s), which can be deduced by inverting the flux linkage maps of Fig. 2.4. The
resulting two current maps id and iq are stored in two 2D lookup tables (LUTs). Rotor
angle dependencies due to higher harmonics in the current and the flux linkage are not
considered. Hence, higher harmonic anisotropies are not included in the simulation.
Effects like the inverter interlock time or iron losses are considered if required and are
further discussed if corresponding simulation results are presented.
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Figure 2.5: Schematic of the fundamental simulation model.

The control algorithms are executed in the block Control algorithm, which outputs
a three-phase voltage. The voltage from the Control algorithm is the input of the
machine model, which determines the three-phase currents subsequently fed back to
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the Control algorithm. Besides the currents, the Control algorithm is provided with
the machine’s rotor angle and rotor speed, which is not depicted in the illustration to
remain the clarity. The simulation is carried out with the tool ©MATLAB/Simulink.

2.4 Voltage average model of the two-level VSI

The two-level VSI is the second key element of the drive system. It has the task
of converting the logical signals from the pulse width modulation (PWM) module to
analog voltages requested by the control algorithm. The VSI is a non-ideal element,
which distorts the requested voltage from the control algorithm due to multiple effects.
One of these effects is caused by the VSI interlock time, which has a non-neglectable
impact and must be considered for the estimation algorithms investigated in this work.

L
iuDC

up

S1 D1

S2 D2

a) One inverter leg with inductive load.

t
up(i < 0)

t
up(i > 0)

t
Ideal up

t
Drive S2

t
Drive S1

tdt

Tsw

b) Input and output signals of the inverter.

Figure 2.6: Effect of the VSI interlock time.

The interlock time of an inverter, also called dead time, is used to avoid a low
ohmic path through the high and low-side semiconductor switches during the transi-
tion phase. After one switch of a leg is turned off, a certain time tdt is waited until
the other switch is turned on. This introduced dead time prevents the switches from
being destroyed in the worst-case scenario. The dead time ranges typically from a
couple of hundred nanoseconds to a few microseconds. However, recently [15] it has
been shown that the interlock time can significantly be decreased compared to stan-
dards for insulated-gate-bipolar-transistor (IGBT)-based inverters without destructing
the semiconductors. The drawback of the introduced dead time is a voltage deviation
compared to that of the voltage commands requested by the control unit. This voltage



Page 26 Chapter 2

deviation is not constant but changes with the respective current sign when an induc-
tive load is connected. Therefore, a case analysis is necessary to describe this effect.

The two cases of a positive and a negative current are studied based on Fig. 2.6. The
semiconductor switches and diodes are assumed to be ideal, though in reality the par-
asitic elements, the driver circuitry, and the voltage drops of the devices also influence
the voltage deviation [16].

• i > 0: If it is assumed that the state of switch S1 is changing from closed to
open, the inductance forces the current to flow out of the terminal, resulting in
a current path closed via diode D2. The terminal voltage follows the ideal one
in this case perfectly. However, if S2 is switched off, the inductance still forces
the current to flow through diode D2 until the dead time tdt is over and S1 is
switched on. This results in a voltage-time loss over one switching period Tsw

compared to that of the ideal requested signal up.

• i < 0: It is vice versa in this case. If the state of switch S1 is assumed to change
from closed to open, the inductance forces the current to flow into the terminal,
resulting in a current path closed via diode D1. The terminal is, therefore, still
connected to the positive rail of the DC-link voltage until the dead time tdt is
over, and S2 is switched on. This results in a voltage-time gain over one switching
period Tsw compared to that of the ideal requested signal up.

It is evident that this behavior causes significant estimation errors in estimation schemes
[17, 18, 19] if uncompensated. Hence, this effect should be considered when deriving
voltage-based estimators. The mean phase voltage deviation over one switching cy-
cle, caused by the interlock time, can be described by the following equation in the
three-phase stator fixed reference frame.

ut
dt := tdt

Tsw
uDC · sgn(its) (2.46)

It is worth mentioning that the requested ideal controller output voltage of the different
reference frames, uxctr. with x ∈ {t, s, r}, consists of the machine terminal voltage uxs
superimposed with the voltage deviation caused by the interlock time uxdt.

uxctr. := uxs + uxdt x ∈ {t, s, r} (2.47)



Page 27

Chapter 3

Setup of the drive system

The drive system setup, with its substantial limitations in terms of computational
power, is described in this chapter for a better classification of the results achieved.

An overview of the test bench is given at the beginning of this chapter. Afterward,
the inverter system is described, which is followed by the description of the processing
unit with the timing and control structure. Finally, data on the RSM is provided, and
the construction of the machine is briefly depicted.

Fig. 3.1 shows the test bench with the test machine (gold) on the left and the load ma-
chine (blue) on the right-hand side. Both machines are RSMs from the company KSB
SE & Co. KGaA (KSB). The load machine has a higher nominal power rating to guar-
antee proper control of the test machine. Both machines are mechanically coupled via
a torque transducer type KTR Dataflex 16/30 and fed by two modified VSIs from the
company SEW-Eurodrive GmbH & Co KG (SEW). The measured torque is indicated
by the variable MKTR for the provided measurements. The DC-link circuits of both
inverters are connected. Thus, only the internal system losses need to be compensated
by the supply. The supply is ensued by the rectified grid voltages. Therefore, the DC-
link voltage is superimposed by a 300 Hz component caused by the rectification of the
grid voltages. The rotor position and speed are measured with an incremental encoder
type Kuebler 8.5020.2842.3600, which can achieve a theoretical resolution of 0.025 ◦

mechanical. All three stator currents of the machine are measured by type CMS3005
current sensors from Sensitec GmbH. The inverter provides an internal DC-link voltage
measurement, and a microcontroller manages all data. The data from the microcon-
troller can be converted by digital-to-analog converters (DACs) and be transmitted
to the scope (in the middle of the rear wall), using Bayonet Neill-Concelman (BNC)
connectors.
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Figure 3.1: Test bench.

3.1 Inverter

The VSI (part at the back) and the control unit (red) are shown in Fig. 3.2. Both are
connected via an adapter board (green), which also contains the power supply for the
microcontroller and external sensors. The microcontroller board is also connected to a
personal computer (PC), from where the software is installed, and control commands
are sent.

Figure 3.2: VSI with microcontroller.

Type MDX61B0110-5A3-4-0T
Description Symbol Value
Nominal power Pvsi. 11 kW
Nominal current Ivsi. 24 A
DC-link voltage UDC,vsi. 563 V
Fixed dead time tdt,vsi. 800 ns

Table 3.1: SEW inverter data.
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The basis of the VSI is a serial product from SEW. However, SEW has modified
the product so that the input of the IGBT drivers and different measurements are
accessible via BNC connectors. Therefore, the control of the machine can be performed
on a separate control unit. The most important inverter data is shown in Tab. 3.1.
Note that the rated current of the VSI amounts to multiple times the rated current of
the test machine. Hence, the test machine can be driven into deep magnetic saturation,
which is required for some experiments in this thesis.

3.2 Processing unit with timing structure and con-
trol settings

The control unit is the control center of the entire drive system and is responsible for
executing the algorithms. It outputs the signals for the driver circuitry of the inverter
and reads in the required analog and digital signals. The control platform used in
this work is based on a Texas Instruments (TI) microcontroller evaluation board. The
performance of the platform is comparable to most systems in today’s industry, where
more performant controllers, like field-programmable gate arrays (FPGAs), are often
withheld for specific tasks. The selection of the performance-limited control platform
was done consciously to develop algorithms, which can also be executed on a stan-
dardized microcontroller available in industry. Algorithms like the one introduced in
[20], which require a high computational effort, are not applicable, therefore. The
control unit introduces an intended constraint regarding the computational power for
the entire dissertation. This should be considered when classifying the results.

The TMS320F2837xS 32 Bit floating-point controller has a clock frequency of fcl =
200 MHz and a flash memory of 1024 kB. All the control algorithms are developed
with the aid of ©MATLAB/Simulink and its graphical interface, making the develop-
ment more simple, illustrative, and fast. The final C code, required for the microcon-
troller, is generated from the ©MATLAB/Simulink model using the code generation
tool ©TargetLink from the company dSPACE GmbH.

The correct timing within the control unit is important. It is crucial to time the
sampling of the current measurements properly to the switching period [3, p. 671].
Thus, synchronous current sampling (SCS) is used. This sampling technique makes
sure that the current sampling is carried out in the middle of the zero voltage vector
to avoid measuring during voltage and current transients. This technique is usable
as long as the PWM is operating in the linear range [3, p. 670]. The measured cur-
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rent sample then corresponds to the mean current over one switching period (if no
additional voltage injection is used) if the current evolves linearly over a time interval
with constant voltage. However, this assumption is only valid if the sampling period is
sufficiently small compared to the electrical time constant of the machine [21][4, p. 56].
In [4, p. 62-67] it is shown that the current evolves nonlinearly in reality due to cable
recharging, machine recharging, and eddy current effects. However, these effects are
more important if intensive current oversampling is used and can be neglected in this
work.

Fig. 3.3 shows the timing structure used. The structure was proposed in [22] but is
applied slightly differently in the present work. This approach employs synchronous
current sampling (SCS) but calls the control algorithm less frequently than the sam-
pling and PWM task.
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Figure 3.3: Setup of the timing structure.

The approach has the benefit that the PWM and measurement sampling frequencies
can be higher than the achievable ones when all algorithms must be executed within
one sampling instance. This is due to the available time window Tsp,ctr, which might
not be long enough to execute all of the algorithms used in this work. However, the
execution within the available time window must be ensured for a reliable operation,
resulting in a lower switching frequency necessary for conventional SCS. Furthermore,
the higher number of available current measurements, as compared to that of a common
SCS structure, enables new possibilities for the online estimation of parameters, e.g.,
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as employed by the DC-link voltage estimator. Different from the original approach of
[22], where only one sampling window seems to be used to execute the algorithms, all
of the three available windows are used here. The different algorithms are separated
into the different Tasks (1, 2, 3) so that the available time window Tsp,ctr is sufficiently
long for each of the separated algorithms. The periods set are shown at the bottom of
Fig. 3.3. Hence, the switching frequency is fsw = 5 kHz while the voltage commands and
the measurements are updated at fsp,ctr = 10 kHz. The tasks for the algorithms (1-3)
are called at fctr = 3.3 kHz. Due to the different time periods, it must be distinguished
between instances n and k as shown in the illustration. The instance n is the integer
multiplier of the algorithm execution time Tctr while k is the integer multiplier of the
sampling period Tsp,ctr.

The external signals are sampled with 12 Bit analog-to-digital converters (ADCs).
However, four samples of each signal are taken consecutively when the sampling task
is called. Those four samples are used to increase the resolution to 13 Bit by means of
the oversampling and decimation principle [23].

The primary control technique used in this thesis is typical field-oriented control
(FOC) [24, 25], which was introduced at the end of the sixties by K. Hasse and F.
Blaschke independently. It is carried out in Task 1 as shown in Fig. 3.3. The schematic
of the control structure can be found in Fig. 3.4.
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Figure 3.4: Schematic of the control structure.

An outer speed control loop superimposes the current control loops. The control of the
current control loop is performed by two proportional integral (PI) controllers. The
time constants of the resulting first-order elements (time constant of the machine is
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compensated operating-point-dependent [3, p. 933]) are set to the same fixed time con-
stant of τcc = 2 ms for each axis. The speed control is realized by a PI controller as well,
which is tuned according to the theory of the symmetrical optimum as described in [3,
p. 65]. The quotient of controller reset time to the time constant of the current control
plant is chosen to be aSO = 3. These controller settings are used for all experiments
unless stated otherwise. The reference currents are generated from the reference torque
and the actual speed to operate along the maximum torque per ampere (MTPA) [26],
the field weakening (FW), or the maximum torque per voltage (MTPV) trajectories.
The necessary dependencies i∗d (M∗

el, nm) and i∗q (M∗
el, nm) are pre-calculated and stored

in two LUTs. Space vector modulation is used for optimized utilization of the DC-link
voltage.

3.3 Machine
The working principle of the synchronous reluctance machine (RSM) was known a long
time ago [27] but faded into obscurity due to the missing power electronic components
necessary to operate this type of machine as desired. A couple of years ago, interest
in this type of machine grew again due to modern semiconductors, which can be used
to drive this machine with high efficiency.

The benefit of the machine is its comparatively high efficiency (compared to IMs)
without the use of any permanent magnets (PMs). Also, the simple and robust struc-
ture without any rotor coils makes the machine easy to build, reliable, and comparably
cheap. The drawback of the machine is its decreased power factor (PF), resulting in a
required higher current rating of the inverter compared to IMs.

The RSM used in this thesis is built and sold by the manufacturer KSB SE & Co.
KGaA (KSB) and indented for use in pump applications. KSB was one of the first
companies which established the RSM in industry.

The machine’s rotor is continuously skewed to reduce torque ripple, which is present
due to the stator teeth. The skewing of the rotor needs to be considered when creating
a finite element method (FEM) model of the machine to achieve correct results. The
principal geometry of the RSM with its distributed windings is shown in Fig. 3.5. The
most important data is listed in Tab. 3.2.

It is important to mention that standard measurement procedures performed to ob-
tain the model parameters of the machine (e.g., Fig. 2.4) are not conclusively explained
in this thesis. Many works in the past provided approaches to determine parameters
such as flux linkages and inductances. For an extensive view, it is referred to the
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works [28, 29], which were the basis for most measurements presented in this thesis.
However, a measurement procedure is described if it is novel, not explained in former
publications, and necessary to obtain unconventional parameters.

a) Schematic of the stator and rotor. b) Sketch of the skewed rotor layers.

Figure 3.5: Geometry of the RSM.

Type KSB 01633731
Description Symbol Value
Nominal power Pm,n 1.5 kW
Nominal speed nm,n 1500 rpm
Nominal torque Mm,n 9.6 Nm
Nominal current In 4 A
Stator resistance Rs 2.85 Ω
Total inertia J 6.33 × 10−3 kg m2

Number of pole pairs p 2
Number of stator teeth Nteeth 36
Saliency ratio9 ĹA/ĹΣ 0 % to 79 %
Additional information: RSM, distributed windings, continuously skewed rotor

Table 3.2: Parameters of the KSB test machine.

9The saliency ratio is a measure for the rate of the anisotropic to the isotropic behavior of the machine.
The higher the saliency ratio, the easier it is to isolate the anisotropic behavior of the machine by
an anisotropy-based encoderless method. RSMs naturally have a high maximum saliency ratio due
to the distinctive rotor geometry. However, their saliency ratio can reach zero when the machine is
unsaturated. Thus, a certain presaturation of the q-axis is necessary to apply an anisotropy-based
encoderless method, even if no torque is requested.
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Chapter 4

Redundancy in the event of an en-
coder fault

Encoders are used to measure rotor angle and rotor speed, which is required to op-
erate the machine efficiently. In the case of synchronous machines (SMs), the rotor
speed is mainly required for the speed control and the EMF feed-forward of the current
controllers. The rotor position is needed to precisely set the intended current angle
and, thus, electromagnetic torque. In the event of a failure, the encoder or its supply
can become disrupted either by external or internal occurrences. In the event of such
a failure, it is evident to use an encoderless control method as a backup algorithm.
Encoderless control algorithms estimate rotor position and speed using information
extracted from the current and voltage.

This chapter is dedicated to the area of encoderless control. Many different algo-
rithms for estimating rotor angle and speed are available in today’s research literature.
Therefore, no novel encoderless control algorithm is proposed in the following. Ex-
isting methods are analyzed, applied, and compared. Hereby, the considerations are
restricted to encoderless methods for SMs.

The area of encoderless control has quite a long research history of more than 30
years. For a long time, less attention was given to the stability and reliability issues
of these methods. For example, the so-called injection-based methods, used around a
standstill, are less reliable when the machine is driven into deep magnetic saturation.
Conventional injection-based methods tend to become unstable at certain current am-
plitudes and can, therefore, only be used up to a certain torque. This issue, which is
often denoted by the terminologies convergence problem, stability problem, or overload
problem, needs to be investigated further to ensure reliable sensor fault detection and
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compensation in the event of an encoder fault.
The main contribution to the field of encoderless control is the investigation of the

behavior of injection-based encoderless methods in deep magnetic saturation. The
investigation aims to understand and predict the behavior of the existing methods to
find the most reliable algorithm. This investigation constitutes a significant part of
this dissertation.

The chapter starts with the derivation of the EMF-based method, which is used for
the estimation in the medium to high-speed region of the machine. The anisotropy
detection algorithm applied around zero speed is introduced afterwards and followed
by the introduction of the rotor position assignment algorithm. Afterward, alterna-
tive injection-based algorithms are presented and investigated regarding the overload
capability problem. The investigation is carried out employing a novel convergence
criterion. Based on the investigation and comparison, a final encoderless control setup
is chosen and verified by measurements.

4.1 Extended electromotive-force-based
encoderless control

The extended electromotive force (EEMF) model belongs to the category of so-called
EMF models, typically used at speeds unequal to zero. The basic principle of the
EEMF model was introduced by [30, 31] for an interior permanent magnet synchronous
machine (IPMSM). The motivation for the development of the EEMF model was
a drawback of common EMF methods, which appears when operating synchronous
machines with buried permanent magnets. The drawback appears when the ordinary
voltage equation in rotor fixed coordinates, similar to (2.24), is transformed to two-
phase stator fixed coordinates. After the transformation, two rotor-angle-dependent
terms appear. One of the terms rotates with the electrical frequency (mainly caused by
the permanent magnets), whereas the second term varies with twice the angular speed
(caused by the saliency). Therefore, direct demodulation via the arctan function is not
possible. Also, the demodulation with a phase-locked loop (PLL) is only stable as long
as one of the terms is dominant [32]. This is not the case when operating an IPMSM
[32]. The authors of [30, 31] solved this problem by introducing the aforementioned
EEMF model, which results from a shrewdly mathematical rearranging in the rotor
fixed reference frame. The aim of the rearranging is to eliminate the term, which is
rotating with twice the angular frequency in the two-phase stator fixed reference frame.
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This can be achieved by manipulating the inductance matrices in rotor coordinates in
a way that they hold the following two properties

• The elements on the major diagonal are equal.

• The elements of the side diagonal are equal according to amount but differ in
the sign.

Alternatively, the matrices can be skew-symmetrical (L⊤ = −L). The effect of these
manipulations is shown in the following derivation of the EEMF model with the con-
sideration of cross-saturation. The novel EEMF model introduced next considers the
effect of the cross-saturation inductance. The cross-saturation effect was neglected
(Ĺdq = 0) by corresponding publications with the exception of the pre-publication
[33][LWK]. A few publications [34, 35] compensated for the angle error due to cross-
saturation using an FEM-based approach. However, no improved model was derived in
these works. The main steps of the following derivation are analog to those conducted
in [30, 31].

The derivation starts with the voltage equation in rotor coordinates (2.24). The
use of equation (2.24) implies that only the effects of Subsection 2.3.1 are considered.
Equations (4.1) and (4.2) are the voltage equations in rotor coordinates.

ur
s = Rs i

r
s + Ĺr

s
dirs
dt + ωelJψr

s (4.1)

= Rs i
r
s +

Ĺdd Ĺdq

Ĺdq Ĺqq

 dirs
dt + ωel

−Lqiq

Ldid

 (4.2)

Equation (4.2) is rearranged to (4.3) to meet the above-described properties for the
matrices.
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Ĺqq −Ĺdq

Ĺdq Ĺqq

 dirs
dt + ωel

 0 −Ld

Ld 0

 irs +
eEEMF

0

 (4.3)
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It can be seen that all the inductance matrices meet the requirements and that an
additional quantity, eEEMF appears. The name EEMF arises from this quantity, which
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is described by equation (4.5).

eEEMF := ωel iq (Ld − Lq) + did
dt

(
Ĺdd − Ĺqq

)
+ 2Ĺdq

diq
dt (4.5)

Now, equation (4.4) is transformed into two-phase stator fixed coordinates using the
inverse Park transformation:
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with the new inductance matrices in stator coordinates being:

Ĺs
s,EEMF := P−1Ĺr

s,EEMFP = Ĺr
s,EEMF (4.8)

Ls
s,EEMF := P−1Lr

s,EEMFP = Lr
s,EEMF (4.9)

The advantage of the manipulations done in rotor coordinates is discernible now. The
inductance matrices in stator and rotor coordinates are equal, and no additional rotor-
angle-dependent term appears. Only one term rotating at the electrical frequency is
present. This term, rotating at the electrical frequency, can be demodulated by an
arctan function or a PLL. Equation (4.7) can be consolidated to the voltage equation
(4.10).
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In its expanded and rearranged form, it can be given as follows:
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EEMF model according to current literature
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An examination of equation (4.5) shows that the rotor-angle-dependent term is not
only present in the case of an angular speed unequal to zero, but also if current deriva-
tives in the d- or q-axis appear. This property is useful to apply encoderless control
around zero speed [36, 37, 38].

The new model with consideration of cross-saturation (4.10) and (4.11), might ex-
plain the inaccuracies during torque transients which have been frequently reported
[39, 40, 41]. These publications did not consider the effect of cross-saturation in their
model, which leads to estimation errors. However, further investigation regarding this
effect does not form part of this work.

The rotor position-dependent term of (4.10) must be isolated for the rotor position
estimation. The term can be isolated by employing a disturbance observer, which is
derived in the following. The rotor-angle-dependent term es

s,EEMF of (4.10) is consid-
ered to be the disturbance, since it contains the desired rotor position information.
Equation (4.10) is used to estimate the disturbance ês

s,EEMF using the estimated an-
gular frequency ω̂el as feedback. After the discretization for the sampling instance k
with the explicit Euler method [42], and with the assumption of constant inductance
matrices during the sampling interval, the estimated disturbance is given by:
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s,EEMF[n][k−1]J

)
iss[n][k−1] (4.13)
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s[n][k−1] − ûs

s,mod[n][k−1] (4.14)

However, a rotor position estimation based on this model causes significant estimation
errors in practice due to the neglected effect of the inverter’s interlock time, as reported
by [17, 18, 19]. Thus, the model of the idealized disturbance observer (4.14) is extended
by the model of the VSI (2.46) according to equation (2.47) by substituting us

s =
us

ctr. − us
dt. This yields to:

ês
s,EEMF[n][k−1] = us

ctr.[n][k−1] − us
dt[n][k−1] − ûs

s,mod[n][k−1] (4.15)

The schematic of the disturbance observer is shown in Fig. 4.1. The rotor angle can
be estimated as shown in (4.16) using the arctan2 function, getting the full range from
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−π to π. Equation (4.16) assumes that the rotor angle varies only slowly during one
sampling interval. This assumption is appropriate due to the sufficient high sampling
frequency. With the substitution θ̂el,EEMF := θ̂el it follows:

θ̂el,EEMF[n][k] ≈ θ̂el[n][k−1] = arctan2 (êβ,EEMF[n][k−1], êα,EEMF[n][k−1]) (4.16)

Alternatively, the estimated angle can be passed through a PLL, for filter purposes,
as described later in Section 4.3.

The benefits of using the EEMF model are summarized below to make the decision
for this model more comprehensible:

• The method can be applied to many different synchronous machines with only
minor modifications.

• The model does not rely on an integration of the voltage and therefore avoids
the known offset drift problem [43, 44] of flux-linkage-based models.

• The model can be used at a standstill with minor accommodations, where most
of the other EMF-based methods do not work.
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cos

(
θ̂el

)

sin
(
θ̂el

)



Figure 4.1: Schematic of the disturbance observer with compensation for the inverter’s
interlock time.
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4.2 Injection-based encoderless control

Algorithms in the category of EMF-based encoderless control algorithms were the first
developed in the history of encoderless control. Commonly these methods suffer from
a bad signal-to-noise ratio (SNR) of the induced voltage close to zero speed so that the
rotor position cannot be estimated around a standstill. To cover the low-speed region
also, so-called injection-based methods were developed, often referred to as anisotropy-
based methods. These methods commonly employ an additional voltage or current
injection. Such an injection-based method is derived later in this section. But first,
the question arises about why a second algorithm is used, as the formerly presented
EEMF scheme was advertised working around zero speed with some modifications.
The reasons to use an additional injection-based algorithm for the low-speed region
are the following:

• The injection-based method introduced in the following relies on very few pa-
rameters as compared to the EEMF model.

• Injection-based methods are less sensitive to voltage errors or even independent.
This is because injection-based methods use mainly relative voltages (voltage
differences) contrary to the EEMF-based approach, which uses absolute voltages.
Thus, the injection-based method has a higher SNR in the low-speed region,
resulting in a more accurate and reliable rotor position estimation.

Anisotropy-based methods, which are strictly speaking only a part of the entire injection-
based estimation structure, make use of the anisotropic behavior of the machine. The
anisotropy is caused by rotor-position-dependent inductances as described by equation
(2.35). A saliency may not only be due to the geometry of the rotor but can also be
caused by saturation due to the permanent magnets. The terminology “anisotropy-
based method” comes from the property that these methods commonly at first estimate
the so-called anisotropy angle as shown in (2.36) and not the real rotor angle. As dis-
cussed later, the real rotor angle is demodulated by a second algorithm, which is also
a part of the entire injection-based estimation structure.

The theory of anisotropy-based methods uses several different definitions of angles.
For a better understanding, the different definitions are listed in the following:

• θel is the electrical rotor angle. Each encoderless method aims to estimate this
quantity as precisely as possible.
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• θA is the so-called anisotropy angle. The anisotropy angle is estimated at first
(before demodulating the actual rotor angle) by most conventional injection-
based methods. It differs from the electrical rotor angle due to magnetic satura-
tion and higher space harmonics. Its mathematical definition has already been
derived (2.37) and is given by θA = θel + θδ.

• θδ is called the misalignment angle, and it describes the displacement angle be-
tween the actual rotor angle and the anisotropy angle due to magnetic saturation.
It is commonly compensated for with a second algorithm inside the injection-
based estimation structure. This second algorithm is called the rotor position
assignment algorithm. The mathematical definition of the misalignment angle
has already been derived (2.37) and is given by θδ = 1

2 arctan
(
Ĺdq
Ĺ∆

)
.

• ∆θel is named the rotor position estimation error. This angle describes the
deviation between the final (after the compensation for the misalignment angle)
estimated electrical rotor angle θ̂el and the actual electrical rotor angle. It is
defined as follows ∆θel := θ̂el − θel.

4.2.1 Anisotropy detection - Arbitrary Injection

A variety of methods exist to estimate the anisotropy of the machine, too many to
present each. Therefore, only the method used within this work is presented. The
method is the so-called “Arbitrary Injection” [45, 46, 47]. It was developed with the
intention of being able to inject arbitrary voltage waveforms. Prior methods relied on
a defined shape of the voltage injection, which reduces the flexibility in many points.
Examples for prior methods are the Rotational Injection [48], the Alternating Injection
[49, 50], and the indirect flux detection by online reactance measurement (INFORM)
method [51].

One great benefit of using arbitrary voltage vectors is that no additional voltage
injection is required under idealized conditions. The current controllers automatically
cause a small voltage injection to keep the currents at their reference values. Fur-
thermore, the PWM can also cause a sufficient large injection and current ripple. The
authors of [4, 45, 52] demonstrated operation even without additional voltage injection
successfully.

The Arbitrary Injection model is derived in the following. The starting point is the
state equation of the current in the two-phase stator fixed reference frame deduced
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from (2.27). The result is:
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(4.17)

The derivation requires the discretized form of equation (4.17). It is discretized using
the explicit Euler method [42] employing the sampling interval of the currents Tsp,ctr.
If the discretized form of (4.17) is directly solved for the current difference between two
consecutive sampling points it yields equation (4.18). Note that the integer multiplier
of the algorithm execution time n is not denoted for the clarity of the equations. The
entire derivation refers to the instance n.
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It is appropriate to assume that the applied voltage varies significantly faster than
the current due to the inductive character of the machine. Therefore, the right-hand
side of equation (4.18) can be interpreted as a superposition of a fast-changing current
difference ∆iss,HF[k] (high-frequency (HF) component) and slowly changing current
difference ∆iss,LF[k] (low-frequency component)

∆iss[k] = ∆iss,HF[k] − ∆iss,LF[k] (4.19)

with the HF component (ohmic voltage drop neglected)

∆iss,HF[k] := Tsp,ctr
(
Ĺs

s[k−1]
)−1

us
s[k−1] (4.20)

and the low-frequency component

∆iss,LF[k] := Tsp,ctr
(
Ĺs
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It can be seen, that both components, (4.20) and (4.21), include position information
hidden in the differential inductance matrix. The high-frequency component includes
only one angle-dependent term, whereas the slowly changing component includes sev-
eral terms which are more sophisticated to demodulate. Hence, the fast-changing part
∆iss,HF[k] must be isolated from the total current difference ∆iss[k], to achieve the po-
sition information easily. A filtering approach [53] seems to be the most simple way
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to eliminate the low-frequency part in (4.19). However, filtering needs to be tuned
and results in a limited bandwidth of the rotor angle estimation. Furthermore, it
causes estimation errors as shown in [53]. To avoid these drawbacks, the authors of
[54, 55], [47, p. 36] developed the so-called ∆-scheme, where the slow-changing part
of (4.19) is assumed to be constant over two consecutive sampling periods. As long
as the speed is low, this is a valid assumption due to the sufficiently high sampling
frequency. The low-frequency part ∆iss,LF can then be eliminated when subtracting
the past current difference ∆iss[k−1] from the actual current difference ∆iss[k], without
any filtering. However, an error appears at higher speeds [47, p. 46] since ∆iss,LF is not
constant anymore. Therefore, the so-called ∆2-scheme was introduced by [56] and [47,
p. 39] with an improved behavior at higher speeds.

This ∆2-Scheme is derived in the following and used as a so-called anisotropy-based
(high-frequency) method. The ∆2-scheme assumes a linear change Λs

s,LF of ∆iss,LF,
over two10 consecutive sampling periods of the current difference to isolate the high-
frequency component. The differential inductance matrix Ĺs

s is assumed to be constant
over the three consecutive sampling periods Tsp,ctr, or over one control period Tctr re-
spectively. Therefore, it applies Ĺs

s[k] = Ĺs
s[k−1] = Ĺs

s[k−2] = Ĺs
s[k−3]. The underlying

assumption of the ∆2-scheme is shown in Fig. 4.2, exemplary for the α-component.

[k−2] [k−1] [k]

∆iss,LF

Λα,LF

∆iα,LF

Figure 4.2: Illustration of the low-frequency current difference when a linear change over
two consecutive sampling periods of the current difference is assumed.

The low-frequency part can be eliminated by employing the abovementioned assump-
tion if three sampling instances of ∆iss are subtracted as follows (∆2 is an identifier

10Note: Two sampling periods of the current difference correspond to three sampling points in time
of the current difference. This constitutes three sampling periods of the current and four sampling
points in time of the current.
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and no mathematical operation):

∆2iss[k] := ∆iss[k] − 2∆iss[k−1] + ∆iss[k−2] (4.22)

= (iss[k] − iss[k−1]) − 2 (iss[k−1] − iss[k−2]) + (iss[k−2] − iss[k−3]) (4.23)

Inserting (4.19) in (4.22) and using the assumption of a linearly changing low-frequency
component results in the isolation of the squared high-frequency current difference:

∆2iss[k] = ∆iss,HF[k] − ∆iss,LF[k] − 2
(
∆iss,HF[k−1] − ∆iss,LF[k−1]

)
+ . . .

. . .∆iss,HF[k−2] − ∆iss,LF[k−2] (4.24)

= ∆iss,HF[k] − ∆iss,LF[k] − 2
(
∆iss,HF[k−1] −

(
∆iss,LF[k] − 0.5Λs

s,LF

))
+ . . .

. . .∆iss,HF[k−2] −
(
∆iss,LF[k] − Λs

s,LF

)
(4.25)

= ∆iss,HF[k] − 2∆iss,HF[k−1] + ∆iss,HF[k−2] (4.26)

The high-frequency components on the right-hand side of equation (4.26) can be sub-
stituted using (4.20):

∆2iss[k] = Tsp,ctr
(
Ĺs

s[k]
)−1

(us
s[k−1] − 2us

s[k−2] + us
s[k−3])︸ ︷︷ ︸

∆2us
s[k−1]

(4.27)

With the definition of the differential inductance matrix (2.35) and its inverse, equa-
tions (4.28) to (4.30) are derived. A new physical quantity Y called the admittance
with the unit A/ (V s) is introduced. It is commonly used in the area of encoderless
control and was introduced in [55] to shorten the terms of the inverse inductance.
The admittance multiplied by the voltage-time area, applied over the sampling period
Tsp,ctr, results in the rise of the current. The rise is often assumed to be linear. Hence,
Tsp,ctr ≪ τmin must apply, with τmin being the smallest electrical time constant of the
machine [4, p. 56]. The terminologies of the different admittances are as follows, Ý s

s is
the admittance matrix, ÝΣ is the mean admittance, and ÝA is named the anisotropy
admittance.
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∆2iss[k] = Tsp,ctr


−ĹΣ[k]

ĹA[k]2 − ĹΣ[k]2︸ ︷︷ ︸
ÝΣ[k]

I2 + ĹA[k]
ĹA[k]2 − ĹΣ[k]2︸ ︷︷ ︸

ÝA[k]

S(θA[k])

∆2us
s[k−1] (4.28)

= Tsp,ctr
(
ÝΣ[k]I2 + ÝA[k]S(θA[k])

)
︸ ︷︷ ︸

Ý s
s [k]

∆2us
s[k−1] (4.29)

=: ∆2iss,Σ[k] + ∆2iss,∆[k] (4.30)

The mean admittance can be expressed by the differential inductances of the rotor
fixed reference frame, which yields:

ÝΣ[k] = −ĹΣ[k]
ĹA[k]2 − ĹΣ[k]2

= Ĺdd[k] + Ĺqq[k]
2Ĺdd[k]Ĺqq[k] − 2Ĺdq[k]2

(4.31)

It can be seen that (4.29) consists of an isotropic term scaling with the mean admittance
and an anisotropic term containing the position information in terms of the anisotropy
angle in the admittance matrix. Hence, the anisotropic part ∆2iss,∆[k] can only be
separated if the mean admittance is known. The mean admittance can either be
predetermined by measurements and stored in a LUT, or it can be estimated online
during operation [57, 53]. Assuming that an estimation of ˆ́

YΣ is provided, the isotropic
part can be estimated as follows:

∆2îss,Σ[k] = Tsp,ctr
ˆ́
YΣ[k] I2 ∆2us

s[k−1] = Tsp,ctr
ˆ́
YΣ[k] ∆2us

s[k−1] (4.32)

Equation (4.32) is then subtracted from (4.29) to achieve the estimated anisotropic
part:

∆2îss,∆[k] = ∆2iss[k] − ∆2îss,Σ[k] (4.33)

= Tsp,ctr
ˆ́
YA[k] S(θ̂A[k]) ∆2us

s[k−1] (4.34)

Equation (4.34) consists of two equations (vector with two components) with two
unknowns and can be solved for the estimated anisotropy angle. Hence, (4.34) needs
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to be expressed by its alpha and beta component. After some rearranging, a model
error related vector (4.35)-(4.37) is derived, which can be demodulated by a PLL or
by an arctan2 function. As mentioned initially, it constitutes the estimation at the
sampling instances [n][k].

ês
s,AI[n][k] =

êα,AI[n][k]
êβ,AI[n][k]

 (4.35)

=

Tsp,ctr
ˆ́
YA[k]

(
∆2u2

α[n][k−1] + ∆2u2
β[n][k−1]

)
cos

(
2θ̂A[n][k]

)
Tsp,ctr

ˆ́
YA[k]

(
∆2u2

α[n][k−1] + ∆2u2
β[n][k−1]

)
sin

(
2θ̂A[n][k]

)
 (4.36)

=
∆2îα,∆[n][k] · ∆2uα[n][k−1] − ∆2îβ,∆[n][k] · ∆2uβ[n][k−1]

∆2îα,∆[n][k] · ∆2uβ[n][k−1] + ∆2îβ,∆[n][k] · ∆2uα[n][k−1]

 (4.37)

The demodulation with an arctan2 function would look as follows:

θ̂A[n][k] = 1
2 arctan2 (êβ,AI[n][k], êα,AI[n][k]) (4.38)

To make the decision for the Arbitrary Injection more comprehensible, its most im-
portant advantages are briefly summarized below:

• The method is independent of the shape of the voltage injection if the mean
admittance is known [3, p. 1161]. This creates more flexibility than other methods
have.

• The voltage drop caused by the inverter’s interlock time has no effect due to the
use of relative voltages.

• An extended version of the introduced ∆2-scheme, called the ∆2-scheme for flex-
ible intervals [47, p. 55], can be used without additional signal injection.

• High bandwidths can be achieved because no filtering must be applied.

• Online estimation algorithms [57, 53] for the mean admittance ÝΣ can be used,
which allows parameter-free estimation of the anisotropy angle.

However, the method requires that the high-frequency squared current difference (4.26)
is unequal to zero. Thus, a high-frequency current difference must be present over
two dedicated sampling periods. To ensure this, the injected voltage must contain a
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frequency component that is equal to the frequency of the sampling interval [47, p. 41].
The block diagram of the Arbitrary Injection ∆2-scheme, shown in Fig. 4.3, states

the simplicity in implementation. The 1/z block is called unit delay; it holds and
delays its input by one sampling period.

iss[k]

1

1

z

iss[k−1]

2

1

z

iss[k−2]

3

1

z

iss[k−3]

4

us
s[k] 1

z

us
s[k−1] 1

z

us
s[k−2] 1

z
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s[k−3]
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+

−

3 iss[k−2]

+

−
2

4 iss[k−3]

+
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−
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+

∆2iss[k]

2

+ − +

∆2us
s[k−1]

ˆ́
YΣ

∆2îss,Σ[k]

−

+

∆2îss,∆[k]

eq. (4.37)

êss,AI[n][k]

Figure 4.3: Schematic of the Arbitrary Injection ∆2-scheme.

The Arbitrary Injection-based anisotropy detection allows a high degree of freedom
with regard to the shape and frequency of the injected voltage. The voltage injection
used within this work is shown in Fig. 4.4. This type of injection is called triangular
injection [46] and provides linearly independent voltage vectors, which are required
for some of the approaches to estimating the mean admittance online. This type of
injection causes the voltage commands and the current ripple as shown in Fig. 3.3. The
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amplitude of the voltage vector is set to |uinj| = 75 V within this work which conforms
to 13% of the DC-link voltage. This is a typical value in the research literature.

a[n][k−2]

b

[n][k−1]

c

[n][k]

|uinj|

Figure 4.4: Voltage injection sequence of the Arbitrary Injection.

4.2.2 Conventional rotor position assignment

The derivation in the previous subsection has shown that anisotropy-based encoderless
algorithms determine the magnetic anisotropy or the anisotropy angle, respectively.
However, the actual aim is to estimate the rotor angle of the machine. Using the
anisotropy angle [49, 48] in the FOC would cause a significant loss in efficiency due
to the misalignment angle and operation next to the MTPA trajectory. In the case
of strong harmonic anisotropies, the anisotropy angle might even be completely useless.

The compensation of the deviations due to cross-saturation and harmonic anisotropies
is the task of the so-called rotor position assignment algorithm. The rotor position
assignment algorithm determines the estimated rotor angle with a second model con-
sidering the effects of cross-saturation and harmonic anisotropies.

For an RSM, the deviation between the anisotropy angle and the rotor angle is mainly
due to the misalignment angle caused by cross-saturation. Due to the distributed wind-
ings in the stator, only weak space harmonics are present, which can be neglected. The
influence of the misalignment angle θδ can be compensated for using the currents of
the rotor fixed reference frame as inputs for a LUT, which contains the data of the
determined misalignment angle. Fig. 4.5 shows the measured misalignment angle of
the machine and the intended MTPA trajectory (green). It can be seen that the mis-
alignment angle can reach values up to 15◦ along the MTPA trajectory. The reference
q-axis current of the MTPA is set to a minimum of 3 A to ensure pre-saturation and
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the saliency of the machine (2.36), otherwise, ĹA = 0 applies.
The substantial drop in the misalignment angle at about id = 8 A and iq = 0 A

is because the q-axis differential inductance becomes bigger than that of the d-axis,
causing a 90◦ rotation according to (2.37).

0
3

6
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12 0
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12

0
−20
−40
−60
−80

id/A iq/A

θ δ
/◦

Figure 4.5: Measured misalignment angle with MTPA trajectory in green.

The authors of [58] proposed the first rotor position assignment algorithm. Since then,
several approaches have been proposed, e.g., [59, 60], to compensate also for deviations
due to higher space harmonics. Most of these approaches are based on a modified PLL
structure. However, these approaches function up to a certain anisotropy ratio11 only.
Thus, the authors of [56] have developed the approach so-called multidimensional
exploitation of the harmonics, which can cope with higher anisotropy ratios. It is
known that this approach still suffers from stability issues at anisotropy ratios where
the anisotropy trajectories are not strictly monotone and thus do not change with the
rotor position.

As aforementioned, the impact of harmonic anisotropies is neglectable for the machine
used and not considered in the rotor position assignment algorithm. The misalignment
angle is only compensated dependent on the currents, based on the measurement shown
in Fig. 4.5. To save memory and computational resources the actual compensation
θδ,comp. is restricted to the MTPA trajectory (4.39), with a 1D LUT.

θδ,comp. (∥iss∥) := θδ

(
irs

∣∣∣∣∣
MTPA

)
(4.39)

11The anisotropy ratio is an intensity measure of the negative two-times harmonic anisotropy com-
pared to the fundamental anisotropy. Often, the negative two-times harmonic has the second
strongest influence after the fundamental one or is even stronger than the fundamental anisotropy;
therefore, it is considered in the anisotropy ratio. The negative rotating harmonic is stator fixed
and can cause significant estimation errors if uncompensated.
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The compensation term is stored with respect to the current amplitude and is mirrored
in the software using the current signs to cover all four quadrants. This mirroring is
valid because of the symmetry of the differential cross-saturation inductance [13] for
RSMs.

It is intuitive to directly subtract the compensation term θδ,comp. from the detected
anisotropy angle (4.38) to estimate the rotor angle θ̂el = θ̂A − θδ,comp.. However, it
is recommended to filter both angles θ̂A and θδ,comp. first to reduce the noise caused
by the current measurements. Hence, a modified PLL structure is used to filter and
demodulate the estimated rotor position. This structure of the PLL is called the
scalar compensation approach in the field of encoderless control and was proposed by
[59]. Its structure is shown in Fig. 4.6. The algorithm reconstructs the anisotropy
angle θA,comp. = θ̂el + θδ,comp. in the feedback of the PLL and compares it with the
estimated angle θ̂A from the Arbitrary Injection. The resulting deviation is fed to the
PI controller with a subsequent integrator to extract the estimated rotor position. This
demodulation principle is widely used for rotor position assignment but is restricted
to synchronous machines.

PLL with scalar compensation approach

θ̂A (4.38)
+

−

gp

gi
1

s

+

+

ω̂el 1

s

θ̂el

+

+

θA,comp.

θδ,comp. (∥iss∥)
∥iss∥

LUT based on (4.39)

Figure 4.6: PLL combined with the rotor position assignment.

It should be mentioned that the actual misalignment angle θδ is unknown when
operating encoderless. This is due to the use of the estimated currents îd and îq to
determine the misalignment angle. The currents are estimations because the Park
transformation uses the estimated rotor position while operating encoderless. Also, in
the case when the misalignment angle is not calculated from the two estimated currents
îd and îq and instead from the current amplitude as shown in Fig. 4.6, it remains an
estimation. It is an estimation since it is stored along the intended MTPA trajectory
and can, therefore, not follow any actual operating point next to the stored trajectory.
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It is important to summarize that conventional rotor position assignment algorithms
depend on the machine’s estimated operating point and constitute an estimation as
well. This property is especially important when the overload capability problem is
investigated.

4.2.3 Overload capability problem

One of the major contributions of this work is the investigation of the so-called over-
load capability problem, often denoted by the terminologies convergence problem or
stability problem. The overload capability problem describes the phenomenon that
most injection-based encoderless control algorithms lose their capability of tracking
the rotor position in deep magnetic saturation resulting in a diverging position er-
ror. The stable region is therefore often called the convergence region of the method.
The stability issue prevents the injection-based methods from being widely used in
applications, where the machine is operated in deep magnetic saturation, e.g., in the
automotive sector. In addition, it is difficult to predict the operating points where
the algorithms lose their capability to track the rotor position. Hence, unpredictable
and unacceptable behavior is the result. Therefore, the phenomenon is investigated
in the following subsections with three primary aims. The first aim is to predict the
phenomenon to avoid unstable operating points or to set a current limitation alter-
natively. This prediction should be applicable to different injection-based encoderless
algorithms. The second aim is to determine which existing algorithm achieves the
highest current amplitude and torque to cover the maximum possible operating area.
The third aim is to understand the cause of the problem and to define improving prop-
erties of algorithms that help overcoming the issue. It should be mentioned that these
issues were investigated detailed in the pre-publication [33][LWK], which arose during
this Ph.D. project.

The overload capability problem has been present since the first use of injection-
based encoderless algorithms. However, for a long time, the main research focus was
on improving acoustic noise and accuracy, so the overload capability problem with
its “invisible” property was less considered. Nevertheless, in recent years it has more
intensively been researched.

One of the first who dealt with the overload phenomenon were the authors of [61, 62].
It has been recognized that the rotor position can become nonobservable at specific
operating points, which is also confirmed by other works, e.g., [63, p. 85]. The inves-
tigations were without the consideration of higher space harmonics. The outcome of
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[61, 62] and [63, p. 85] is the criterion given in inequation (4.40).

ĹA =
√
Ĺ2

∆ + Ĺ2
dq

!
> 0 (4.40)

The fulfillment of the criterion guarantees that the saliency of the machine is present,
which is a necessary condition for encoderless control. In practice, ĹA must exceed
a certain inductance limit greater than zero, depending on the quality of the current
measurement and the voltage injection. However, the criterion is automatically ful-
filled for the present work due to the minimum provided q-axis current as described in
Subsection 4.2.2. Based on the criterion (4.40) the authors of [61, 62] were the first who
optimized a synchronous machine with respect to observability. This was achieved by
optimizing the machine parameters so that nonobservable operating points are not at
or close to the MTPA trajectory. However, such an optimization leads to disadvantages
of other parameters such as efficiency and power-to-weight ratio. Even though these
drawbacks are known, the optimization of the electrical machine is still one of the fo-
cuses of today’s research [64, 65, 66, 67]. The aforementioned works have three points
in common. These are with regards to observability according to inequation (4.40).
The impact of higher space harmonics is neglected, and only one specific injection-
based algorithm is investigated. Hence, it cannot be expected that the results are
valid for all the other injection-based algorithms.

Indeed, the criterion (4.40) is not sufficient to guarantee stable injection-based en-
coderless control. It has been experienced that the control can become unstable even if
the criterion is fulfilled. Hence, the authors of [68] further investigated the phenomenon
with the consideration of higher harmonic anisotropies. The outcome of this work is a
set of three criteria, which should guarantee stable injection-based encoderless control.
The first criterion of [68] is equal to inequation (4.40). The second criterion introduced
by W. Hammel [68] is as follows

∂θA

∂θel

!
> 0 (4.41)

and guarantees that the anisotropy angle is reversible over the rotor angle (strictly
monotone) when the criterion is fulfilled. It ensures a clear assignment of the anisotropy
angle to the rotor angle by the rotor position assignment algorithm. This assignment is
not always possible, especially for machines with strong harmonic anisotropies. It is a
necessary condition when direct demodulation (arctangent function) of the anisotropy
angle is intended. However, it can be overcome even if not fulfilled (for a specific
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point but not for an area) [56] for certain anisotropy ratios using sophisticated ob-
server structures. For machines with distributed windings, it can be assumed that the
criterion (4.41) is always fulfilled due to the low harmonic content in the anisotropy.
This is assumed henceforth.

Over the years, it has been experienced that these two criteria are still not sufficient
to guarantee stability in every condition. Therefore, the authors of [68] have proposed
a third criterion in addition to (4.40) and (4.41). While (4.40) and (4.41) concern the
observability of the machine, the new criterion is intended to guarantee the stability of
the rotor position assignment algorithm in the event of estimation errors. The theory
of [68] takes the impact of estimation errors ∆θel = θ̂el−θel on the rotor position assign-
ment algorithm into account. Estimation errors frequently appear due to inaccuracies
in the model, parameter variations, or measurement inaccuracies. These estimation
errors lead to a wrongly rotated voltage vector due to the dq transformation and
subsequently to a misaligned current vector (time-transient process). The misaligned
current vector changes the saturation of the machine, which leads to a change in the
magnetic anisotropy according to (2.37). This process can result in convergence or di-
vergence of the estimation error. The third criterion of [68] given by inequation (4.42)
assesses this process, but only regarding the rotor position assignment algorithm and
not for the entire injection-based structure. Furthermore, in [68] it was assumed that
the convergence region (where the third criterion (4.42) is fulfilled) is a property of
the machine and hence equal for all injection-based algorithms. The statement that
stability (convergence) is a property of the machine will be verified and assessed later.

∂θA

∂θel
− ∂θA

∂∆θel

!
> 0 (4.42)

Besides the three criteria, W. Hammel [68] recommended modeling the inductance or
admittance matrix in dependency on the estimation error ∆θel. This additional de-
pendency was taken advantage of by [69, 70, 71, 72, 73] to derive a new category of
injection-based models. The new models show an enlarged convergence region com-
pared to conventional models that neglect the estimation error dependency. Most of
these new models take advantage of the saturation effects due to estimation errors
by linearizing the machine’s model with respect to the estimation error. However,
this linearization might become inaccurate for larger estimation errors, leading to the
algorithm’s instability at some extended limit. The model parameters used by these
algorithms rely on the estimated rotor position. Hence, the model parameters are esti-
mations and no actual parameters during encoderless operation. The use of estimated
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parameters is an important property of an algorithm and becomes important when
interpreting the results.

The currently most promising algorithms concerning the convergence issue are briefly
discussed in the following. The model of [70] takes advantage of the injection direction
to maximize the extractable rotor position information and hence the convergence re-
gion. However, the model relies on estimated parameters.

The approach presented in the patent [74] by Landsmann, Paulus, and Kuehl pur-
sues a novel approach. The renewals concern the rotor position assignment algorithm.
The novel rotor position assignment algorithm is independent of the estimated oper-
ating point of the machine, as employed by conventional rotor position assignment
algorithms (Subsection 4.2.2). The difference is that the rotor position assignment
algorithm is based on the measurable and therefore known currents of the two-phase
stator fixed reference frame. Hence, the correction term of the rotor position assign-
ment algorithm is not an estimation. This novel approach is derived later and forms
part of the investigated injection-based methods.

W. Hammel and H. Wolf also invented an approach that decouples the model param-
eters from unknown input variables in their patent [75]. The method is different from
[74] but is expected to achieve similar results as [74]. However, the approach of [75] is
not investigated within this work.

Despite the abovementioned research effort, the overload capability problem still
raises questions that must be answered. The questions are briefly listed below to sum-
marize the current research state of the convergence problem.

• The present state of research does not clarify whether the convergence region
is a machine property, as stated by [68, 64, 65, 66, 67]. There are justified
assumptions that the injection-based model also has an influence.

• The previous point implicates a comparison of different injection-based algo-
rithms, which is not available in the current research literature.

• No existing convergence criterion can predict the convergence region for several
injection-based algorithms, only for one specific. Thus, the aim is to derive a
new criterion appropriate for various injection-based models.

• The authors of [74] expect parameters stored according to an unknown reference
frame (when operating encoderless) to be the cause of the stability problem.
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However, there is no proof of this expectation. The aim is to verify this expec-
tation and to reveal the cause of the overload problem.

These open questions are aimed to be answered on the following pages, which are orga-
nized into sections for a better overview. The first section briefly discusses alternative
injection-based models besides the Arbitrary Injection 4.2.1. These models and the Ar-
bitrary Injection are subsequently analyzed regarding the overload capability problem.
In the next section, the principle tendency of the convergence region is investigated
empirically. From these empirical results, first conclusions are drawn, which are em-
ployed to derive a novel convergence criterion. The new criterion is used to predict the
convergence region, which is verified by measurements. Finally, conclusions about the
overload capability problem are drawn.

4.2.3.1 Alternative injection-based models

The injection-based models investigated on the overload capability problem are briefly
described in the following so that the operation principles become clear and the results
can be interpreted. The research literature provides many different injection-based
algorithms. However, only a selection is investigated within this work. The selected
algorithms are very different among themselves. This helps to find the cause of the
overload capability issue. A simplified structural diagram of each algorithm is provided,
which aids in understanding the root cause of the overload capability problem.

A. Conventional Arbitrary Injection

The conventional Arbitrary Injection model of Subsection 4.2.1 is one of the investi-
gated models. The terminology “conventional” is used to indicate that it is combined
with a conventional rotor position assignment algorithm as described in Subsection
4.2.2. This differentiation in the terminology is important since Arbitrary Injection
(with minor modifications) can also be combined with the new approach for the ro-
tor position assignment algorithm proposed by [74]. The mathematical equations of
conventional Arbitrary Injection were derived and defined in Subsection 4.2.1. There-
fore, only the simplified structural diagrams are given below. It should be mentioned
that conventional Arbitrary Injection will be investigated for two different implemen-
tations for estimating the mean admittance ˆ́

YΣ. Once for the case that ˆ́
YΣ is stored

in a LUT and once for the online estimation approach proposed in [57, 53]. The two
diagrams are shown below. It can be noticed that both diagrams are slightly different
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in terms of control feedback. In the case of the online estimation, feedback is due to
the compensation for the misalignment angle that requires the Park transformation.
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Figure 4.7: Simplified structural diagrams of conventional Arbitrary Injection.

This structural diagram also applies if the position assignment algorithm is imple-
mented as shown in Fig. 4.6 along with the MTPA trajectory and without employing
the Park transformation. The feedback is still present since θδ,comp. relies on the es-
timated and not on the actual operating point of the machine. Thus, the structural
diagram of Fig. 4.6 can be assumed as shown in Fig. 4.7 a), if an online estimation of
the mean admittance is conducted. The online estimation of the mean admittance
is assumed to be ideal. Hence, no feedback path towards the anisotropy detection is
present.

Fig. 4.7 b) shows that a second feedback loop appears when a LUT is used for the
estimation of the mean admittance. This is required for the LUT (storage of ÝΣ),
which relies on the currents of the rotor fixed reference frame.

B. Alternating Injection

The so-called Alternating Injection method was first proposed by [49]. The method
injects a “high-frequency” sinusoidal voltage into the estimated anisotropy d-axis and
measures the “high-frequency” current response in the anisotropy q-axis. From that
response, an anisotropy angle error-related signal can be extracted which is fed into a
PLL. The PLL adjusts the estimated anisotropy angle in a way that the anisotropy q-
axis current response disappears. The derivation of the Alternating Injection relies on a
mathematical description in so-called anisotropy coordinates. Quantities in anisotropy
coordinates are derived by transforming the two-phase stator fixed related quantities.
The transformation is carried out using the Park and inverse Park transformation but
with the anisotropy angle θA as the argument of the trigonometric functions. Hence,
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the inductance matrix in anisotropy coordinates can be determined by transforming
(2.35) as shown in (4.43). It should be mentioned that the following derivation is based
on [3, p. 1155].

Ĺa
s := P (θA) Ĺs

sP
−1 (θA) =

ĹΣ + ĹA 0
0 ĹΣ − ĹA

 (4.43)

A sinusoidal voltage is injected in the estimated anisotropy d-axis. It results in the fol-
lowing high-frequency flux-linkage vector in estimated anisotropy coordinates (denoted
with a circumflex ψ̂a

car):

ψ̂a
car :=

∫
ucar cos (ωcar t)

1
0


︸ ︷︷ ︸

=:ûa
car

dt =

ucar sin (ωcar t)
ωcar
0

 (4.44)

where ucar and ωcar are the injection amplitude and frequency. However, due to po-
tential estimation errors in the estimated anisotropy angle, the actual high-frequency
flux-linkage vector is dependent on the anisotropy estimation error ∆θA = θ̂A − θA.
Equation (4.45) follows for the actual high-frequency flux linkage

ψa
car := P−1 (∆θA) ψ̂a

car =


ucar sin (ωcar t) cos (∆θA)

ωcar

ucar sin (ωcar t) sin (∆θA)
ωcar

 (4.45)

which can be used to determine the high-frequency current response from the machine
(4.46). It is assumed that the injected frequency is chosen sufficiently high so that the
inductive voltage drop of the machine dominates.

iacar :=
(
Ĺa

s

)−1
ψa

car =


ucar sin (ωcar t) cos (∆θA)

ωcar
(
ĹΣ + ĹA

)
ucar sin (ωcar t) sin (∆θA)

ωcar
(
ĹΣ − ĹA

)

 (4.46)

However, this current response is unknown due to the unknown actual anisotropy
angle. The known, estimated, current response can be determined by transforming
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(4.46) into estimated anisotropy coordinates:

îacar := P (∆θA) iacar =


−
ucar sin (ωcar t)

(
ĹΣ − ĹA cos (∆θA)

)
ωcar

(
Ĺ2

A − Ĺ2
Σ

)
− ĹAucar sin (ωcar t) sin (∆θA)

ωcar
(
Ĺ2

A − Ĺ2
Σ

)

 =:
îA,d
îA,q

 (4.47)

Only the q-axis component of (4.47) is of interest since it is demodulated and used
as input for the PLL. When the anisotropy angle is estimated correctly, the signal
demodulated from the q-axis component is zero. The demodulated signal, which is
finally used to feed the PLL is determined by multiplying the q-axis component by
sin (ωcar t) before applying a low-pass filter (LPF) with cut-off frequency ωg,LP. Hence,
the error signal for the PLL is given by:

iA,q,PLL := LPF
(̂
iA,q sin (ωcar t)

)
= LPF

 ĹAucar sin (∆θA) (cos (2ωcar t) − 1)
2ωcar

(
Ĺ2

A − Ĺ2
Σ

)

(4.48)

ωg,LP≪2ωcar
≈ −ĹAucar sin (∆θA)

2ωcar
(
Ĺ2

A − Ĺ2
Σ

) sin(∆θA)≈∆θA≈ −ĹAucar ∆θA

2ωcar
(
Ĺ2

A − Ĺ2
Σ

) (4.49)
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issîrs

θδ,comp.

Figure 4.8: Simplified structural diagram of the Alternating Injection.

The Alternating Injection has the benefit that it is independent on parameters for
the determination of the anisotropy angle. Therefore, the estimated anisotropy angle
always convergences towards the actual one. The drawback of this method is that the
error signal for the PLL, iA,q,PLL, is operating-point-dependent, which complicates the
tuning of the PLL. The injection frequency and amplitude were set to ωcar = 2π 300 Hz



Page 60 Chapter 4

and ucar = 30 V for the investigations performed later. These are typical values used
in the research literature. Fig. 4.8 shows the simplified structure of the Alternating
Injection. Note that feedback only appears towards the rotor position assignment
algorithm.

C. HF-EEMF model

In Subsection 4.1 was mentioned that the EEMF method could be used at a standstill
after some modifications. The authors of [36, 37] were the first to recognize this and
proposed the EEMF method with an additional current injection. Equation (4.5) shows
that either axes, d or q, can be used for the injection. In the following, a sinusoidal
current injection in the estimated d-axis is used, given by equation (4.50).

îrcar,EEMF := icar,EEMF sin (ωcar,EEMF t)
1
0

 (4.50)

Due to potential estimation errors, the actual current injection vector of the machine
is:

ircar,EEMF := P−1 (∆θel) îrcar,EEMF (4.51)

=
icar,EEMF sin (ωcar,EEMF t) cos (∆θel)
icar,EEMF sin (ωcar,EEMF t) sin (∆θel)

 =:
icd

icq

 (4.52)

These two injection components icd and icq are inserted in equation (4.5), resulting in
the EEMF vector es

s,EEMF below (4.54). For equations (4.53) and (4.54) it is assumed
that the angular velocity is small ωel ≈ 0 and that the estimation error d∆θel

dt ≈ 0 is
varying slowly.

es
s,EEMF =

(
dicd

dt
(
Ĺdd − Ĺqq

)
+ 2Ĺdq

dicq

dt

)cos (θel)
sin (θel)

 (4.53)

=
cos (θel)

sin (θel)

 icar,EEMF ωcar,EEMF cos (ωcar,EEMF t) . . .

. . .
((
Ĺdd − Ĺqq

)
cos (∆θel) + 2Ĺdq sin (∆θel)

)
︸ ︷︷ ︸

=:ĹHF,EEMF

(4.54)

It can be seen that the inductance ĹHF,EEMF is unequal to zero for small estimation
errors in the case of a salient machine, which allows rotor position estimation. Equa-
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tion (4.54) is multiplied by cos (ωcar,EEMF t), similar to the procedure for Alternating
Injection, which results in a constant component in the amplitude of es

dem,EEMF.

es
dem,EEMF :=

cos (θel)
sin (θel)

 icar,EEMF ωcar,EEMF
1
2 (1 + cos (2ωcar,EEMF t)) ĹHF,EEMF (4.55)

Equation (4.55) is then low-pass filtered (cut-off frequency ωg,LP) analogous to the
Alternating Injection, which yields to:

LPF
(
es

dem,EEMF

) ωel≪ωg,LP≪2ωcar,EEMF≈ 1
2icar,EEMF ωcar,EEMF ĹHF,EEMF

cos (θel)
sin (θel)

 (4.56)

It should be mentioned that equation (4.54) is estimated using a disturbance observer
similar to (4.13). Therefore, it relies on various estimated inductance parameters.
The rotor position can be extracted directly from (4.56) using the arctangent function
analogous to (4.16). Thus, this method does not rely on a rotor position assign-
ment algorithm and has an entirely different structural diagram compared to the other
injection-based methods. This specific attribute might be helpful to further isolate
the cause of the overload capability issue. For the tests later, the reference injection
amplitude was set to i∗car,EEMF = 0.7 A12 and the frequency to ωcar,EEMF = 2π 300 Hz,
which are typical values in the related literature. The simplified structural diagram
with the multiple feedback is shown in Fig. 4.9.
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P
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ˆ́
Ldq, L̂d

Figure 4.9: Simplified structural diagram of the HF-EEMF method.

12The actual current amplitude is lower due to the damping of the current control loop but still large
enough to be measured by the current measurement unit.
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D. UARP

The following pages are dedicated to the approach proposed in the patent [74] and
referred to as the method of the unique assignment of the admittance or inductivity
to the rotor location (UARP). This approach aims to modify the rotor position as-
signment algorithm so that all employed parameters are independent of estimated or
assumed input variables. The authors of [74] developed the rotor position assignment
algorithm based on the currents in the two-phase stator fixed reference frame, as they
are directly measurable and therefore known. The model is derived in the following
based on [74].

The conventional approach in encoderless-related literature is to model and measure
the admittance vector ys

s dependent on the currents of the rotor fixed reference frame
irs. This leads to a dependency as shown in (4.57).

ys
s (irs, θel) (4.57)

The admittance vector ys
s constitutes the vector that contains at least two linear com-

binations of the admittance matrix Ý s
s (4.29). The admittance matrix is given as

follows in its general form:

Ý s
s :=

Ýαα Ýαβ

Ýβα Ýββ

 (4.58)

The entries of the admittance matrix Ýαα, Ýββ, Ýαβ, and Ýβα are measured by a suitable
anisotropy-based method. In the present work, the Arbitrary Injection from Subsection
4.2.1 in combination with an online estimation of ÝΣ [57, 53] is used for the estima-
tion of the admittance components13. The admittance components determined by the
Arbitrary Injection contain all influences caused by the nonsinusoidal arrangement of
the machine. Thus, the effects caused by higher space harmonics are automatically
considered by this approach.

Within the present work, the following two linear combinations are used to construct
the admittance vector:

ys
s := 1

2

Ýαα − Ýββ

Ýαβ + Ýβα

 =:
yA

yB

 (4.59)

13The Arbitrary Injection is only used up to the point where the admittance components can be
determined from the voltages and currents, up to equation (4.29). The anisotropy angle is not used.
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The first innovation of [74] is to describe this admittance vector in dependence on the
two-phase stator fixed current vector (4.60) and not in dependency on the rotor fixed
current vector as shown in (4.57). This yields the following dependency:

ys
s (iss, θel) (4.60)
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Figure 4.10: Measured trajectories at ∥iss∥ = 8 A. The current angle in the alpha-beta
reference was fixed at θi,αβ = 90◦. The trajectory for a constant current vector in the rotor
fixed reference frame is depicted in green and the trajectory for a stator fixed current vector

in blue. The linearization approach is depicted in red.

The dependency (4.60) of the admittance vector can be measured by applying constant
currents in the stator fixed reference frame while changing the rotor position with a load
machine. The admittance vector is measured throughout the process by an anisotropy-
based method, e.g., with Arbitrary Injection. An exemplary trajectory of such a
measurement is shown in Fig. 4.10 (blue) for a current amplitude of ∥iss∥ = 8 A and a
current angle of θi,αβ = 90◦ in the alpha-beta reference frame. The green trajectory
of Fig. 4.10 shows the conventional measurement in dependency on a constant current
vector in dq coordinates with ∥iss∥ = 8 A and with respect to the MTPA trajectory.

The second innovation of [74] is to obtain a reversed version of equation (4.60) so that
the rotor angle can be found as a function of the admittance vector and the current
vector of the two-phase stator fixed reference frame.

θel (iss,ys
s) (4.61)
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However, it would result in large LUTs with a high demand of memory space if each of
those reversed trajectories (Fig. 4.10) are stored in their total extend over all possible
rotor angles. To reduce the memory requirements, the authors of [74] introduced a
simplification by employing that the current operating points are at or close to that
of the MTPA trajectory. They proposed to linearize the admittance vector ys

s (iss, θel)
in the position of intersection θinters.

14 between the trajectory measured at a constant
current vector in dq coordinates with that measured at a constant current vector in
alpha-beta coordinates. This is exemplarily illustrated by the straight red line of
Fig. 4.10 and is described by the linearized admittance vector ys

L.
Mathematically, the linearized admittance vector can be described by a first-order

Taylor polynomial:

ys
L (iss, θel) := ys

s

∣∣∣∣∣
θinters.

+ (θel − θinters.)
∂ys

s
∂θel

∣∣∣∣∣
θinters.

(4.62)

=: ys
L,0 + (θel − θinters.) m =: ys

L,0 + θLm (4.63)

=:
mA θL + yA,0

mB θL + yB,0

 (4.64)

It is important to notice that the slope vector m (iss) and the admittance vector in the
point of intersection ys

L,0 (iss) are functions of the current vector in two-phase stator
fixed coordinates. Basically, the approach is to store the data of the linearized admit-
tance vector and then calculate them with the measured admittance components from
the anisotropy detection.

However, the admittance vector estimated by the Arbitrary Injection ŷs
s might slightly

deviate to the pre-measured linearized version ys
L, whose data is stored on the control

unit. The deviation could be caused by measurement inaccuracies, for example. This
is exemplarily shown in Fig. 4.11.
14The positions of intersection conform to an operation along the MTPA trajectory [74]. E.g., θinters. =

30◦ in Fig. 4.10. This is meaningful for θi,αβ = 90◦ since it results in a current angle (dq) of 60◦,
which is in the expected range for an RSM.
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Figure 4.11: Illustration of the vector projection.

However, θL and the estimated rotor angle θel, respectively, could be chosen to minimize
the distance between ys

L = ys
L,0 +θLm and ŷs

s. The minimized distance is described by
the vector v, which is orthogonal to the slope vector v⊥m. Hence, the scalar product
of both vectors is zero ⟨v, m⟩ = 0, which yields to:

v⊤m = (ŷs
s − yL,0 − θLm)⊤ m = (ŷs

s − yL,0)⊤m− ∥m∥2
(
θ̂el − θinters.

)
= 0 (4.65)

This scalar equation can be used to determine the estimated rotor position θ̂el so that
the distance between ŷs

s and ys
L is minimized. The result is:

θ̂el =

(
ŷs

s − ys
L,0

)⊤
·m

∥m∥2 + θinters. (4.66)

Equation (4.66) can be illustrated in its expanded form by the entries of the linearized
admittance vector ys

L. The results are shown in (4.67) and (4.68) with the substitution
θ̂el,UARP := θ̂el.

θ̂el,UARP = ŷA
mA

m2
A +m2

B
+ ŷB

mB

m2
A +m2

B
− yA,0 mA + yB,0 mB

m2
A +m2

B
+ θinters. (4.67)

= ŷA Lk,A (iss) + ŷB Lk,B (iss) + θ0 (iss) (4.68)

Here, ŷA and ŷB are the estimated admittance vector components from the Arbitrary
Injection (anisotropy detection). The coefficients Lk,A, Lk,B, and θ0 are pre-determined
and stored in LUTs for different current angles θi,αβ, and current amplitudes ∥iss∥. Once
these coefficients have been determined offline, the actual online computational effort
is low. The computation of (4.68) requires only a few additions and multiplications as
well as the searching algorithms for the three LUTs.
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The measured coefficients are shown in Fig. 4.12. The measurement procedure used
to determine these coefficients does not form part of this dissertation. However, the
procedure can be derived from the illustrations in Fig. 4.10.
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Figure 4.12: Measured coefficients of the UARP approach.

It should be mentioned that the inventors of [74] also proposed the transformation of
these coefficients with a measurable angle. The current angle in alpha-beta coordinates
is an appropriate choice for this transformation. The transformation reduces the alter-
nating character of the coefficients and, hence, the required number of points stored.
However, this simplification was not used within the present work due to sufficient
memory capacities of the microcontroller.

The UARP method also opens new possibilities for the control of machines with
strong harmonic anisotropies. This advantage is not required for the RSM under
investigation but worth to be mentioned. That is because the trajectories of the ad-
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mittance vector as described in (4.60) are more often monotone15 [74] compared to
that of the conventional description (4.57). Furthermore, the admittance vector can
be constructed by more than two linear combinations, which further improves the
monotony of the admittance vector over the rotor position.

Fig. 4.13 shows the simplified structural diagram of the UARP method. It can be
seen that no feedback of estimated quantities is present, and all blocks are dependent
on measurable currents only.

us
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Anisotropy detection

e.g. Arbitrary Injection
ŷs
s

Rotor position

assignment

equation (4.68)

θ̂el,UARP

Figure 4.13: Simplified structural diagram of the UARP method according to [74].

4.2.3.2 Empirical investigation of the injection-based model’s overload ca-
pability

The following pages are aimed to investigate the overload capability of the five16

injection-based encoderless control algorithms described before. The empirical inves-
tigation should show whether the injection-based model influences the overload capa-
bility or whether it is only a property of the machine as assumed in [68, 64, 65, 66, 67]
and hence, widely independent of the algorithm. Furthermore, this test is performed
to learn more about the overload capability problem and the influence of the injection-
based models. The new perceptions are subsequently employed to derive a novel
convergence criterion.

The investigation is carried out as follows. The test machine is operated in closed-
loop current control mode using the estimated rotor position and rotor speed. The
reference torque is increased ramp-shaped, and the reference currents are set with re-
spect to the MTPA trajectory. The increase of the reference torque is performed in
15Monotony is strictly required to uniquely assign measured admittance components to a rotor posi-

tion.
16Conventional Arbitrary Injection is investigated once with the online estimation of ˆ́

YΣ and once
with ˆ́

YΣ being stored in a LUT.
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small steps to operate close to the MTPA. Furthermore, the reference torque steps
are timed to apply each reference over the full range of 360◦ to cover all possible op-
erating points. During the procedure, the load machine keeps the speed constant at
nm = 50 rpm. The current magnitude ∥iss∥ and estimation error ∆θel are recorded
throughout the test and the control is switched off if |∆θel| > 25◦ applies. The limit
|∆θel| > 25◦ is chosen based on experience. Experience has shown that no stable
equilibrium can be reestablished if the estimation error exceeds a limit in this order of
magnitude. The quality measure for this test is the current amplitude achieved right
before the limit |∆θel| > 25◦ was exceeded.

The previously described test procedure is conducted for two different settings of the
PLL for all five injection-based algorithms. Once with a comparably slow setting17 for
the PLL with gp = 125 s−1 and gi = 3900 s−2 and once with a faster setting which is
gp = 286 s−1, gi = 20000 s−2. Where, gp is the proportional and gi the integral gain of
the PLL. The test with different PLL settings is performed to determine the influence
of the PLL on the overload capability.

The results of the empirical investigations are shown in Fig. 4.14. They show signif-
icant differences in the achievable current magnitude. This could be reproduced by
multiple repetitions of the test procedure. However, the repeated measurements are
not explicitly presented here.

The HF-EEMF model achieved a maximum current amplitude of ∥iss∥max = 6.8 A
respectively ∥iss∥max = 6.7 A for the two PLL settings. Thus it can be concluded that
the PLL has a neglectable influence on the overload capability of this method. The
achievable current amplitude is one of the lowest compared to the other methods. The
low achievable current amplitude is traceable to using a variety of estimated param-
eters, leading to an inaccurate model when estimation errors appear. The test shows
that the overload capability problem also appears without using a rotor position as-
signment algorithm.

The conventional Arbitrary Injection model with LUT-based estimation of the mean
admittance achieved ∥iss∥max = 6.7 A and ∥iss∥max = 6.3 A for the two PLL settings,
which is in the range of the HF-EEMF model. The PLL settings show a minor impact
on the achievable current amplitude again. The achievable current amplitude is far be-
low the conventional Arbitrary Injection model with an online estimation of the mean
admittance. This is due to the use of the LUT, which creates a second feedback loop
17A precise setting of the PLL for Alternating Injection is difficult due to the operating-point-

dependent gain of the method (4.49). However, the operating-point-dependent gain is statically
compensated with its value at zero reference torque.
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as depicted in Fig. 4.7 b). Thus, the model becomes even more inaccurate if estimation
errors appear.
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b) PLL settings gp = 286 s−1, gi = 20000 s−2.

Figure 4.14: Overload test with reference torque ramp at current control mode and
nm = 50 rpm [33][LWK].

The conventional Arbitrary Injection model with online estimation of the mean ad-
mittance achieved ∥iss∥max = 10.8 A for both PLL settings. Hence, the PLL has no
affect on the overload capability during this test. The achievable current amplitude is
below that of Alternating Injection. This behavior is not reflected in their structural
diagrams (Fig. 4.7 a) and Fig. 4.8) since both have only one feedback loop towards the
rotor position assignment algorithm, however, it can be explained as follows. The
compensation term of the rotor position assignment algorithm θδ,comp. is pre-measured
with respect to the MTPA trajectory and is thus related to a specific trajectory of
the mean admittance in the case of the Arbitrary Injection with online estimation.
However, when estimation errors appear, the actual mean admittance changes due to
magnetic saturation. It is subsequently not the same mean admittance with which
the compensation term θδ,comp. was measured. The feedback path in Fig. 4.7 a) is thus
affected more by estimation errors compared to the feedback path in Fig. 4.8. Alterna-
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tively, the difference could be caused by the different injection directions as they have
an effect as well [70].

The Alternating Injection model achieved ∥iss∥max = 14.7 A and ∥iss∥max = 14.3 A for
the two PLL settings. The overload capability of this method is, again, hardly influ-
enced by the PLL settings. However, the graphs over time of the estimation errors are
different. The operating-point-dependent gain (4.49) is constantly changing during the
test. Hence, the transfer function of the position estimation is also changing, resulting
in the different graphs of the estimation errors.

The UARP model achieved the maximum possible current amplitude of the test
bench for both PLL settings with a good estimation quality. The UARP does not
require feedback, leading to the conclusion that feedback paths cause the overload ca-
pability problem.

The most important findings derived from the prior conducted empirical investigation
are briefly summarized below [33][LWK].

• The PLL settings have shown to be less relevant for the overload capability
problem as long as the settings are adapted meaningfully to the system.

• Minor differences in the implementation can cause significant differences in the
achievable current amplitude, as the two implementation versions of the conven-
tional Arbitrary Injection have shown.

• The convergence region is less determined by the machine design, which was
attempted to be optimized in [68, 64, 65, 66, 67]. The convergence region seems
to be mainly a property of the injection-based encoderless algorithm and to be
affected by feedback paths, respectively estimated parameters. If the convergence
region would be a machine property only, the results should be the same for all
algorithms.

• Criteria as they are currently available, e.g., [68], do consider the specificities of a
single algorithm. Hence, they cannot predict the convergence region of different
injection-based encoderless algorithms as the achievable current amplitudes were
different.

4.2.3.3 Novel convergence criterion

The end of the last section stated that existing convergence criteria cannot predict the
convergence region for several algorithms reliably. This is aimed to be achieved in the
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following by deriving a new criterion based on the previous findings.
The novel convergence criterion aims to analyze the impact of parameter deviations

on the estimation error. The parameter deviations are assumed to be due to a difference
between the estimated/assumed operating point and the actual operating point of the
machine. Since the criterion shall predict the convergence region of different injection-
based algorithms reliably, the derivation cannot be based on a specific injection-based
algorithm but must be derived in a more general form.

The meaning of the previously mentioned terminology “operating point” should be
defined more precisely for the understanding of the following derivation. The ter-
minology “operating point” is used to denote all variables which influence the model
parameters of an injection-based encoderless algorithm. Standard injection-based al-
gorithms use inductance parameters in their model, which can generally be described
dependent on three variables. These three variables are the current amplitude ∥ixs ∥
with x ∈ {t, s, r}, the current angle θi,x with x ∈ {dq,αβ, abc}, and the rotor position
θel. In the following, it is assumed that the inductance parameters are modeled ac-
cording to a rotating reference frame, which is rotating in coherence with the actual
rotor angle18. In that case, the rotor position dependency of the model parameters
only applies to machines with strong harmonic anisotropies. Since the RSM has low
harmonic content in the magnetic anisotropy, the inductances are dependent on the
current amplitude and angle only; the rotor position is not required. Hence, the termi-
nology “operating point” is used representative for a certain current angle and current
amplitude (respectively a current vector) in the following.

The components of a current vector are the current amplitude and current angle.
However, only the current angle can cause a deviation between the estimated and the
actual operating point. The current vector amplitude can be measured and is known,
even when operating encoderless. Hence, the operating point deviation, which causes
the deviation in the model parameters, can solely be caused by a deviation of the cur-
rent angle. The current angle deviation can be defined analogous to the rotor position
estimation error ∆θel = θ̂el − θel as follows

∆θi := θ̂i − θi (4.69)

with θi ∈ R being the actual current angle and θ̂i ∈ R the estimated current angle. By
the assumption made above, the current angle deviation can be related to any rotating
18Commonly, the dq reference frame is used. However, it could also be any other rotating reference

frame that relies on knowledge of the rotor position.
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reference frame, which depends on the estimated rotor position. It is important to
mention that the rotor position estimation error ∆θel and the current angle deviation
∆θi behave contrary due to the current controllers as illustrated in Fig. 4.15. That
means that the current angle deviation becomes negative for a positive rotor position
estimation error.

d

q

d̂

q̂

∆θel > 0∆θi < 0

irs

θi

θ̂i

Figure 4.15: Relationship between rotor position estimation error and current angle
deviation; exemplarily for a dq rotating reference frame.

A relationship between the rotor position estimation error and the current angle de-
viation must be derived to verify the effect of parameter deviations on the estimation
error. A first-order Maclaurin series can approximate this dependency if the develop-
ment is conducted around the origin of the current angle deviation. It is required that
∆θi is small and that ∆θel is in the subspace of the one-time continuously differentiable
functions ∆θel ∈ C1 (R;R) of ∆θi. If this applies, the first-order approximation is given
as follows:

∆θel (∆θi) ≈ ∆θel

∣∣∣∣∣
∆θi=0◦

+ ∆θi · ∂∆θel

∂∆θi

∣∣∣∣∣
∆θi=0◦

(4.70)

Equation (4.70) can be simplified if it is assumed that no position estimation error
is present when operating without current angle deviation. The encoderless model is
assumed to be ideal in this case, and it follows that:

∆θel

∣∣∣∣∣
∆θi=0◦

≈ 0◦ (4.71)

This leads to the simplified relationship between rotor position estimation error and
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current angle deviation:

∆θel (∆θi) ≈ ∆θi · ∂∆θel

∂∆θi

∣∣∣∣∣
∆θi=0◦

(4.72)

Basically, the current angle deviation is a consequence of an estimation error that leads
to a rotation of the voltage vector and, subsequently, to a rotated current vector due
to the Park transformation. The current vector is not rotated immediately but follows
the voltage vector in a time-transient. However, in the following, it is assumed that the
current vector immediately rotates when an estimation error appears. This assump-
tion is required to bypass the derivation with the current control transfer function,
which would significantly complicate the derivation. A small initial estimation error
∆θel,init ∈ R causing the current angle deviation is assumed in the following, which
can be caused by a measurement inaccuracy, for instance. The relationship between
the initial estimation error and the current angle deviation can be approximated by
(4.73) under the previously mentioned assumption and the coherences of estimation
error and current angle deviation as shown in Fig. 4.15.

∆θel,init ≈ −∆θi (4.73)

Substituting (4.73) in (4.72) yields equation (4.74).

∆θel (∆θel,init) ≈ ∆θel,init · ∂∆θel

∂∆θel,init

∣∣∣∣∣
∆θel,init=0◦

(4.74)

If the terminology convergence/stability of an encoderless control algorithm is defined
as follows

Definition I (convergence/stability): An encoderless control algorithm is in sta-
ble equilibrium if an initial estimation error leads subsequently to a lower estimation
error. In the case of an initial estimation error leading to a greater estimation error,
the algorithm is in an unstable equilibrium19.

the following (4.75) must be fulfilled in equation (4.74) to fulfill convergence/stability
in the sense of Definition I.

19The definition is inspired and applied analogous to Ljapunow’s definition of a stable equilibrium.
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Γ := ∂∆θel

∂∆θel,init

∣∣∣∣∣
∆θel,init=0◦

!
< 1 ∀ irs, θel (4.75)

However, equation (4.75) is difficult to verify in practice due to the use of ∆θel,init.
Therefore, the relationship of equation (4.73) is substituted in equation (4.75) which
yields the final convergence criterion:

Γ = −∂∆θel

∂∆θi

∣∣∣∣∣
∆θi=0◦

!
< 1 ∀ irs, θel (4.76)

The criterion assesses the effect of a current angle deviation on the model parameters
and hence, on the position estimation error. The convergence criterion requires low
effort to be verified in practice. In open-loop operation, a current angle deviation must
be introduced, and the resulting estimation error must be recorded to achieve the data
for computing the partial derivative.

4.2.3.4 Verification of the convergence criterion

The verification of the novel convergence criterion is carried out in the following. The
convergence region is predicted using the measured convergence criterion and compared
with the points of divergence/instability that appear when driving into deep magnetic
saturation while operating encoderless.

0 2.5 5 7.5 10
0

iq,min = 3

5

10

15

id/A

i q
/A

MTPA trajectory θi,MTPA (∥iss∥)
MTPA trajectory θi,MTPA (∥iss∥) + 5◦

Figure 4.16: Current trajectories for the measurement of the convergence criterion.
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The verification is performed as follows and consists of two separate measurement
procedures as described in the following. The first measurement procedure is for
recording the convergence criterion. The machine is operated in open-loop current
control mode using the encoder signal while it is rotated by the load machine at a
constant speed of nm = 50 rpm. During the procedure, the machine is operated one-
time along the intended MTPA trajectory with the current angles θi,MTPA (∥iss∥), which
is shown in blue in Fig. 4.16. A second time, the machine is operated along a rotated
MTPA trajectory shown in red in Fig. 4.16. The red trajectory appears if a constant
angle of 5◦ is added to the measured encoder signal before using it in the FOC. This
constitutes a current angle deviation of ∆θi = −5◦ if the model parameters and the
conventional rotor position assignment algorithm data are stored along the intended
blue MTPA trajectory. The current amplitude is increased, and the estimation error
is recorded throughout the measurements. Thereby, an region around the MTPA
trajectory is assessed regarding convergence that is indicated by the green area of
Fig. 4.16. The convergence factor Γ is approximated from these two measurements
using the discretized form of the convergence criterion, which is described by the
following equations:

Γ ≈ − ∆θel (∆θi = 0◦) − ∆θel (∆θi = −5◦)
(θi,MTPA︸ ︷︷ ︸

θ̂i

− θi,MTPA︸ ︷︷ ︸
θi

) − (θi,MTPA︸ ︷︷ ︸
θ̂i

−(θi,MTPA + 5◦︸ ︷︷ ︸
θi

))

∣∣∣∣∣
∆θi≈0◦

(4.77)

≈ −∆θel (∆θi = 0◦) − ∆θel (∆θi = −5◦)
5◦

∣∣∣∣∣
∆θi≈0◦

!
< 1 ∀ θel, ∥iss∥

∣∣∣∣∣
MTPA

(4.78)

The second measurement procedure is conducted to verify whether the prediction of
(4.78) is correct. The machine is operated in closed-loop current control mode using
the estimated signals. The machine’s rotor is mechanically locked in different positions;
at least every sixty degrees in electrical units. Then, the reference torque (respectively
current) are increased in a ramp up to the point when |∆θel| > 25◦ applies. The
maximum achieved current amplitude ∥iss∥max,i is recorded right before |∆θel| > 25◦

and the control is switched off. This second measurement process (i) is repeated four
times for each rotor position to guarantee reproducibility. From the four measurements,
the mean of the maximum current amplitude is calculated:

∥iss∥max :=

4∑
i=1

∥iss∥max,i

4 (4.79)
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and the sample standard deviation is determined by:

s∥iss∥max
:=

√√√√√ 4∑
i=1

(
∥iss∥max,i − ∥iss∥max

)2

4 − 1 (4.80)

Measurement procedure one and measurement procedure two are visualized together
in one diagram. The predictions with the convergence criterion (4.78) are depicted as
contour plots. The results of the locked rotor test, (4.79) and (4.80), are indicated
by green dots, green squares, and green error bars. A green dot indicates that the
control became unstable on average at this point with the green error bars depicting
the sample standard deviation. A green square indicates that the maximum possible
current amplitude of the test bench was reached. The results of the verification are
shown in Fig. 4.17.

Fig. 4.17 a) confirms the results from Section 4.2.3.2 of the UARP model. The conver-
gence criterion predicts stable equilibrium at all investigated operating points, which
is confirmed by the locked rotor test. The convergence factor of the UARP has a
maximum value of 0.12 and is far from the threshold for an unstable equilibrium. The
UARP is the only algorithm that remained stable at all investigated operating points.

The results for the two implementation versions of conventional Arbitrary Injection
are shown in Fig. 4.17 b) and c). The results are again in accordance with the results
from Section 4.2.3.2. The prediction of the convergence criterion is accurate in both
cases. The results of the locked rotor test show that there is a very small sample
standard deviation in all rotor positions. Hence, the points of instability are highly
reproducible. Fig. 4.17 b) shows periodic oscillations, one oscillation with twice the
electrical frequency, which is caused by a minor estimation error of ÝΣ (online esti-
mation method) and, secondly, a sixth periodicity which is caused by the winding
arrangement of the machine (minus second harmonic anisotropy [3, p. 1165]). If ÝΣ is
stored in a LUT (Fig. 4.17 c)), a strong second harmonic appears, which is caused by a
deviation of the mean admittance ÝΣ and explains the large difference in the overload
capability between both implementation versions of conventional Arbitrary Injection.

The results for Alternating Injection shown in Fig. 4.17 d) confirm the results from
Section 4.2.3.2. The points of instability are highly reproducible, and the convergence
criterion predicts the behavior well. The sixth harmonic is also present (so-called mi-
nus second harmonic anisotropy [3, p. 1165]).

The result for the HF-EEMF model are shown in Fig. 4.17 e). The tendencies of
the convergence factor and the locked rotor test are in accordance with each other.
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However, the prediction is not as precise as for the other algorithms. The first reason
for this is that the convergence criterion assumes the operating point of a model to
be current angle and current-amplitude-dependent only. However, a look at the sim-
plified structure of the HF-EEMF model in Fig. 4.9 shows that the operating point of
the model is also dependent on the estimated speed ω̂el. Another explanation is that
the convergence factor was measured at nm = 50 rpm but the locked rotor test was
conducted at a standstill. Due to differences in the speed between the measurement
procedures, and the speed dependency of the model, deviations in the results are com-
prehensible.

In general, it could be observed that the achieved current amplitudes from the first
test conducted in Section 4.2.3.2 are slightly higher than the achieved current am-
plitudes from Fig. 4.17. This is because the algorithms do not immediately become
unstable if the operating point of the machine is located in a small unstable region
(when rotating), which is the case if the machine is at a standstill. This effect might be
affected by the PLL settings, the electrical speed, and the size of unstable regions over
360◦. However, this effect is not investigated further since the worst-case operating
condition (standstill) is of interest.

From the results of this verification, it can be concluded that the proposed con-
vergence criterion is appropriate to predict the convergence region for most of the
investigated injection-based encoderless models.

It should be mentioned that the criterion can also be employed to predict the con-
vergence region early in the design stage of the machine based on FEM results as
demonstrated in the pre-publication [33][LWK].



Page 78 Chapter 4

0 60 120 180 240 300 360
3

6

9

12

15

18

Rotor angle θel/
◦

C
u
rr
en
t
m
ag
n
it
u
d
e
∥i

s s∥
/A

≤ 0 0.2 0.4 0.6 0.8 1 1.2 ≥ 1.4

a) UARP model.
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b) Arbitrary Injection online est. of ÝΣ.
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c) Arbitrary Injection LUT est. of ÝΣ.
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d) Alternating Injection.
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e) HF-EEMF model.

Figure 4.17: Measurement results for the verification of the convergence criterion.
convergence factor. test bench maximum reached. mean unstable points. sample

standard deviation of ∥iss∥max.
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4.2.3.5 Conclusion about the overload capability issue

The previous section has confirmed the convergence criterion and all the assumptions
made during its derivation to be valid. This circumstance allows drawing some im-
portant conclusions regarding the overload capability problem and the convergence
criterion. These conclusions are listed below and concern the open questions from
Section 4.2.3.

• The overload capability problem is less a property of the machine as assumed in
[68, 64, 65, 66, 67], but to a great extent a property of the algorithm. Since one
of the algorithms did not suffer stability issues, an optimization of the machine
with respect to the encoderless overload capability issue is unnecessary.

• The proposed convergence criterion is valid as long as the model relies on a
current-dependent operating point. This is the case for almost all injection-based
algorithms, enabling the prediction for many different algorithms.

• The expectations of [74] were confirmed. Model parameters stored according to
an unknown reference frame (when operating encoderless) are the cause of the
stability problem.

• Predicting the convergence region for several algorithms in the early design stage
of the machine is possible with the new criterion employing FEM simulation, as
shown in [33][LWK].

The overload capability problem can be resolved if all the model parameters are de-
terminable from directly measurable quantities during encoderless operation without
relying on estimated quantities. Otherwise, an algorithm will have a stability issue at
some operating point.

Hence, it is expected that also the algorithm of W. Hammel and H. Wolf [75] is ca-
pable of working at any operating point since it is based on always known model
parameters.

It should be mentioned that it is expected that EMF-based encoderless algorithms
suffer the same stability issue as they usually also employ estimated parameters. Thus,
it cannot be assumed that conventional EMF-based models are unlimited in the cur-
rent magnitude. However, an investigation of the overload capability problem regard-
ing EMF-based models was not carried out in this dissertation.

Since the sensor-fault-tolerant approach of this dissertation should be reliable in as
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many operating points as possible, the decision was taken for the UARP approach as
an injection-based method for the further investigations.

4.3 Hybrid encoderless control scheme

The previous two sections introduced and analyzed encoderless models for the medium
to high-speed20 region and for estimation around standstill. The EEMF model of Sec-
tion 4.1 is used for medium to high speeds, whereas the UARP of Section 4.2.3.1 is
used for low-speeds. Actually, the UARP can be used over the entire speed range
with additional voltage injection. However, an additional voltage injection should be
avoided when operating close to the FW and MTPV trajectories for optimal utilization
of the DC-link voltage. Hence, the EEMF model is used when operating close to the
FW or MTPV trajectory.

To cover the entire speed range of the machine, both encoderless methods must be
combined. This combination is often referred to as a hybrid encoderless scheme. The
transition from one encoderless method to the other is usually done speed-dependent.
Some works, e.g., [76, 77], use either an EMF-based model or the injection-based model
dependent on speed and torque. These approaches only use one of the models at the
same time; the switch over between the methods is often discontinuous and realized
by a hysteresis switching function. However, an instant switch-over is critical and of-
ten causes significant estimation errors, which can lead to stability issues in the drive
system [78].

A more appropriate solution is an information fusion where both encoderless models
are used, at least partially, simultaneously. Thus, the switch-over between both models
can be realized more smoothly based on weighting coefficients, which strongly reduces
the possibility of unstable behavior during the switch-over process. In encoderless con-
trol, information fusion algorithms have been applied more intensively for about ten
years. The information fusion of [4, p. 127] is based on a Kalman filter (KF) but most
publications regarding information fusion for encoderless control, e.g., [79, 80, 81, 82],
employ a modified PLL structure.

The information fusion used in the present work is based on a modified PLL struc-
ture similar to [79] and is named information-fusion-phase-locked-loop (IFPLL) in the

20The limit between high and low speed cannot be defined in general; it depends on the specific SNR
of the angle estimation. However, the low-speed region is often referred to as the region where an
injection-based algorithm is applied, whereas in the medium and high-speed region, the EMF-based
method is used.
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following. The central element of the IFPLL is the error signal shown below that feeds
a typical PLL structure (Fig. 4.19).

epll := kani θ̂el,UARP + (1 − kani) θ̂el,EEMF − θel,Pll (4.81)

The error signal is defined using the weighting coefficient kani(·) with {kani ∈ R|0 ≤
kani ≤ 1}. The larger kani is, the more the estimation from the injection-based model
is used since θ̂el,UARP is the position estimation from the UARP (equation (4.68)).
The smaller kani the more the EEMF model and its estimation θ̂el,EEMF from equation
(4.16) is used. The coefficient kani (·) can be a function of several variables or it can
be determined dependent on the actual SNR [52]. In the following kani is considered
estimated-speed-dependent only as shown in Fig. 4.18. The coefficient kinj with {kinj ∈
R|0 ≤ kinj ≤ 1} is used to scale the amplitude of the voltage injection (kinj · |uinj|).
Thus, with kinj = 0, the voltage injection is switched off.

n̂m

rpm

kani

1

500 650−500−650

n̂m

rpm

kinj

1

725 775−725−775

Figure 4.18: Coefficients for the hybrid encoderless control scheme.

This parametrization allows a smooth transition between the low-speed and the
medium to high-speed encoderless method. A smooth transition of the voltage in-
jection is also recommended since estimation errors have been experienced with the
EEMF model when the voltage injection was switched on or off instantly. The struc-
tural diagram of the IFPLL is shown in Fig. 4.19.

Another benefit of the UARP method comes apparent when comparing the structure
of the IFPLL in Fig. 4.19 with the PLL structure of Fig. 4.6. The new IFPLL has no
gain in the feedback loop of θel,Pll so that no positive feedback can appear, which can
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cause limitations for machines with high anisotropy ratios [47, p. 106]. This further
improves the stability behavior of the entire encoderless control structure.

θ̂el,UARP (4.68)

θ̂el,EEMF (4.16)

kani

1− kani

+ epll

gp

gi
1

s

+

+
ω̂el

1

s

θel,Pll

−

Figure 4.19: Schematic of the information-fusion-phase-locked-loop (IFPLL).

4.4 Empirical verification of the hybrid encoderless
control scheme

The last section of this chapter presents the measurement results of the hybrid encoder-
less control scheme and demonstrates the achievable accuracy. Information about the
achievable accuracy is important for implementing sensor fault detection later. The
encoderless control is carried out in Task 2 of Fig. 3.3. It must be executed in a sepa-
rate task due to its computational requirements.

The measurements are conducted in closed-loop speed control mode using the esti-
mated signals. The encoderless speed control is more prone to failure than the current
control due to the estimated speed as additional feedback. Thus, the speed control
results are a reliable indicator of the performance of an encoderless control scheme
(besides the position control).

Due to the filtering of the estimated signals, especially the speed, the settings of
the PI speed controller must be adapted for encoderless control. The settings of the
speed controller are chosen based on [4, p. 137] to guarantee a stable speed control
loop. Based on this, the proportional gain is set to gp,n = 0.1 Nm s rad−1 and the inte-
gral gain to gi,n = 0.5 Nm rad−1. The speed-control bandwidth is comparable to most
existing works. However, highly dynamic processes are not the focus of this work, but
high reliability is primarily aimed. Indeed, the system would have allowed for higher
dynamics, but the limits are not exhausted within this work to guarantee a safety
margin to the stability limit. The gains of the IFPLL are set to gp = 200 s−1 and
gi = 10000 s−2.
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Fig. 4.20 shows the measurement result of the reference tracking during speed con-
trol over a wide speed range. The reference speed is ramped-up and down with the
machine operating as a motor and generator. MKTR is the measured torque, and M̂el

is the estimated torque based on (2.41) calculated with the estimated currents and
flux linkages. The position estimation error is shown with respect to the filtered es-
timated angle θel,Pll of the IFPLL. The reference speed is tracked accurately, and the
position estimation error is low over the entire experiment with a maximum of about
±7◦. The noisy position estimation at a standstill is due to zero reference current of
the d-axis and related to the storage of the UARP coefficients. The coefficients of the
UARP method shown in Fig. 4.12 were determined for positive reference torques of
the MTPA. However, those coefficients must be mirrored21 when a negative torque is
requested depending on the d-axis current sign. Otherwise, the coefficients must be
stored for negative reference torques additionally. Since the sign of the d-axis current
is constantly changing during zero reference torque, the mirroring of the coefficients is
continually triggered, which causes the noisy shape. However, no expended effort was
made to improve this behavior. Furthermore, the effect disappears if a small torque is
requested and the sign of the d-axis current remains constant.

Fig. 4.21 shows the measurement result of the disturbance rejection during speed con-
trol at a standstill with load steps of ±4 Nm. The disturbances are compensated for in
about 500 ms, and the estimation error is mainly within ±5◦, which is acceptable. It
can be seen that no enlarged estimation error appears during the high accelerations.
The noise in the angle estimation is due to the same effect discussed above (mirroring
of the coefficients) and disappears when torque is requested. Based on kani, it can be
seen that only the UARP method is active during the experiment.

Fig. 4.22 shows the measurement result of the disturbance rejection during speed
control at a speed of nm = 1000 rpm with load steps of ±4 Nm. The disturbances
are compensated for in about 500 ms again, and the estimation error attests to a high
estimation quality. Only the EEMF method is active during the experiment, as it can
be seen on the coefficient kani. The estimation error is primarily within ±2◦ except
during the transients.

The measurement results of the hybrid encoderless control scheme have shown that
it can be used as a reliable backup algorithm in the event of an encoder fault. The esti-
mation quality and the achievable dynamics are sufficient for the sensor fault-tolerant
21The mirroring (load symmetry is assumed [74]) is a simplification to save memory. Hence, it is

an estimation that applies quite well but which it is not 100 % correct; that explains the resulting
estimation errors when the mirroring is carried out.
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approach of this work. The measurements showed an overall stable behavior at the
investigated operating points, which is most important. The maximum estimation
error was in the range of ±10 ◦, which needs to be considered later when developing
the sensor fault detection strategy.
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Figure 4.20: Reference tracking during encoderless speed control.
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Figure 4.21: Disturbance rejection during encoderless speed control at a standstill.
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Figure 4.22: Disturbance rejection during encoderless speed control at nm = 1000 rpm.
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Chapter 5

Redundancy in the event of a DC-
link voltage sensor fault

The DC-link voltage sensor is used to measure the DC-link voltage, which is required
for calculating the duty cycles of the semiconductors. Besides this, information of the
DC-link voltage is required for the best possible utilization of the available voltage
in FW or MTPV operation. As long as the machine is not operated along the FW
or MTPV trajectory, a DC-link voltage sensor fault is less critical than a fault of the
encoder or the current sensors. The current controllers can compensate for such a fault
by adjusting the duty cycles to sustain the currents on their reference values. However,
this works only if the deviation of the faulty signal is not too large. Nonetheless, a
DC-link voltage sensor fault should be detected to avoid using this erroneous informa-
tion in a critical operating area. An estimation scheme for the DC-link voltage is an
evident approach for a backup algorithm in such an event. The estimation schemes
could be employed to detect a DC-link voltage sensor fault and to continue operation.
Hence, the following chapter is dedicated to deriving a DC-link-voltage-sensorless con-
trol scheme.

The field of encoderless control has been researched for more than thirty years, which
has resulted in a comprehensive number of corresponding publications. In contrast,
there are no publications on the topic of DC-link-voltage-sensorless control for a drive
system, including an estimation of the DC-link voltage. Only for the field of grid-
connected converters, e.g. [83], or grid-connected photovoltaic (PV) systems, e.g. [84],
a few publications exist that estimate the DC-link voltage. However, the theories be-
hind these works are not related to a drive system and are, hence, not employable.
This is because their estimation of the DC-link voltage is commonly based on the
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DC/DC converter in their system. The authors of [85] estimated the DC-link voltage
for a three-phase boost power factor correction rectifier based on a model of the DC-
link capacitor. However, since capacitors can vary significantly in their capacitance
over a lifetime, such an approach can become inaccurate. Due to missing estimation
approaches in the literature, a completely new method must be developed in the fol-
lowing.

The chapter starts with a section in which the link between the DC-link voltage and
machine voltages is derived. The relationship between both voltages can be described
by the switching states of the VSI. Based on this relationship, a model for estimating
the DC-link voltage in medium to high speeds is derived. After introducing a second
estimation model for low speeds, both models are combined in a hybrid method fol-
lowing the example of encoderless control. In the end, the hybrid method is verified
empirically.

5.1 Relationship between DC-link voltage and ma-
chine voltages

The VSI is the linking element between the DC-link voltage and the machine voltages
and is one of the central components for the considerations of this chapter. The
two-level VSI is shown in Fig. 5.1. In most applications, the input current iB6 is
not measured, also when the VSI is connected to a battery. On the test bench, the
inverter of the load machine is connected to the same DC-link rail, resulting in one
more unknown current ivsi2. Therefore, it is not possible to solve for iC by means of
iB6 and ivsi2, which could be used to estimate the DC-link voltage by calculating its
time integral. Hence, another estimation approach must be found which does not rely
on the currents of the VSI.

The machine currents and encoder signals are available when operating DC-link-
voltage-sensorless. The idealized switching states of the VSI are calculated in the
control unit, and the machine voltages can be determined/estimated using a current-
based machine model. The machine voltages in turn are related to the DC-link voltage
via the actual switching states of the VSI. With these information, it is possible to
reconstruct the DC-link voltage using the information of the machine voltages and the
actual switching states. Therefore, a model is required which describes the relationship
between the actual switching states, the DC-link voltage, and the machine voltages.
Such a model is derived in this section. The derivation is first conducted for an idealized
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VSI, which is afterward extended by the effect of the inverter interlock time. Both
models are combined for DC-link-voltage-sensorless control over the entire speed range.

The derivation is based on the following assumptions:

• All switches, also the diodes, are assumed to be ideal. Thus, parasitic effects
such as voltage drops, nonlinearities, etc. [16] are neglected.

• Only the impedances drawn in Fig. 5.1 are considered. Other voltage-drop-
causing elements are neglected

• The gate driver circuits are assumed to transmit the control commands ideally,
leading to an idealized switching behavior of the semiconductors.

Grid B6

uDC

iC

iB6 ivsi1 ivsi2

S1

S2

uS2

D1

D2

S3

S4

uS4

D3

D4

S5

S6

uS6

D5

D6

ua

ia

ub

ib

uc

ic

Figure 5.1: Two-level VSI.

5.1.1 Derivation for the idealized VSI

The derivation of this subsection is dedicated to an idealized VSI, which converts
the control signals from the control unit undistorted. The derivation starts with the
definition of the three voltages uS2,ctr, uS4,ctr, uS6,ctr ∈ R+ (no voltage drops across the
diodes assumed) across the bottom switches for the idealized VSI22. The voltages can
be expressed by the DC-link voltage uDC ∈ R+ and the idealized controller switching
22Variables with the subscript ctr denote idealized quantities, which apply when the VSI converts the

control signals undistorted. Hence, some of the variables of Fig. 5.1 have optional the additional
identifier ctr (control) in the subscript. These quantities are the reference values from the control
unit and are known, therefore.
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state functions sx,ctr ∈ {0, 1}, with x ∈ {a, b, c}. Hereby, sx,ctr = 1 constitutes that
the top switch of the specific leg is closed and that the bottom switch is open. For
sx,ctr = 0 it is vice versa. Therefore, the idealized voltages across the bottom switches
are:

uS2,ctr := uDC · sa,ctr (5.1)
uS4,ctr := uDC · sb,ctr (5.2)
uS6,ctr := uDC · sc,ctr (5.3)

The PWM modules are configured to apply the reference voltages over one switching
period Tsw. This is achieved by adjusting the duty cycle. Hence, voltages and switching
states used in the control unit are mean values if a modulator-based approach is used.
These mean voltages can be discretized with respect to the instance k (instance n is
not denoted for the clarity of the equations) and can be expressed using the switch-
on times of the top switches tx,ON,ctr ∈ [0,Tsw] with x ∈ {a, b, c} and the switching
period23:

uS2,ctr[k] := uDC[k] · sa,ctr[k] = uDC
ta,ON,ctr[k]

Tsw
(5.4)

uS4,ctr[k] := uDC[k] · sb,ctr[k] = uDC
tb,ON,ctr[k]

Tsw
(5.5)

uS6,ctr[k] := uDC[k] · sc,ctr[k] = uDC
tc,ON,ctr[k]

Tsw
(5.6)

Equations (5.4) to (5.6) can be consolidated through vector representation:

uS246,ctr[k] := uDC[k] · sctr[k] (5.7)

The next step is to derive a connection between the ideal machine voltages ua,ctr, ub,ctr,

uc,ctr and the bottom switch voltage vector uS246,ctr. This connection can be established
with the following system of equations, which is achieved by applying Kirchhoff’s
voltage law: 

1 −1 0

0 1 −1

−1 0 1


︸ ︷︷ ︸

=:Ut



ua,ctr[k]

ub,ctr[k]

uc,ctr[k]

 = uDC[k]



sa,ctr[k] − sb,ctr[k]

sb,ctr[k] − sc,ctr[k]

sc,ctr[k] − sa,ctr[k]

 (5.8)

23The DC-link voltage is assumed to be constant over one switching period Tsw.
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The matrix Ut is singular and hence not invertible. Nevertheless, the machine voltages
can be determined using the Moore–Penrose inverse U+

t . This yields:


ua,ctr[k]

ub,ctr[k]

uc,ctr[k]

 = uDC[k]
3



1 0 −1

−1 1 0

0 −1 1


︸ ︷︷ ︸

=:U+
t



sa,ctr[k] − sb,ctr[k]

sb,ctr[k] − sc,ctr[k]

sc,ctr[k] − sa,ctr[k]

 (5.9)

Equation (5.9) can be further simplified, resulting in:

ut
s,ctr[k] =



ua,ctr[k]

ub,ctr[k]

uc,ctr[k]

 = uDC[k]
3



2 −1 −1

−1 2 −1

−1 −1 2


︸ ︷︷ ︸

=:U



sa,ctr[k]

sb,ctr[k]

sc,ctr[k]

 = uDC[k]
3 U sctr[k] (5.10)

Equation (5.10) describes the relationship between the machine voltages ut
s,ctr and the

DC-link voltage uDC dependent on the ideal switching states sctr for an idealized VSI.
For some considerations of this work, this model must be extended to incorporate the
effect of the inverter interlock time. Hence, the previously derived model is extended
in the following.

5.1.2 Extension by the interlock time

The previously introduced model is extended by the model of the inverter interlock
time (2.46). The derivation is analogous to the previous derivation and, therefore, not
conducted in detail. First, the idealized mean switching state vector sctr of equation
(5.7) is extended to incorporate the effect of the inverter interlock time described by
the switching state vector sdt ∈ R3. Where sdt is derived from equation (2.46). This
results in the new switching state vector s:

s[k] := sctr[k] − sdt[k] =



ta,ON,ctr[k]−tdt·sgn(ia[k])
Tsw

tb,ON,ctr[k]−tdt·sgn(ib[k])
Tsw

tc,ON,ctr[k]−tdt·sgn(ic[k])
Tsw

 =:



sa[k]

sb[k]

sc[k]

 (5.11)
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The s of equation (5.11) substitutes for the sctr in equation (5.10), which yields the
actual machine voltage (ut

s substitutes for ut
s,ctr):

ut
s[k] = uDC[k]

3 U s[k] (5.12)

Equation (5.12) describes the relationship between the machine voltages ut
s and the

DC-link voltage uDC in dependence on the switching states s for a VSI with interlock
time. This model is used to derive a DC-link voltage estimation for medium to high
speeds.

5.2 Estimation at medium to high speeds

The derivation in the previous section provides the basis for estimating the DC-link
voltage. A look at equation (5.12) shows that uDC is the only unknown variable that
can, hence, be estimated. The estimation approach proposed in this section is intended
to be used for medium to high speeds and considers the effect of the inverter interlock
time, which has the most significant affect of all inverter nonlinearities in this speed
range. The estimation requires that the machine parameters are stored on the control
unit to calculate the machine voltages by means of a current-based model.

The estimation scheme is based on quantities of the rotor fixed reference frame.
Therefore, equation (5.12) is transformed with the Clarke and Park transformation,
which yields the following:

ur
s[k] := uDC[k]

3 P [k] C U C+︸ ︷︷ ︸
=3·I2

P−1[k] sr[k] (5.13)

:= uDC[k] sr[k] (5.14)

with:

sr[k] := P [k] C s[k] (5.15)

The explicit Euler discretization is used to discretize the machine voltage equation
of the rotor fixed reference frame (2.24), which is then inserted in equation (5.14) to
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estimate the terminal voltages of the machine:

ur
s[k−1] = Rs[k−1] irs[k−1] + Ĺr

s[k−1]
irs[k] − irs[k−1]

Tsp,ctr
+ ωel[k−1]Jψr

s[k−1] (5.16)

= uDC[k−1] sr[k−1] (5.17)

Since uDC ∈ R+ applies, the DC-link voltage of the previous sampling instance k is
estimated using the magnitudes of the estimated machine voltage vector ûr

s[k−1] and
the estimated switching state vector ŝr[k−1]. This yields the estimated DC-link voltage:

ûDC[k−1] =

∥∥∥ûr
s[k−1]

∥∥∥∥∥∥ŝr[k−1]
∥∥∥ (5.18)

The timing structure described in Chapter 3 enables an improvement of this estimation.
During one instance, n, it is possible to estimate the DC-link voltage three times. This
can be used for noise suppression and makes less additional filtering required. If it is
assumed that the DC-link voltage is constant over one sampling interval n, it can be
estimated by averaging (low-pass filtering) over three sampling instances k. The result
constitutes approximately the estimation at the sampling instance n. Note that the
following substitution is applied ûDC,speed := ûDC.

ûDC,speed[n] = 1
3

3∑
i=1

∥∥∥ûr
s[k−i]

∥∥∥∥∥∥ŝr[k−i]
∥∥∥ (5.19)

Equation (5.19) is used to estimate uDC in the medium to high-speed range. Although
the model considers the effect of the inverter’s interlock time, the estimator is expected
to suffer inaccuracies in the low-speed region of the machine. This can be explained
by multiple effects (e.g., voltage drops on the semiconductors, non-ideal on and off
switching, etc.) introduced by the VSI [16], which were not considered in the derivation
and which are more significant at low speeds.

5.3 Estimation at low speeds

In the following, a second estimator is derived for estimation around a standstill. The
estimation scheme employs a voltage injection following the example of encoderless
control. The same voltage injection as for encoderless control (Fig. 4.4) is used. The
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voltage injection enables the online estimation of the unknown voltage drop across the
VSI. Again, it is taken advantage of multiple sampling instances k, which are available
during one estimation interval n.

The derivation starts with equation (5.10). Equation (5.10) is transformed into rotor
coordinates using the Clarke and Park transformation, which yields:

ur
s,ctr[k] := uDC[k] sr

ctr[k] (5.20)

The actual machine voltage ur
s results from the superposition of (5.20) with a unknown

voltage deviation vector ∆ur
s ∈ R2 caused by the inverters nonlinearities:

ur
s[k] = uDC[k] sr

ctr[k] − ∆ur
s[k] (5.21)

The unknown voltage deviation vector describes the voltage drop across the VSI and is
approximated by a polynomial function (5.22) (pdeg, i ∈ N0). Equation (5.22) requires
that the voltage deviation is low-frequency compared to the additional voltage injection
[22].

∆ur
s[n][k] :=

pdeg∑
i=0

ki
∆ad,i[n]

∆aq,i[n]


 (5.22)

The following linear system of equations can be derived from (5.21) and (5.22) using
different time instances k. This approach is inspired by the method proposed in [22] for
encoderless control. For (5.23), it is assumed that uDC is constant over one sampling
interval n. Furthermore, the definition ûDC,inj := ûDC is used.



ud[n][0]

uq[n][0]
...

ud[n][k]

uq[n][k]


︸ ︷︷ ︸

ur
s[n]

=



−1 0 . . . −0pdeg 0 sd,ctr[n][0]

0 −1 . . . 0 −0pdeg sq,ctr[n][0]
... ... ... ... ...

−k0 0 . . . −kpdeg 0 sd,ctr[n][k]

0 −k0 . . . 0 −kpdeg sq,ctr[n][k]


︸ ︷︷ ︸

=:T [n]



∆ad,0[n]

∆aq,0[n]
...

∆ad,pdeg [n]

∆aq,pdeg [n]

ûDC,inj[n]


︸ ︷︷ ︸

=:ξr
s[n]

(5.23)
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Here T and ur
s are known. The voltage vector ur

s is estimated using a current-based
machine model, whereas the entries of T are either constant or set by the control unit.
The unknown vector ξr

s can only be estimated if T is of full rank or alternatively by
its pseudo-inverse. The full rank can be ensured by suitably choosing the number
of current measurements, the polynomial degree pdeg, and the injection sequence. If
the pseudo-inverse is used, the Gauß-Markow theorem must be fulfilled [86]. If these
requirements are accomplished, ξr

s can be estimated either by T−1 or by applying
an ordinary least squares method (pseudo-inverse of T ). For the solution with the
pseudo-inverse matrix, it follows:

ξr
s[n] = T+[n] ûr

s[n] (5.24)

To reduce the computational effort of the estimation, it is appropriate to calculate only
the last row of equation (5.24). The polynomial coefficients of the voltage deviation
vector are not of interest in this context.

The timing structure used in this work limits the polynomial degree to a maximum
of pdeg = 2 to ensure a full rank of T . This limitation arises from the limited number
of current measurements within one estimation interval n. However, the polynomial
order is set to pdeg = 0 (constant) in the following to reduce the computational effort.

5.4 Hybrid DC-link-voltage-sensorless control

A hybrid DC-link-voltage-sensorless control scheme is proposed in the following. It
follows the example of encoderless control (Section 4.3). All sensorless methods (en-
coderless, DC-link-voltage-sensorless, and current sensorless) must be executed simul-
taneously on the control unit. Hence, each method must work in accordance with the
other sensorless schemes, which also applies to the additional voltage injection. There-
fore, a similar hybrid approach with the same weighting coefficients and injection is
used as proposed for encoderless control (Section 4.3), resulting in the following hybrid
estimation equation:

ûDC := kani ûDC,inj + (1 − kani) ûDC,speed (5.25)

The coefficient kani is used to weigh the outputs from the two estimators. The coeffi-
cient kinj, used to scale the voltage injection, is already implemented by the encoder-
less control method. Fig. 5.2 shows the block diagram of the hybrid DC-link-voltage-
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sensorless control scheme.

ûDC,speed (5.19)

ûDC,inj (5.24)

ûDC

ωel

kani

1− kani

+

Figure 5.2: Hybrid DC-link-voltage-sensorless scheme.

5.5 Empirical verification

The hybrid DC-link-voltage-sensorless control scheme is verified in this section. Be-
sides the demonstration of functionality, information about the achievable accuracy is
aimed. The information about the achievable accuracy is important for implementing
the sensor fault detection at the end. Therefore, a row of tests is conducted. In the
first test, the DC-link-voltage-sensorless control scheme is verified at steady-state con-
ditions. Afterward, it is tested in a dynamic test drive in motor and generator mode.
Finally, the scheme is tested while driving the system into the voltage saturation of the
VSI. This is expected to be the most critical operating condition of DC-link-voltage-
sensorless control, since precise information of uDC is strictly required. The tests are
conducted in speed control mode if not stated otherwise. The algorithms are carried
out in Task 3, depicted in Fig. 3.3.

The settings of the speed controller are the same as for encoderless control. The gain
factors remain at gp,n = 0.1 Nm s rad−1 and gi,n = 0.5 Nm rad−1. The speed controller
setting remains to ensure stability in the event of an encoder failure, resulting in a
limited bandwidth of the speed control loop for all estimation methods. This could be
improved by adapting the speed controller, dependent on the fault scenario. However,
for simplicity this is not implemented within the present work. Instead, the slowest
required speed controller setting (encoderless control) is used for all other sensorless
methods.

The conventional encoderless control methods showed stability issues when param-
eter deviations appeared. Such a behavior is not expected for the proposed DC-link-
voltage-sensorless control since all model parameters are based on measured currents
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and encoder signals without relying on estimations.
Some quantities presented in the measurement results have not been introduced

yet. One of these quantities is the magnitude of the current controller output volt-
age vector ∥ur∗

s ∥, which is not allowed to exceed the maximum voltage magnitude
of ∥ur∗

s ∥max := uDC/
√

3 to ensure sinusoidal modulation. Note that the anti-windup
schemes use the estimated maximum voltage magnitude ∥ûr∗

s ∥max := ûDC/
√

3 as ref-
erence when operating DC-link-voltage-sensorless, which might cause issues in the
current controllers. The estimation error is presented in terms of the relative error,
which is calculated as follows

f (uDC) := LPF(ûDC) − uDC

uDC
(5.26)

where the estimated DC-link voltage is first-order low-pass filtered with a time con-
stant of 10 ms before using the estimation in the FOC and for the calculation of (5.26).

Fig. 5.3 shows the test results at steady-state conditions with 5 Nm of load torque.
The left side shows the results in the low-speed area when the model of Section 5.3
is used. The right side shows the results when the medium to high-speed method of
Section 5.2 is employed. The maximum relative error remains below ±4% for both
measurements. This result implies that the injection-based method can estimate the
voltage drop across the VSI online. Otherwise, the estimation would not be that close
to the actual value. A 300 Hz component is recognizable in the relative estimation
error of Fig. 5.3 b) caused by the B6 rectifier. The estimation bandwidth is not high
enough to follow this 300 Hz voltage ripple. This is due to the low-pass filtering and
comparably large estimation interval of the algorithm (300µs). If the filter time con-
stant is reduced and the sampling frequency of the estimation is increased, it should
be possible to follow the voltage ripple more precisely.

Fig. 5.4 shows the measurement results for reference speed tracking in motor and gen-
erator mode. The relative estimation error reaches ±11% during the speed transients.
The injection-based method shows considerably better accuracy than the medium
to the high-speed method. The most significant estimation errors appear when the
medium to high-speed method is used and a low torque is requested (Fig. 5.4 a)). With
low torque requested, primarily a q-axis current is present. As the model parameters
have a high gradient along the q-axis, this leads to slight errors in the model parameters
determined from the LUTs. This explanation is reasonable when assessing the results
of Fig. 5.4 b), where the average estimation error is less than in Fig. 5.4 a), and a d-axis
current is always applied. However, also a difference between motor and generator
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operating modes can be recognized. The estimation is less accurate during generator
mode, which might be caused by the neglected iron loss effects. The injection-based
method achieves an accuracy within ±8%, confirming that the online estimation of the
VSI voltage drop is working appropriately.

The results of the last measurement are shown in Fig. 5.5. The measurement is con-
ducted in the current control mode. The reference currents are applied at a standstill
and refer to a reference torque of 17 Nm. Then, the speed is increased in a ramp via
the load machine so that the VSI starts to saturate. This is expected to be the most
critical operation for DC-link-voltage-sensorless control. In this event, knowledge of
the actual DC-link voltage is strictly required to guarantee FW and MTPV opera-
tion. It can be seen that the estimated voltage is slightly higher than the reference
during the operation in voltage saturation. A weak oscillation appears in the torque
(currents) and voltage. This effect is explainable by the anti-windup schemes of the
current controllers. The anti-windup schemes cannot work appropriately if the value
of the estimated voltage is higher than the actual DC-link voltage. In this case, the
reference voltages from the anti-windup schemes cannot be applied to the machine
due to the saturated VSI. This disturbs the current control and subsequently leads to
oscillations in the currents and in current-dependent quantities. Nonetheless, the con-
trol remains stable, and the performance is appropriate to backup a DC-link voltage
sensor fault.

This chapter has introduced a new sensorless control scheme to operate without a
DC-link voltage sensor. Comparable schemes do not exist in the current research lit-
erature. It can be concluded that the DC-link-voltage-sensorless control approach is a
reliable method and will be helpful in implementing the sensor fault-tolerant control
algorithm later. The maximum estimation error was in the range of ±11%, which
needs to be considered when implementing the sensor fault detection.
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a) At a speed of nm = 50 rpm.
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Figure 5.3: Steady-state measurements at a load torque of 5 Nm.
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a) At zero load torque.

450

563

680

800

D
C
-l
in
k
vo
lt
ag
e
u
D
C
/V Measured

Estimated

-20

-10

0

10

20

R
el
at
iv
e
er
ro
r
f
(u

D
C
)
/%

-2000

-1000

0

1000

2000

M
ec
h
an

ic
al

sp
ee
d
n
m
/r
p
m

Reference
Measured

-10

-5

0

5

10

T
or
q
u
e
M

/N
m

MKTR

Mel

0

100

200

300

400

V
ol
ta
ge

m
ag
n
it
u
d
e
∥u

r∗ s
∥/

V

∥ur∗
s ∥max

∥ûr∗
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b) At a load torque of 4 Nm.

Figure 5.4: Reference speed tracking during DC-link-voltage-sensorless control.
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Figure 5.5: Test drive into the voltage saturation of the VSI.
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Chapter 6

Redundancy in the event of current
sensor faults

The current sensors in an electrical drive system are used to measure the machine’s
phase currents. The information on the phase currents is required as control feed-
back for the current control loop in order to adjust the electromagnetic torque of the
machine. At least two of the three phase currents24 need to be measured. In a conven-
tional drive system without safety architecture, a fault of the current sensors inevitably
leads to the loss of the control capability. A current estimation method, following the
example of encoderless control and DC-link-voltage-sensorless control, is an evident
approach to compensate for current sensor faults.

In the field of current sensorless control, significantly less research has been conducted
as compared to the area of encoderless control. The state-of-the-art can be outlined as
follows. Basically, methods that rely on a single current sensor are more in the focus
than those without any current sensor. The authors of [87] proposed the control with
a single current sensor in the DC-link branch by reconstructing the phase currents
employing the switching states of the VSI. The authors of [88] suggested measuring
one phase current and one current of an inverter leg with the same current sensor.
The information from the single measurement is employed to reconstruct the phase
currents. However, also methods that completely omit the current sensors were pro-
posed. In [89], a current sensorless method is proposed, which analytically determines
the reference voltages from the actual speed and torque without using current sensors
and controllers. However, the method does not provide an estimate of the currents and
24The number of measurements is higher for machines with more than three phases.
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is, therefore, not usable within the present work. Other approaches [90, 91, 92] for the
IPMSM, IM, and RSM constitute open-loop observers, which do not take advantage
of the remaining feedback (e.g. of the speed) to correct the estimations. Furthermore,
the effect of magnetic saturation on the machine model is not adequately considered
in these approaches. An EKF-based current estimation for a permanent magnet syn-
chronous machine (PMSM) is proposed in [93]. Here, the influence of the load torque
and the impact of magnetic saturation is neglected.

The previously mentioned methods, which are the current state-of-the-art in this
area, are not entirely satisfying for use in the present work. This is either because
remaining feedback (speed) is not used (open-loop observers) to correct the estimates
or because of the simplified models that do not consider the effect of magnetic satu-
ration in detail. The simplifications of the effects of magnetic saturation make these
approaches less appropriate for highly nonlinear machines, e.g., for the RSM. The
open-loop observer-based approaches have another drawback. The existing observer
structure must be modified entirely to a closed-loop observer if it is aimed to take
advantage of the remaining current sensors (for the case that not all the sensors fail).
Due to the mentioned drawbacks, a novel current sensorless scheme is proposed in this
chapter. The estimation of the currents is based on an extended Kalman filter (EKF),
considering the impact of magnetic saturation in detail. The EKF is aimed to work
without a current sensor and should take advantage of the speed as remaining feedback.
The speed feedback links the observer to the actual physical system and should improve
the estimation quality. The work [94][LWK] can be considered a pre-publication to the
following chapter. However, the approach of [94][LWK] is improved with an extended
machine model and by considering the VSI voltage drop directly in the state-space
model.

6.1 State-space model

The Kalman filter (KF) aimed to estimate the stator currents requires an appropriate
state-space model. The required state-space model will be nonlinear, as shown later.
According to [95, p. 2], a nonlinear state-space model can generally be described by a
set of vector differential equations of the following form:

ẋ := f (x,u) x (t = 0) =: x0 (6.1)
y := g (x,u)
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where u ∈ Ri with i ∈ N is the input vector, x ∈ Rj with j ∈ N is the state vector,
and f ∈ Rj is the vector function of the system. The vector y ∈ Rr with r ∈ N is
called the output vector, and g ∈ Rr is the output vector function.

The nonlinear state-space model used to estimate the currents of the machine can be
derived from the voltage equation (2.24) of the machine superimposed with a model
of the VSI voltage drop and from the state equation of the speed (2.44). The voltage
drop of the VSI in rotor fixed coordinates is generally expressed as follows.

ur
vsi :=

ud,vsi

uq,vsi

 = P Cut
vsi (6.2)

Therefore, the dependency ur
vsi (id, iq, θ) applies. A more detailed model of the VSI

voltage drop is introduced later in the derivation. The state vector is shown in equation
(6.3), it contains the states to be estimated. Hence, the currents id, iq are contained.
The angular velocity is contained and acts as the output of the state-space model.
The speed is required to optimize the Kalman gain by comparing the speed estimation
with the measurement (speed feedback). The unknown step-shaped load torque ML,s

is considered to achieve stationary accuracy of the observer in the presence of load
torques.

x =
[
id iq ωm ML,s

]⊤
(6.3)

The nonlinear state-space model of the state vector x is described by (6.4), where the
vector function f of the system is derived by the time differentiation of x.

f (x,u) =



ud,ctr.

Ĺdd
− ud,vsi

Ĺdd
− Rs id

Ĺdd
−
Ĺdq

diq
dt

Ĺdd
+ ωm pψq

Ĺdd

uq,ctr.

Ĺqq
− uq,vsi

Ĺqq
− Rs iq

Ĺqq
−
Ĺdq

did
dt

Ĺqq
− ωm pψd

Ĺqq

KT (ψd iq − ψq id) − ML,s

J
− Mf

J

0



(6.4)

y = g (x,u) := ωm u :=
[
ud,ctr. uq,ctr.

]⊤
KT := 3p

2J
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The quantities y and g are one-dimensional (r = 1) since the EKF is aimed to work
with only the speed as feedback. The currents are not employed as feedback to perform
estimation without a single current sensor25. State vector x and the vector function f
are four-dimensional (j = 4) whereas u is two-dimensional (i = 2).

Due to magnetic saturation, all inductances Ĺx,∀x ∈ {dd, qq, dq} and flux linkages
ψx,∀x ∈ {d, q} are functions of the currents id and id even if not denoted explicitly.

6.2 Observability of the state-space model

Before deriving the observer, it is to be verified whether the state-space model is gen-
erally observable. Criteria for assessing the observability of linear state-space systems
are widely used and well discussed in textbooks, e.g., [96, p. 93]. Criteria for verifying
the observability of nonlinear state-space systems are considerably less discussed but
can still be found in textbooks dealing with nonlinear control theory. The proof of
observability for nonlinear systems typically requires more effort than for linear sys-
tems. The authors of [97, 95] discuss the topic of nonlinear observability thoroughly.
A detailed view of the theory of observability of nonlinear systems is beyond the scope
of this dissertation. Hence, the theory is only applied in the following.

The theory of nonlinear observability distinguishes between two categories of ob-
servability. The first category is called global observability. If a system is globally
observable, the initial state can be reconstructed using the input vector and the out-
put vector no matter how “far” the actual state is apart from the initial state. The
second kind of observability is called local observability, sometimes referred to as weak
observability. The fulfillment of local observability ensures constrained observability
compared to global observability and only holds for a specific “area” of the total state-
space. If a system is locally observable, it is guaranteed that the initial state can be
reconstructed using the input vector and the output vector only for a state that is at
a limited “distance” from the initial state.

According to [95, p. 527], most nonlinear systems are globally observable if they are
locally observable; this statement is always true for linear systems. Often, it is only
possible to assess local observability, which also applies to the state-space system used
here (6.4). This is because the state-space system was not described throughout ana-
lytically in the entire state-space, which is needed to assess global observability. The
25The state-space model could be extended by current outputs as well. However, such a state-space

model does not work if all current sensors fail simultaneously, but could improve the estimation
accuracy if some of the current sensors still work.
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throughout analytical description would require an analytical description of the flux
linkages considering magnetic saturation, such as provided by [98]. Hence, only local
observability is assessed in the following.

According to [95, p. 527], local observability is generally defined as follows

Definition 2 (local observability): A nonlinear system as defined in (6.1) with
x ⊆ Rj and u ⊆ Cj−1 is locally observable in an environment

E = {x0 ∈ Rj| ∥x0 − xp∥ < ρ}

of a point xp ⊆ Rj, if x0 ⊆ Rj is unequivocally determinable with knowledge of u(t)
and y(t) in the time interval [t0, t1 < ∞] and that for all possible xp ⊆ Rj.

and can be assessed by the following criterion [95, p. 534]

Criterion for local observability: A nonlinear system as defined in (6.1) and Def-
inition 2 is locally observable if the following criterion is fulfilled:

j
!= rank



∂g(x,u)
∂x

∂h1(x,u, u̇)
∂x

∂h2(x,u, u̇, ü)
∂x...

∂hj−1(x,u, u̇, . . . ,u(j−1))
∂x


(6.5)

whereas the functions denoted with an h are the (j-1) total time derivatives and are
defined as follows:

hj−1 := ∂hj−2

∂x
f (x,u) +

j−1∑
l=1

∂hj−2

∂u(l−1)u
(l) (6.6)

The criterion (6.5) must be assessed at as many operating points as possible to guar-
antee local observability in a wide area of the state-space. However, it is not possible
to evaluate this criterion at all possible operating points due to the exponential growth
of possible constellations with considered dependencies. Hence, the criterion is verified
for certain parameters and state constellations only.

The parameters/states included in the state-space system ((6.3), (6.4)) are real num-
bers (∈ R) or element of the subset of the real numbers. The probability that the
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rank of the observability matrix (6.5) is unequal to j (nonobservable) is largest if some
of these parameters/states are equal to zero. Zero parameter/states can easily result
in zero rows or columns, which would cause a non-fulfillment of (6.5). Therefore, the
criterion is only verified for constellations where parameters or states are either zero
= 0 or ∈ R∗. Since some of the parameters/states are dependent on each other26, the
number of possible constellations can be further reduced. An overview of the ranges
of values of the parameters/states is depicted in Table 6.1. A checkmark ✓indicates
that the parameter/state is an element of the range of values, while a cross × marks
that it is not.

Number state/param. zero (= 0) ∈ R∗

1 p × ✓

2 J × ✓

3 KT × ✓

4 Rs × ✓

5 Ĺdd × ✓

6 Ĺqq × ✓

7 Ĺdq ✓ ✓

8 ud,ctr. ✓ ✓

9 uq,ctr. ✓ ✓

10 ud,vsi ✓ ✓

11 uq,vsi ✓ ✓

12 id, ψd ✓ ✓

13 iq, ψq ✓ ✓

14 i̇d ✓ ✓

15 i̇q ✓ ✓

16 ML,s ✓ ✓

17 ωm, Mf ✓ ✓

Table 6.1: Possible ranges of values of the parameters and states.

Eleven of the 17 parameters/states can be either equal or unequal to zero. This gives

211 = 2048

possible combinations. Not all of these 2048 combinations are physically meaningful;
26E.g., if id > 0 applies, also ψd > 0 applies in the case of an RSM.
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the number could be further reduced by considering particular parameter/state de-
pendencies. However, all 2048 combinations are assessed regarding observability, and
afterward, it is verified whether critical constellations are physically possible or not.
The rank calculation and the repetitive process are carried out using a © Matlab script
with symbolic variables.

The rank verification has shown that the observability criterion (6.5) is not fulfilled
at 67 of the 2048 constellations. The constellations involved are shown in Table 6.2
and Table 6.3. However, only one of the 67 constellations is physically meaningful and
can appear in reality. This critical combination can be found in row 65. The other 66
combinations, marked with different colors, are physically not meaningful because of
the following:

• The marked orange rows indicate physically not possible combinations due to
the symmetry of the mutual inductance Ĺdq for RSMs [13].

• The green-colored rows indicate physically not possible combinations since no
currents can be present without any feeding voltage in the system (RSM).

• The marked yellow rows indicate physically not possible combinations because
the time derivatives of the current cannot exist for these parameter constellations.
For example, in row 53, current derivatives appear without any voltage and
current in the system.

• In the red-colored rows, the relationship between torque and angular velocity
does not obey the laws of mechanics.

• The marked blue rows are regarding the occurrence of the voltages ud,vsi and
uq,vsi caused by the inverter interlock time. It is not possible that these voltages
appear in these combinations. For example, in row 28, where both voltages are
zero in the presence of a current. This is not reasonable due to the orthogonality
of the reference frame and the dependency of the voltages on the currents (2.46).

The remaining locally nonobservable combination in row 65 can be excluded as well.
This is because the reference q-axis current is set to a minimum of 3 A, as shown in
Fig. 4.16. Hence, a current and voltage must be present, and the combination cannot
appear.

Nevertheless, it must be mentioned that the investigated combinations cannot guar-
antee observability in the whole state-space. The entire state-space was only investi-
gated on the basis of samples. However, since the investigated points were observable,
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from here on, it is assumed that the state-space model is generally observable, allowing
for applying an EKF.

Ranges of values of the parameters/states
Number Ĺdq ud,ctr. uq,ctr. ud,vsi uq,vsi id, ψd iq, ψq i̇d i̇q ML,s ωm, Mf

1 ∈ R∗ ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 ∈ R∗ 0 0
2 ∈ R∗ ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0 0
3 ∈ R∗ ∈ R∗ 0 0 0 ∈ R∗ 0 0 ∈ R∗ 0 0
4 ∈ R∗ ∈ R∗ 0 0 0 ∈ R∗ 0 0 0 0 0
5 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0 0
6 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0
7 ∈ R∗ 0 ∈ R∗ 0 0 0 ∈ R∗ ∈ R∗ 0 0 0
8 ∈ R∗ 0 ∈ R∗ 0 0 0 ∈ R∗ 0 0 0 0
9 ∈ R∗ 0 0 ∈ R∗ 0 ∈ R∗ 0 0 ∈ R∗ 0 0
10 ∈ R∗ 0 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0 0
11 ∈ R∗ 0 0 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0 0
12 ∈ R∗ 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0
13 ∈ R∗ 0 0 0 0 ∈ R∗ 0 0 ∈ R∗ 0 0
14 ∈ R∗ 0 0 0 0 ∈ R∗ 0 0 0 0 0
15 ∈ R∗ 0 0 0 0 0 ∈ R∗ ∈ R∗ 0 0 0
16 ∈ R∗ 0 0 0 0 0 ∈ R∗ 0 0 0 0
17 ∈ R∗ 0 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗

18 ∈ R∗ 0 0 0 0 0 0 0 0 ∈ R∗ 0
19 ∈ R∗ 0 0 0 0 0 0 0 0 0 ∈ R∗

20 ∈ R∗ 0 0 0 0 0 0 0 0 0 0
21 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0
22 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 0
23 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 ∈ R∗ 0 0
24 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0 0
25 0 ∈ R∗ 0 0 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0
26 0 ∈ R∗ 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0 0
27 0 ∈ R∗ 0 0 0 ∈ R∗ 0 0 ∈ R∗ 0 0
28 0 ∈ R∗ 0 0 0 ∈ R∗ 0 0 0 0 0
29 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ ∈ R∗ 0 0
30 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0 0

Table 6.2: Constellations where the criterion for local observability is not fulfilled (part 1).
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Ranges of values of the parameters/states
Number Ĺdq ud,ctr. uq,ctr. ud,vsi uq,vsi id, ψd iq, ψq i̇d i̇q ML,s ωm, Mf
31 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0
32 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0
33 0 0 ∈ R∗ 0 0 0 ∈ R∗ ∈ R∗ ∈ R∗ 0 0
34 0 0 ∈ R∗ 0 0 0 ∈ R∗ ∈ R∗ 0 0 0
35 0 0 ∈ R∗ 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0
36 0 0 ∈ R∗ 0 0 0 ∈ R∗ 0 0 0 0
37 0 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0
38 0 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0 0
39 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0 ∈ R∗ 0 0
40 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0 0
41 0 0 0 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ ∈ R∗ 0 0
42 0 0 0 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0 0
43 0 0 0 0 ∈ R∗ 0 ∈ R∗ 0 ∈ R∗ 0 0
44 0 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0 0 0
45 0 0 0 0 0 ∈ R∗ 0 ∈ R∗ ∈ R∗ 0 0
46 0 0 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0 0
47 0 0 0 0 0 ∈ R∗ 0 0 ∈ R∗ 0 0
48 0 0 0 0 0 ∈ R∗ 0 0 0 0 0
49 0 0 0 0 0 0 ∈ R∗ ∈ R∗ ∈ R∗ 0 0
50 0 0 0 0 0 0 ∈ R∗ ∈ R∗ 0 0 0
51 0 0 0 0 0 0 ∈ R∗ 0 ∈ R∗ 0 0
52 0 0 0 0 0 0 ∈ R∗ 0 0 0 0
53 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗ ∈ R∗ ∈ R∗

54 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗ ∈ R∗ 0
55 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗ 0 ∈ R∗

56 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗ 0 0
57 0 0 0 0 0 0 0 ∈ R∗ 0 ∈ R∗ ∈ R∗

58 0 0 0 0 0 0 0 ∈ R∗ 0 ∈ R∗ 0
59 0 0 0 0 0 0 0 ∈ R∗ 0 0 ∈ R∗

60 0 0 0 0 0 0 0 ∈ R∗ 0 0 0
61 0 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗ ∈ R∗

62 0 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗ 0
63 0 0 0 0 0 0 0 0 ∈ R∗ 0 ∈ R∗

64 0 0 0 0 0 0 0 0 ∈ R∗ 0 0
65 0 0 0 0 0 0 0 0 0 ∈ R∗ ∈ R∗

66 0 0 0 0 0 0 0 0 0 ∈ R∗ 0
67 0 0 0 0 0 0 0 0 0 0 ∈ R∗

Table 6.3: Constellations where the criterion for local observability is not fulfilled (part 2).
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6.3 Extended Kalman filter-based current sensor-
less control

The Kalman filter [99] is a widely used method to estimate the states of a system that
are either not desired or not possible to measure. The Kalman filter reconstructs the
unknown states using the information of the system’s inputs, outputs, and a mathe-
matical model of the process. The Kalman filter was introduced for linear systems and
differs from the Luenberger observer [100] only in the choice of the feedback matrix
K. Both filters in their initial proposed structure are intended for linear systems but
can be extended to nonlinear systems.

The so-called extended Kalman filter (EKF) constitutes the KF for nonlinear sys-
tems. The approach is to linearize the nonlinear system so that the principles of the
conventional KF are applicable. The first practical uses of the EKF took place in the
1960s, e.g., [101, 102, 103]. Today, the EKF is extensively used, also for multiple tasks
in the field of control of drives, e.g., [104, 105]. The theory of the EKF is comprehen-
sive but well presented in several textbooks, e.g., in [95, p. 553]. Hence, the theory is
not repeated within this dissertation in detail.

The theory of the Kalman filter assumes that the deterministic system, which is
aimed to be observed, is disturbed by normally distributed white noise processes with
zero means. The noise processes ρ ∈ Rj of the measurements and the noise processes
of the states (system) µ ∈ Rj are assumed to be uncorrelated. With these assump-
tions, the previously introduced state-space system ((6.3), (6.4)) is transformed from
a deterministic model into a stochastic model of the following form:

ẋ := f (x,u) + µ (6.7)
y := g (x,u) + ρ

State vector and output vector are consequently stochastic variables. Thus, the Kalman
filter does not estimate the actual states of the system, but the expectancy-value (first
moment) of the states by adjusting the Kalman gain K in a way that the sum of
the estimated least-squares of the estimation errors expectancy-values is minimized
[106]. The estimation equation of the observer is defined analogous to that of linear
observers, except that the feedback matrix K is time-variant.

ˆ̇x := f (x̂,u) +K(t) (y − g (x̂)) (6.8)
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The estimation based on equation (6.8) is commonly conducted with a recursive al-
gorithm. The algorithm aims to determine the optimal feedback matrix K(t) by
adjusting K(t) to the nonlinearities of the system during runtime. The derivation of
the optimal recursive algorithm is not the focus of the present work. For an in-depth
explanation it is referred to [106, p. 9]. The algorithm relies on the discretized state-
space model derived from (6.7). The discretization is done with respect to the sampling
instance n27 using the explicit Euler method with the assumption of a sufficiently small
sampling interval. It yields:

x[n] = x[n−1] + Tctr f (x[n−1],u[n−1])︸ ︷︷ ︸
=:fd[n−1]

+Tctrµ[n−1] (6.9)

y[n] = g[n] (x[n],u[n]) + ρ[n]

The main steps of the recursive algorithm are called “prediction” and “correction”.
During the prediction step, a prediction is performed based on the previous estimation
and the system’s dynamics without using currently available measurements. During
the correction step, the feedback matrix K is determined to correct the previous es-
timation from the prediction step. Based on the optimized Kalman gain K, a new
prediction is performed and used for the final estimation. These steps are repeat-
edly executed on the control platform. The pseudo-code of the recursive algorithm is
depicted in Algorithm 1 and in accordance with [103]. The matrices not defined yet
have the following properties I ∈ Rj×j, PEKF,x ∈ Rj×j with x ∈ {p, c}, QEKF ∈ Rj×j,
REKF ∈ Rm×m, K ∈ Rj×m, Jf,da ∈ Rj×j, Jg ∈ Rm×j where j is the number of states
and m ∈ N the number of measurements. The same properties apply to the corre-
sponding matrices used for the initialization indicated with a zero in the subscript.
Thereby, PEKF,x, QEKF, and REKF are the covariance matrices of the estimation error,
the state (system) noise, and the measurement noise. The matrix Jg is the Jacobian
matrix of g (x,u) with respect to the state vector x of the prediction step and defined
as follows:

Jg[n] := ∂g

∂x

∣∣∣∣∣
x=x̂p[n]

(6.10)

27The computational requirement of the EKF is too high to execute the algorithm for each sampling
instance k with the control platform used.
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Algorithm 1: Pseudo-code of the extended Kalman filter
1 // Initialize covariances
2 QEKF = QEKF,0; REKF = REKF,0;PEKF,c = PEKF,0;

3 while 1 do
4 // Prediction
5 x̂p[n] = x̂c[n−1] + f(x̂c[n−1],u[n−1]) Tctr;
6 PEKF,p[n] = Jf,da(x̂c[n−1])PEKF,c[n−1]J⊤

f,da(x̂c[n−1]) + QEKF;
7 // Correction
8 K[n] = PEKF,p[n]Jg[n]⊤

(
Jg[n]PEKF,p[n]Jg[n]⊤ + REKF

)−1
;

9 PEKF,c[n] = (I −K[n]Jg[n])PEKF,p[n];
10 x̂c[n] = x̂p[n] +K[n] (y[n] − g (x̂p[n])) ;
11 end while

The matrix Jf,da constitutes the first-order Taylor approximation of the matrix expo-
nential [103] resulting from the explicit Euler approximation and is defined as follows

Jf,da[n] := ∂fd

∂x
= I + Jf [n] Tctr (6.11)

with the Jacobian matrix Jf of the system vector function f with respect to the state
vector x at the last correction step:

Jf [n] := ∂f

∂x

∣∣∣∣∣
x=x̂c[n−1]

(6.12)

Note that the EKF requires that f and g are in the subspace of the one-time con-
tinuously differentiable vector functions f ∈ C1 (Rj;Rj) , g ∈ C1 (Rj;Rj) of the state
vector x. This must be ensured by choosing an appropriate model for all contained
parameters.

The covariance matrices QEKF,0, PEKF,0, and REKF,0 of the algorithm are determined
later in the derivation after calculating the Jacobian matrices Jg and Jf .

6.3.1 Jacobian matrices

The Jacobian matrices defined in (6.10) and (6.12) are determined more detailed in
this subsection. The derivation requires the assumption that all inductances Ĺx,∀x ∈
{dd, qq, dq} are in the subspace of the one-time continuously differentiable functions
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Ĺx ∈ C1 (R;R) of the components of the current vector irs. Also, Mf must be in the
subspace of the one-time continuously differentiable functions Mf ∈ C1 (R;R) of the
mechanical angular velocity ωm. Hence, only the viscous friction torque (no coulomb
friction) can be considered in the model of the friction torque to fulfill this requirement.

The determination of Jg is simple. The Jacobian matrix is a row vector with one
entry unequal to zero:

Jg = ∂g

∂x
= ∂ωm

∂x
=
[
0 0 1 0

]
(6.13)

The derivation of Jf used in (6.11) is more comprehensive. The matrix has the general
form shown below, containing a few zero elements.

Jf = ∂f

∂x
=


j11 j12 j13 0
j21 j22 j23 0
j31 j32 j33 j34

0 0 0 0

 (6.14)

The detailed entries of the Jacobian Jf are shown in (6.15). The comprehensive entries
result from the current dependency of f (magnetic saturation), which is considered
throughout. Note that the current vector dependency of the parameters affected by
magnetic saturation is not explicitly denoted to improve the readability of the equa-
tions. Also, the sampling instance n is not denoted for clarity.

j11 = −
(
Ĺdd

∂ud,vsi

∂id
− ∂Ĺdd

∂id
ud,vsi + ud,ctr.

∂Ĺdd

∂id
+Rs Ĺdd −Rs id

∂Ĺdd

∂id
+ diq

dt Ĺdd
∂Ĺdq

∂id
. . .

. . .− diq
dt Ĺdq

∂Ĺdd

∂id
− ωm p Ĺdd

∂ψq

∂id
+ ωm pψq

∂Ĺdd

∂id

)
1
Ĺ2

dd

j12 = −
(
Ĺdd

∂ud,vsi

∂iq
− ∂Ĺdd

∂iq
ud,vsi + ud,ctr.

∂Ĺdd

∂iq
−Rs id

∂Ĺdd

∂iq
+ diq

dt Ĺdd
∂Ĺdq

∂iq
. . .

. . .− diq
dt Ĺdq

∂Ĺdd

∂iq
− ωm p Ĺdd

∂ψq

∂iq
+ ωm pψq

∂Ĺdd

∂iq

)
1
Ĺ2

dd

j13 = pψq

Ĺdd
...
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...

j21 = −
(
Ĺqq

∂uq,vsi

∂id
− ∂Ĺqq

∂id
uq,vsi + uq,ctr.

∂Ĺqq

∂id
−Rs iq

∂Ĺqq

∂id
− did

dt Ĺdq
∂Ĺqq

∂id
. . .

. . .+ did
dt Ĺqq

∂Ĺdq

∂id
+ ωm p Ĺqq

∂ψd

∂id
− ωm pψd

∂Ĺqq

∂id

)
1
Ĺ2

qq

j22 = −
(
Ĺqq

∂uq,vsi

∂iq
− ∂Ĺqq

∂iq
uq,vsi + uq,ctr.

∂Ĺqq

∂iq
+Rs Ĺqq −Rs iq

∂Ĺqq

∂iq
− did

dt Ĺdq
∂Ĺqq

∂iq
. . .

. . .+ did
dt Ĺqq

∂Ĺdq

∂iq
+ ωm p Ĺqq

∂ψd

∂iq
− ωm pψd

∂Ĺqq

∂iq

)
1
Ĺ2

qq

j23 = −pψd

Ĺqq

j31 = −KT

(
ψq + id

∂ψq

∂id
− iq

∂ψd

∂id

)

j32 = KT

(
ψd − id

∂ψq

∂iq
+ iq

∂ψd

∂iq

)

j33 = − 1
J

∂Mf

∂ωm

j34 = − 1
J

(6.15)

The partial derivatives of the flux linkages with respect to the currents can be substi-
tuted according to (2.22) and conform to the known differential inductances.

∂ψd

∂id
= Ĺdd

∂ψq

∂iq
= Ĺqq

∂ψd

∂iq
= ∂ψq

∂id
= Ĺdq (6.16)

The partial derivatives of the differential inductances are substituted as follows,

∂Ĺdd

∂id
=: ζddd

∂Ĺqq

∂iq
=: ζqqq

∂Ĺdd

∂iq
=: ζddq

∂Ĺqq

∂id
=: ζqqd (6.17)

∂Ĺdq

∂id
=: ζdqd

∂Ĺdq

∂iq
=: ζdqq
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and named extended differential inductances in the following. The extended differential
inductances can be derived from the measurements shown in Fig. 2.4. The results are
depicted in Fig. 6.1. It can be seen that the extended differential inductances are
primarily in the range of a few mVsA−2, which is exploited later in the derivation
process. According to the sentence of Hermann Amandus Schwarz (symmetry of second
derivatives), the following must apply ζdqd = ζddq, ζqqd = ζdqq. This is confirmed by
the measurements of Fig. 6.1.
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Figure 6.1: Extended differential inductances derived from the measured flux linkage maps
(Fig. 2.4).
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After the substitutions with (6.16) and (6.17), the entries of the Jacobian Jf are as
follows.

j11 = −
(
Ĺdd

∂ud,vsi

∂id
− ζdddud,vsi + ud,ctr.ζddd +Rs Ĺdd −Rs idζddd + diq

dt Ĺddζdqd . . .

. . .− diq
dt Ĺdqζddd − ωm p ĹddĹdq + ωm pψqζddd

)
1
Ĺ2

dd

j12 = −
(
Ĺdd

∂ud,vsi

∂iq
− ζddqud,vsi + ud,ctr.ζddq −Rs idζddq + diq

dt Ĺddζdqq . . .

. . .− diq
dt Ĺdqζddq − ωm p ĹddĹqq + ωm pψqζddq

)
1
Ĺ2

dd

j13 = pψq

Ĺdd

j21 = −
(
Ĺqq

∂uq,vsi

∂id
− ζqqduq,vsi + uq,ctr.ζqqd −Rs iqζqqd − did

dt Ĺdqζqqd . . .

. . .+ did
dt Ĺqqζdqd + ωm p ĹqqĹdd − ωm pψdζqqd

)
1
Ĺ2

qq

j22 = −
(
Ĺqq

∂uq,vsi

∂iq
− ζqqquq,vsi + uq,ctr.ζqqq +Rs Ĺqq −Rs iqζqqq − did

dt Ĺdqζqqq . . .

. . .+ did
dt Ĺqqζdqq + ωm p ĹqqĹdq − ωm pψdζqqq

)
1
Ĺ2

qq

j23 = −pψd

Ĺqq

j31 = −KT
(
ψq + idĹdq − iqĹdd

)
j32 = KT

(
ψd − idĹqq + iqĹdq

)

j33 = − 1
J

∂Mf

∂ωm

j34 = − 1
J

(6.18)

Some entries of (6.18) contain terms where differential inductances are multiplied with
extended differential inductances. This can be exploited to introduce simplifications.
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The simplifications decrease the high computational effort required in executing the
full Jacobian with the entries of (6.18). The differential inductances are in the range of
some hundredths of Henry if the machine is saturated (Fig. 2.4). Hence, the product of
the differential inductances with the extended differential inductances is in the range
of 10−6V2s2A−3. Therefore, the respective terms are less influential, which allows for
the simplifications shown next.

Ĺddζdqd ≈ 0 V2s2

A3 Ĺdqζddd ≈ 0 V2s2

A3

Ĺddζdqq ≈ 0 V2s2

A3 Ĺdqζddq ≈ 0 V2s2

A3 (6.19)

Ĺdqζqqd ≈ 0 V2s2

A3 Ĺqqζdqd ≈ 0 V2s2

A3

Ĺdqζqqq ≈ 0 V2s2

A3 Ĺqqζdqq ≈ 0 V2s2

A3

The general description of the voltage drop across the VSI (6.2) was not replaced yet.
The voltages ud,vsi and uq,vsi must be one-time continuously differentiable functions
ud,vsi, uq,vsi ∈ C1 (R;R) of the components of the current vector irs according to (6.18).
This requirement is not fulfilled if the model of the inverter interlock time (2.46) is
used. The signum function in the model (2.46) causes discontinuity and is, hence,
inappropriate. Therefore, a new model is proposed in the following.

The in (2.46) introduced model of the VSI voltage drop outputs rectangular volt-
age waveforms in the case of sinusoidal steady-state of the currents. This rectangular
voltage is primarily aimed to be approximated by the new model. However, in total,
the model must fulfill three requirements which are defined as follows. First, it is not
allowed to cause discontinuity to ensure differentiability. Secondly, it should approx-
imate the model of equation (2.46) with the fundamental of its Fourier series during
the sinusoidal steady-state of the currents. And thirdly, it must be able to follow the
sign of the currents instantaneously during current transients. A model of the VSI
voltage drop that fulfills these three requirements is proposed in (6.20).

ut
vsi :=


4uDC tdt

πTsw ∥irs∥
its ∥irs∥ ≠ 0

[
0 0 0

]⊤
∥irs∥ = 0

(6.20)

Factor 4 and π are according to the fundamental of the Fourier series of a rectangular
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signal. The three currents are normalized and only used to provide the correct sign
of the voltages by replacing the signum functions. The rest is inherited from equation
(2.46). This model guarantees that the voltage drops are continuous functions. Fur-
thermore, the model has the advantage that the voltages of ut

vsi are sinusoidal if the
currents are sinusoidal (if uDC is assumed to be constant). Hence, the voltages of the
rotor fixed reference frame ud,vsi and uq,vsi are constants during sinusoidal steady-state.
This allows for the simplifications shown in (6.21), which further reduce the computa-
tional effort to calculate the Jacobian. However, the simplifications (6.21) might lead
to estimation errors during current transients.

∂ud,vsi

∂id
≈ 0 Ω

∂ud,vsi

∂iq
≈ 0 Ω (6.21)

∂uq,vsi

∂id
≈ 0 Ω

∂uq,vsi

∂iq
≈ 0 Ω

The simplifications (6.19) and (6.21) are applied to (6.18) and result in the simplified
Jacobian matrix Jf,s. This simplified Jacobian matrix is used for the EKF algorithm
and is defined analogously to (6.14):

Jf ≈ Jf,s :=


j11s j12s j13s 0
j21s j22s j23s 0
j31s j32s j33s j34s

0 0 0 0

 (6.22)

The entries of the simplified Jacobian are significantly reduced compared to their origin
(6.15) and are given below.

j11s = ζdddud,vsi − ud,ctr.ζddd −Rs Ĺdd +Rs idζddd + ωm p ĹddĹdq − ωm pψqζddd

Ĺ2
dd

j12s = ζddqud,vsi − ud,ctr.ζddq +Rs idζddq + ωm p ĹddĹqq − ωm pψqζddq

Ĺ2
dd

j13s = pψq

Ĺdd
...
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...

j21s = ζqqduq,vsi − uq,ctr.ζqqd +Rs iqζqqd − ωm p ĹqqĹdd + ωm pψdζqqd

Ĺ2
qq

j22s = ζqqquq,vsi − uq,ctr.ζqqq −Rs Ĺqq +Rs iqζqqq − ωm p ĹqqĹdq + ωm pψdζqqq

Ĺ2
qq

j23s = −pψd

Ĺqq

j31s = −KT
(
ψq + idĹdq − iqĹdd

)
j32s = KT

(
ψd − idĹqq + iqĹdq

)

j33s = − 1
J

∂Mf

∂ωm

j34s = − 1
J

(6.23)

6.3.2 Covariance tuning

The covariance matrices QEKF,0, REKF,0, and PEKF,0 are to be determined for the al-
gorithm of the EKF. The determination process is briefly described in this subsection.
The finding of the appropriate covariances is one of the challenges when applying a state
estimation based on an EKF. The determination is often conducted in an optimiza-
tion procedure. The optimization faces a multidimensional nonlinear problem with an
unknown number of local and global maxima and minima. Most analytical approaches
are not suitable due to the complexity of the system and the noise properties, which
are difficult to determine. The covariance of the measurement noise REKF,0 is often the
only parameter that can be calculated analytically using the datasheet of the sensor.
The matrices QEKF,0 and PEKF,0 are mostly chosen based on experience or by the trial
and error principle [104]. The setting of QEKF,0, which describes the state noise, has
the most significant impact on the performance of the EKF. The covariance matrix
PEKF,0, which describes the estimation error noise, is only used for initialization and is
not that critical, therefore. The covariance matrices PEKF,x ∀x ∈ {c, p} are through-
out calculated by the algorithm itself. Besides the tuning approach of trial and error
[104], methods based on artificial intelligence are becoming more popular. Artificial
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intelligence-based methods have the benefit that they can be applied to multidimen-
sional nonlinear optimization problems without relying on an analytical description
of the optimization problem, which is often not available for covariance optimization.
For example, particle swarm optimization [107] or genetic algorithms (GAs) [108] can
be used to optimize the covariances.

The covariance determination procedure used in this dissertation is based on a GA,
similar to the procedure proposed in [108]. The GA-based covariance optimization
is described in the following. The optimization was investigated within the master’s
thesis [109], which was supervised by the author of this dissertation. The optimization
procedure is briefly described in the following, without discussing the topic of genetic
algorithms.

The optimization was carried out in a simulation procedure using the ©MATLAB/
Simulink model of the system. The simulation-based pre-tuning provides a high pos-
sibility that the EKF is stable on the actual test bench. The simulation process is
conducted as follows. The test machine (for which the EKF is derived) is operated in
open-loop current control mode using the measured currents. Hence, the estimations
from the EKF are only used for optimization and not for control. The machine is op-
erated on the speed profile shown in Fig. 6.2 and the reference torque is varied during
the different speeds to cover various operating conditions.
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Figure 6.2: Simulated test drive for the covariance tuning in current control mode.

All state variables and their estimations are recorded over the test drive of Fig. 6.2.
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The recordings are used to calculate the cost function, which is minimized by the
genetic algorithm. The cost function used for the optimization is defined as follows

f rel,EKF := 1
imax

imax∑
i=1

∣∣∣∣∣ îd,i − id,i
id,i

∣∣∣∣∣+
∣∣∣∣∣ îq,i − iq,i

iq,i

∣∣∣∣∣+
∣∣∣∣∣ ω̂m,i − ωm,i

ωm,i

∣∣∣∣∣+
∣∣∣∣∣M̂L,i −ML,i

ML,i

∣∣∣∣∣ (6.24)

and constitutes the absolute mean relative error of all estimations. Here, i is one
measurement, and imax is the number of measurements taken over one test drive. The
possible division by zero in the cost function is intercepted in the implementation. The
cost function (6.24), often also called the fitness function in conjunction with genetic
algorithms, is optimized by the GA. The ©MATLAB internal function ga() is used to
solve the optimization problem, which is defined as follows:

min
QEKF,0,REKF,0,PEKF,0

f rel,EKF (·) (6.25)

The procedure is conducted recursively up to the maximum number of iterations.
Thereby it is less important whether all entries of the matrices are used and optimized
or only the diagonal entries. The difference is small, as shown in [109]. Hence, the
covariance matrices are considered diagonal matrices to reduce the optimization effort.
The use of diagonal matrices reduces the optimization problem to five dimensions. The
setting of the initialization matrix PEKF,0 shows less influence. Therefore, the matrix
is arbitrarily set to the unity matrix.

PEKF,0 =


1 A2 0 A2 0 A rad s−1 0 A Nm
0 A2 1 A2 0 A rad s−1 0 A Nm

0 A rad s−1 0 A rad s−1 1 rad2 s−2 0 Nm rad s−1

0 A Nm 0 A Nm 0 Nm rad s−1 1 (Nm)2

 (6.26)

Therefore, only QEKF,0 and REKF,0 must be optimized by the GA, resulting in the
five-dimensional optimization problem. The optimized covariance matrices were de-
termined to be:

REKF,0 = 0.625 rad2 s−2 (6.27)

QEKF,0 =


0.75 A2 0 A2 0 A rad s−1 0 A Nm

0 A2 0.81 A2 0 A rad s−1 0 A Nm
0 A rad s−1 0 A rad s−1 2.50 rad2 s−2 0 Nm rad s−1

0 A Nm 0 A Nm 0 Nm rad s−1 1.50 (Nm)2

 (6.28)
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A high value can be interpreted as low trust in the model or measurement. A low value
consequently indicates high confidence. QEKF,0 has only eigenvalues greater than zero
and is positive definite (x⊤QEKF,0 x > 0,∀x ∈ R4). This property is in accordance
with the general positive (semi) definiteness of covariance matrices [110, p. 1454] and
confirms the optimization to be meaningful.

The simulation-aided optimization has several benefits and enables a conceptual pro-
cedure always aimed for in engineering. The time-consuming, manually conducted
search (many dimensions and tuning possibilities) for a stable setting is not required.
Furthermore, the actual system is not burdened with the risk of unstable operation,
which risks the destruction of components. The possibility of finding the global min-
ima of the cost function is greater than when tuning manually as more settings can be
tested by the GA.

6.4 Empirical verification
The following section presents the measurement results of the EKF-based current sen-
sorless control scheme. The functionality and reliability of the estimation are investi-
gated by different tests. Besides the demonstration of functionality and reliability, the
tests aim to determine the achievable accuracy required for implementing the sensor
fault detection. Furthermore, a stability assessment of the method in deep magnetic
saturation is required due to the use of current-dependent parameters (inductances,
flux linkages). The current-dependent parameters of the EKF algorithm are estima-
tions when operating current sensorless. The estimated parameters might lead to a
similar stability issue (convergence issue), as it appeared for some of the encoderless
control algorithms. The EKF algorithm is executed in Task 3 (Fig. 3.3) in parallel with
the DC-link voltage estimator. The matrix operations are carried out element-wise to
avoid computing the terms where multiplications with zero are contained.

All tests are conducted in current control mode, except one, which is performed
in speed control mode to demonstrate the speed tracking performance. The cur-
rent control mode is primarily chosen because it is more challenging, which becomes
clear when interpreting the results. During speed control mode, the settings of the
speed controller are the same as for encoderless control. The gain factors remain at
gp,n = 0.1 Nm s rad−1 and gi,n = 0.5 Nm rad−1. The speed controller setting remains to
ensure stability in the event of an encoder failure, resulting in a limited bandwidth of
the speed control loop for all estimation methods. This could be improved by adapting
the speed controller, dependent on the fault scenario. However, for simplicity this is
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not implemented within the present work. Instead, the slowest required speed con-
troller setting (encoderless control) is used for all other sensorless methods.

The current control loop time constants of the first-order elements (time constant
of the machine is compensated operating-point-dependent [3, p. 933]) are adapted to
τcc = 4 ms for each axis. This is done with respect to the current-sensor-fault-detection
proposed later, which requires a lower current controller bandwidth. However, it was
experienced that the current sensorless control also works reliable with a time constant
of τcc = 2 ms.

Besides the currents, the EKF also estimates the rotor speed and load torque. How-
ever, the estimations of speed and load torque are not of interest and are not presented
in the following. The estimation errors of the currents are presented and are defined
as follows.

∆id := îd − id (6.29)
∆iq := îq − iq (6.30)

Fig. 6.3 shows the measurement results during current sensorless speed control mode.
The speed reference tracking is comparable to the operation with sensors. The d-axis
current is estimated more precisely than the q-axis current, which shows larger devi-
ations of mean value and ripple when the rotor is rotating. The noise on the actual
q-axis current can be explained by higher harmonics in the inductances, which are not
considered in the state-space model. Hence, the EKF provides no current feedback
related to higher harmonics as they appear in the actual machine. The neglection of
higher harmonics leads subsequently to a current ripple in the actual currents.

At the beginning of this subsection, it was mentioned that the current control mode
is more challenging than the speed control mode. This is because the speed control
mode takes advantage of the angular velocity as additional feedback, which affects the
current controllers via the speed controller. The speed controller adjusts the reference
torque when the reference speed is not met due to torque deviations caused by current
estimation errors. This explains the good speed-tracking without current sensors.

The advantage of speed control mode implies that current control mode is more chal-
lenging when operating current sensorless. In the current control mode, the feedback
via the speed controller is not available and, hence, the estimation error-dependent
adjustment of the reference torque omits. Therefore, the following tests are conducted
in the more challenging current control mode.

Fig. 6.4 shows the test results for constant reference currents (torques) while the load
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machine targets a particular speed profile. The d-axis current is estimated slightly more
accurately than the q-axis current. The increased noise content in the estimation er-
rors from Fig. 6.4 a) to Fig. 6.4 b) is due to higher harmonics in the actual inductances.
The higher harmonics in the inductances become more intensive if the machine is sat-
urated28, leading to larger deviations in the model. However, the deviations are in
an acceptable range with a maximum absolute deviation of about ∆ ∥irs∥ = 0.55 A29.
Most important is that the measurements attest to a general stable behavior of the
method.

Fig. 6.5 shows the measurements during a reference current step while the rotor of the
machine is locked. The reference currents are calculated from a reference torque step
to nominal torque. The test is conducted for two different rotor positions of θel = 0◦

and θel = 90◦. The settling times are in the expected range for the settings of the
current control loops (τcc = 4 ms). The step response of the d-axis current follows
that of a first-order element accurately. The shape of the q-axis step response deviates
more from that expectation, which seems to be caused by a mechanical oscillation as
the frequency is the same as in the measured torque. The oscillation in the measured
torque signals is mainly due to the imperfectly stiff locking of the rotor and also ap-
pears with sensors. However, this effect was not further investigated. In general, the
d-axis current shows minor deviations between the two rotor positions compared to the
results of the q-axis current. This confirms the results from the previous tests, where
the q-axis estimation was more rotor-position-dependent. However, the main aim of
the current control loop is to achieve a mechanical torque close to the reference value.
This aim is achieved very well for both rotor positions when the torque is in a steady
state. The deviations in this test are again in an acceptable range with a maximum
absolute deviation of about ∆ ∥irs∥ = 0.36 A (conforms ±6 %) in steady-state. The
measurements attest to a general stable behavior of the method.

The results of the last test are depicted in Fig. 6.6. It shows the measurements during
a ramp-shaped increase of the reference torque. This test is conducted to verify the
stability of the method in deep magnetic saturation. A convergence issue as it was
investigated for encoderless control is possible since the EKF also relies on estimated
parameters (inductances, flux linkages) in closed loop operation. However, Fig. 6.6
shows that the convergence issue does not appear. The current sensorless scheme re-
28The stator-fixed harmonic anisotropy caused by the winding arrangement becomes more intensive.

The saturated stator teeth of the machine also have a slight impact.
29The absolute deviation is defined as ∆ ∥irs∥ :=

√
∆i2d + ∆i2q.
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mains stable up to more than four-times rated torque with a minimum accuracy of
about 5 %.

The empirical verifications of this chapter confirmed the functionality and reliabil-
ity of the EKF-based current sensorless control scheme. The control behaved stable
across all the tests with acceptable accuracy. The absolute maximum deviations are
in the range of ∆ ∥irs∥ = 0.7 A (this conforms about ±7 % (Fig. 6.6)), which must be
considered when implementing the sensor fault detection.

This chapter closes with some remarks regarding possible improvements. There are
several possibilities to enhance the accuracy of the estimator. The Jacobian matrix
of the system vector function was simplified to guarantee that it is executable on
the microcontroller. The full Jacobian is expected to increase the accuracy. Another
improvement could be an extended model of the VSI voltage drop, which was approxi-
mated by a simple Fourier expansion (6.20). The most significant improvement might
be achieved by taking higher harmonics into account. An entirely different possibil-
ity is to test a different observer type, which might enhance the current estimation
performance further. The unscented Kalman filter [106, p. 36] might be appropriate
as it does not rely on a linearization of the state-space model. Hence, the issue of
differentiability omits, which allows for more flexibility when choosing the state-space
model.
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Figure 6.3: Current sensorless speed tracking performance.
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a) At zero reference torque.
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Figure 6.4: Current sensorless current control during constant reference currents and
changing speeds.
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Figure 6.5: Current sensorless current step response to nominal torque.
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Figure 6.6: Stability investigation in deep magnetic saturation up to 40 Nm.
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Chapter 7

Sensor fault-tolerant control
approach

The previous chapters were dedicated to different sensorless control algorithms used
to estimate the most important sensor data of the drive system. The algorithms were
developed with the aim of detecting sensor faults30 and then backing them up to in-
crease the reliability of the drive system.

The number of possible sensor fault scenarios in a drive system is comprehensive
as each sensor can fail in different ways. Considering the incremental encoder, for
example, all three signals (A, B, and Z) can be affected by a fault. However, it is
also possible that only one of the three signals is faulty. Thus, each fault scenario has
a different effect on the drive system with a specific signal pattern and needs special
attention in the fault detection algorithm. Not all of these possible fault scenarios
can be discussed within this dissertation. This work primarily aims to propose re-
liable sensorless algorithms that can be employed for a sensor fault-tolerant control,
whereas the actual detection is less in focus. However, this chapter demonstrates that
the provided sensorless algorithms are very effective for sensor fault-tolerant control
using a deterministic fault detection approach. This fault-tolerant approach does not
aim to work for all possible fault scenarios but demonstrates the functionality of the
sensorless algorithms for this application.

Without additional hardware installed for sensor fault-tolerant control, it is not pos-
sible to detect and back up multiple sensor fault categories31 simultaneously. Each
30The terminology “sensor fault” is vicariously used for a measurement feedback fault in the following.
31The three sensor fault categories are incremental encoder fault, DC-link voltage sensor fault, and

current sensor faults.
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sensorless algorithm relies on two categories of sensors to estimate the signal of the
third, which leads to this limitation. Hence, either the encoder, the DC-link voltage
sensor, or the current sensors are assumed to fail but not two of these sensor categories
at the same time. More than one sensor category failure could only be managed with
additional hardware, which is to be avoided within the present work. Furthermore, it
is assumed that no other possible fault scenario, e.g., an interrupted phase, is present
so that only sensor faults are considered. The sensor fault scenario will be emulated by
disconnecting the supply voltages of the sensors. The supply-voltage disconnections do
not lead to a sudden change in the measured sensor signals, which are detectable com-
parably easy, but to a nonpredictable pattern in the measured sensor outputs. Such
a fault scenario is more realistic and more difficult to interpret by the fault detection
than an idealized software emulated fault.

The idea of a sensor fault-tolerant control is not novel; research has been conducted
for about 20 years by a small number of researchers. Thus, it has not been inves-
tigated by a broad community as is the case for encoderless control. Fault-tolerant
control algorithms rely on a fault detection structure. These fault detection algorithms
are commonly categorized into two categories [111], signal-based and model-based.
Signal-based methods try to identify a fault using the sensor signal itself. Model-based
approaches estimate the sensor signals based on a model running on a control unit.
The estimations are compared to the measured sensor signals to identify a sensor fault.
Both categories are commonly applied separately and not in conjunction.

Many sensor fault-tolerant-related works are dedicated to IMs. The dissertation [112]
gives a good overview of the topic with respect to IMs. The authors of [113, 114, 115,
116] considered only individual sensor faults in their implementation for IMs, but not
all sensor fault categories simultaneously. In [117], all sensor fault categories are de-
tected and isolated. However, no estimation of the sensor data is provided, which
could be used to back up the control. The authors of [118] proposed a more advanced
solution for the detection and compensation by providing estimations as well. How-
ever, their fault detection is based on a direct comparison between measurement and
estimation, constituting a purely model-based approach. Such model-based methods
for sensor fault detection should be treated with caution due to cross-interference [112,
p. 16]. This effect is briefly demonstrated later and shows that purely model-based
detections are ambiguous. The works mentioned in this paragraph are with respect
to IMs, which differ significantly from RSMs in terms of the fundamental operating
principle. Thus, the sensor data estimation approaches for IMs are not suitable for
RSMs and SMs in general.
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The authors of [119, 120] proposed methods for single sensor faults in SMs. In the
case of [119, 120], they are either speed or current sensor faults. In [119], only speed
sensor faults are considered and compensated with a so-called EMF-based encoderless
method. However, the low-speed region of the machine is not taken into account. The
current sensor fault detection of [120] is a purely signal-based approach without an
estimation scheme and compensation structure. Hence, current sensor faults can only
be detected but not compensated.

In [121], a sensor fault-tolerant control for a PMSM is proposed, intended for all
sensor fault categories. The estimations are based on a sliding mode observer using a
linear state-space model. The estimation of the encoder signals is based on the EMF
and is not suitable around zero-speed. Furthermore, the DC-link voltage is not esti-
mated, which allows no compensation of DC-link voltage sensor faults. Their sensor
fault detection only employs the difference between measurement and estimation to
detect a fault (model-based approach). Such a detection approach is fault-prone due to
the mentioned effect of cross-interference. The functionality of the detection algorithm
is tested by a sudden change of the measured signals in the software before feeding it
to the fault detection. This is a less realistic scenario and comparably easy to detect
due to the distinct change in the signals.

The approach of [91] is proposed for all sensor categories and was one of the first for
SMs with a focus on IPMSMs. The approach has several limitations. The current sen-
sor fault detection relies on interruption of the normal operation mode for about 25 ms
and does not function continuously. Therefore, the current sensors are only tested at
startup. This is a big drawback since faults might also appear during operation. The
detection of a DC-link voltage sensor fault is based on a power balance calculation,
which is not reliably working at low speeds and light loads due to a low SNR.

The authors of [122] proposed an EKF-based approach for the sensor fault detec-
tion in IPMSMs. Current and encoder signals are estimated. The approach does
not provide a DC-link voltage estimation and detects such a fault with the measured
and estimated current and encoder signals. However, the signal estimation of the en-
coder constitutes an EMF-based method, which does not work in the low-speed region.
The fault indication signals require low-pass filtering (time constants of about 50 ms),
which significantly delays detection. Furthermore, the effect of magnetic saturation
is simplified in their underlying model, making this approach less appropriate if the
machine is operated in deep magnetic saturation. Their overall sensor fault detection
employs the difference between measurement and estimation (model-based approach).
Again, such a detection approach is subject to cross-interference and does not pro-
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vide an unambiguous detection. Also, here, the sensor faults were emulated by an
instantaneous change of the sensor signals in the software, which does not constitute
a realistic scenario. In conclusion, the control performance is quite limited compared
to sensor-based control performance due to the simple estimation methods.

In [123], a sensor fault-tolerant control for a dual three-phase PMSM is proposed.
A DC-link voltage sensor fault is detected by calculating the difference between two
consecutive measurements. If the difference exceeds a certain threshold in a certain
time, it is interpreted as a DC-link voltage sensor fault. However, this approach might
be unreliable if the measured DC-link voltage fades out slowly after a fault. Only
the speed signal is considered in the fault detection; the rotor position is neglected.
The angular velocity of the flux linkage vector is equated to the rotor speed and used
for the estimation. This speed estimation is expected to be inaccurate during current
transients. A speed sensor fault is determined by comparing the speed estimation with
the sensor signal (model-based approach). However, since the flux linkage estimation
relies on the current measurements, this detection is not unambiguous.

The authors of [124] proposed a sliding-mode-observer-based approach for the sensor
fault detection in five-phase PMSMs. The approach concerns current and speed sensor
faults without addressing the position signal. However, most drive systems rely on
a single sensor to measure rotor speed and position. Hence, it is not appropriate to
assume that the position signal is faultless in the event of a speed sensor fault. The
approach does not address DC-link voltage sensor faults, and the speed estimation ap-
proach constitutes a so-called EMF-based method, not appropriate around zero speed.
Hence, the operation in the low-speed region is not ensured during a fault. The actual
fault detection algorithm constitutes a purely model-based method, which is fault-
prone due to the effect of cross-interference. The method is verified by simulation
results with a step-shaped modification of the sensor signals in the software, which is
a less realistic scenario.

For existing fault-tolerant control approaches, it can be concluded that the fault de-
tection methods for SMs suffer several drawbacks, which can be briefly summarized as
follows. Altogether, the approaches do not provide estimations of all sensor signals, and
the ones that are provided are not capable of working at all possible operating points of
the machine. However, this is required to achieve the highest possible functional safety
of the drive system. For example, encoder faults cannot be backed up in deep mag-
netic saturation due to the use of conventional injection-based encoderless methods,
as explained in Subsection 4.2.3. Furthermore, almost all approaches use EMF-based
encoderless control only. Hence, detection and back up are not possible in the low-
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speed region anyway. No appropriate DC-link voltage estimation scheme is provided,
which could be used to compensate for DC-link voltage sensor faults. Furthermore, the
approaches do not combine signal-based and model-based fault detection, which could
enhance the reliability of the algorithm. Instead, measured and estimated signals are
compared and directly used for detection (only model-based). Hence, the detections
are subject to cross-interference and, subsequently, ambiguity. The empirical tests of
existing detection methods were almost solely carried out by a sudden change of the
measured signal in the software to emulate a sensor fault. However, this test scenario
is different from a real sensor fault and less conclusive, therefore.

In general, the existing detection methods aimed to compensate for the simplified
estimation methods with more comprehensive fault detection algorithms. Hence, the
control performance after a detected fault is not comparable to that with sensors. The
approach of the present work is different. This work aims to take advantage of the
good estimation methods achieving better control performance and more reliable fault
detection with less effort for the actual fault detection.

The estimation methods introduced in the previous chapters enable opportunities
for improving fault-tolerant control. All signals can be estimated with reasonable ac-
curacy in all possible operating conditions. This allows for the compensation for any
sensor faults at any time, which is not possible with existing methods. The estimation
methods also have the advantage that a combination of signal-based and model-based
fault detection is always possible, resulting in more reliable detection. Furthermore,
the machine can be operated with comparably high performance after detecting a sen-
sor fault. These benefits from the estimation methods are taken advantage of in the
following by proposing a simple but effective deterministic fault detection method.

The fault detection approach requires a distinction between the measured, possibly
fault-affected, sensor signals θel,sens. ∈ R, uDC,sens. ∈ R, its,sens. ∈ R3 and the estimations
of the sensor signals θ̂el = θel,Pll, ûDC, î

t
s from the sensorless algorithms depicted in

Fig. 4.19, Fig. 5.2, and Algorithm 1. Whereas the estimated currents of the two-phase
rotor fixed reference frame are transformed into three-phase stator fixed coordinates
(7.1) before using them in the detection algorithm.

îts := C+P−1 îrs (7.1)

The three-phase stator fixed coordinates of the currents are useful to assign a detected
current sensor fault to a specific current sensor.

From the incremental encoder, only the position signal is used for detection due
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to the following. First, only the rotor position signal relies on all three incremental
encoder signals (A, B, and Z). Thus, it is affected by each of the three possible signal
faults. The measured speed signal relies on signals A and B, only. Secondly, the rotor
position signal changes faster, except at a standstill, allowing faster fault detection
than the speed signal.

The comparisons between estimations and measurements are a first possible fault
indicator and are called the residua32. They are defined as follows.

∆θel := θ̂el − θel,sens. (7.2)
∆uDC := ûDC − uDC,sens. (7.3)

∆its := îts − its,sens. (7.4)

The fault detection algorithm uses the absolute values of these residua, which are
defined and denoted next.

Eθel := |∆θel| (7.5)
EuDC := |∆uDC| (7.6)

Eiabc :=
∥∥∥∆its∥∥∥ =

√(̂
ia − ia,sens.

)2
+
(̂
ib − ib,sens.

)2
+
(̂
ic − ic,sens.

)2
(7.7)

These three absolute residua are a central element of fault detection. It seems evident
to use these residua without additional information to detect a sensor fault. However,
this is not recommended due to the mentioned effect of cross-interference, which is
briefly demonstrated in the following section.

7.1 The ambiguity of residua

The impact of sensor deviations on Eθel , EuDC , and Eiabc is briefly investigated in this
section. It will be demonstrated why not to use the residua without additional informa-
tion from the sensors for fault detection. The related issue is known as the mentioned
effect of cross-interference [112, p. 16].

A test procedure is conducted for the investigation and is performed as follows. A
constant value (deviation) is added to the sensor signals while operating sensor-based.
Hence, the sensor signals plus the added deviation are used in the control, for the
32The term residuum is common in sensor fault-tolerant related literature. It describes a sensor fault

indicator based on a deviation between the measurements and estimations [112, p. 10].
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estimations, and the calculation of Eθel , EuDC , and Eiabc . The constant value added
is varied over a certain range for each sensor category and the absolute residua are
recorded throughout. This is repeated at different speeds to take the speed depen-
dency of the hybrid estimation methods into account. The mean values of Eθel , EuDC ,
and E iabc are determined over one electrical period (except at a standstill) for each
measurement.
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Figure 7.1: Effect of sensor deviations on the absolute mean residua.

For the current sensor category, the constant deviation ∆ia,sens. is added vicariously
to the measured current signal of phase a (ia,sens. + ∆ia,sens.). In the case of the
encoder, the constant deviation ∆θel,sens. is added to the measured rotor position
(θel,sens.+∆θel,sens.). The deviation ∆uDC,sens. is added to the measured DC-link voltage
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(uDC,sens. + ∆uDC,sens.). The results are depicted in Fig. 7.1. A quadratic fit is included
to indicate the tendency of Eθel , EuDC , and E iabc over the introduced deviations.

The comparison of the different quadratic fits reveals no (general holding across all
speeds) absolutely unambiguous pattern in the absolute residua Eθel , EuDC , and Eiabc

for each sensor deviation. Hence, these residua alone are not reliable indicators, which
is caused by the following. Each sensorless method relies on two sensor categories to
estimate the signals of the third category, which are then compared with the respective
measured signals to achieve Eθel , EuDC , or Eiabc . Hence, the deviation can be caused by
each of the three sensor categories involved in the determination of the residua. It is,
hence, important to verify the model-based detection with a signal-based approach.

7.2 Hybrid sensor fault detection
The approach presented in the following combines both detection categories, signal-
based and model-based [111], which are commonly used independently. Due to the
use of both detection categories, the approach is called hybrid sensor fault detection.
The hybrid method helps to detect a sensor fault more reliably as both information
can be verified against each other. When using fault detection, there is always the
possibility that a fault is detected despite the system being healthy, or the wrong kind
of fault is detected. Both scenarios decrease the reliability of the overall control and
must be strictly avoided. The fusion of both fault detection categories, signal-based
and model-based, decreases the probability of such an unintended scenario.

The hybrid fault detection of this work relies on the provided estimation methods.
To avoid incorrect fault detection, the maximum estimation errors must be considered
when setting fault indication thresholds. The maximum estimation errors during the
empirical verifications were about ±10 ◦ for encoderless control, about ±11 % rela-
tive error or roughly ±60 V for DC-link-voltage-sensorless control, and about ±0.7 A
(±7 %) for current sensorless control. These maximum deviations are taken into ac-
count in the sensor fault detection algorithm. The pseudo-code of the sensor fault
detection is shown in Algorithm 2 and is explained in the following.

The detection of a DC-link voltage sensor fault is performed as follows. If the absolute
deviation between the measurement and estimation EuDC exceeds a certain threshold
T1,uDC and the measured signal uDC,sens. drops below a second threshold T2,uDC simul-
taneously, a DC-link voltage sensor fault is assumed. In this case, the sensor fault
indication flag Ferr ∈ {0, 1, 2, 3} is set to 3, and the control mode switches to DC-
link-voltage-sensorless operation. Thereby, it is assumed that uDC,sens. drops during
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the sensor fault. Here, the exceedance of the threshold by the residuum (model-based)
is cross-checked with the sensor signal (signal-based). The detection approaches for
the other sensor categories follow this example.

The detection of a current sensor fault is conducted as follows. If the absolute devia-
tion between measurement and estimation Eiabc exceeds a certain threshold T1,iabc and
the sum of the three measured phase currents ia,sens. + ib,sens. + ic,sens. exceeds a second
threshold T2,iabc simultaneously, a current sensor fault is assumed. In this case, the
sensor fault indication flag Ferr is set to 2, and the control mode switches to current
sensorless operation. This detection employs Kirchhoff’s current law, which is applied
to the circuitry of Fig. 2.2. The sum of the three currents must be zero in the idealized
case, which is not fulfilled (at least in the beginning) in the event of current sensor
faults (except zero current).

The detection of an incremental encoder fault works as follows. If the absolute de-
viation between the measurement and estimation Eθel exceeds a certain threshold Tθel

and the difference between two consecutive measurements θel,sens.[n] − θel,sens.[n−1] is
equal to zero simultaneously, an encoder fault is assumed. In this case, the sensor fault
indication flag Ferr is set to 1, and the control mode switches to encoderless operation.
Thereby, it is employed that the signals of the incremental encoder (A, B, and Z) drop
to zero in the event of a supply voltage fault, resulting in a frozen position signal. In
conclusion, the encoder fault detection completely relies on Eθel and its threshold at
a standstill (purely model-based). However, the measured information (signal-based
approach) comes into play once the rotor is rotating.

The thresholds, which are compared with the residua are set to Tθel = 17◦, T1,iabc =
2 A, and T1,uDC = 100 V. Thus, they are in the range of two times the maximum
estimation errors. The remaining two thresholds for the signal-based verification were
set to T2,iabc = 0.5 A, and T2,uDC = 480 V. The value of 480 V was chosen due to the
B6 rectifier, in which the instantaneous value of the DC-link voltage can go down to
about 488 V33.

As mentioned at the beginning of this chapter, the aim of this work is to provide
reliable sensorless control algorithms for sensor fault detection purposes. The actual
sensor fault detection is less in focus and only included to demonstrate future possibil-
ities using the proposed estimators. Hence, the thresholds were set intuitively without
further investigations and not all possible fault scenarios are considered.
33This applies in ideal European grid voltage conditions. Actually, the magnitudes of the grid voltages

are allowed to vary 10 %.
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Algorithm 2: Sensor fault detection pseudo-code
1 Ferr = 0; // Initialize sensor fault detection flag
2 while Ferr = 0 do
3 if Eθel > Tθel and (θel,sens.[n] − θel,sens.[n−1]) = 0 then
4 Ferr = 1; // Set sensor fault detection flag for encoder fault
5 Switch to encoderless operation;
6 else if Eiabc > T1,iabc and (ia,sens. + ib,sens. + ic,sens.) > T2,iabc then
7 Ferr = 2; // Set sensor fault detection flag for current sensor fault
8 Switch to current sensorless operation;
9 else if EuDC > T1,uDC and uDC,sens. < T2,uDC then

10 Ferr = 3; // Set sensor fault detection flag for DC-link voltage sensor
fault

11 Switch to DC-link-voltage-sensorless operation;
12 else
13 Continue operation with sensors; // No sensor fault detected
14 end if
15 end while

7.3 Empirical verification during supply
voltage fault

The fault detection and compensation approach is verified within this section. The
sensor fault is emulated by disconnecting the supply voltage of the sensors, which leads
to an unpredictable pattern in the sensor outputs. Such a scenario is more realistic
than emulating the sensor faults in the software. The disconnection of the supply
voltage ends in a total fault of the specific sensor category.

All tests were conducted in the speed control mode of the test machine. The settings
of the speed PI controller are oriented on the encoderless control algorithm and result,
therefore, in a comparably low speed control bandwidth. The gain factors remain
at gp,n = 0.1 Nm s rad−1 and gi,n = 0.5 Nm rad−1. Hence, a very fast adjustment of
the speed is not expected. Each sensor fault category was investigated at low-speed
and high-speed to ensure that the entire speed range is reliably covered by the hybrid
sensorless methods. During all tests, the machine was loaded via the load machine
with 4.5 Nm, which constitutes about 50 % nominal torque.

Algorithm 2 is carried out in Task 1 (Fig. 3.3) and runs simultaneously to the FOC.
Thus, the estimated sensor information from the different tasks are collected in Task
1 to feed the fault detection algorithm and to provide the estimations for the FOC.



Sensor fault-tolerant control approach Page 143

There is one crucial circumstance to consider during the implementation. Each of the
sensorless methods relies on model parameters, e.g., LUT-stored inductances. It is
important that these parameters rely on their own estimations and not on the sensor
data34. Otherwise, the estimation is not independent of the sensor data. In this case,
the fault detection will not work as intended, and no compensation by the sensorless
algorithms is possible.

7.3.1 DC-link voltage sensor fault

The DC-link voltage sensor fault is investigated first. It is expected to be the least
critical sensor fault as the impact on the currents is compensated automatically for
if there is no large deviation in the signal. This is due to the current controllers,
which adjust the reference voltages and duty cycles to meet the reference currents.
This functions well as long as the measured faulty DC-link voltage does not deviate
significantly from the actual signal.

For the test, the internal DC-link voltage measurement from the VSI (Fig. 3.2) is
replaced by a differential probe shown in Fig. 7.2 a) as the internal measurement of
the VSI is not accessible for mounting the fault emulating switch. Since each DC-
link voltage measurement circuitry is slightly different, it is not falsifying to conduct
the test with the differential probe. The fault detection algorithm must be adapted
from system to system in any case. The schematic of the supply circuitry is shown in
Fig. 7.2 b) for a better interpretation of the measurement results.

a) Differential probe.

Fault emulating
switch

9V usup.

DC-link voltage sensor

(differential probe)

Pico Technology TA057

∼ uDC,sens.

b) Schematic of the supply circuitry.

Figure 7.2: Overview of the DC-link voltage measurement.

The test results at different speeds are shown in Fig. 7.3. The time window terr over
which the fault affects the FOC is shaded in red. For the comparison with the estima-
tion, the DC-link voltage is measured with a second external probe (depicted in black

34For example, the LUTs used to store the inductances for current sensorless control must be fed with
the estimated currents from the current sensorless control method.
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a) At a speed of nm = 50 rpm.
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b) At a speed of nm = 1000 rpm.

Figure 7.3: Fault detection and compensation during DC-link voltage sensor supply fault
at about 50 % nominal torque.
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It can be noticed that the supply voltage fault does not immediately affect the sensor
signal uDC,sens.. There is a certain delay due to energy storage inside the differential
probe. Once the supply fault affects the sensor signal, the measurement drops expo-
nentially and not step-shaped as emulated in many related publications. The time to
detect the faults is fast and similar for both speeds with terr = 3.1 ms and terr = 2.3 ms.
The speed and currents are only slightly affected by the fault for both measurements.
However, the measured torque signal in Fig. 7.3 b) shows a stronger oscillation. The
oscillation is caused by the mechanical coupling of the machines, which is briefly ex-
cited by the effect of the sensor fault. However, the fault detection and compensation
work reliably, and the control capability can be maintained during the DC-link voltage
sensor fault. It is important to mention that without such a compensation structure,
all duty cycles would aspire to a value of one as the faulty DC-link voltage signal
approaches zero. This would lead to a loss of the control capability of the machine.
The tests were repeated several times, which confirmed the results above.

7.3.2 Incremental encoder fault

In the following section, the incremental encoder fault is investigated. Encoder faults
are very critical and result quickly in the loss of the control capability without a
compensation structure. The incremental encoder is supplied by the microcontroller
board shown in Fig. 3.2. The schematic of the supply circuitry, including the fault
emulating switch, is shown in Fig. 7.4.

Fault emulating
switch

5V usup.
Incremental encoder

Kuebler 8.5020.2842.3600

∼ θm,sens., ωm,sens.

Figure 7.4: Schematic of the incremental encoder supply circuitry.

The test results at different speeds are shown in Fig. 7.5. For the comparison with the
estimations, position and speed are measured with an additional encoder (second and
fourth plot from the top). The measurements from the additional encoder are shown
in black in the respective plots. The position signal freezes quickly after the supply
voltage fault. This behavior is reasonable since the microcontroller evaluates high- and
low-level from the incremental encoder signals.
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Figure 7.5: Fault detection and compensation during incremental encoder supply voltage
fault at about 50 % nominal torque.
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The evaluation fails abruptly once the logic thresholds cannot be maintained due to
insufficient supply voltage. The fault detection times terr = 24.2 ms and terr = 1.7 ms
differ in this case. This is due to the fixed threshold for the residuum, which must
be exceeded. If the rotor is spinning fast and the fault appears, the threshold is
also exceeded quickly. The effect, however, remains the same for both speeds since
the maximum position error is equal. The impact of the fault on speed, torque, and
currents is clearly visible. In the case of Fig. 7.5 b) the speed remains close to its
reference value due to the inertia of the rotor. In the case of Fig. 7.5 a) the speed
is affected more. The speed in Fig. 7.5 a) does not recover in the illustrated time.
This is due to the slow settings of the speed PI controller and could be improved by
adjusting the speed controller settings depending on the fault scenario. The current
control instead takes only a short time to recover once the fault is detected. It can be
concluded that the incremental encoder fault detection works very satisfactorily and
can be used to maintain control during encoder faults. The tests were repeated several
times and showed high reproducibility.

7.3.3 Fault of the current sensors

Current sensor faults are the last scenario investigated. A current sensor fault is ex-
pected to be at least as critical as an encoder fault. The control cannot be maintained
in such an event without a compensation algorithm. Furthermore, a fault could trigger
over-current fault detection, commonly implemented for safety reasons in the micro-
controller. Therefore, sensor fault detection must detect such a fault quickly before the
faulty current measurement exceeds the over-current threshold. The current measure-
ment printed circuit board (PCB) used for the measurement is shown in Fig. 7.6 a).
The current sensors require ±15 V, provided by the DC/DC converter on the PCB
(right side). The fault emulating switch is placed in the input branch of this DC/DC
converter as shown in the schematic of the supply circuitry Fig. 7.6 b). The actuation
of the switch leads to a fault in all three current sensors.

a) Current measurement PCB.

Fault emulating
switch

24V usup.
DC/DC converter

Output ±15V

Current sensors

Sensitec CMS3005

∼ its,sens.

b) Schematic of the supply circuitry.

Figure 7.6: Overview of the current measurement.
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The time constants of the current control loop (first-order elements; time constant
of the machine is compensated operating-point-dependent [3, p. 933]) are changed to
τcc = 4 ms for both axes. This is required to avoid the current controllers reacting
too quickly to the current deviation in the first phase of the fault, which could lead
to over currents and subsequently instability. The test results are shown in Fig. 7.7
and Fig. 7.8 for two different speeds. For the comparison with the estimations, the
currents are measured a second time (ia,ext., ib,ext., ic,ext.) with external probes. These
measurements are illustrated in the third plot from the top in the same diagram as
the estimations.

The DC/DC converter on the PCB maintains the operation for about 25 ms after
the disconnection. Hence, the effect on the current sensor signals is delayed as well.
Once the sensor outputs are affected, the signals behave unpredictable before falling
towards zero. This behavior is far from the step-shaped scenario investigated by many
related publications. It becomes evident why the signal-based approach (validation
with Kirchhoff’s current law) is used to verify the model-based detection. The signal-
based verification condition is not fulfilled during the first phase of the fault. However,
it must be ensured that the fault is detected quickly. Otherwise, the condition is
fulfilled even in the presence of the fault (all currents become zero without supply
voltage sooner or later). The detection times are slightly different, with terr = 3.9 ms
and terr = 3.1 ms and depend on the instantaneous current values at which the fault
appears. The speed control recovers slowly again due to the slow settings of the speed
PI controller (encoderless control settings). Again, this could be improved by adjusting
the speed controller settings depending on the fault scenario.

The current sensors fault has caused the biggest disturbance of all sensor faults on
the drive system. Nevertheless, it has been confirmed that the algorithm can detect
and compensate for current sensor faults. This allows control to be maintained in the
event of such a worst-case scenario. The tests were repeated several times and have
shown high reproducibility.
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Figure 7.7: Fault detection and compensation during current sensors supply voltage fault
at nm = 50 rpm, and about 50 % nominal torque.



Page 150 Chapter 7

0

5

10

15

20

25

second DC/DC
conv. maintains
voltage

S
u
p
p
ly

vo
lt
ag
e
u
su

p
./
V

B
la
n
ke
d
ou

t

-6

-4

-2

0

2

4

6

C
u
rr
en
ts
it s,

se
n
s.
/A

B
la
n
ke
d
ou

t

ia,sens.
ib,sens.
ic,sens.

-6

-4

-2

0

2

4

6

C
u
rr
en
ts
it s/

A

B
la
n
ke
d
ou

t
ia,ext. îa
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Figure 7.8: Fault detection and compensation during current sensors supply voltage fault
at nm = 1000 rpm, and about 50 % nominal torque.
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7.4 Conclusion to fault-tolerant control
A combination of signal and model-based sensor fault detection was proposed in this
chapter and was called hybrid sensor fault detection. The fault detection employs the
high-quality estimation methods introduced in the previous chapters.

The development and investigation of the estimation methods is the actual aim of
this thesis. Fault detection is secondary. However, the simple but effective detection
algorithm demonstrated the advantage of the estimation methods for fault-tolerant
control. More detailed research in the field of sensor fault-tolerant control is beyond
the scope of this work. In combination with the new estimation methods, the field
of sensor fault-tolerant control provides enough possibilities for extensive research.
Hence, the effectiveness of the estimation methods for sensor fault detection was only
demonstrated and could be enhanced by future works.

As a brief outlook, it should be mentioned that deterministic sensor fault detection
approaches have one drawback – their generality. That means they need to be adapted
(thresholds) from system to system and are not a plug-and-play solution. Furthermore,
it is difficult to cover all possible sensor fault scenarios with a deterministic approach.
Thereby, decision-making is one of the great challenges of this field, besides the supply
of suitable estimation methods for back up purposes. However, suitable estimation
methods were provided within this work. For the decision-making, it is prospectively
reasonable to test approaches based on artificial intelligence (AI) or probabilistic meth-
ods. The AI could be trained with many fault scenarios, which is likely impossible for
a deterministic approach.
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Chapter 8

Conclusion
The present work investigated existing and developed new estimation methods for
sensor fault-tolerant control with the primary aim of contributing to a more safe and
more reliable drive system. In the area of encoderless control, the work contributed
to the investigation of the convergence issue, also known as the overload capability
issue. It has been shown that the structure of the algorithm causes the restriction in
the achievable current magnitude. This drawback has been present for a long time
in the field of encoderless control and has been researched increasingly in the last
years. In the area of current sensorless control, this work has contributed with a novel
estimation approach, which considers the effect of magnetic saturation in detail and
employs remaining feedback from the speed sensor. Furthermore, a DC-link voltage
estimation method for a drive system has been proposed, enabling the detection and
compensation of DC-link voltage feedback errors. The sensor data estimation algo-
rithms allow sensor fault compensation over the entire operating range of the machine,
which significantly increases the drive system’s reliability. Finally, the potential of the
estimation methods for fault-detection was demonstrated by a deterministic sensor
fault-detection approach. The sensor fault-tolerant approach was verified by realis-
tic sensor supply voltage faults, leading to a total malfunction of the sensors. It can
be concluded that this work forms a foundation for enhancing the reliability of drive
systems prospectively. The methods are applicable in all safety-critical applications
where high reliability is required.

The work faced the restriction of using limited computational resources and no ad-
ditional hardware. However, it has been shown that the algorithms can be executed
simultaneously on a standard industrial microcontroller without high computational
power or the need for additional hardware. The limited computational power of the
TI Microcontroller type TMS320F2837xS was sufficient. The typical execution times
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for the algorithms are shown in Tab. 8.1.

Algorithm Execution time
FOC + fault detection 37.6µs
Encoderless 33.2µs
Current sensorless 28.3µs
DC-link-voltage-sensorless 25.3µs

Table 8.1: Typical execution times of the algorithms on the TMS320F2837xS.

8.1 Summary
The most important findings, investigations, and contributions are repeated in more
detail in the following for each of the four topics described in the introduction. The
parenthesized numbers refer to the open issues stated in the introduction chapter.

Encoderless control

The focus in the area of encoderless control was on the investigation of the conver-
gence issue (2), which describes the stability issues when operating encoderlessly in
deep magnetic saturation. The convergence issue was investigated for a selection of
so-called injection-based algorithms. However, the findings should also apply to EMF-
based methods and estimation algorithms in general. The injection-based algorithms
have been investigated concerning their behavior in deep magnetic saturation. The
structural diagrams of the investigated algorithms are different, which was the key to
revealing the cause of the convergence issue through comparison. The investigations
were based on a novel convergence criterion and empirical tests. The convergence crite-
rion assesses the impact of an incorrect current vector angle, used to derive magnetic-
saturation-dependent model parameters, on the rotor position estimation error. The
empirical tests confirmed the prediction of the convergence area with the novel criterion
and, hence, the assumptions made during the derivation of the criterion. Thus, it can
be deduced that the convergence issue is caused by the way the magnetic-saturation-
dependent model parameters are stored. As long as the model parameters are stored
according to an unknown reference frame during encoderless operation, the stability
issue will appear at some point. To overcome the convergence issue, the injection-
based model must fully rely on model parameters that are stored according to the
components of an always-known reference frame. In the field of encoderless control,
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it has long been assumed that the machine properties mainly cause the convergence
issue. However, this assumption has not been confirmed within this work. Indeed, the
behavior can be improved (not solved) by optimizing the electrical machine, but the
approach published in the patent [74] makes this optimization unnecessary. Hence, it
can be deduced that the convergence issue is mainly a property of the injection-based
algorithm.

The extended electromotive force (EEMF) method was used to operate the machine
in the medium to high-speed range. The EEMF model was extended by the effect of
cross-saturation, which might explain reported estimation errors during torque tran-
sients. However, a further investigation of this effect was not conducted within this
work.

The low-speed and high-speed methods were combined in a hybrid approach called
IFPLL. The hybrid method was empirically tested and is suitable for fault-tolerant
control.

Current sensorless control

A novel current sensorless method has been proposed to operate the machine without
a current sensor. The estimation is based on EKF-based state estimation. The model
was developed with precise consideration of magnetic saturation to address subject (3)
and to improve estimation for highly nonlinear machines. Furthermore, the EKF em-
ploys the speed as one of the remaining control feedback signals (5). This establishes
a link between the estimation algorithm and the actual physical system.

Local observability of the nonlinear state-space system has been assessed and con-
firmed in the investigated operating points. The well-known issue of covariance tuning
was considered with a genetic algorithm (GA)-based optimization. The GA solves
the multidimensional optimization problem in a simulation procedure to improve the
estimation and find a stable parametrization. This allows for a structured approach
without the need for the trial-and-error principle. It was possible to use the covariance
settings achieved by the simulation procedure without adaption on the test bench. The
Jacobian matrices of the EKF were simplified by neglecting less influential terms to
reduce the computational effort without significantly decreasing the estimation quality.

The current sensorless approach was tested empirically in different test scenarios and
demonstrated its suitability for sensor fault-tolerant control purposes or other appli-
cations. A test in deep magnetic saturation has shown that the control is stable up to
the current limitation of the test bench, which conforms to a multiple of the nominal
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machine current.

DC-link voltage sensorless control

The first DC-link voltage estimation scheme for a drive system has been introduced
to solve subject (6). The new method estimates the DC-link voltage and allows for
DC-link-voltage-sensorless control. Comparable schemes have not been published thus
far.

The approach of most encoderless schemes, combining a low-speed and a high-speed
method, was inherited for this purpose. Both DC-link voltage estimation methods
employ knowledge of a current-based machine model with knowledge of the switching
states of the VSI to estimate the DC-link voltage. The high-speed method works with-
out additional voltage injection and considers the impact of the VSI interlock time.
The low-speed method is injection-based. The same injection sequence as for encoder-
less control is applied and employed to estimate the unknown voltage drop of the VSI
online. In the process, it is taken advantage of the multiple current measurements
available during one estimation cycle. This allows estimation of the VSI voltage drop
and DC-link voltage by solving a system of equations.

The DC-link-voltage-sensorless approach was empirically verified in different test
scenarios. It was demonstrated that it is suitable for fault-tolerant control or other
applications.

Sensor fault-tolerant control

Sensor fault-tolerant control commonly consists of two stages. The first stage is called
fault detection, which aims to detect sensor or control feedback faults. The second
stage is the compensation, in which an alternative signal is used for control in the
event of a failure. The compensation stage is significantly improved within this work
due to the reliable estimation methods discussed. These estimation methods can be
used for the compensation of all sensor faults in various operating conditions. Hence,
the compensation stage is no longer limited and the restrictions due to limited estima-
tion methods, discussed in subject (8), are no longer an issue. For the fault detection
stage, a simple but effective deterministic approach has been introduced. The ap-
proach combines signal-based and model-based detection and was, therefore, referred
to as a hybrid method. The hybrid method is more reliable than purely signal-based,
or model-based approaches as both detection principles are verified against each other.
It is worth mentioning once more that this work focused on the estimation methods.
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The approach presented should be considered a first attempt and aims to demonstrate
the capability of the new estimation methods for fault-tolerant control. Hence, the
approach has restrictions and allows for future improvements.

The fault-tolerant control approach was tested by a realistic voltage supply fault for
all sensor categories. The tests revealed that the faults are detected reliably and fast.
Subsequently, the estimation methods enable adequate compensation.

8.2 Limitations and outlook

Throughout this dissertation, estimation algorithms employed to estimate control feed-
back were developed, investigated, and applied for sensor fault-tolerant control. The
aim was to contribute to a more reliable drive system in the future. However, the
provided algorithms can also be used to reduce the costs and space of the system.

The findings of this thesis could form a base for future works. However, compre-
hensive research works actually always include open issues, open up new possibilities,
or leave space for improvements in the future. This also applies to the present work.
Therefore, this thesis closes by summarizing the limitations and giving an outlook for
future improvements and ideas.

Encoderless control

The field of encoderless control has faced several big challenges over a long period.
Namely, they are the acoustic noise due to voltage injection, the convergence issue,
and the accuracy of the methods. Approaches to overcome acoustic noise were pro-
posed several years ago. The convergence issue was investigated within this thesis for
injection-based algorithms. The cause of the convergence issue was found, and it has
been shown that one of the exisitng injection-based methods can overcome it. Hence,
the convergence issue is solved, even if the respective method is protected by a patent
at the date of this dissertation. It is expected that the so-called EMF-based methods
suffer the same convergence issue as injection-based algorithms, but this remains to
be confirmed. The accuracy of the methods is the remaining challenge in the field of
encoderless control. However, it is not expected that the accuracy of the methods will
reach those of high-resolution encoders in the near future. This expectation is explain-
able by the dependency on other sensors with inaccuracies and the highly complex
system to model. However, the accuracy is sufficient for many applications.

It can be concluded that the field of encoderless control, in general, has been re-
searched very comprehensively.
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Current sensorless control

The field of current sensorless control still provides enough possibilities for future
improvements and developments. The EKF-based method in this work has shown
sufficient estimation accuracy. The estimation accuracy is expected to be improved
by a more comprehensive model of the VSI voltage drop. However, the state-space
system must be continuously differentiable one-time to apply the EKF. This limits the
possibilities in modeling the VSI. Hence, it might be appropriate to investigate other
observers especially developed for nonlinear systems, e.g., the unscented Kalman filter.
Besides this, the estimation quality can be enhanced by computing the full Jacobian
matrices, which was not conducted within this work to save computational resources.

Issue number (4) must be solved in the future to enable current sensorless control
for machines with strong harmonic anisotropies. This might be possible by taking the
rotor position dependency of the involved parameters into account.

DC-link-voltage-sensorless control

This thesis proposed the first DC-link voltage estimation scheme for a drive system.
The method worked well, and the accuracy was sufficient for the purposes of this work.
Nevertheless, the accuracy can be improved. A more detailed model of the VSI voltage
drop is expected to improve the estimation quality, at least for the high-speed method.
For the low-speed method, a higher sampling rate k might bring an advantage in the
online estimation of the VSI voltage drop. The higher sampling rate enables the ap-
proximation of the VSI voltage drop by a higher-degree polynomial. In turn, this could
improve the estimation of the DC-link voltage.

Sensor fault-tolerant control

It has been demonstrated that the full compensation functionality of fault-tolerant con-
trol is achieved with the provided estimation methods. However, the fault-detection
properties are still to be improved. The generality (7) must be enhanced so that the
schemes work without great adaption for all drive systems. Furthermore, the fault
decision-making properties must be extended and improved. This might be possible
by employing approaches based on AI or probabilistic methods, which replace the com-
monly used deterministic detections.

It is worth mentioning that the estimation methods might be helpful in detecting
other faults in the system, e.g., disruption of a phase or faults in the power electronics.
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However, this remains to be investigated in the future.
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Appendix

A.1 Abbreviations

AC alternating current
ADC analog-to-digital converter
AI artificial intelligence
BNC Bayonet Neill-Concelman
DAC digital-to-analog converter
DC direct current
EEMF extended electromotive force
EKF extended Kalman filter
EMF electromotive-force
FEM finite element method
FOC field-oriented control
FPGA field-programmable gate array
FW field weakening
GA genetic algorithm
HF high-frequency
IFPLL information-fusion-phase-locked-loop
IGBT insulated-gate-bipolar-transistor
IM induction machine
INFORM indirect flux detection by online reactance measurement
IPMSM interior permanent magnet synchronous machine
KF Kalman filter
KSB KSB SE & Co. KGaA
LPF low-pass filter
LUT lookup table
MTPA maximum torque per ampere
MTPV maximum torque per voltage
PC personal computer
PCB printed circuit board
PF power factor
PI proportional integral
PLL phase-locked loop
PM permanent magnet
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PMSM permanent magnet synchronous machine
PV photovoltaic
PWM pulse width modulation
RSM synchronous reluctance machine
SCS synchronous current sampling
SEW SEW-Eurodrive GmbH & Co KG
SM synchronous machine
SNR signal-to-noise ratio
TI Texas Instruments
UARP method of the unique assignment of the admittance or inductivity to the

rotor location
VSI voltage source inverter



Appendix Page 163

A.2 List of publications
The following list includes the publications that have arisen during this Ph.D. project.
The self-citations of the author can be recognized by the letters in brackets following
the citation number, e.g., [Number][LWK].

• [33][LWK] M. Laumann, C. Weiner and R. Kennel, ”Convergence Investigation of
Injection-Based Encoderless Control Algorithms for RSMs in Deep Magnetic
Saturation,” IEEE Access (Volume: 10), 10.03.2022, pp. 30091-30108, doi:
10.1109/ACCESS.2022.3158662.

• [94][LWK] M. Laumann, C. Weiner and R. Kennel, ”Current sensorless field ori-
ented control of a RSM by Extended-Kalman-Filter based state estimation,”
2019 IEEE 10th International Symposium on Sensorless Control for Electrical
Drives (SLED), 2019, pp. 1-6, doi: 10.1109/SLED.2019.8896343.

• [125][LKWK] M. Laumann, M. J. Kamper, C. Weiner and R. Kennel, ”FEM based
analysis of the impact of temperature on the stability range of anisotropy based
encoderless control schemes,” 2019 IEEE International Conference on Industrial
Technology (ICIT), 2019, pp. 261-266, doi: 10.1109/ICIT.2019.8754910.

• [126][LWK] M. Laumann, C. Weiner and R. Kennel, ”Arbitrary injection based
sensorless control with a defined high frequency current ripple and reduced cur-
rent and sound level harmonics,” 2017 IEEE International Symposium on Sen-
sorless Control for Electrical Drives (SLED), 2017, pp. 103-108, doi: 10.1109/SL-
ED.2017.8078438.



Page 164 Appendix

A.3 Determination of the phase inductances
The inductive behavior of the machine can be divided into an isotropic and anisotropic
part. Hence, the superposition of the isotropic with the anisotropic part results in the
full inductive behavior of the machine. To better understand the inductance deter-
mination, the anisotropic and isotropic behavior is separately determined. Note that
the determination is done vicariously for certain inductances; the other inductances
can then be derived analogously. Hence, the determination should be seen as a short
introduction. For a detailed view, it is referred to the extensive literature.

a−a

b

−bc

−c

LIaa

LIca

LIba

a) Isotropic behavior.

θel = 60◦

a−a

b

−bc

−c

LAaa = Lr

LAca

LAba
θel = 0◦

b) Anisotropic behavior.

Figure A.1: Illustration of the isotropic and anisotropic behavior of phase a.

Firstly, the isotropic behavior is determined and explained vicariously on phase a, as
shown in Fig. A.1 a). The isotropic inductance of phase a (LIaa) projects to the negative
axes of phases b and c. This isotropic behavior is described by one self and two mutual
inductances, which are modeled as follows35:

LIaa = 2
3LΣ LIba = − cos(60◦) · 2

3LΣ = −1
2 · 2

3LΣ

Fig. A.1 b) shows the anisotropic behavior at a rotor angle of θel = 0◦. The inductance
Lr is considered to be aligned with the rotor angle. In this case, the highest inductance
of phase a appears at θel = 0◦ and LAaa changes sinusoidally with the rotor position
(ideal sinusoidal arrangement assumed). However, the rotor-related inductance also
projects to phases b and c with the highest shared inductive path of phase a and b
appearing at a rotor angle of θel = 60◦. Therefore, the self- and mutual inductances
are modeled as follows:

LAaa = 2
3L∆ cos(2θel) LAba = 2

3L∆ cos(2θel − 120◦)

35The factor 2/3 is introduced to simplify the derivation later on and cancels out after the Clarke
transformation.
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v . . . . . . . . . . . . Vector that indicates the shortest distance between ys

L,0 and ŷs
s.

x . . . . . . . . . . . . State vector of the state-space system (current sensorless).
ξr

s . . . . . . . . . . . Vector of unknowns in two-phase rotor fixed coordinates (DC-
link sensorless).

Ý s
s . . . . . . . . . . . Admittance matrix in two-phase stator fixed coordinates.
ys

s . . . . . . . . . . . Admittance vector in αβ coordinates.
ys

L . . . . . . . . . . . Linearized admittance vector (UARP).
ys

L,0 . . . . . . . . . . Admittance vector in the point of intersection (UARP).
y . . . . . . . . . . . . Output vector of the state-space system (current sensorless).
ÝΣ, ÝA . . . . . . . . Mean and anistropy admittance.
Ýαα, Ýββ, Ýαβ, Ýβα . Entries of the admittance matrix in αβ coordinates.
yA, yB . . . . . . . . . Entries of the admittance vector.
yA,0, yB,0 . . . . . . . Entries of the admittance vector in the point of intersection

(UARP).
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ζddd to ζqqq . . . . . . Extended differential inductances (current sensorless).
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