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Abstract

Sparing healthy tissue while ensuring tumor control is a daily challenge for clinical
radiation oncology because radiosensitive organs at risk often limit the effectiveness
of radiotherapy against aggressive cancer types. Preclinical studies of microbeam
radiotherapy (MRT) have demonstrated superior normal tissue sparing at similar tumor
control rates compared to conventional radiotherapy. In contrast to homogeneous clinical
dose distributions, the MRT dose distribution is characterized by a spatial fractionation
on the micrometer scale, comprising peaks with a dose of several hundred Gray and
valleys with a dose below the tissue tolerance. The requirements for MRT, including
kilovolt (kV) x-rays from a micrometer-wide focal spot, are fulfilled at some third-
generation synchrotrons. A wide clinical application, however, demands a compact MRT
source that fits into conventional treatment rooms. The line-focus x-ray tube (LFxT) is
a promising compact radiation source that produces an x-ray field capable of MRT by
focusing an electron beam onto an extremely eccentric focal spot on a very fast rotating
target.

In the first part of this work, the LFxT concept was refined and the feasibility of rele-
vant technologies were proven for the development of an LFxT prototype for preclinical
research and a more powerful LFxT for clinical MRT. Thereby, the main challenges were
identified as a high heat production at the focal spot and heating of the vacuum cham-
ber housing due to scattered electrons at the target surface. Monte Carlo simulations
demonstrated that the preclinical LFxT can achieve microbeam dose distributions with a
sharp, divergent peak-valley profile and markedly higher peak dose rates than present
compact MRT sources. The simulated ultra-high dose rates promised the suitability
of the clinical LFxT for x-ray FLASH irradiations, which might further spare healthy
tissue than conventional radiotherapy with low dose rates. The high dose rates were
facilitated by heat generation at the focal spot that was mainly determined by the heat
capacity of the target material, allowing considerably higher electron beam powers than
conventional x-ray tubes, for which heat conduction limits the beam power. Due to high
electron beam intensities, scattered electrons yielded a strong heating of the vacuum
chamber housing, which thus required active cooling. The heat load of the vacuum
chamber housing as well as the temperature increase at the focal spot were simulated
with finite element methods. Moreover, the electron beam focusing was assessed, and
suitable x-ray exit windows were chosen.

To advance MRT a step further towards clinical application, the second part of this
work extended microbeam treatment planning to multidirectional MRT on patient data,
which enabled more realistic clinical MRT plans than with currently applied unidirec-
tional MRT. For different patient cases, the kV MRT plans demonstrated sufficient target
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Abstract

coverage and sparing of organs at risk similar to conventional treatment plans with
megavolt photons. The comparison of micrometer-scaled MRT dose distributions to
conventional doses was facilitated by the implementation of the equivalent uniform
dose (EUD). To decrease the entrance dose while conserving the target dose, clinical
MRT might be applied by means of the novel microbeam arc therapy, which, however,
yields EUD hotspots in regions of overlaying divergent microbeams. Cardiac gating
and breathing motion mitigation will be necessary for clinical MRT as organ motion
deteriorates the MRT dose distribution.

In conclusion, this work advances MRT towards clinical application by facilitating the
realization of the LFxT as a compact source and by introducing novel technologies into
microbeam treatment planning.
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Kurzfassung

Die Krebsbehandlung verlangt eine Abwägung zwischen ausreichender Tumorkontrolle
einerseits und Schonung gesunden Gewebes andererseits. Die Wirksamkeit der Strah-
lentherapie ist bei aggressiven Krebsarten limitiert durch nahegelegene strahlensensitive
Risikoorgane. Präklinische Studien haben gezeigt, dass die neuartige Mikrostrahlthera-
pie (MST) gesundes Gewebe besser schont als konventionelle Strahlentherapie, ohne an
Tumorkontrolle einzubüßen. Im Gegensatz zu homogenen klinischen Dosisverteilungen
ist die Dosisverteilung der MST charakterisiert durch eine mikrometerbreite räumliche
Fraktionierung, die die Dosis in planar angeordnete Peaks mit einigen Hundert Gray und
Valleys unter der Gewebetoleranz aufteilt. Die Anforderungen an das Strahlenfeld der
MST, wie zum Beispiel eine mikrometerbreite Quelle der Röntgenstrahlen im Kilovolt
(kV)-Bereich, werden bisher nur an wenigen Synchrotrons der dritten Generation erfüllt.
Eine breite klinische Anwendung erfordert jedoch eine kompakte MST-Strahlenquelle,
die in gewöhnliche Behandlungsräume passt. Eine vielversprechende MST-Quelle ist die
Linienfokus-Röntgenröhre (englisch line-focus x-ray tube, LFxT), die den Elektronenstrahl
für die Röntgenstrahl-Erzeugung zu einem extrem exzentrischen Brennfleck auf ein sehr
schnell rotierendes Target fokussiert.

Der erste Teil dieser Arbeit verfeinerte das Konzept der LFxT und belegte die Funktio-
nalität wichtiger Technologien für die Entwicklung eines Prototypen der LFxT für die
präklinische Forschung sowie einer leistungsstärkeren LFxT für die klinische MST. Die
größten Herausforderungen waren dabei eine hohe Wärmeentwicklung am Brennfleck
und eine Aufheizung der Vakuumkammer durch gestreute Elektronen. Monte Carlo
Simulationen zeigten, dass die präklinische LFxT Dosisverteilungen für die MST erzeu-
gen kann, die ein scharfes, divergentes Peak-Valley-Profil aufweisen und eine deutlich
höhere Dosisrate als bisher verfügbare kompakte MST-Quellen erlauben. Die simulierten
ultrahohen Dosisraten der klinischen LFxT ermöglichten zudem eine FLASH Röntgenbe-
strahlung, die gesundes Gewebe besser schonen kann als konventionelle Strahlentherapie
mit niedrigen Dosisraten. Die ultrahohen Dosisraten wurden dadurch ermöglicht, dass
die Wärmeentwicklung am Brennfleck hauptsächlich durch die Wärmekapazität des
Targetmaterials bestimmt wurde. Diese Art der Wärmeentwicklung ermöglichte eine
wesentlich höhere Leistung des Elektronenstrahls der LFxT als bei konventionellen
Röntgenröhren, bei denen die Wärmeleitfähigkeit des Materials die Elektronenstrahlleis-
tung limitiert. Um der hohen Intensität des Elektronenstrahls standzuhalten, benötigte
die Vakuumkammer eine aktive Kühlung, um der Wärmebelastung durch gestreute
Elektronen entgegenzuwirken. Diese Wärmebelastung der Vakuumkammer sowie die
Temperaturerhöhung am Brennfleck wurden mit Finite-Elemente-Methoden simuliert.
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Kurzfassung

Zudem wurde die Fokussierung der Elektronen auf den Brennfleck untersucht und
passende Röntgenaustrittsfenster ausgesucht.

Der zweite Teil dieser Arbeit zeigt einen weiteren Ansatzpunkt auf dem Weg zur
klinischen Anwendung der MST: Die Bestrahlungsplanung wurde um multidirektionale
MST auf Patientendaten erweitert, womit die MST-Pläne klinisch realistischer wurden
als mit der derzeitigen unidirektionalen MST. Für verschiedene Bestrahlungsszena-
rien erreichten die MST-Pläne mit kV-Photonen eine ausreichende Dosisabdeckung
der Zielvolumina und eine Schonung von Risikoorganen, die vergleichbar war mit
konventionellen Bestrahlungsplänen mit Megavolt-Photonen. Der Vergleich von MST-
Dosisverteilungen in Mikrometer-Auflösung zu konventionellen Dosisverteilungen wur-
de durch die Implementierung der homogenen Äquivalenzdosis (englisch equivalent uni-
form dose, EUD) ermöglicht. Für eine verringerte Eintrittsdosis bei gleichbleibender Dosis
im Zielvolumen könnte die klinische MST mit der neuartigen Mikrostrahl-Arc-Therapie
appliziert werden, wobei allerdings die Überlagerung von divergenten Mikrostrahlen
zu EUD-Hotspots führt. Für die klinische MST verwaschen innere Organbewegungen
die MST-Dosisverteilung, sodass Herz-Gating und Maßnahmen zur Einschränkung der
Atembewegungen nötig werden.

Zusammenfassend bringt diese Arbeit die MST zwei Schritte weiter in Richtung
klinische Anwendung: zum einen durch die Weiterentwicklung der LFxT als kom-
pakte MST-Quelle, zum andern durch die Einführung neuer Techniken in die MST-
Bestrahlungsplanung.
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1. Introduction

1.1. Radiotherapy

Cancer is one of the leading causes of death worldwide [1]. Treatment measures and
attempts are built on the three pillars of surgical resection, radiotherapy, and systemic
therapies such as chemotherapy or immunotherapy, applied exclusively or combined.
Approximately half of all cancer patients receive radiotherapy in a curative or palliative
treatment, utilizing the advantages of targeted treatments and a possible preservation
of the organ functionality [2]. While modern treatment strategies achieve cure rates of
50–90 % for some cancer types, e.g., breast cancer or Hodgkin’s lymphoma, the five-year
survival rate for other cancer types, such as locally advanced lung cancer or glioblastoma
multiforme, is below 5 % [2, 3]. New treatment strategies for these cancerous tumors
with poor prognosis are therefore urgently needed.

For effective tumor control, the ability of tumor cells to proliferate must be inhibited
and all tumor stem cells must be destroyed according to the conventional concept of
radiation oncology [2]. For that purpose, radiotherapy utilizes ionizing radiation that
induces DNA damage directly or indirectly via free radicals formed in close-by water
[2]. The ability of cells to proliferate after being irradiated can be measured by colony
formation assays. Thereby, the clonogenic survival fraction S is assessed in-vitro after
a radiation dose D of 1–10 Gy and described according to the linear quadratic model
(LQM) as

S = exp
(
−αD − βD2) . (1.1)

The radiobiological factors α and β describe the sensitivity of the cells to the applied
radiation and characterize the linear and the quadratic part of the damage, respectively,
where α can be interpreted as a lethal damage induced by a single radiation particle and
β by multiple particles [4–6]. Favored for therapy, the differential effect says that tumor
cells are more sensitive to radiation with a lower survival fraction than normal cells at
the same dose.

For in-vivo studies, tumor control or normal tissue side effects are more useful
endpoints than the survival fraction. Based on Poisson statistics, the dose response
curves follow a sigmoidal shape for both the tumor control probability and the normal
tissue complication probability [4]. For successful treatments, a trade-off must be found
that provides ablation of the tumor on the one hand and sparing of healthy tissue,
especially of radiosensitive organs at risk, on the other hand. The so-called therapeutic
window designates the dose range where this differential effect is fulfilled.

3



1. Introduction

Innovations in radiotherapy have often been associated with a widening of the ther-
apeutic window by physical, biological, or biophysical measures. Physical measures
include the dose conformity to the tumor shape, multidirectional irradiations, and
more advanced intensity-modulated radiotherapy or volumetric-modulated arc therapy.
Biologically, the therapeutic window was widened by the introduction of temporal
fractionation and the combination of radiotherapy with systemic therapies. A biophys-
ical widening has been achieved by proton and heavy ion therapy with an increased
radiobiological effectiveness and a finite particle range. A spatial fractionation of the
radiation field, in other words a spatially highly modulated dose distribution, can also
lead to a biophysical widening of the therapeutic window, as described hereafter.

1.2. Microbeam radiotherapy

The historical origin of spatially fractionated radiotherapy lies in the grid therapy that
was developed and applied by Alban Köhler in the first decade of the 20th century [7,
8]. He installed a millimeter-thick iron grid on the skin of radiotherapy patients and
observed less necrotic skin burns and a faster cure of the skin than after treatments
without the grid. Grid therapy has been clinically applied for treatments and palliative
irradiations of large malignant tumors with kilovoltage and megavoltage x-rays [8–11].
The observed skin protection originated from the dose-volume effect: Healthy tissue
tolerates a higher radiation dose if the irradiated volume is smaller [12]. In the 1950s and
1960s, the dose-volume effect was rediscovered, when an extremely high dose of 4000 Gy
delivered by a 25 µm-wide deuteron beam was well tolerated by a mouse brain, while
a dose of 160 Gy delivered by a 1 mm-wide beam induced severe brain necrosis [13].
Thirty years later with the development of powerful synchrotron and cyclotron radiation
facilities, research of spatially fractionated radiotherapy was resumed. Nowadays, main
development fields of spatially fractionated radiotherapy comprise grid and lattice
radiotherapy with a dose modulation on the centimeter scale using x-rays or protons
[11, 14, 15]; x-ray, proton, and light-ion minibeam radiotherapy with a dose modulation
on the (sub-)millimeter scale [16–19]; and x-ray microbeam radiotherapy (MRT) with a
dose modulation on the micrometer scale [20–22], which is the focus of this work.

The dose distribution of MRT is divided into a linear, periodic array of narrow high-
dose beamlets, called peaks, and wider low-dose regions, called valleys, as depicted
in figure 1.1. While the peak dose amounts to several hundred Grays, the valley dose
stays below the tissue tolerance. Accordingly, the peak-to-valley dose ratio (PVDR) is
commonly in the range of 20–50 for preclinical experiments [22–24]. Although there have
been preclinical studies with peak widths of 25–100 µm and center-to-center spacings
between neighboring peaks in the range of 200–800 µm, the biologically most effective
geometrical setup has not been comprehensively evaluated [22, 25, 26]. For this work, a
peak width of 50 µm and a center-to-center spacing of 400 µm were chosen in accordance
with several effective preclinical MRT experiments [27–30]. Very high dose rates allow
for preclinical or prospective clinical irradiations without blurring of the micrometer-
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1.2. Microbeam radiotherapy

Figure 1.1.: Microbeam dose profile of high-dose peaks and low-dose valleys with a
center-to-center distance of 400 µm. The profile is extended into the image
plane to form a linear array perpendicular to the beam direction.

scaled dose distribution due to organ motion, such as breathing or cardio-synchronous
pulsation of blood vessels.

In-vitro MRT studies demonstrated a higher dose resistance of normal cells compared
to conventional homogeneous irradiations; for tumor cells in contrast, similar effects
were observed for MRT and conventional irradiations [31–34]. Likewise, less severe side
effects were observed in normal tissue after preclinical MRT compared to conventional
radiotherapy, whereas tumor response was similar or even stronger following MRT
[35–37]. Translational studies have mainly focused on phantom dosimetry [38–40],
while veterinary trials have started [41], and first treatment planning studies on clinical
patient data have been published [42, 43]. Most MRT studies compared the valley dose
to the dose of conventional irradiations due to an observed correlation regarding the
biological effects. However, there is evidence that the valley dose is not equivalent to a
homogeneous dose but the peak dose and the spatial dose distribution also need to be
considered [23, 24, 44, 45].

Possible candidates for human clinical trials include locally advanced lung cancer or
highly malignant tumors of the central nervous system, such as glioblastoma multiforme,
or pediatric diffuse intrinsic pontine glioma, which are all associated with a poor
prognosis and no reliable curative treatment [37, 44, 46]. Prior to clinical trials, there
are several challenges to be met: A more thorough understanding of the radiobiological
effects of MRT (see section 1.3) can improve clinical treatments by prescribing an optimal
dose distribution as a compromise between tumor toxicity and normal tissue sparing
[26, 44]. The treatment geometry of multiport irradiations, a combined spatio-temporal
fractionation, and concurrent systemic therapies need to be investigated [28, 29, 47,
48]. Moreover, widely available and affordable MRT sources are required not only for
clinical trials but also for preclinical MRT research (see section 1.4) together with an
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appropriate treatment planning system (see section 1.5) and with a precise and reliable
patient positioning system [22, 48].

1.3. Radiobiological effects of microbeam radiotherapy

Even though the radiobiological mechanisms of MRT have not been fully understood,
many studies have shown a better tolerance of normal tissue following MRT compared
to conventional radiotherapy at similar tumor control rates. It has been suggested that
the therapeutic window is widened after MRT by differences in the cellular architecture
and the vascular structure of healthy and tumorous cells as well as by a tailored immune
response, by intercellular communication, and by dose rate effects.

Crosbie et al. [31] observed a better repair of MRT-induced damage by normal cells
with a more regular architecture than by tumor cells that have a stronger migration.
Tumor blood vessels are faster growing, immature, and lower in density; furthermore,
they have larger diameters and a more tortuous structure than vessels in healthy tissue.
Following MRT, the blood supply and the oxygen saturation in tumors are reduced,
leading to hypoxia, as the damage to the immature vessels cannot be effectively repaired
[49, 50]. Conversely, lesions in normal blood vessels are rapidly repaired from adjacent
unirradiated tissue and neither the capillary density, the vascular permeability, the
perfusion, nor the blood volume decreases after MRT [49, 50]. Unimpaired blood vessels
allow the transportation of vital nutrients but also of immune cells.

The immune system is pivotal for an effective cancer therapy, but tumor cells develop
strategies to escape the immune response. Both MRT and conventional radiotherapy can
recruit immune cells to the tumor; they, however, induce different molecular pathways
related to inflammation and immunity [32, 51]. While conventional radiotherapy de-
stroys most immune cells in the irradiated tissue, MRT leads to immunogenic cell death
only in the peaks and spares the immune cells in the valley region. Thereby, the immune
system has a larger surface to react after MRT. Different inflammation and immune
response pathways after MRT and conventional radiotherapy have demonstrated their
importance regarding the widened therapeutic window of MRT but still need further
investigation [51–54].

The response of non-targeted tumor cells relies not only on immune effects but also on
intercellular communication through gap junctions and a release of inflammatory factors
[55]. For both normal and tumor cells, radiation-induced stress has been observed as
micronuclei formation or cell killing in non-irradiated bystander cells close to directly
irradiated cells [56–58]. Surprisingly, these out-of-field effects can also occur without
direct cell-cell contact but by transferring the medium from irradiated to non-irradiated
cells in-vitro [58]. Abscopal or long-range radiation effects have likewise been observed
in-vivo and clinically [55]. Even though it is not yet clarified if the intercellular commu-
nication has a positive or negative effect on tumor killing and healthy tissue sparing,
Steel et al. [34] assumed a lower sensitivity to bystander signaling by their investigated
normal cells than by the tumor cells.
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Most MRT research has been performed at ultra-high dose rates at third-generation
synchrotrons. Ultra-high dose rates can induce the FLASH effect, which, similarly to
MRT, decreases normal tissue damage without compromising tumor control (details
on the FLASH effect can be found in chapter 8). For this reason, a widening of the
therapeutic window following ultra-high dose rate MRT can be associated with the
spatial fractionation, dose rate effects, or a combination thereof. However, beneficial
MRT effects compared to conventional radiotherapy have also been observed in absence
of the FLASH effect [34, 59, 60]. In this work, the focus lies on MRT, disregarding but
not dismissing the FLASH effect.

1.4. Radiation sources for microbeam radiotherapy

The characteristic peak-valley dose profile of MRT is typically shaped by a multislit
collimator that blocks the radiation in the region of the valleys and lets the radiation
pass through in the region of the peaks. For a minimal valley dose, the collimator must
be sufficiently thick to absorb basically all x-ray energy. At the same time, the collimator
slits must be aligned to the radiation source for a high peak dose and steep penumbras,
i.e., steep lateral dose falloffs from the peaks to the neighboring valleys. Both parallel
and divergent collimators have been developed for parallel and divergent microbeam
radiation fields [59, 61].

A sharp microbeam dose profile with a high PVDR and steep penumbras put high
requirements on the radiation source. The ideal x-ray energy is at approximately 100 keV,
hence considerably lower than for conventional radiotherapy in the megaelectronvolt
range [38, 62]. A higher energy increases the range of the secondary electrons, which
would blur the peak-valley profile and increase the valley dose. A lower energy yields a
steeper depth dose curve, which impedes reaching deep-seated tumors and also increases
the range of secondary electrons by a higher portion of photoelectrons compared to
Compton electrons. The radiation field should have a low divergence and originate
from a small focal spot to achieve steep penumbras and preserve a sharp microbeam
dose profile in several centimeters depths, which is especially important for deep-seated
tumors in preclinical and clinical MRT [63]. Lastly, high dose rates, ideally in the range
of kGy/s, can avoid blurring of the micrometer-scaled dose distribution due to organ
motion.

These physical requirements are well fulfilled at certain large third-generation syn-
chrotrons worldwide, such as the European Synchrotron Radiation Facility (ESRF) in
Grenoble, France, or the Australian Synchrotron in Melbourne, Australia. Originating
from high-energy electrons in the synchrotron storage ring, the most appropriate x-ray
source for MRT is a wiggler, which produces synchrotron radiation with a continuously
high photon flux in a centimeter-wide fan beam [22]. The biomedical beamline ID17 at
the ESRF delivers a quasi-parallel radiation field with a median x-ray energy of 107 keV
and dose rates of up to 16 000 Gy/s [52, 64]. Located at 40 m from the source, the beam
size is 40 × 1 mm2 at the maximum [65], while larger field sizes can be achieved by a
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vertical scanning of the sample through the beam, leading to effective dose rates of
a few hundred Grays per second [66]. Besides the rather small field size, the main
disadvantage of MRT at these specialized synchrotron beamlines is the scarce availability
and the associated limited and expensive beam time. Furthermore, these synchrotrons
are pure research facilities, not allowing an adequate patient care that is comparable
to radiotherapy clinics. For this reason, compact MRT sources that fit into a research
laboratory or a typical treatment room are urgently required for widely available MRT
research, for prospective clinical trials, and definitely for clinical routine of MRT.

Widely discussed alternatives to synchrotrons are inverse Compton scattering sources
with a diameter of a few meters, in contrast to third-generation synchrotrons with
diameters of a few hundred meters. In inverse Compton scattering sources, high-energy
electrons scatter at low-energy photons in the infrared range and transfer a portion
of their energy to the photons, the energy of which gets thereby elevated to the x-ray
regime [67, 68]. Advantages of inverse Compton scattering sources for MRT are a small
source size and a low divergence. However, the photon energy has only reached 35 keV,
which limits MRT to superficial irradiations, and the dose rate is in the range of Grays
per minute [22, 67]. Preclinical MRT studies have been performed at the Munich compact
light source (built by Lyncean Technologies Inc., Fremont, USA) with a peak dose rate
of 4 Gy/min [27]. Despite further developments of inverse Compton scattering sources
with increased x-ray energies up to 90 keV, e.g., at the ThomX project [69], dose rates
remain too low for clinical MRT with centimeter-large field sizes [22].

A different type of x-ray source that has been suggested for MRT is the carbon
nanotube field emission x-ray technology. Thereby, the cathode consists of carbon
nanotubes, which are cylindrical carbon compounds with a thickness of 1–50 nm and a
length of up to 20 cm [70]. In the cathode, heat raises the energy level of the electrons,
and an extraction grid induces a strong electric field at the nanotube surface. Thereby,
electrons tunnel out of the cathode and are accelerated towards the anode, where x-rays
are produced. Hadsell et al. [71] presented a carbon nanotube prototype for MRT
research, which provided a 160 kVp x-ray spectrum, a peak dose rate of 2 Gy/s, and a
microbeam dose profile with a peak width of 300 µm and a PVDR of 17 at a depth of
13 mm. The peak width classifies the presented setup rather as minibeam instead of
microbeam radiotherapy.

Additionally, several types of x-ray tubes with classic thermionic cathodes have been
investigated for their applicability for MRT. At thermionic cathodes, the electron energy
is lifted above the binding energy by a very high heat induction so that the electrons leave
the cathode and are accelerated to the anode by an electric field. As for carbon nanotube
field emission x-ray tubes, x-rays are produced by bremsstrahlung and characteristic
x-rays at the focal spot at the anode. For a high x-ray energy output, the atomic number
Z of the anode must be high as the electron-to-photon conversion efficiency η can be
estimated by

η = 10−3 · Z · U , (1.2)
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where U is the electron acceleration voltage in megavolts. Only approximately 1 %
of the electron energy is transferred into x-radiation, while the remaining energy is
converted into heat. Accordingly, tungsten is a typical anode material having a high
atomic number (Z = 74) and a high melting temperature. In clinical routine, x-ray
tubes are mainly used for imaging. High-power x-ray tubes, which are integrated in
computed tomography (CT) systems, have a rotating anode to distribute the heat at
the focal spot over a large focal track area. These conventional x-ray tubes have the
advantages of a large radiation field and a broad energy range. Disadvantages regarding
MRT include a low flux and a large focal spot size of typically 1 mm2. Several preclinical
x-ray tubes have been modified to perform MRT research [59, 72, 73]; however, the
dose rate does not exceed a few Grays per minute. Microfocus x-ray tubes operate in
a similar way as conventional x-ray tubes, although focal spot dimensions below 5 µm
have been achieved with thermionic cathodes and carbon nanotube cathodes [74, 75].
A low output power below 10 W prevents the anode of microfocus x-ray tubes from
overheating, which, however, yields a low photon flux. An x-ray tube with a different
anode type is the liquid-metal jet x-ray tube. The accelerated electrons produce photons
in a jet of liquid tin or gallium, resulting in a bremsstrahlung spectrum of typically
below 50 kVp with characteristic x-rays of a lower energy compared to tungsten anodes
[76, 77]. Although the focal spot is small and the flux is high, the x-ray energy is too low
for preclinical or clinical MRT.

A few years ago, Bartzsch and Oelfke [63] published the idea of the line-focus x-ray
tube (LFxT), which is based on conventional x-ray tube technology with a thermionic
cathode. The unique features of the LFxT are an extremely eccentric focal spot and a
very fast rotating target, enabling very high dose rates from a very narrow x-ray source
as well as a broad energy range. The LFxT has not been built so far but has great
potential for preclinical and clinical MRT. The elaboration and further development of
the LFxT technology are the focus of this work in chapters 3 to 8.

1.5. Microbeam treatment planning

Clinical planning of radiotherapy with megaelectronvolt photons relies on three-dimen-
sional CT images that typically have a resolution of 0.1–1 mm in the transversal plane
and a slice thickness of 0.5–5 mm [78]. The resolution of clinical treatment plans is often
even down-sampled to 2.5 mm in each spatial direction for a faster dose calculation [79].
Conversely, a fully resolved dose distribution of MRT would require a resolution of
few micrometers, at least in the direction of the peak-valley profile. For that purpose,
clinical CT data cannot provide sufficient details and the treatment planning process
would require much higher computational power than currently used. Consequently,
alternative approaches are needed for microbeam treatment planning.

Most MRT dose calculation has been performed by using Monte Carlo simulations [22,
40, 80], which approximate physical processes by statistical methods, e.g., interaction
probabilities of radiation with matter. On the one hand, millions or billions of primary
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particles are needed for low uncertainties according to the law of large numbers so
that Monte Carlo-based treatment planning takes longer than analytical treatment
planning even with high-performance computers. On the other hand, Monte Carlo-based
treatment plans provide a more precise dose distribution, especially at strong density
heterogeneities in the phantom or patient, compared to fast pencil beam algorithms [79].
Moreover, Monte Carlo algorithms provide an accurate dose calculation over a large dose
range, which is required for MRT fields with a high PVDR, and, furthermore, a flexible
choice of physics models, which needs to be carefully made for the kiloelectronvolt-
radiation of MRT [22]. Kiloelectronvolt x-rays are often multiply scattered before they
deposit their energy via secondary electrons, in contrast to megaelectronvolt x-rays.
A main drawback of MRT planning with Monte Carlo algorithms is the small voxel
size in the micrometer range, which requires an extremely high number of primary
particles and very high computational power. Analytical dose calculation based on
convolution kernels has been applied by few authors for MRT planning [81, 82]; however,
uncertainties were higher than with Monte Carlo-based algorithms, especially in the
valley regions.

Combining the advantages of both Monte Carlo-based and kernel-based dose calcula-
tion was implemented by Donzelli et al. [62], who developed a hybrid dose calculation
approach: The photon interactions are simulated by a Monte Carlo algorithm, yielding
primary and scatter dose distributions of not spatially modulated radiation fields on
the CT resolution. The kernel-based algorithm introduces the dose modulation on the
micrometer scale as peaks and valleys. The hybrid dose calculation is described in
more detail in chapter 9, and modifications for a clinical MRT planning can be found in
chapter 10.

The few existing MRT planning studies for veterinary trials or on patient data reported
the peak and valley dose distribution as well as the PVDR at specific locations [41, 42, 83],
similar to preclinical and phantom studies. However, a standard to report these doses
has not been established, e.g., whether to use the maximum peak dose or the mean peak
dose within a certain width. For multidirectional MRT, peak and valley regions are not
even clearly defined as beams are crossing and form complex dose distributions on the
micrometer scale. As a starting point, the equivalent uniform dose (EUD) [84] has been
suggested to interpret spatially fractionated dose distributions of MRT [85], in analogy to
dose modulations on larger scales, e.g., for intensity-modulated radiotherapy plans [86].
Based on the LQM, the EUD concept says that two dose distributions are equivalent if
they have the same clonogenic survival. The implementation of the EUD into microbeam
treatment planning is described in chapter 10. Nevertheless, the applicability of the
EUD for MRT still needs to be verified experimentally.
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2. Aims of the thesis

The long-term vision of this project is the translation of microbeam radiotherapy (MRT)
to clinical application. Prior to clinical trials, several research fields need to progress
the knowledge and the technology of radiobiology, radiation sources, and treatment
planning for MRT. This work focuses on answering two physics-based challenges
thereof: The advancement of the line-focus x-ray tube (LFxT) as a compact MRT source
is described in chapters 3 to 8 in part II, while chapters 9 to 12 in part III deal with the
ongoing development of microbeam treatment planning.

The basic idea of the LFxT had been previously published and is based on a strongly
eccentric focal spot and a very fast rotating target. Thereby, the heat capacity of the target
material dominates the heat dissipation at the focal spot, allowing considerably higher
electron beam power densities than conventional x-ray tubes, for which heat conduction
dominates the heat dissipation and thus determines the focal spot temperature. The
concept of the so-called heat capacity limit had been demonstrated with one-dimensional
calculations, and the required power supply of the LFxT had been estimated to facilitate
ultra-high dose rates.

My aim of part II is to elaborate the LFxT technology as an MRT source and to
ascertain the technical prerequisites for its construction. The development is focused
on a prototype for preclinical research as a proof of the LFxT concept, but throughout
this work, required technology adjustments are investigated for a prospective, more
powerful LFxT for clinical application of MRT. Part II is structured according to the
functionality of the x-ray tube, starting from the desired microbeam radiation field and
moving backwards to the electron source.

In chapter 4, I validate the suitability of the dose distribution and dose rate emerging
from the LFxT for preclinical and clinical MRT by using numerical simulations. The
micrometer-scaled spatially fractionated dose distribution puts high demands on the
x-ray source. I investigate these demands regarding the x-ray spectrum, the size of the
focal spot, and the distance from the focal spot to the multislit collimator that shapes the
homogeneous radiation field into microbeams. Furthermore, I compare the simulated
microbeam radiation field from the LFxT to that originating from a third-generation
synchrotron, the most advanced state-of-the-art MRT source. Besides the spatial dose
fractionation, I assess achievable dose rates considering the designed power supplies
for both the preclinical and the clinical LFxT. Complementarily, I suggest materials for
the x-ray exit window regarding their x-ray absorption and mechanical properties in
chapter 7.3.

Due to the low electron-to-photon conversion efficiency, the location of the focal spot
is exposed to a very high heat load even for conventional x-ray tubes and thus all the
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more for the high-power, strongly focused electron beam of the LFxT. To cope with
the extremely high heat load, the LFxT utilizes the heat capacity limit by means of
the combination of a very fast rotating target and a strongly eccentric focal spot. In
chapter 5, I analytically assess the heat capacity limit and substantiate this concept
with three-dimensional numerical simulations for the preclinical and the clinical LFxT. I
determine the temperature increase at the focal spot for the heat conduction limit, the
heat capacity limit, and the transition between these limits.

At the focal spot, the electron energy is not completely transferred into x-radiation
and heat, but a substantial part is transported to the vacuum chamber housing by
electrons that are backscattered from the target surface. In chapter 6, I investigate the
energy of the backscattered electrons that is absorbed at the vacuum chamber housing
of the preclinical LFxT as well as its resulting temperature increase. Thereby, I verify the
adequacy of the cooling system of the LFxT.

The development and realization of a novel x-ray source is only possible with a
team of scientists with different areas of expertise. My collaboration projects in this
work include the cooling concept of the preclinical LFxT prototype in chapter 6, the
development of the electron accelerator and beam optics of the preclinical LFxT in
chapter 7.1, the investigation of a magnetic deflection system of the electron beam to
protect heat-sensitive components in the vacuum chamber in chapter 7.2, and concepts
of the power supply for the clinical LFxT in chapter 8.

Chapter 8 discusses aspects that are still required for getting the LFxT prototype into
operation and for the experimental validation of the LFxT technology. After successfully
validating the proof of concept, the technology needs to be upscaled for a clinically
applicable MRT, for which I outline major redevelopments and possible solutions.
Moreover, the LFxT might enable x-ray FLASH irradiations, where ultra-high dose rates
can widen the therapeutic window compared to conventional radiotherapy with lower
dose rates, with a compact source. An additional application of the LFxT might be
simultaneous phase contrast imaging of high- and low-density objects, which I discuss
at the end of chapter 8.

The aim of part III is the advancement of microbeam treatment planning by creating
more realistic clinical MRT plans than the unidirectional MRT plans typically applied
on preclinical targets. In chapter 10, I develop an algorithm framework that enables
the investigation of dose distributions resulting from different microbeam treatment
geometries, including multiport MRT, on clinical patient data as well as the comparison
to clinically planned dose distributions. Applying irradiations from several directions
is standard for conventional radiotherapy to spread the entrance dose over a larger
volume. However, multiport MRT raises the question of how to align microbeams from
different directions. I implement interlaced MRT, which intends a homogeneous target
dose, as well as peak-on-peak and cross-firing MRT, which maintain a strong dose
modulation in the target volume. Furthermore, I demonstrate microbeam arc therapy
in chapter 11 as a novel approach to spread the entrance dose. Independent of the
geometry, multiport MRT forms a dose distribution on the micrometer scale even more
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complex than a regular peak-valley profile that follows from typical unidirectional MRT.
For clinical application, the equivalence of a spatially fractionated dose distribution to
a conventional homogeneous dose remains to be specified. The equivalent uniform
dose (EUD) is a concept of assigning a highly modulated dose to a homogeneous dose
distribution yielding the same radiobiological effect. In chapter 10, I implement the EUD
into a dose calculation algorithm to allow the evaluation of multiport MRT plans and the
comparison to conventional radiotherapy plans. A further challenge for clinical MRT is
organ motion due to breathing or cardio-synchronous pulsation of blood vessels, which
can deteriorate the micrometer-scaled dose distribution. Chapter 12 presents analyses of
the effects of motion on the MRT dose distribution and possible countermeasures.

Finally, part IV summarizes the main achievements of this work and gives a short
outlook on the LFxT as a compact MRT source and on microbeam treatment planning.
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Part II.

The line-focus x-ray tube (LFxT) as a
compact microbeam source
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3. Introduction to the LFxT

A promising compact radiation source for clinical application of microbeam radiotherapy
(MRT) is the line-focus x-ray tube (LFxT) [63]. The LFxT is based on conventional x-ray
tube technology for medical imaging with an electron beam of high acceleration voltage
and high power hitting a target, where x-rays are produced by bremsstrahlung and
characteristic x-rays. As for other microbeam sources, a multislit collimator shapes the
homogeneous x-ray field into microbeams, where the slits have the same divergence as
the radiation field, as described by Bartzsch et al. [59] or Treibel et al. [73]. For MRT,
the electrons have an energy of several hundred kiloelectronvolts as a good tradeoff
between a shallow slope of the depth-dose curve in the patient and a short range of
secondary electrons for a sharp peak-valley microbeam dose profile [22, 87]. Similar to
conventional, high-energy x-ray tubes, the target surface is made of a tungsten-rhenium
alloy due to a high electron-to-photon conversion efficiency, a ductile material behavior,
a high specific heat capacity, and a high melting temperature. The focal spot must be as
narrow as the slits of the multislit collimator, i.e., in the micrometer range, to ensure
a sharp peak-valley dose profile, small penumbras, and a low divergence of the beam
core behind each collimator slit (see chapter 4, Bartzsch and Oelfke [63], and Winter
et al. [87]). Contrary to conventional x-ray tubes, the vacuum chamber housing is not
on electrical ground potential but on the same potential as the target. In this way, the
whole vacuum chamber acts as the anode and backscattering electrons from the target
travel on straight paths to the chamber housing instead of returning to the target surface
off the focal spot (see chapter 6 and Winter et al. [88]).

Even conventional x-ray tubes need to cope with high heat loads due to an electron-to-
photon conversion efficiency at the target of approximately 1 %. High-power x-ray tubes,
e.g., for computed tomography, typically have a rectangular electronic focal spot with
its short dimension in the rotation direction of an angled, rotating target to spread the
heat load at the focal spot to a larger area, the so-called focal track [89, 90]. Additionally,
cooling is applied at the target or the vacuum chamber housing [78].

The LFxT should deliver dose rates markedly higher than conventional x-ray tubes
so that rotating the target does not sufficiently distribute and dissipate the very high
heat load. For this reason, the LFxT has two unique characteristics: a very high target
surface velocity (200 m/s) and an extremely eccentric focal spot, from which the name
of the line-focus x-ray tube deduces. The eccentric focal spot has two advantages. First,
incorporating the requirement of a focal width in the micrometer range, the heat load at
an eccentric focal spot is distributed over a larger area compared to a squared focal spot,
similar to but more pronounced than conventional rectangular focal spots. Thereby, the
electron beam power can be considerably increased, assuming a constant maximum
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surface power density defined by the melting temperature of the focal track material.
Second, the combination of a very narrow focal spot in the micrometer range and a very
fast rotating target shifts the physical characteristics of the heat dissipation from mainly
heat conduction to mainly heat capacity. This heat capacity limit allows considerably
higher electron beam power densities than the heat conduction limit that holds for
conventional x-ray tubes (see chapter 5, Bartzsch and Oelfke [63], and Winter et al. [88]).

The LFxT development that is presented in this work comprises planning studies
for a high-power clinical LFxT (1.5 MW) and a prototype (90 kW) for preclinical MRT
studies. Figure 3.1 displays the computer aided design (CAD) model of the prototype,
which is currently under construction at the Technical University of Munich. The LFxT
prototype has been developed together with several collaboration partners from the
Technical University of Munich, the Forschungszentrum Jülich, the Johannes Gutenberg
University Mainz, and the University of Applied Sciences Munich. The investigations of
the clinical and the preclinical LFxT included ideal and achievable microbeam radiation
fields by varying x-ray beam parameters (chapter 4), the heat dissipation at the focal
spot in the heat conduction limit and the heat capacity limit (chapter 5), as well as the
consequences of backscattering electrons that hit the vacuum chamber housing (chapter
6). Chapter 7 presents the development of a suitable electron accelerator, investigations
of a magnetic electron deflection system between the accelerator and the target, as
well as possible x-ray window materials. Further development projects for both the
preclinical and the clinical LFxT, and additional applications of the LFxT as a source for
x-ray FLASH treatments and phase contrast imaging are discussed at the end of this
part.
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Figure 3.1.: Construction model of the line-focus x-ray tube. The electron beam is
accelerated from the cathode through the anode and electron beam optics
onto the target. The left part of the tube contains the motor for the target
rotation.
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4. Microbeam radiation field

4.1. Introduction

Microbeam radiotherapy (MRT) has proven a sparing of healthy tissue without compro-
mising tumor response compared to conventional radiotherapy. To achieve this benefit
of MRT, the spatially fractionated dose distribution requires a low valley dose, a high
peak-to-valley dose ratio (PVDR), and steep lateral penumbras from the peaks to the
neighboring valleys [22, 44]. Considering ray optics only, a multislit collimator subdi-
vides a homogeneous radiation field from a point source into a microbeam field with
rectangular peaks and zero valley dose at any distance from the collimator. Small-angle
photon scattering at the inner surfaces of the collimator as well as photon and electron
scattering in the sample increase the valley dose and smear the dose distribution to a
peak-valley profile as seen in figure 1.1.

Simulation studies of monoenergetic x-ray beams revealed an optimal energy for
preclinical MRT of approximately 100 keV to obtain short ranges of secondary electrons
for steep penumbras [38, 62]. For this energy, Compton scattering dominates, which
transfers only a portion of the photon energy to the secondary electrons. On one side,
Compton electrons from photons of higher energy have longer ranges. On the other
side, photons of lower energy have a higher interaction probability of photoelectric
absorption, which transfers a higher portion of the photon energy to the secondary
electrons, also leading to longer electron ranges and thus less steep lateral penumbras
and lower PVDRs. The line-focus x-ray tube (LFxT), which might be a suitable compact
radiation source for preclinical and clinical MRT, produces a continuous bremsstrahlung
spectrum with characteristic x-rays from a target made of tungsten. Therefore, the
optimal electron acceleration voltage and a suitable filtering, which reduces the portion
of low-energy photons, need to be found.

For preclinical and clinical MRT, the sharp peak-valley dose profile needs to be
preserved throughout the irradiated volume. For geometric reasons, this can be achieved
by a parallel radiation field and by a focal spot as narrow as the slit width of the
multislit collimator, which determines the peak width [63]. Most MRT experiments
have been performed with quasi-parallel x-ray beams from certain third-generation
synchrotrons, e.g., at a distance of approximately 40 m from the photon source at the
biomedical beamline ID17 at the European Synchrotron Radiation Facility (ESRF) in
Grenoble, France [52]. In contrast, the short beam path of the compact LFxT yields a
divergent radiation field, the consequences of which on the microbeam dose distribution
need to be investigated. For simulations, the most simple shape of a focal spot is a
rectangle with homogeneous x-ray intensity, while realistic focal spots can have different
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shapes and intensity distributions, such as Gaussian distributions. For this reason, the
realistic focal spot of the LFxT needs to be simulated and the resulting microbeam dose
distribution assessed.

Besides the spatial fractionation, MRT requires high peak dose rates to avoid blurring
of the micrometer-scaled dose distribution due to organ motion (see chapter 12, Duncan
et al. [91], and Manchado de Sola et al. [92]). Consequently, the dose rate is relevant for
the performance of the LFxT and needs to be optimized in accordance with the technical
feasibility.

This chapter investigates the microbeam radiation field of the LFxT. The microbeam
dose distribution was optimized for a high PVDR and a sharp peak-valley dose profile
with regard to the x-ray spectrum, the focal spot size, and the distance from the focal
spot to the sample, which was placed contiguously behind the multislit collimator.
Furthermore, the absolute dose rate of the LFxT was estimated, and the relative dose
rate was simulated for different incident angles of the electron beam impinging onto the
target and for different x-ray emission angles. Finally, the microbeam dose distribution
was assessed for a realistic electron beam of the LFxT and compared to a microbeam
dose distribution measured at the ID17 at the ESRF.

4.2. Methods

The microbeam radiation field was investigated with Monte Carlo simulations in Geant4
[93] and TOPAS [94], and the resulting dose-to-medium distributions and dose rates
were analyzed using Matlab (version R2018b, The MathWorks Inc., USA). The dose
distributions were scored in a water phantom located contiguously behind a multislit
collimator with a slit width of 50 µm and a center-to-center distance between neighboring
slits of 400 µm. The collimator slit width, termed also the theoretical peak width at the
phantom surface, and the center-to-center distance were specified at the rear side of the
collimator seen from the electron source, i.e., at the interface between the collimator and
the phantom.

The definitions of the peak width, the valley width, the center-to-center distance,
the penumbras, and the full widths at half maximum (FWHM) are depicted in figure
4.1. The center-to-center distance stated the distance between the respective center
positions of two neighboring peaks, which was constant across the radiation field at
a specific depth and widened with increasing depth in the phantom according to the
field divergence. The dose of a single peak was defined as the mean dose within the
central 60 % of the theoretical peak width, i.e., 30 µm at the phantom surface, whereby
the theoretical peak width widened in the phantom according to the field divergence.
The dose of a single valley was defined as the mean dose within the central part of the
valley with a width 40 % of the center-to-center distance, i.e., 160 µm at the phantom
surface, and also widening according to the field divergence. The lateral penumbra
denoted the dose falloff from 80 % to 20 % of the mean dose of the individual peak in
the x-direction, i.e., in the direction of the strong dose modulation. The longitudinal
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Figure 4.1.: Definitions of the peak, the valley, the center-to-center distance, the full
width at half maximum (FWHM), and the lateral penumbra from 80 % to
20 % of the peak dose.

penumbra denoted the 80 %-to-20 % dose falloff in the y-direction. Similarly, the FWHM
took the mean dose of the individual peak as reference for the 50 % level. The PVDR
denoted the mean peak dose divided by the mean valley dose for each peak position.
Peak doses, valley doses, penumbras, FWHM, and PVDR values at a specific depth
were given as the respective mean value across the field except of the outer most values,
e.g., the mean over peak position 2–50 in case of 51 peaks. Uncertainties represented
the standard error of the respective mean by calculating the standard deviation of the
respective value at a specific depth (except of the outer most values) divided by the
square root of the number of values taken for the calculation of the mean and standard
deviation.

4.2.1. Microbeam dose distribution

To obtain microbeam dose distributions, Monte Carlo simulations were performed in
two steps using Geant4 (version 10.4.p02). The G4EmPenelopePhysics list, which was
particularly developed for the simulation of low-energy electromagnetic interactions,
was applied with a range cut of 1 µm for photons, electrons, and positrons; default step
sizes for electrons and positrons (step function parameters dRoverRange = 0.2, finalRange
= 0.1 mm); and fluorescence electrons and particle-induced x-ray emission activated [95,
96].

In a first step, unfiltered x-ray spectra were obtained by simulating an electron beam
hitting a target. A point source of electrons with the energy of interest and 8 · 108 primary
particles perpendicularly hit a target made of tungsten. The energy of the produced
photons was scored with a hemispherical phase space detector placed contiguously on
the target. Using Matlab, the phase space was converted into an energy spectrum by
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creating a histogram with a bin size of 1 keV. Proceeding from this unfiltered spectrum,
several filtered spectra were analytically calculated with different thicknesses, the mass
density, and the energy-dependent mass attenuation coefficients of the respective filtering
material. The material data were taken from the U.S. National Institute of Standards
and Technology (NIST) [97].

In a second step, the dose deposition in water was simulated with 109 primary photons
randomly sampled from the filtered energy spectrum of interest, which was obtained in
the first step. The photons originated from a strongly eccentric focal spot with Gaussian
intensity distributions in the x- and y-directions. The x-ray beam hit a multislit collimator
made of tungsten, which formed the homogeneous radiation into a microbeam field size
of 20 × 20 mm2. The divergence of the photon beam was selected in a way that ensured
full coverage of the collimator slits. The collimator consisted of three plates, with the
center plate having twice the thickness of the outer plates. Each plate had 51 slits of
100 µm × 20 mm (x × y) so that a shift of the center plate by 50 µm in the x-direction
effectively produced a slit width of 50 µm (following the realized collimator described
by Treibel et al. [73]). The divergence of the slits in the x-direction corresponded to the
divergence of the beam, which depended on the source-to-collimator distance. Directly
behind the collimator, the dose was scored in a water phantom, which had a size of
(100 mm)3 and scoring voxels of 0.005 × 1 × 1 mm3 (x × y × z).

Parameter optimization

To find optimal parameters of the radiation field for MRT with the LFxT, the x-ray spec-
trum, the focal spot size, and the source-to-phantom distance were varied as described
in the following. For each parameter variation, the microbeam dose distribution was
analyzed regarding the peak dose, the valley dose, the PVDR, the FWHM, and the
penumbras.

The x-ray spectrum was varied between 200 kVp and 800 kVp by scoring the phase
space of unfiltered x-rays produced by an electron beam of 200 keV to 800 keV hitting
the tungsten target. For the analytically calculated filtration of the spectra, a beryllium
thickness of 0.8 mm was kept for all simulations, representing a typical x-ray vacuum
window. Different thicknesses of copper and aluminum were investigated for additional
filtering.

The collimator thickness was adjusted to the respective unfiltered spectrum in a way
that the collimator was thinnest possible while ensuring a leakage radiation below 0.25 %
through the center plate (or both outer plates). As for the filtering of the x-ray spectra,
the amount of leakage radiation through the plates of the multislit collimator was
calculated with energy-dependent mass attenuation coefficients of tungsten from NIST
[97]. The resulting total thickness of the collimator was 7–35 mm for the 200–800 kVp
spectra. In auxiliary simulations, the density was set to 100 times the density of tungsten
to validate a sufficient absorbance of the collimator for each spectrum separately. The
dose distributions with enhanced density and with regular density of tungsten did
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not differ perceptibly. For this reason, remaining effects of the collimator on the dose
distribution resulted from its geometry but not from missing absorber material.

The Gaussian standard deviation of the focal spot size was varied between 10–500 µm
in the x-direction and between 5–40 mm in the y-direction. Additional investigations
included rectangular focal spots of homogeneous intensity with edge lengths in the
same range as the standard deviations of the Gaussian-shaped focal spots.

The distance from the photon source to the phantom surface, i.e., the x-ray beam
path length, was varied in the range of 10–80 cm. The collimator remained contiguously
placed in front of the phantom, and the divergence of the collimator slits was adapted
according to the source-to-phantom distance.

Comparison to synchrotron radiation

The microbeam dose distribution from a parallel x-ray beam with the spectrum of the
biomedical beamline ID17 at the ESRF served as a comparison to state-of-the-art MRT.
The spectrum of the ID17 had a maximum energy of 250 keV (higher energies were cut
due to their low contribution of less than 1.5 %) and a mean energy of 104 keV (similar
to the preclinical beam in the publication by Crosbie et al. [98]). Two simulations with
109 primary photons were performed, one with a divergent x-ray beam and one with a
parallel x-ray beam, to differentiate the effects of the spectrum from the effects of the
divergence. For the divergent beam, the simulation geometry remained unchanged as
against the simulations of the LFxT with a Gaussian-shaped focal spot with standard
deviations of 50 µm × 30 mm (x × y). The parallel beam had the size of the microbeam
field (20 × 20 mm2) with homogeneous intensity, and the collimator slits were set to
parallel. For both simulation configurations, the collimator thickness was 7 mm in total,
meaning the plates had thicknesses of 1.75 mm, 3.5 mm, and 1.75 mm, respectively. The
surface of the water phantom, i.e., also the rear side of the collimator, was located at a
distance of 50 cm from the photon source.

4.2.2. Dose rate

For high peak dose rates, the energy deposit in the phantom per primary electron needs
to be maximized. The peak dose rate corresponds to the dose rate in an open field under
ideal conditions, including a focal spot that is smaller than the collimator slits, because
the multislit collimator lets the x-rays pass through the slits without disturbance. Here,
the dose rate was evaluated for an open field to estimate the maximum possible peak
dose rate and to find the most suitable incident and emission angles for highest dose
rates. The valley dose rate can be calculated by the peak dose rate and the peak-to-valley
dose ratio but will not be addressed here.
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Figure 4.2.: Setup of the Monte Carlo simulations to investigate the dependence of the
relative dose rate on the electron incidence and the photon emission angles.
Electrons hit a tungsten target, the produced photons were filtered and
detected in a 100 mm-thick water phantom. ϕ denotes the polar angle and θ

the azimuthal angle.

Incident and emission angles

The energy deposit in the phantom depends on the incident angle of the electron
beam onto the target and on the emission angle of the investigated x-radiation. The
setup of the Monte Carlo simulations in Geant4 [93] (version 10.4.p02, with the same
physics settings as in chapter 4.2.1) is depicted in figure 4.2. The electron beam of
2 · 109 primary particles had polar incident angles ϕ of 0–40◦ to the normal to the target
surface, an energy of 300 keV, and a Gaussian-shaped focal spot of 50 µm × 30 mm
(x × y) (widths at 10 % of the maximum intensity, resulting from Gaussian standard
deviations of 11.7 µm× 7 mm). The target was made of tungsten and had a cuboid shape
with edge lengths of 200 mm× 300 mm× 200 mm (x × y × z). The produced x-rays were
filtered by 0.8 mm beryllium and 1.0 mm aluminum, implemented in the simulations
as hemispherical shells, which were contiguously placed on the target. The position in
spherical coordinates and the energy of the produced photons were scored as a phase
space in a hemispherical, 100 mm-thick water phantom, encompassing the target and
the filters. The remaining space was set to vacuum. Using Matlab (version R2018b, The
MathWorks Inc., USA), the scored energy was normalized by 1/ sin ϕ and, thereafter,
binned by the polar emission angle ϕ and the azimuthal emission angle θ.
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Dose rate in an open field

Absolute dose rates were investigated with Monte Carlo simulations in Geant4 [93]
(version 10.4.p02, with the same physics settings as in chapter 4.2.1) and in TOPAS
[94] (version 3.2.2, based on Geant4 version 10.5.p01). For the simulations in TOPAS,
the G4EmPenelopePhysics list was employed with default electromagnetic range limits
(EMRangeMin = 100 eV, EMRangeMax = 500 MeV); default step sizes for electrons
and positrons (step function parameters dRoverRange = 0.2, finalRange = 0.01 mm); and
fluorescence electrons, Auger electrons, and particle-induced x-ray emission activated [95,
99]. For both simulation tools, a rectangular electron beam with a size of 50 µm× 30 mm,
108 or 109 primary particles, homogeneous intensity, and an energy of 300 keV, 400 keV,
or 600 keV hit a target made of tungsten perpendicularly to the target surface. Layers of
beryllium, aluminum, or copper of different thicknesses filtered the x-rays at a polar
emission angle of 0◦ to the normal to the target surface in front of a water phantom.
The phantom had a size of (200 mm)3 with scoring voxels of (1 mm)3, and the surface
of the phantom was located at a distance of 50 cm from the focal spot. The energy
deposit was scored in the Geant4 simulations, whereas the dose was scored in the
TOPAS simulations. The remaining space was set to vacuum.

Using Matlab (version R2018b, The MathWorks Inc., USA), the scored energy was
converted into dose by considering the voxel size and the density of water. The converted
dose from the Geant4 simulations and the scored dose from the TOPAS simulations were
further converted into dose rate by the number of primary particles in the simulations
and the intended primary electron beam current, which was 0.3 A and 2.5 A for the
LFxT prototype and the clinical LFxT, respectively. Subsequently, the dose rates were
averaged at each depth in the phantom. The standard error of the mean was calculated
as σx = σ√

N
with the standard deviation σ of the dose rate and the number of voxels

N at a specific depth. For the Geant4 simulations, the squared energy was scored
in each voxel additionally to the energy, converted to the squared dose rate, and an

alternative error of the mean was deduced by error propagation: σ′
x = 1

N

√
∑N

v=1 σ2
v with

the uncertainty of the dose in a voxel σv =
√

DS − D2, where D denotes the dose and
DS the squared dose scored in that voxel. Dose rates at different distances between
the focal spot and the phantom were calculated according to the inverse square law as
photon scattering in vacuum could be neglected.

4.2.3. Realistic electron beam

As a final analysis of the radiation field, the microbeam dose distribution and the peak
dose rate were investigated for x-rays emerging from the phase space of an electron
beam hitting a tungsten target. The phase space resulted from the development of the
electron accelerator for the preclinical LFxT prototype (details of the development and
the electron distribution at the focal spot can be found in chapter 7.1). The electrons had
an energy of approximately 300 keV and were focused to a spot size of 50 µm × 20 mm
as FWHM. The Monte Carlo simulations of the radiation field were performed in TOPAS
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[94] (version 3.2.2) with the same physics settings as used for the TOPAS simulations in
the second part of section 4.2.2.

The simulations of the microbeam dose distribution were performed in two steps:
First, 109 electrons, which were sampled from the electron beam phase space, hit a
target made of tungsten at an incident angle ϕ of 0◦. The phase space of the produced
x-rays was scored behind a filter of 1 mm aluminum at a polar emission angle ϕ of
0◦. Second, this recorded phase space served as an x-ray source by reusing the scored
photons 104 times. In an additional simulation, a point source of photons with the same
spectrum as the recorded phase space served as a comparison. For both simulation
configurations, the photons traveled through a multislit collimator, which had the setup
described in section 4.2.1 with three plates made of tungsten and an effective slit size of
50 µm × 20 mm (x × y). The collimator was imported as a computer aided design (CAD)
model into TOPAS, and its back surface was located at a distance of 21 cm from the focal
spot. Contiguously behind the collimator, the dose was scored in a water phantom with
a size of 30 × 30 × 100 mm3 and scoring voxels of 0.01 × 1 × 1 mm3 (x × y × z).

The absolute dose rate in an open field was estimated without a multislit collimator
by performing Monte Carlo simulations in TOPAS in the same way as described in the
previous section 4.2.2.

4.3. Results

4.3.1. Microbeam dose distribution

The simulated microbeam dose distribution of the LFxT exhibited a clear peak-valley
profile with the same divergence of the radiation field and the collimator slits, exem-
plarily depicted in figure 4.3. The peak dose decreased with depth as shown in figure
4.4a for different x-ray spectra. The valley dose increased up to a water depth of 15 mm
before decreasing similarly to the peak dose (see figure 4.4b), while the first voxel below
the phantom surface (z = 1 mm) detected an elevated valley dose. The statistical Monte
Carlo simulations yielded uncertainties of the mean peak doses and the mean valley
doses. For the doses presented in figure 4.4, the relative standard errors of the mean
peak dose were in the range of 0.4–1.6 % and the relative standard errors of the mean
valley dose in the range of 1.1–3.6 %. Due to a smaller number of particle interactions,
the uncertainties were higher for the valley dose than for the peak dose and higher for
regions deeper in the phantom than close to the surface.

The PVDR decreased up to a water depth of approximately 40 mm because of a faster
decrease in the peak dose than in the valley dose (refer to figures 4.4a, 4.4b, and 4.5a).
The PVDR in the surface voxel layer of the phantom (z = 1 mm) was lower than in
following voxel layers due to the elevated valley dose in the surface layer, as described
above. At a water depth of 50–90 mm, the peak dose and valley dose decreased at similar
rates, leading to a plateau region of the PVDR. At the rear 10 mm of the phantom, the
PVDR increase resulted from a lower valley dose due to the absence of material behind
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Figure 4.3.: Divergent microbeam dose distribution from the line-focus x-ray tube as a
two-dimensional overview (a) and as a zoom thereof (b), summed over the
central 10 mm along the y-direction. The focal spot had Gaussian standard
deviations of 50 µm × 30 mm (x × y). The x-ray beam with a 300 kVp spec-
trum, filtered by 0.8 mm beryllium and 0.4 mm copper, was oriented in the
positive z-direction. The center of the field was located at x = 12.5 mm. The
water phantom was placed at 50 cm from the focal spot, directly behind the
multislit collimator. Panels (c) and (d) show the lateral dose profile at 5 mm
water depth.
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Figure 4.4.: Peak dose (a) and valley dose (b) behavior over depth for different x-ray
spectra, all filtered by 0.8 mm beryllium and 0.4 mm copper. The focal spot
size was 50 µm × 30 mm as Gaussian standard deviations, and the source-to-
phantom distance was 50 cm. The ratio of the peak dose in panel (a) to the
valley dose in panel (b) is displayed to scale. The relative standard errors of
the mean were below 1.6 % of the peak dose and below 3.6 % of the valley
dose and are not shown for clarity.

the phantom and thus less photon backscattering. Enlarging the phantom over the end
of the detection volume removed the increase in PVDR at the rear end of the detection
volume.

The microbeam dose distribution was optimized with regard to highest PVDRs
and steepest lateral penumbras from the peaks to the neighboring valleys. Optimal
parameters were a 300 kVp or a 400 kVp spectrum with a filtering of 0.8 mm beryllium
and 0.4 mm copper, a focal spot width up to 50 µm, and a source-to-phantom distance of
at least 50 cm. With these optimized beam parameters, the PVDR reached values above
40 up to a water depth of 6 mm, approximately 34 at 10 mm water depth, and stayed
above 20 throughout 100 mm of water (confer the highest PVDR curves in figure 4.5).
The following subsections expand on the different optimization parameters.

Optimization — x-ray spectrum

The highest PVDRs and steepest penumbras resulted from 300 kVp and 400 kVp x-ray
spectra. On one side, higher maximum energies yielded longer ranges of the secondary
electrons and thus less steep penumbras, wider FWHM, higher valley doses, and
consequently lower PVDRs. On the other side, the 200 kVp spectrum resulted in a
lower PVDR than the 300 kVp spectrum, see figure 4.5a. For all investigated spectra,
the relative standard error of the mean PVDR at a specific depth was in the range of
1.2–4.2 %, with an increasing trend for lower energetic spectra and for larger depths in
water due to a lower peak dose and thus a smaller number of particle interactions.
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Figure 4.5.: Mean peak-to-valley dose ratio (PVDR) of the microbeam dose distribution
in water in dependence of the x-ray spectrum (a, Winter et al. [87]), the focal
spot width (b, Winter et al. [87]), and the source-to-phantom distance (c).
The spectra were filtered by 0.8 mm beryllium and 0.4 mm copper. If not
otherwise stated, the spot size was 50 µm × 30 mm as Gaussian standard
deviations, the spectrum was 225 kVp, and the source distance was 50 cm.
The standard error of the mean was below 5 % for all data points and is not
shown for clarity.

A filtration of 0.8 mm beryllium and 0.4 mm copper of the 300 kVp and 400 kVp spectra
were a good compromise between a high PVDR and high power output factors. With
this filtration, the 300 kVp and 400 kVp spectra had mean energies of 97 keV and 109 keV,
respectively. Using a focal spot size of 50 µm× 30 mm and a source-to-phantom distance
of 50 cm, the 300 kVp spectrum resulted in PVDR values (± standard errors of the mean)
of 53.5 ± 1.1 at 2 mm, 42.7 ± 0.7 at 5 mm, 30.7 ± 0.8 at 15 mm, and 20.4 ± 0.9 at 50 mm
water depth. The 400 kVp spectrum yielded similar PVDR values of 52.3 ± 1.1 at 2 mm,
41.7 ± 0.8 at 5 mm, 30.4 ± 0.7 at 15 mm, and 20.9 ± 1.0 at 50 mm depth. Exchanging
the copper filter by an aluminum filter of 1.0 mm thickness, the mean x-ray energy
decreased to 76 keV for the 300 kVp spectrum, exemplarily; the output factor increased
at the same time from 64 % to 87 % of the power of the unfiltered spectrum, while the
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PVDR decreased slightly to 53.8 ± 1.1 at 2 mm, 39.3 ± 0.7 at 5 mm, 28.4 ± 0.7 at 15 mm,
and 18.9 ± 0.9 at 50 mm water depth.

Optimization — focal spot size

The size of the focal spot was vital for a sharp peak-valley profile. Ideally, the x-rays
originated from a focal spot that was as narrow as the collimator slits, i.e., 50 µm in this
work. The region of the beam core behind each collimator slit shrank for wider spots.
Furthermore, the wider the spot, the closer behind the collimator slit the beam core
ended, which is illustrated in figure 4.6. Both the penumbras and the FWHM increased
for wider focal spot widths.

With a source-to-phantom distance of 50 cm and a collimator slit width of 50 µm, the
full width of a homogeneous rectangular focal spot intensity should not be larger than
twice the collimator slit width, i.e., 100 µm, and the standard deviation of a Gaussian-
shaped spot intensity should not be larger than 50 µm. Varying the spot width in the
range of 0–50 µm (as Gaussian standard deviations) did not influence the PVDR, as seen
in figure 4.5b. For wider spots, the PVDR decreased more steeply with depth. Reasons
were a fast narrowing of the beam core and a broadening of the penumbra regions, hence
a fast decrease in peak dose. The valley dose was not affected by a variation of the spot
width for the simulated geometry. An exemplary widening of the Gaussian standard
deviation of the focal spot from 50 µm to 300 µm led to a decrease in PVDR (± standard
error of the mean) from 33.3± 0.6 to 31.4± 0.5 at 10 mm water depth and from 20.6± 0.5
to 12.8 ± 0.3 at 50 mm water depth, respectively, using a 225 kVp spectrum with a
filtering of 0.8 mm beryllium and 0.4 mm copper and a source-to-phantom distance of
50 cm. The relative standard error of the mean PVDR at a specific depth was in the
range of 1.5–4.9 % for all investigated spot widths.

By decreasing the distance from the focal spot to the phantom, the beam core decreased
and the penumbra region increased, especially for focal spots larger than the collimator
slits, see also the following subsection. For this reason, the maximum acceptable spot
width for a specific PVDR decreases with decreasing source-to-phantom distance.

The length of the focal spot (y-direction) did not affect the microbeam dose profile
along the x-direction, hence neither the PVDR nor the lateral penumbras from the
peaks to the valleys. A longer spot, however, increased the longitudinal penumbras
(y-direction) at the edges of the radiation field.

Optimization — source-to-phantom distance

A decreased source-to-phantom distance led to a more divergent beam in the phantom.
As the collimator remained contiguously in front of the phantom, the penumbra region
behind each collimator slit increased with decreasing source-to-phantom distance and, if
the focal spot was wider than the collimator slit, the region of the beam core decreased.
Consequently, a shorter distance led to a faster peak dose decrease with depth. Addition-
ally, the peak dose in the periphery of the radiation field (e.g., at x = 22 mm) was lower
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Figure 4.6.: A focal spot width wider than the collimator slits shrinks the beam core and
increases the penumbra region.

than the peak dose at the center (x = 12 mm) for shorter source-to-phantom distances.
At the phantom surface, this difference was most pronounced with the farthermost peak
receiving 54 % less dose than the maximum peak at the center of the radiation field,
assuming a source-to-phantom distance of 10 cm, a Gaussian-shaped focal spot size
of 50 µm × 30 mm, and a 225 kVp spectrum, filtered by 0.8 mm beryllium and 0.4 mm
copper. This difference decreased with increasing depth in the phantom as well as with
increasing source-to-phantom distance: At a water depth of 100 mm, the peak dose in
the periphery was only 24 % lower than at the center for a source-to-phantom distance
of 10 cm. At a water depth of 20 mm, the farthermost peak received 42 % less dose than
the central peak for a distance of 10 cm, 18 % less for a distance of 21 cm, 8 % less for a
distance of 35 cm, and 6 % less for a distance of 50 cm. For distances larger than 50 cm,
the peak dose in the periphery of the radiation field converged to the peak dose at the
center of the field.

The PVDR decreased faster with depth for shorter distances, and for a distance of
10 cm, also the PVDR at the surface was lower than for larger distances, as shown in
figure 4.5c. Exemplarily, shortening the distance from 50 cm to 21 cm reduced the PVDR
(± standard error of the mean) from 32.1 ± 0.5 to 30.6 ± 0.5 at 10 mm water depth and
from 21.4 ± 0.4 to 18.8 ± 0.3 at 50 mm water depth, respectively, assuming a Gaussian-
shaped focal spot size of 50 µm × 30 mm and a 225 kVp spectrum with a filtering of
0.8 mm beryllium and 0.4 mm copper. For distances larger than 50 cm, a variation of the
distance did not alter the PVDR. For all investigated distances, the relative standard
error of the mean PVDR at a specific depth was in the range of 1.1–3.5 %.

A shorter distance yielded broader FWHM and less steep penumbras from the peaks
to the valleys at all depths. Exemplarily, the FWHM increased from 53 µm to 57 µm at
10 mm and from 58 µm to 69 µm at 50 mm water depth, respectively, by shortening the
source-to-phantom distance from 50 cm to 21 cm, assuming a Gaussian-shaped focal spot
size of 50 µm× 30 mm and a 225 kVp spectrum, filtered by 0.8 mm beryllium and 0.4 mm
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copper. This simulated FWHM increase equaled the geometrical increase according to
the divergence of the beam, based on the FWHM at the surface of the phantom. For the
same decrease in distance from 50 cm to 21 cm, the penumbras increased from 12 µm to
18 µm at 10 mm and from 17 µm to 28 µm at 50 mm water depth, respectively. Moreover,
the longitudinal penumbra increased for a shorter source-to-phantom distance due to
a stronger divergence. For distances larger than 50 cm, variation of the distance had
minor impact on the FWHM and penumbras.

Comparison to synchrotron radiation

The comparison of the divergent 300 kVp x-ray field of the LFxT to the divergent and
the parallel fields with the spectrum of the MRT beamline ID17 at the synchrotron ESRF
exhibited slight differences in the microbeam dose distributions, which depended on the
depth in the water phantom. The peak depth dose curve did not differ between the LFxT
and the divergent ESRF configuration, while this curve was less steep for the parallel
ESRF configuration than for both divergent configurations. Close to the surface of the
phantom, the valley dose was lower for both configurations with the ESRF spectrum
than for the LFxT spectrum. At depths larger than the maximum valley dose at 15 mm,
the valley depth dose curve of both divergent beams decreased at the same rate, while
the valley depth dose curve of the parallel beam was less steep due to the less steep
peak depth dose curve.

Consequently, the PVDR of the ESRF beams were higher than of the LFxT beam at
shallow water depths, while the PVDR of the divergent ESRF beam approached the
PVDR of the LFxT with increasing depth (see figure 4.7). The PVDR of the parallel ESRF
beam was 37.1 ± 0.6 (± standard error of the mean) at a water depth of 10 mm and
greater than 24 throughout the 100 mm-thick water phantom with a standard error of the
mean in the range of 1.2–1.8 %. At shallow depths, the main reason for the higher PVDR
(by up to 5) of the parallel ESRF beam than of the LFxT was the different spectrum,
whereas, at larger depths, the main reason was the parallelism of the ESRF beam.

For the parallel ESRF beam, the FWHM was 51 µm for all depths. Both the lateral and
the longitudinal penumbras did barely increase with depth (by < 1.5 µm laterally, by
< 0.2 mm longitudinally), and the lateral penumbras from the peaks to the valleys were
smaller than 9 µm for all investigated depths. On the contrary, the FWHM as well as the
lateral and longitudinal penumbras increased with depth for the divergent beams, as
described above for the LFxT.

4.3.2. Dose rate

Incident and emission angles

The highest output as dose per incident electron resulted from small electron beam
incident angles and small x-ray emission angles to the normal to the target surface.
Figure 4.8a depicts the energy output relative to the maximum intensity. The output
exhibited a shoulder region for small angles for both the electron incident angle and the
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Figure 4.7.: Peak-to-valley dose ratio (PVDR) of the 300 kVp spectrum, filtered by 0.8 mm
beryllium and 0.4 mm copper, of the line-focus x-ray tube (LFxT) compared
to a divergent and a parallel x-ray beam of the spectrum of the beamline
ID17 of the European Synchrotron Radiation Facility (ESRF) with a mean
energy of 104 keV. Both divergent configurations had a Gaussian-shaped
focal spot size of 50 µm × 30 mm and a source-to-phantom distance of 50 cm.
The PVDR was averaged at each depth in water, and the shaded areas
indicate the respective standard error of the mean.

x-ray polar emission angle ϕ due to a stronger intrinsic filtration (heel effect) for larger
angles. In contrast, the emittance was uniform regarding the azimuthal emission angle
θ. For an incident angle below 10◦, the loss in intensity with respect to the maximum
intensity was below 5 % for ϕ < 50◦.

The spectrum of the x-ray field depended on the emission angle. A larger emission
angle to the normal to the target surface led to a stronger intrinsic filtration of low-energy
photons due to the heel effect and thus to a higher mean energy, as seen in figure 4.8b.
An electron beam with an energy of 300 keV and an incidence angle of 0◦, combined with
x-ray filters of 0.8 mm beryllium and 1.0 mm aluminum, produced a mean x-ray energy
of 55 keV, 64 keV, and 100 keV for emission angles of 0◦, 45◦, and 85◦, respectively.

Dose rate in an open field

Highest dose rates were achieved by a higher electron energy due to a higher electron-
to-photon conversion efficiency (see equation (1.2)), by less filtration, and by a shorter
distance from the focal spot to the phantom surface due to the inverse square law. The
shape of the focal spot had no influence on the dose rate. The maximum energy deposit
was found in the first millimeter at the phantom surface, there was no build-up effect.
Relative to the entrance dose, the dose in an open field decreased more slowly with
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Figure 4.8.: (a) Dependence of the energy output on the electron incidence angle and the
polar x-ray emission angle. (b) Emission angle-dependent mean x-ray energy
from a 300 keV electron beam with an incidence angle of 0◦, the x-rays were
filtered by 0.8 mm beryllium and 1.0 mm aluminum.

increasing water depth than the peak dose. At a water depth of 100 mm, the relative peak
dose was approximately 50 % and 39 % lower than the relative dose in an open field for a
300 kVp and a 600 kVp spectrum, respectively, both simulated with a source-to-phantom
distance of 50 cm.

Absolute dose rates for different filtrations of the 300 kVp x-ray beam of the preclinical
LFxT prototype with an electron beam power of 90 kW are listed in table 4.1. Absolute
dose rates for the 600 kVp x-ray beam of the clinical LFxT with an electron beam
power of 1.5 MW are listed in table 4.2. The range of the standard errors of the mean
varied depending on the number of primary particles in the simulations: The TOPAS
simulations for the preclinical LFxT with the phase space source and the 400 kVp
spectrum as well as the TOPAS simulations for the clinical LFxT with a filtering of 1 mm
aluminum were performed with 108 primary particles, which yielded relative standard
errors of the mean between 5 % and 11 %. In contrast, the simulations of the remaining
presented dose rates were performed with 109 primary particles and resulted in relative
standard errors of the mean between 1 % and 7 %. Furthermore, there was a trend of
higher standard errors for larger depths and more filtration due to a smaller number of
particle interactions.

4.3.3. Realistic electron beam

The microbeam dose distribution resulting from the electron beam phase space exhibited
a sharp peak-valley profile, as shown in figure 4.9a. The dose distribution and the
behavior of the PVDR over depth was similar to the results described in section 4.3.1
with the same source-to-phantom distance of 21 cm, the Gaussian-shaped focal spot
size of 50 µm × 30 mm, and the 300 kVp spectrum, filtered by 0.8 mm beryllium and
1 mm aluminum, which led to a mean x-ray energy of 72 keV independent of the focal
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Table 4.1.: Absolute dose rates in water of the preclinical LFxT prototype with an electron
energy of 300 keV (if not otherwise stated) and a beam current of 0.3 A. The
distance from the focal spot to the phantom surface was 20 cm, and the
rectangular focal spots had dimensions of 50 µm × 30 mm. The uncertainty
intervals (±) indicate the standard error of the mean.

Simulation Focal spot X-ray filter Dose rate [Gy/s] at a depth of
tool material [mm] 2 mm 15 mm 50 mm

Geant4 Rectangle 0.8 Be + 1.0 Al 13.8 ± 0.3 10.6 ± 0.2* 5.9 ± 0.2
Rectangle 0.8 Be + 0.4 Cu 7.1 ± 0.2* 5.9 ± 0.2 4.1 ± 0.2
Rectangle 0.8 Be + 1.0 Cu 5.3 ± 0.2* 4.1 ± 0.2 3.0 ± 0.2

TOPAS Rectangle 1.8 Be 14.8 ± 0.3 10.3 ± 0.3 5.1 ± 0.2
Rectangle 0.8 Be + 1.0 Al 10.5 ± 0.3 9.2 ± 0.2 4.7 ± 0.2
Phase space 0.8 Be + 1.0 Al 11.9 ± 0.9 10.1 ± 0.8 4.6 ± 0.5
400 keV rectangle 1.0 Al 19.1 ± 0.9 14.4 ± 0.8 not scored

* The error of the mean deduced from the scored squared energy and error propagation was 0.3 Gy/s.
For the unmarked values of the Geant4 simulations, the difference to the standard deviation of the
mean was less than one decimal place.

spot shape. The PVDR resulting from the electron beam phase space was 42.8 ± 1.0
at 2 mm, 33.7 ± 0.8 at 5 mm, 23.2 ± 0.5 at 15 mm, and 16.3 ± 0.5 at 50 mm water depth,
respectively, where the uncertainty intervals indicate the standard error of the mean.

The comparison to a point source of the same spectrum as the phase space did not
show a difference up to a water depth of 20 mm, as depicted for the PVDR in figure 4.9b.
At depths greater than 20 mm, the PVDR of the point source was higher than the PVDR
of the phase space by less than 15 % throughout 100 mm of water. The standard error of
the mean was in the range of 2–5 % of the PVDR for both the phase space source and
the point source. Measurements by Martínez-Rovira et al. [40] at the ESRF ID17 with
the same field size of (20 mm)2 yielded a PVDR that was higher by 4 to 9.

The dose rate in an open field from the electron beam phase space resembled the dose
rate of a rectangular, 300 keV electron beam with homogeneous intensity and the same
x-ray filtering, as seen in table 4.1.

4.4. Discussion

The Monte Carlo simulations showed that the LFxT can produce a sharp microbeam
dose distribution with a divergent peak-valley profile. As expected for photons in the
kilovolt range, both the peak dose and the dose in an open field did not show a build-up
effect in the first millimeters of the phantom, which stands in contrast to photons in
the megavolt range that are typically used for radiotherapy [79]. The behavior of the
peak dose over depth bore resemblance to depth-dose curves of homogeneous x-ray
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Table 4.2.: Absolute dose rates in water of the clinical LFxT with an electron energy of
600 keV and a beam current of 2.5 A. The distance from the focal spot to the
phantom surface was 30 cm, and the rectangular focal spots had dimensions
of 50 µm× 30 mm. The uncertainty intervals (±) indicate the standard error of
the mean. (The values in parentheses indicate the error of the mean deduced
from the scored squared energy and error propagation.)

Simulation X-ray filter Dose rate [Gy/s] at a depth of
tool material [mm] 2 mm 15 mm 50 mm

Geant4 0.8 Be + 1.0 Al 152.5 ± 3.0 (4.2) 111.4 ± 1.7 (2.1) 64.3 ± 1.4 (1.7)
0.8 Be + 0.4 Cu 110.0 ± 2.9 (4.1) 79.6 ± 1.5 (1.9) 51.6 ± 1.3 (1.6)
0.8 Be + 1.0 Cu 91.9 ± 2.8 (4.0) 65.3 ± 1.5 (1.8) 40.4 ± 1.3 (1.5)

TOPAS 1.8 Be 143.2 ± 2.1 102.1 ± 1.9 58.3 ± 1.5
1.0 Al 134.0 ± 6.6 122.0 ± 6.8 57.4 ± 4.3
0.8 Be + 1.0 Al 113.8 ± 1.0 98.5 ± 1.9 56.3 ± 1.4
0.4 Cu 102.3 ± 1.0 93.0 ± 0.9 67.9 ± 0.8

fields in the kilovolt range according to the Beer-Lambert law. However, the peak dose
decreased steeper with increasing depth than the dose in an open field in section 4.3.2.
Reasons for the faster peak dose decrease were the divergence of the beam, leading to
a peak widening and thus to a peak dose decrease due to energy conservation, and
an unbalanced scattering: More photons scattered from the peak regions to the valley
regions than vice versa.

The valley dose arose from photons that were Compton scattered from the peak
regions to the valley regions and hence increased in the first millimeters of water before
decreasing similarly to the peak dose. The lower valley dose close to the surface of
the phantom yielded a higher PVDR, which can be utilized for superficial microbeam
irradiations. The elevated valley dose at the surface (first voxel layer) of the phantom
presumably originated from photon scattering and the production of secondary electrons
at the inner surfaces of the collimator slits. Consistently, a separate simulation showed
that the elevated valley dose at the surface disappeared by adding a 125 µm-thin layer of
polymethylmethacrylate (PMMA) between the collimator and the phantom. Similar to
this simulated PMMA layer, radiochromic films for MRT dosimetry contain a protective
layer of polyester with a thickness of 125 µm [100].

The behavior of the PVDR over depth, including the plateau region from a depth of
40 mm on and the increase at the rear end of the phantom due to reduced scattering, was
in agreement with observations by other authors, who used parallel microbeam fields at
synchrotron beamlines [40, 101]. For a translation of MRT towards clinical application,
it is important that divergent fields from a compact x-ray source can produce sharp
microbeam dose profiles with similar characteristics to microbeam dose profiles from
parallel fields at synchrotrons that were used for successful preclincial studies.
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Figure 4.9.: Microbeam dose profile at 15 mm water depth (a) and peak-to-valley dose
ratio (PVDR) (b) resulting from the electron beam phase space. The dose
distribution was compared to a point source of the same spectrum as the
phase space and to measurement values at the ESRF ID17 [40]. The shaded
areas and error bars indicate the respective uncertainty intervals as standard
errors of the mean.

The gold standard for preclinical MRT are quasi-parallel x-ray beams from third-
generation synchrotrons. In contrast, a compact x-ray tube can only have a divergent
beam due to a much shorter source-to-phantom distance. The divergence of the x-ray
field entailed a reduction of the PVDR with increasing depth as well as a widening of the
center-to-center distance, the penumbras, and FWHM with depth. These consequences
of divergent fields were demonstrated in the last part of section 4.3.1 with the comparison
of parallel and divergent beams using the same spectrum of the ID17 at the ESRF. Further
increasing the source-to-phantom distance would bring the divergent microbeams from
the LFxT closer to parallel but would also decrease the dose rate with one over the
square of the distance. At the same time, a shorter source-to-phantom distance r leads to
a steeper relative depth dose curve because the dose D decreases according to the Beer-
Lambert law of attenuation as well as the inverse square law: D ∝ exp (−µd)/(r + d)2,
where µ is the attenuation and d is the phantom depth. An explanation for the lower
dose in the periphery than at the center of the divergent field was the cuboid shape
of the phantom, which resulted in a larger distance between the focal spot and the
peripheral phantom surface than between the focal spot and the phantom surface at the
center of the radiation field. A smaller distance yielded a more divergent field hitting
the phantom than a larger distance. This effect was stronger in the surface layers of
the phantom than in deeper layers, where the attenuation in water dominated the dose
rate decrease. Consequently, the source-to-phantom distance of the LFxT needs to be a
balanced compromise between more parallel beams and a high dose rate. Especially for
the application of FLASH radiotherapy but also for MRT, a high dose rate is essential and
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the divergence of the beam needs to be accepted but the consequences of the divergence
can be mitigated by the choice of a sufficiently small focal spot.

The width of the focal spot is vital for a sharp microbeam dose profile, especially for a
divergent beam, as illustrated in figures 4.5b and 4.6. For this reason, the majority of the
focal spot intensity should be confined to a region not wider than the collimator slits,
i.e., 50 µm in the x-direction for the presented MRT setup, whereas the y-dimension of
the focal spot is less relevant than the x-direction, as stated above. A further reduction
in focal spot width (x-direction) did not influence the PVDR or the FWHM but slightly
steepened the lateral penumbras. However, a smaller focal spot leads to a higher heat
load density at the target surface and might damage the target material, details can be
found in chapter 5. For this reason, a focal spot of the same size as the collimator slits
is desirable. As expected, the shape of the focal spot did not influence the dose rate in
section 4.3.2 because the spot dimensions were much smaller than the target dimensions
and the source-to-phantom distance.

For effective MRT, the lateral penumbras (x-direction in this work) should be steep to
achieve a broad valley region of low dose. The longitudinal penumbras (y-direction) are
not specifically important for MRT because they do not influence the peak-valley profile;
however, they should not be too much elongated in order to spare tissue surrounding
the target volume, as for conventional radiotherapy. The FWHM and the center-to-center
distance should stay approximately constant with depth and all peaks at a specific
depth should have the same height for similar characteristics of the microbeam dose
distribution throughout the irradiated target volume.

The ideal x-ray spectrum for a high PVDR of 300–400 kVp with a filtration of 0.8 mm
beryllium as an x-ray exit window and additionally 0.4 mm copper corresponded to
the recommendation of a mean energy of approximately 100 keV by other authors [62,
101]. The aforementioned filtering led, however, to a more than 30 % decrease in beam
power compared to a non-filtered beam, which decreased the peak dose rate accordingly.
To obtain high peak dose rates, the filtration of 1.0 mm aluminum would be the better
choice with a beam power decrease of less than 15 % compared to a non-filtered beam,
even though the mean energy and thus the PVDR slightly decreased. A comparison of
the dose rates in an open field with the aforementioned filtrations can be found in tables
4.1 and 4.2.

The zigzag behavior of the PVDR over depth resulted from the valley dose due to a
small number of particle interactions in the valley region. The relative uncertainties σx

as standard errors of the mean PVDR were overall below 5 %. An additional analysis
showed that the 3σx interval comprised the zigzag behavior of the PVDR, which sug-
gested that the stated uncertainties had the correct order of magnitude. The simulations
of the electron beam phase space might have had a systematic error from the multiple
usage of the scored x-ray phase space.

The standard errors of the mean absolute dose rates in an open field amounted to 1–
7 % for most presented values, whereas to 8–11 % for the phase space simulations with a
lower number of simulated primary particles. As expected, the uncertainties were higher
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for simulations with a smaller number of primary particles as well as for larger depths
and more x-ray filtration due to a lower number of particle interactions. Nevertheless,
the stated standard errors σx of the mean dose rates seemed too small because even
the 3σx intervals did not comprise the differences between values simulated using
Geant4 and TOPAS with the same filtering of 0.8 mm beryllium and 1.0 mm aluminum.
Notably, the TOPAS simulations consistently resulted in lower dose rates than the Geant4
simulations. A reason for the discrepancies between the simulation tools might have
been the different versions of Geant4 as the TOPAS simulations were based on the more
up to date Geant4 version 10.5.p01, while the direct Geant4 simulations were performed
in version 10.4.p02. Between Geant4 versions 10.4 and 10.5, the default step function
parameter f inalRange for electrons in the G4EmPenelopePhysics list was changed from
0.1 mm to 0.01 mm [96, 99]. Furthermore, Auger electrons were only activated for the
TOPAS simulations but not for the Geant4 simulations.

One additional deficiency of the estimate of the absolute dose rates was the negligence
of differences in the relative depth dose curves for different source-to-phantom distances.
The inverse square law was only considered for the distance from the source to the
phantom surface, however, not including the phantom depth, r (see above). Additional
simulations of the clinical LFxT with a filtering of 1.0 mm aluminum demonstrated
steeper depth dose curves for shorter source-to-phantom distances. However, this
deficiency cannot explain the differences between the simulations using Geant4 and
TOPAS with the filtering of 0.8 mm beryllium and 1.0 mm aluminum in tables 4.1 and
4.2 because the dose was scored at equal source-to-phantom distances of 50 cm.

For a more confident estimation of the expected dose rate in an open field, the
simulations should be repeated with a considerably higher number of primary particles
(trillions rather than billions of primary electrons, not extensively expanded by a multiple
usage of a scored phase space but different random seeds for the electron source). A
very high number of primary electrons is needed due to the low electron-to-photon
conversion efficiency. Moreover, the simulation setup should resemble the geometry
of the LFxT as closely as possible. For an estimate of the absolute peak and valley
dose rates, the simulations with an increased number of primary particles should be
performed with a multislit collimator. As the ratio of the peak dose to the open-field
dose depends on the scattering characteristics, the simulations need to be repeated for
all spectra of interest.

The simulations of the realistic electron beam with an energy of 300 keV demonstrated
the feasibility of the electron accelerator and the LFxT setup for MRT in section 4.3.3. A
filtration of 0.8 mm beryllium and 1.0 mm aluminum and a source-to-phantom distance
of 21 cm achieved a PVDR above 30 up to a water depth of 7 mm and above 15 throughout
a 100 mm-thick water phantom as well as a dose rate above 10 Gy/s in the first 15 mm
of water. The PVDR was up to 33 % lower than the presented values measured by
Martínez-Rovira et al. [40] with the same field size of a parallel beam at the ID17 at the
ESRF. The lower PVDR could be mainly attributed to the field divergence and the lower
mean energy of the LFxT radiation. Nonetheless, preclinical MRT experiments have
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been successfully performed with a PVDR at the same level with the simulated PVDR of
the LFxT: In a study by Bouchet et al. [35], the PVDR was 23 at a depth of 7 mm in the
rat head. The PVDR was in the range of 18–48 at a PMMA depth of 10 mm in a study
by Serduc et al. [23] and in the range of 5–19 at a water depth of 13 mm behind 0.6 mm
of skull in a study by Dilmanian et al. [102].

During the development of the preclinical LFxT prototype, technical aspects needed
to be considered besides the requirements for a sharp microbeam dose distribution.
For example, the electron accelerator and beam optics need to be capable to form the
electron beam to the desired focal spot dimensions, which is investigated in chapter
7.1. Thereby, the strongly eccentric electron distribution cannot be a homogeneous
rectangle or an ideal Gaussian normal distribution. For this reason, the simulations with
the realistic phase space from the electron accelerator development were important for
the assessment of the radiation field of the LFxT. As mentioned above, the size of the
focal spot correlates with the heat load on the target surface, which is investigated in
detail in chapter 5. Furthermore, the construction of the x-ray source revealed space
restrictions so that the minimum distance of the focal spot to the collimator was 20 cm
for the preclinical LFxT prototype that is currently under construction. A smaller overall
dimension would not allow to place all relevant components and would further increase
the heat load on the vacuum chamber walls, which is analyzed in chapter 6.

The development of a clinical LFxT will demand different parameters of the radiation
field and will therefore lead to a different setup than the preclinical prototype. The
mean x-ray energy and hence the electron acceleration voltage should be higher to
reach deeper-seated tumors with a less steep depth-dose curve than for preclinical
experiments. Admittedly, photons with higher energy worsen the PVDR, as shown
in section 4.3.1. The electron-to-photon conversion efficiency goes linearly with the
electron energy, though, which results in considerably higher dose rates with a higher
electron acceleration voltage. Altogether, a promising spectrum for clinical MRT could
be achieved by a high electron acceleration voltage in the kilovolt range, e.g., 600 kV, for
a high power output factor and a low surface dose together with a stronger filtration,
e.g., 0.4 mm of copper, than for the preclinical LFxT to increase the mean energy and,
thus, further decrease the surface dose at constant target dose. The electron accelerator
and optics need to be redeveloped for the higher electron energy and higher beam power,
details can be found in chapter 7.1. Thereby, the width of the focal spot will be likewise
of utmost importance to obtain a sharp microbeam dose distribution. For a spectrum of
higher energy, the multislit collimator also needs a rebuilding as the currently available
collimator with a thickness of 7 mm would yield considerable radiation leakage. A
600 kVp spectrum requires a tungsten collimator with a total thickness of 24 mm for
a leakage radiation below 0.25 % through the center plate if the three-plate design is
maintained. Presumably, the manufacturing technique of the multislit collimator needs
to be revised as the current technique of wire cutting of centimeter-thick tungsten is
challenging in micrometer precision.
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An open field from the clinical LFxT seems applicable to deliver dose rates sufficiently
high for x-ray FLASH treatments, especially for superficial irradiations. For these
treatments at ultra-high dose rates at a depth of several centimeters, the filtration should
be reduced to obtain the highest possible dose rate. More importantly, the electron beam
power needs to be drastically increased compared to the preclinical LFxT prototype. A
suitable power supply is currently not commercially available but under development
based on the high voltage direct current transmission technology* [87].

Ultra-high dose rates are not only necessary for FLASH radiotherapy but also bene-
ficial for MRT as they allow treatment times of only few seconds for peak dose rates
of a few hundred Grays. In a clinical setting of the treatment of tumors in the lung or
abdomen, patients can thereby hold their breath during the full treatment time, which
obviates effortful or uncomfortable motion-management techniques such as live image
guidance or abdominal compression [103]. A full breathing motion would deteriorate
the MRT dose delivery even more than a conventional radiotherapy dose delivery be-
cause of a strong smearing of the micrometer-scaled dose distribution. Details of the
effect of breathing motion as well as of cardiosynchronous pulsation on the MRT dose
distribution can be found in chapter 12.

*The power supply for a clinical LFxT is under development by my collaboration partner Prof. Dr. Marek
Galek from the University of Applied Sciences, Munich.
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5. Heat dissipation at the focal spot

5.1. Introduction

The very high power of the preclinical LFxT prototype of 90 kW puts particular demands
on the heat management of the x-ray source. The focal spot is the location of the highest
heat load. At all times, the temperature at the target surface must stay below the melting
temperature of the material and the material must not deform or crack due to thermal
stress. Consequently, the maximum temperature at the focal spot, its course over time,
and the underlying heat dissipation processes need to be investigated for the LFxT
development.

There are two main heat dissipation mechanisms from the target surface to deeper
regions: heat conduction and electron penetration, which carries the energy of the
electrons further into the target. Heat conduction is characterized by the heat diffusion
length, which depends on the surface velocity of the rotating target, the width of the
electron beam (in the direction of the velocity), and material parameters. The relevant
material parameters include the mass density, the thermal conductivity, and the specific
heat capacity. The heat dissipation due to electron penetration depends on the energy of
the incoming electrons as well as the atomic number, the mass density, and the specific
heat capacity of the material.

A focal spot of a conventional x-ray tube is characterized by a typical width w of
0.5–1 mm and a relatively slow target velocity v of, e.g., 50 m/s [78, 89, 104, 105].
Consequently, a long heating time t = w/v results in a heat diffusion length l that is
much longer than the electron penetration depth d. In other words, heat conduction
plays a more important role than heat capacity. In this heat conduction limit, the
temperature increase at the focal spot is higher for a narrower spot and a slower target
velocity (see section 5.2.1 and Oosterkamp [106]).

In contrast, the objective of the LFxT is the operation in the heat capacity limit: A very
narrow focal spot and a very fast rotating target lead to a very short heating time t and
thus a short heat diffusion length l. Moreover, the electron penetration depth d is longer
due to a higher electron energy compared to imaging x-ray tubes. Consequently, d is
much longer than l and heat capacity plays a more important role than heat conduction.
In this heat capacity limit, the temperature increase at the focal spot is again higher for
a slower target velocity but independent of the spot width (see section 5.2.1, Bartzsch
and Oelfke [63], and Winter et al. [88]).

This chapter describes the maximum temperature increase at the focal spot during one
passing of the electron beam. First, the temperature increase in both the heat conduction
and the heat capacity limit were derived numerically. Second, the temperature increase
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Figure 5.1.: The electron beam impinges onto the target in the negative z-direction. The
focal spot has a width w and length l and passes along the x-direction with
velocity v. Winter et al. [88].

was simulated with Monte Carlo and finite element methods with varying focal spot
widths and target velocities. The simulations were then refined by using temperature-
dependent material parameters and by including a realistic distribution of the electron
beam. Finally, the temperature increase at the focal spot was investigated for a clinical
LFxT with a power of 1.5 MW. The relationship between the temperature increase
during one passing of the electron beam and the heat management of the whole x-ray
tube is discussed at the end of this chapter.

5.2. Methods

The temperature increase at the focal spot after one passing of the electron beam
was derived for the heat conduction and the heat capacity limit from basic energy
equations. These limits were validated and the transition in between was investigated
with numerical simulations. This chapter considered the two main heat dissipation
mechanisms at the focal spot: heat conduction and electron transport; all other heat
dissipation mechanism, such as thermal radiation, were neglected.

5.2.1. Derivation of the heat conduction limit and the heat capacity limit

Heat conduction limit

If heat conduction is the only considered heat dissipation mechanism, the temperature
increase T at the focal spot can be derived from the heat equation,

∂Tcond

∂t
− α∆Tcond = f (x⃗, t) , (5.1)
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where ∂
∂t denotes the partial derivative with respect to time; α = λ

ρc the thermal diffusivity
with the thermal conductivity λ, the mass density ρ, and the specific heat capacity c; ∆
the Laplacian operator; and f(⃗x, t) an external heat source at position x⃗ = (x, y, z) and
time t. The fundamental solution of the three-dimensional heat equation, the so-called
heat kernel, is given by

H(x⃗, t) =
1

(4παt)3/2 exp
(
− x⃗

4αt

)
, (5.2)

the integral over the full real space R3 of which is 1. The solution of the heat equation
can be found by convolving the heat kernel with the external heat source as

Tcond(x⃗, t) = (H ∗ f ) (x⃗, t) =
∫ t

0
dt′
∫

R3
dx⃗′H(x⃗ − x⃗′, t − t′) f (x⃗′, t′) . (5.3)

For the focal spot of an x-ray tube, the external heat source is realized by the electron
beam that deposits its power Pcond at the target surface of the half space (z < 0), see
figure 5.1. The beam of width w (x-direction) and length l (y-direction) passes over the
target with velocity v along its short dimension w. The maximum temperature will
be reached after the full passage of the beam in the x-direction, at the center of the
beam in the y-direction, and at the surface of the target at z = 0. The point of interest
is at the location of the maximum temperature so that the extent of the heat source in
the x-direction is confined by (vt′ − w, vt′) and in the y-direction by (−l/2, l/2). The
external surface heat source is therefore given by

f (x⃗, t) =
2Pcond

wlρc
· Θ (x − (vt − w)) · Θ (vt − x) · Θ (y + l/2) · Θ (l/2 − y) · δ(z) , (5.4)

with the Heaviside step function

Θ : R → {0, 1}

x 7→
{

0 : x < 0
1 : x ≥ 0

,
(5.5)

and the Dirac delta function

δ =

{
+∞ : x = 0

0 : x ̸= 0
with

∫ ∞

−∞
δ(x)dx = 1 . (5.6)

The factor 2 in the numerator of equation (5.4) results from the target filling the half
space only (method of image charges). Inserting equations (5.2) and (5.4) into equation
(5.3) leads to
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Tcond(x, y, z, t) =
2Pcond

wlρc

∫ t

0
dt′
∫ vt′

vt′−w
dx′

∫ l/2

−l/2
dy′

∫ ∞

−∞
dz′δ

(
z′
)

· 1

(4πα(t − t′))3/2 exp
(
− (x − x′)2 + (y − y′)2 + (z − z′)2

4α(t − t′)

)
=

2Pcond

wlρc
1

(4πα)3/2

∫ t

0
dt′
∫ vt′

vt′−w
dx′

∫ l/2

−l/2
dy′

· 1

(t − t′)3/2 exp
(
− (x − x′)2 + (y − y′)2 + z2

4α(t − t′)

)
.

(5.7)

Evaluation at x⃗ = (vt, 0, 0) yields

Tcond(vt, 0, 0, t) =
2Pcond

wlρc
1

(4πα)3/2

∫ t

0
dt′
∫ vt′

vt′−w
dx′

∫ l/2

−l/2
dy′

· 1

(t − t′)3/2 exp
(
− (vt − x′)2 + y′2

4α(t − t′)

)
.

(5.8)

Integration over y′ follows as

∫ l/2

−l/2
dy′ exp

(
− y′2

4α(t − t′)

)
= 2

√
πα(t − t′) erf

(
l/2√

4α(t − t′)

)
, (5.9)

where erf (·) is the error function. Integration over x′ follows as

∫ vt′

vt′−w
dx′ exp

(
− (vt − x′)2

4α(t − t′)

)
=√

πα(t − t′)

[
erf

(
v(t − t′)√
4α(t − t′)

)
− erf

(
v(t − t′)− w√

4α(t − t′)

)]
,

(5.10)

yielding

Tcond(vt, 0, 0, t) =
Pcond

2wlρc
√

πα

∫ t

0
dt′

1√
t − t′

erf

(
l/2√

4α(t − t′)

)

·
[

erf

(
v(t − t′)√
4α(t − t′)

)
− erf

(
v(t − t′)− w√

4α(t − t′)

)]

=
Pcond

2wl
√

πλρc

∫ t

0
dt′

1√
t − t′

erf

(
l/2√

4α(t − t′)

)

·
[

erf

(
v(t − t′)√
4α(t − t′)

)
− erf

(
v(t − t′)− w√

4α(t − t′)

)]
.

(5.11)

The integration over time was performed numerically in Python (version 3.7.2).

48



5.2. Methods

The maximum temperature increase in the heat conduction limit was verified with
the theoretically expected values from Oosterkamp [106, 107]. For short exposure times,
the heat diffusion length

√
αt is shorter than the focal spot width w. Oosterkamp [106]

defined the prerequisite for short exposure times for the smallest dimension of the focal
spot f , here corresponding to w, as

1.5 <
f

4
√

αt
=

w

4
√

λ
ρc

w
v

=

√
wρcv
16λ

, (5.12)

where lateral heat conduction in the x- and y-direction can be neglected. In that case,
the temperature increase is given by

Tcond =
2Pcond

l
√

πλρcwv
. (5.13)

Heat capacity limit

At the limit of very short exposure times, heat conduction is negligible and the tem-
perature increase is determined by the energy transport of the electrons into the target
material. The maximum temperature increase Tcap after an exposure time t = w/v was
derived from energy conservation as

δPcapt = δVρcTcap

⇒ Tcap =

〈
δPcap

δV

〉
max

w
ρcv

,
(5.14)

where
〈

δPcap
δV

〉
max

denotes the maximum heat power density per volume. The power of
a monoenergetic electron beam is the product of the number of incoming electrons per
time Ṅel and their primary energy Eel, Pcap = ṄelEel. For a homogeneous electron beam
of width w and length l, the conversion δV = δz · w · l applies. It follows

Tcap =

〈
δEel

δz

〉
max

Ṅel

wl
w

ρcv
=

〈
δEel

δz

〉
max

Pcap

Eel

1
lρcv

=
Pcap

lρcvd
, (5.15)

with the electron penetration depth

d = Eel

/〈
δEel

δz

〉
max

, (5.16)

where
〈

δEel
δz

〉
max

denotes the maximum energy absorption per depth interval per electron,
as defined by Bartzsch and Oelfke [63].
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Transition

At the transition between the heat conduction and the heat capacity limit, both heat
dissipation mechanisms contribute equally. For a constant target velocity, the transition
is determined by the focal spot width

wtrans =
4P2

cond
P2

cap

ρcvd2

πλ
, (5.17)

while for a constant focal spot width the transition velocity of the target is given by

vtrans =
P2

cap

4P2
cond

πλw
ρcd2 . (5.18)

The electron beam power Pcond in the heat conduction limit represents the portion of
the primary power that is absorbed by the target, meaning that the power of electrons
that are backscattered at the target surface is not included. In contrast, Pcap corresponds
to the full primary electron beam power. In the heat capacity limit, the power loss due
to backscattering is incorporated in the electron penetration depth d or more specifically
in the factor

〈
δEel
δz

〉
max

.

5.2.2. Simulations

The temperature increase at the focal spot was numerically investigated with a com-
bination of Monte Carlo simulations and finite element methods (FEM). The Monte
Carlo simulation platform TOPAS [94] (version 3.6.1), which is based on Geant4 (version
10.6.p03), was used for the simulation of the electron transport into the target mate-
rial tungsten. The G4EmPenelopePhysics list, which was particularly developed for the
simulation of low-energy electromagnetic interactions, was applied with default electro-
magnetic range limits (EMRangeMin = 100 eV, EMRangeMax = 500 MeV), default step
sizes for electrons and positrons (step function parameters dRoverRange = 0.2, finalRange
= 0.01 mm), and the following options: fluorescence electrons activated, Auger electrons
activated, particle induced x-ray emission activated, and ignoring of deexcitation cuts
deactivated [95, 108]. The distribution of the energy deposit was scored in voxels of
1 × 400 × 1 µm3 (x × y × z).

Using Matlab (version R2018b, The MathWorks Inc., USA), the electron penetration
depth as per equation (5.16) was calculated from the maximum energy deposit per depth
per primary electron. Moreover, the energy deposit per voxel was transformed into
power density and normalized to the primary electron beam current of 0.3 A with the
known number of primary electrons in the Monte Carlo simulations. This normalized
power density distribution acted as a heat source in the FEM simulations with Comsol
Multiphysics (version 5.6, Comsol Multiphysics GmbH, Göttingen, Germany) [109]. The
Comsol module Heat Transfer in Solids activated heat conduction within the simulation
volume, which had infinite element domains at all borders except the surface (z = 0)

50



5.2. Methods

where the Neumann boundary condition ∂T/∂z = 0 applied. The target material was
again tungsten (ρ = 19 300 kg/m3, c = 138 J/kg/K, λ = 170 W/m/K), and the initial
temperature was 20 ◦C. While the heat source was passing along the x-direction, the
temperature distribution was calculated with a time-dependent study.

Rectangular focal spot

The first simulations were performed with a rectangular focal spot of 50 µm × 30 mm
(x × y) of parallel electrons with a primary energy of 300 keV passing along its short
dimension (positive x-direction) with a velocity of v = 200 m/s. The orientation of the
electron beam was consistent to section 5.2.1 and is depicted in figure 5.1. Here, a two-
dimensional model was sufficient for the FEM as there was thermal equilibrium in the
y-direction at the center of the focal spot and thus no heat transport along the y-direction.
The normalized heat power density was imported into the Comsol simulations as a cut
through the center of the focal spot at y = 0 with zero extrapolation. The size of the
simulation surface was (1 mm)2 (x × z) divided into a Mapped Mesh of (1 µm)2.

Different setups were used to simulate the heat conduction limit, the heat capacity
limit, and a full simulation. For heat conduction only, a boundary heat source deposited
all its energy on the surface of the volume. For heat capacity only, the energy density
distribution of the penetrating electrons acted as a volume heat source while heat
conduction was deactivated (thermal conductivity λ = 0). For the full simulation,
both heat conduction and heat capacity contributed to the heat dissipation. For all
three setups, the focal spot width was varied between 10 µm and 20 mm while holding
the velocity constant (v = 200 m/s) to investigate the dependence of the temperature
increase on the spot width. Subsequently, the velocity was varied between 0.1–1000 m/s
while holding the spot width constant at 1 mm. This study was not performed with
a constant spot width of 50 µm because the heat conduction limit for short exposures
cannot be reached (confer section 5.3.1). According to the respective spot width and
velocity, the simulation surface in the x-direction and the simulation time were adjusted
so that the maximum temperature reached a plateau.

Temperature-dependent material parameters

Secondly, the simulations were brought a step closer to reality by performing the FEM
with temperature-dependent parameters of tungsten, deduced from a publication by
Plansee [110]. Using Python (version 3.7.2), a linear fit of the temperature dependent
specific heat capacity resulted in

c = 0.0139
J

kg K2 · T + 128
J K
kg

, (5.19)

and the thermal conductivity was fitted with a second order polynomial to

λ = 2.65 · 10−5 W
m K3 · T2 − 0.0886

W
m K2 · T + 184

W
m K

. (5.20)
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These relations were put into the Comsol simulations as temperature-dependent material
parameters. The temperature increase was simulated with a rectangular focal spot size
of 50 µm × 30 mm, a target velocity of 200 m/s, and an initial temperature of 20 ◦C and
860 ◦C, respectively. The latter value represented the maximum base temperature of the
target and resulted from FEM simulations of the whole target wheel during cycles of
20 s irradiation time and 20 min cooldown time. With active cooling at the target shaft, a
steady-state of a maximum temperature of the focal track of 860 ◦C was reached after
four irradiation-cooldown cycles* [88].

Electron beam phase space

Thirdly, an electron beam phase space was used as a radiation source in the Monte Carlo
simulations. This phase space represented the electron beam hitting the target of the
preclinical LFxT prototype that my working team is currently constructing together with
collaboration partners. Details of the electron accelerator and the phase space at the
beam waist can be found in chapter 7.1.3. The electron beam had full widths at half
maximum of 50 µm × 20 mm. Due to the use of tracking simulations to record the phase
space, the z-position of the electrons varied by up to 3 mm before the x- and y-positions
were projected onto one z-layer with the intercept theorem. The electron energy varied
between 297–298 keV. Here, a three-dimensional model was necessary for the FEM
simulations. The simulation volume had a size of 0.5 × 30 × 0.5 mm3 (x × y × z) with a
larger Mapped mesh than before of (7 µm)3 due to random access memory limits of the
in-house server. The material parameters were set back to temperature-independent.

Clinical LFxT

Lastly, the expected temperature increase at the focal spot was investigated for a clinical
LFxT with an electron energy of 600 keV and an electron current of 2.5 A. Here, the first
simulation setup, as described above, was used with a rectangular focal spot with a size
of 50 µm × 30 mm, a target velocity of 200 m/s, and temperature-independent material
parameters as the temperature dependence only had minor effects on the maximum
temperature (see section 5.3.2).

5.2.3. Comparison to a commercial x-ray tube

Furthermore, the temperature increase at the focal spot was estimated for the rotating-
envelope Straton x-ray tube (Siemens Healthcare GmbH, Erlangen, Germany) [105]
for comparison of the thermal characteristics at the focal spot between the LFxT and
a commercial, high-power x-ray tube. With Monte Carlo simulations as described in

*These FEM simulations were performed in Ansys Mechanical (version 19 R3, Ansys, Inc., Pennsylvania,
USA) by my collaboration partner Anton Dimroth from the Forschungszentrum Jülich and the RWTH
Aachen University.
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section 5.2.2, the electron penetration depth, as per equation (5.16), and the absorbed
fraction of a 150 keV electron beam hitting a tungsten target were estimated.

Then, the expected temperature increase was calculated in the heat conduction limit
(5.13) and the heat capacity limit (5.15). The target material was a tungsten-rhenium
alloy (WRe5†) with a mass density of ρ = 19 400 kg/m3, a specific heat capacity of
c = 133 J/kg/K, and a thermal conductivity of λ = 78 W/m/K [111, 112]. The focal
track radius of 48 mm and the rotation frequency of 150 Hz resulted in a surface velocity
of 45.2 m/s [105]. The anode angle of x-ray targets is typically in the range of 7–
9◦ [113], whereof 9◦ were chosen for the calculations for the maximum temperature
increase. According to Schardt et al. [105], the focal spot F1 features the highest surface
power density of (P/A)Straton = 1.56 · 1010 W/m2, resulting from a focal spot size of
0.6 × 0.7 mm2 and a power of PStraton = 42 kW that F1 can withstand for 20 s.

5.3. Results

5.3.1. Validation of the heat conduction limit and applicability of both limits

The theoretical temperature increase in the heat conduction limit according to equation
(5.13) was verified with the numerical integration over time of equation (5.11). For
a constant focal spot width, the theoretical and numerically calculated temperature
increase coincided if the velocity was far beyond the limit for short exposures according
to equation (5.12). Figure 5.2 shows the temperature increase from the start of exposure
until the steady state for a focal spot width of 1 mm and 50 µm, for which the minimum
velocities for short exposures were 2.30 m/s and 46.0 m/s, respectively. For a constant
velocity of 200 m/s, the spot width must be wider than 11.5 µm to fulfill condition (5.12)
for short exposure times. Therefore, the spot must be considerably wider than 11.5 µm
for a temperature increase that is theoretically predicted by the heat conduction limit.

The condition for short exposure times was then set in relation to the transition width
or transition velocity between the heat conduction and the heat capacity limit according
to equations (5.17) and (5.18). As seen in table 5.1, there exists no velocity for a focal
spot width of 50 µm for that the heat conduction limit is valid for short exposure times
because the transition velocity to the heat capacity limit is slower than the minimum
velocity for short exposure times in the heat conduction limit. For a spot width of 1 mm
and a velocity of 200 m/s, there are valid ranges for both the heat conduction limit with
short exposures and the heat capacity limit.

5.3.2. Simulations

According to the Monte Carlo simulations, the target absorbed 54.6 kW, i.e., 60.7 % of the
primary electron beam power of 90 kW. The remaining energy that was backscattered at
the target surface is addressed in chapter 6. The power density distribution widened by

†Tungsten 95 % mass fraction, rhenium 5 % mass fraction.
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Figure 5.2.: Temperature increase from the start of exposure at 0 s until the steady state
according to the heat conduction limit for a 1 mm wide (left) and a 50 µm
wide (right) focal spot with a power of Pcond = 54.6 kW. Horizontal dotted
lines correspond to the theoretical temperature increase according to the
heat conduction limit (equation (5.13)), solid lines to the respective values
according to the heat equation.

a few micrometers with depth due to electron scattering. The maximum power density
was found in a depth of 5 µm in tungsten and amounted to 2.0 · 1015 W/m3 for the
rectangular focal spot of 50 µm × 30 mm and to 7.5 · 1015 W/m3 for the focal spot based
on the electron beam phase space, respectively. In the same depth, the maximum energy
absorption per depth interval was 10.1 keV/µm, yielding an electron penetration depth
of d = 29.7 µm according to equation (5.16). Here, d specifies the depth at which the
electrons would stop if they had the maximum stopping power (found at 5 µm depth)
over their entire stopping path.

Rectangular focal spot — temperature dependence on focal spot width

For the rectangular focal spot, the FEM simulations of the boundary heat source matched
the theoretical prediction of the heat conduction limit, which can be seen in figure 5.3 for

Table 5.1.: Focal spot width wse and velocity vse to fulfill the condition for short exposures
in the heat conduction limit alongside the transition width wt and transition
velocity vt between the heat conduction and heat capacity limit.

Condition for short exposure Condition for
(heat conduction) heat conduction limit

Focal spot width 50 µm vse > 46.0 m/s vt < 7.64 m/s
Focal spot width 1 mm vse > 2.30 m/s vt < 152 m/s
Target velocity 200 m/s wse > 11.5 µm wt > 1.3 mm
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Figure 5.3.: Temperature increase at a rectangular focal spot in dependence of the spot
width. The primary electron beam power was 90 kW, the target velocity was
200 m/s, and the spot length was 30 mm. Winter et al. [88]

a constant target velocity, varying focal spot width, and constant material parameters.
If mainly heat conduction contributed to the heat dissipation, the temperature steeply
increased for decreasing focal spot widths. The FEM simulations of the volume source
with disabled thermal conduction matched the theoretical prediction of the heat capacity
limit and confirmed the independence of the temperature increase of the focal spot
width. Especially for very narrow spot widths, the temperature increase in the heat
capacity limit was far lower than in the heat conduction limit.

The full simulations yielded a lower temperature increase than predicted by either
limit because both heat dissipation mechanisms contributed, although by a different
amount depending on the spot width. At the transition width of 1.3 mm between the
heat conduction and the heat capacity limit, the full simulation resulted in a temper-
ature increase of 109 K, while both limits predicted 190 K. For broad focal spots, the
temperature increase approached the heat conduction limit, as seen in figure 5.3. A spot
width of 20 mm resulted in a temperature increase that was less than 20 % below the pre-
diction by the heat conduction limit. In contrast, the temperature increase approached
the heat capacity limit for narrow focal spot widths. The LFxT with a spot width of
50 µm operates clearly in the heat capacity limit, where the full simulation resulted in a
temperature increase of 157 K, which was 17 % below the prediction by the heat capacity
limit.
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Figure 5.4.: Temperature increase at a rectangular focal spot in dependence of the target
velocity v. The spot size was 1 × 30 mm2, and the primary electron beam
power was P = 2 kW.

Rectangular focal spot — temperature dependence on target velocity

Similar results to the previous subsection were found for the dependence of the tem-
perature increase on the target velocity while holding the focal spot width constant at
1 mm. For high velocities, the full FEM simulations converged to the heat capacity limit,
for low velocities, to the simulation of the boundary heat source (electron scattering
disabled), as seen in figure 5.4. The simulations of the boundary heat source matched
the prediction by the heat conduction limit for velocities fulfilling the condition for short
exposure times (5.12). For velocities slower than 2.3 m/s, the temperature increase was,
however, below the prediction of the heat conduction limit as lateral heat conduction
could not be ignored. Here, the power density was normalized to a primary electron
beam power of 2 kW for a resulting temperature increase in a reasonable range, which
did not affect the qualitative analysis as the temperature increase scales linearly with
the electron beam power if constant material parameters are given.

Rectangular focal spot — temperature-dependent material parameters

The FEM simulations with temperature-dependent material parameters of tungsten led
to a similar temperature increase as the simulations with temperature-constant material
parameters. For an initial temperature of 20 ◦C, the maximum temperature increase was
162 K, which was 5 K higher than for the simulations with constant material parameters.
The reason for the difference was the slightly lower specific heat capacity according
to equation (5.19) than for the temperature-independent parameters extracted from
reference [63]. For an initial temperature of 860 ◦C, the temperature increased by a
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(a) (b)

Figure 5.5.: Distribution of the temperature increase at the focal spot based on the
electron beam phase space as an overview of the entire simulation volume
(a) and as a zoom thereof (b). In this illustration, the electron beam with a
primary power of 90 kW has passed along the positive x-direction up to the
center of the simulation volume.

maximum of 150 K, which was lower than for the simulations with an initial temperature
of 20 ◦C. This lower temperature increase resulted from the increasing specific heat
capacity of tungsten with increasing temperature because these simulations with a focal
spot width of 50 µm and a target velocity of 200 m/s were in the heat capacity limit.

Focal spot based on the electron beam phase space

The focal spot based on the phase space of the realistic electron beam led to an inhomo-
geneous temperature distribution according to the inhomogeneous electron distribution
in the beam. The maximum temperature increase was 483 K at the periphery of the spot,
as seen in figure 5.5, due to a higher electron density than at the center of the focal spot.
The higher temperature increase compared to the homogeneous, rectangular focal spot
resulted from the inhomogeneity and from the shorter spot length.

Clinical LFxT

In the Monte Carlo simulations of the clinical LFxT, a slightly higher fraction of 62.5 %
of the primary electron beam power of 1.5 MW remained in the tungsten target due to
the higher electron energy of 600 keV compared to the preclinical LFxT. The maximum
energy deposit per depth interval was 8.17 keV/µm in a depth of 13 µm, which resulted
in an electron penetration depth of d = 73.4 µm according to equation (5.16). The
FEM simulations with a focal spot width of 50 µm resulted in a maximum temperature
increase of 1180 K, while the heat capacity limit predicted 1280 K and the heat conduction
limit predicted 16 600 K. The target velocity of 200 m/s was considerably higher than
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the transition velocity of 1.2 m/s. Consequently, the clinical LFxT operates in the heat
capacity limit.

5.3.3. Comparison to a commercial x-ray tube

For a 150 keV electron beam, the tungsten target absorbed 60.3 % of the primary beam
power, and the penetration depth was 10.8 µm according to equation (5.16). The resultant
transition focal spot width of 0.08 mm was considerably smaller than the focal spot
width of the Straton x-ray tube of 0.6 mm. The Straton x-ray tube thus operates in the
heat conduction limit, as do other typical commercial x-ray tubes.

With 60 % of the primary electron beam power of 42 kW being transformed into heat,
the temperature at the focal spot increased by 2734 K in the heat conduction limit.‡

Consequently, the temperature increase at the focal spot of the LFxT is expected to be
lower than for the Straton x-ray tube, not only for the preclinical LFxT prototype but
also for the clinical LFxT.

5.4. Discussion

In this chapter, the temperature increase after one passing of the electron beam on the
target was investigated numerically. The assumption that the LFxT operates in the heat
capacity limit was verified in dependence of both the focal spot width and the target
velocity. The heat capacity limit brings high potential due to the independence of the
temperature increase of the focal spot width. Hence, the focal spot width can be further
decreased without bringing higher thermal load onto the target. Limits of the focal spot
width remain lateral electron scattering in the target [63] and the electron beam optics,
including space charge effects and a finite emittance of the electron beam [87].

For the realistic electron beam of the preclinical prototype, the temperature increase
of less than 500 K appears uncritical for a target made of a tungsten-rhenium alloy.
However, this temperature increase must be integrated into the heat management of
the entire target wheel, the base temperature of which increases considerably during
operation. As described in section 5.2.2 and reference [88], the maximum temperature
at the focal track is expected to increase during the first four cycles of irradiation and
cooldown phases up to a maximum of 860 ◦C. The maximum absolute temperature at
the focal spot follows from the sum of the temperature increase after one passing and
the maximum focal track temperature as approximately 1340 ◦C. With a melting point of
the tungsten-rhenium alloy WRe5 above 3180 ◦C [110], this maximum temperature still
appears uncritical. Moreover, the FEM simulations with an initial temperature of 860 ◦C
exhibited another advantage of the heat capacity limit: The temperature increase after
one passing of the electron beam decreased with increasing focal track base temperature
because the specific heat capacity of tungsten rhenium increased. In contrast, the thermal

‡The temperature increase would be 7446 K according to the heat capacity limit, which, however, does not
apply.
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conductivity that determines the temperature increase in the heat conduction limit for
conventional x-ray tubes decreases with increasing temperature [110]. Furthermore, the
estimated temperature increase at the focal spot of the commercial Straton x-ray tube
was even higher than that of the LFxT, which strengthens the confidence in the stability
of the focal track of the LFxT.

Pronounced thermal gradients at the focal spot as well as different thermal expansion
coefficients of the thin focal track material and the target base material lead to high
thermal stresses that could damage the target. These thermal stresses, especially at
the material interface and surface, are impracticable to simulate with solid state FEM
models, which usually rely on bulk material and do not comprise microscopic effects
such as recrystallization or phase changes. Furthermore, the material parameters are not
fully known as they also depend on the conditioning of the target wheel after production.
However, the thermal stresses at the focal spot of the LFxT are considered uncritical as
the temperature increase after one passing of the electron beam is expected to be lower
than that of the Straton x-ray tube that is commercially available and must therefore be
robust. Despite the uncritical thermal stresses of the LFxT, the higher rotation speeds
compared to conventional x-ray tubes induce additional stresses on the target, which
need to be investigated during the target designing.

The theoretical estimates of the temperature increase in the heat conduction limit
and the heat capacity limit as well as the FEM simulations were not fully independent
but depended on provisional results of the Monte Carlo simulations. The Monte
Carlo simulations provided the power fraction absorbed by the target Pcond for the
calculation of the temperature increase in the heat conduction limit as well as the electron
penetration depth d for the temperature increase in the heat capacity limit. Furthermore,
the heat power density distribution resulting from Monte Carlo simulations was put in
the FEM simulations as a heat source. These provisional results depended on the version
of Geant4 underlying TOPAS and on the applied physics list. For a 500 keV electron
beam, Geant4 version 10.4.p02 (from May 2018) yielded a 15 % lower d than Geant4
10.5.p01 (from April 2019, underlying TOPAS version 3.2.2) and Geant4 10.6.p03 (from
November 2020, underlying TOPAS version 3.6.1) using the G4EmPenelopePhysics list.
The G4EmLivermorePhysics list, also designed for low-energy interactions but drawing
on different data libraries than than the G4EmPenelopePhysics list [95], yielded similar
results as the G4EmPenelopePhysics list with differences in Pcond and d below 1 %. By
using the G4EmLivermorePolarizedPhysics list in TOPAS version 3.6.1, the fraction of
absorbed energy was up to 40 % higher and the electron penetration depth was up to
40 % lower than that of the G4EmPenelopePhysics list, respectively. Whether activating
or deactivating the physics list option of ignoring deexcitation cuts, differences in Pcond
and d amounted to 3 % and 5 %, respectively. Consequently, the choice of the physics list
needs to be carefully considered. In this work, the simulations were performed with the
most current version of TOPAS and the G4EmPenelopePhysics list particularly developed
for low-energy interactions of non-polarized particles [95] (with default electromagnetic
range limits; default step sizes for electrons and positrons; and the options fluorescence
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5. Heat dissipation at the focal spot

electrons, Auger electrons, and particle induced x-ray emission activated; ignoring of
deexcitation cuts deactivated). Furthermore, the results of the Monte Carlo simulations
were used consistently for the estimation of the temperature increase in both limits
and with FEM. Even though changes in Pcond and d relate directly to changes in the
temperature increase at the focal spot, these uncertainties in the Monte Carlo simulations
did not disparage the verification of the heat capacity limit.

A clinical LFxT, as presented, is assumed to operate in the heat capacity limit, too.
The expected temperature increase at the focal spot after one passing of the electron
beam might be too high for a conventional rotating target, though. The estimated
temperature increase for the Straton x-ray tube is even higher, but the Straton x-ray
tube employs a more elaborated cooling by its rotating-envelope design. Thereby, the
anode backwall gets directly cooled by convection, which leads to higher cooling rates
and a lower target base temperature compared to convective cooling through the target
shaft [105]. Nevertheless, the cooling design of the LFxT prototype can be retained for
the development of a higher-power clinical LFxT by replacing the conventional target
materials by, e.g., carbon fiber reinforced carbon [88].

In conclusion, the numerical simulations demonstrated that the LFxT operates in the
heat capacity limit. The heat capacity limit allows higher electron beam power densities
with a lower focal spot temperature than the heat conduction limit of conventional x-ray
tubes. The focal spot material of the LFxT seems robust against the occurring heat as
the maximum temperature is lower than for the investigated commercial x-ray tube. For
the development of a clinical LFxT, new target materials or a more elaborated cooling
system seem necessary to withstand the thermal load from an electron beam power of
1.5 MW.
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6. Backscatter electrons in the LFxT

6.1. Introduction

Less than one percent of the primary electron beam power produces the desired x-
radiation at the focal spot. A large portion of the electrons scatters back from the
target surface due to large-angle scattering at the high-Z material [114]. As described in
chapter 3, there is no electric field inside the main vacuum chamber of the preclinical
LFxT prototype. Hence, the backscattered electrons travel without external force to
the vacuum chamber walls and deposit their energy as heat. As the electric field-free
vacuum chamber is a particularity of the LFxT and not present in conventional x-ray
tubes, its consequences on the heat load and on the focal spot width needed to be
examined during the LFxT development.

A simplified version of the computer aided design (CAD) model of the LFxT proto-
type* used for the investigations in this chapter is depicted in figure 6.1. The vacuum
chamber housing is made of stainless steel due to its high melting temperature, ductile
behavior, and affordability as a base material. The main heat deposit is expected oppo-
site the focal spot. Hence, there were cooling channels designated around the electron
beamline entry port and around the x-ray exit window made of diamond (details to
the window material can be found in chapter 7.3). A water cooling system was chosen
because of a more efficient heat transfer of water compared to oil. During both the
irradiation phase of 20 s and the cooldown phase of 20 min, the water will be pumped
through several channels with cooling ribs close to the locations of the highest heat
load. One cooling channel surrounds the electron beamline entry port; one channel is
located beside the first one towards the rotation axis; one channel is placed in the slanted
vacuum chamber wall close to the x-ray exit window; and one channel is incorporated
into the flange of the x-ray exit window (all except the channel in the window flange
can be seen in figure 6.1). The thermal energy from this cooling system as well as from
the cooling system through the drive shaft and the motor is stored in a water tank and
dissipated to the ambient air by a heat exchanger during the idle time of 20 min between
subsequent irradiations.

The temperature of the vacuum chamber housing must not only stay below the melting
temperature of the used stainless steel but as low as possible since the vacuum quality
worsens at high temperatures as discussed in section 6.4. The maximum operating
temperature of the x-ray exit window is limited by its flange gasket to 250 ◦C [115].

*The CAD model of the LFxT was developed and refined in the course of the LFxT development by the
whole µFlash collaboration team. Main contributions came from Anton Dimroth, Christian Petrich, Dr.
Christoph Matejcek, and Dan Ungureanu.
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6. Backscatter electrons in the LFxT

Figure 6.1.: The simplified model of the line-focus x-ray tube that was used for the
simulations in this chapter.

In conventional x-ray tubes, only the target acts as the anode, while the vacuum
chamber housing is on electric ground potential. The arising electric field in the vicinity
of the focal spot makes the backscattered electrons returning to the target off the focal
spot, which might widen the focal spot area [114]. A focal spot widening would be
critical for the LFxT that relies on the very narrow focal spot for a sharp microbeam
dose profile (see chapter 4 and Winter et al. [87]).

First, the distribution of backscattered electrons and the resulting heat load onto the
vacuum chamber housing are investigated in section 6.2.1. In section 6.2.2, the focal spot
width is analyzed in dependence of different electric field strengths for the development
of a subsequent LFxT version that could have the vacuum chamber housing on ground
potential.

6.2. Methods

6.2.1. Vacuum chamber heating

The electron scattering in the vacuum chamber was investigated with Monte Carlo
simulations in TOPAS [94] (version 3.6.1, based on Geant4 version 10.6.p03). The
physics list G4EmPenelopePhysics was used with default electromagnetic range limits
(EMRangeMin = 100 eV, EMRangeMax = 500 MeV); default step sizes for electrons and
positrons (step function parameters dRoverRange = 0.2, finalRange = 0.01 mm); and
fluorescence electrons, Auger electrons, and particle induced x-ray emission activated,
while ignoring of deexcitation cuts remained deactivated [95, 108].
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The CAD model of the LFxT, as seen in figure 6.1, served as the geometry for the
electron scattering simulations. The interest was mainly directed towards the x-ray
exit window, the region around the electron beamline entry port, the cooling channels,
and the remaining vacuum chamber in general. The target was set to tungsten, the
remaining parts of the geometry to iron, representing stainless steel in the Monte Carlo
simulations. The free space was set to vacuum with a mass density of 1.2 · 10−10 mg/cm3

corresponding to a vacuum quality of 10−7 mbar. Two different electron beams were
simulated with 106 primary particles. One parallel, 300 keV beam with a homogeneous,
rectangular focal spot of 50 µm × 30 mm and one realistic electron beam based on the
phase space, as described in chapters 7.1.3, 4.2.3, and 5.2.2.

The backscattered electrons and produced photons were investigated with a hemi-
spherical phase space detector with an inner radius of 16 mm on the target surface,
surrounding the focal spot area and detecting all particles leaving the target underneath.
Additionally, the energy deposit was scored in a parallel, material-free geometry encom-
passing the complete LFxT model in voxels of 2 × 2 × 2 mm3. Using Python (version
3.7.2), the energy deposit per voxel was transformed to the absolute absorbed power
density by the voxel volume and by normalizing the number of primary particles in the
Monte Carlo simulations per second to a primary electron beam current of 0.3 A.

To analyze the temperature increase at the vacuum chamber, these provisional results
of the absolute power density were put into FEM simulations using Ansys Mechanical
(version 19 R3, Ansys Inc., Pennsylvania, USA) as a heat source for an irradiation time
of 20 s†. The target material was set to tungsten and the remaining material, including
the x-ray window component, to stainless steel (AISI 316L). The rationale behind the
material simplification of the x-ray window was the fact that the largest part of the
window component is the flange that is made of stainless steel and limits the operating
temperature of the window component, while the diamond itself can withstand higher
temperatures. Furthermore, the heat capacity of diamond is in the same order of
magnitude as that of stainless steel, whereas the thermal conductivity is markedly
higher for diamond (see table 7.2). The initial and ambient temperatures were assumed
to be 60 ◦C.

Two types of simulations were performed, with and without cooling of the vacuum
chamber housing. For the cooling, there was one water channel surrounding the
electron beamline entry port (heat transfer coefficient of h1 = 9.7 · 104 W/m2/K with
a cooling area of A1 = 2.2 · 10−3 m2), one channel beside the first one towards the
drive shaft (h2 = 3.5 · 104 W/m2/K, A2 = 2.5 · 10−3 m2), one channel in the slanted
wall between the electron beamline and the x-ray exit window (h3 = 2.0 · 104 W/m2/K,
A3 = 8.9 · 10−4 m2), and one channel inside the mounting flange of the x-ray exit window
(h4 = 3.0 · 104 W/m2/K, A4 = 1.9 · 10−3 m2). The different heat transfer coefficients

†The simulations using Ansys Mechanical were performed by my collaboration partner Anton Dimroth
from the Forschungszentrum Jülich and the RWTH Aachen University.
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6. Backscatter electrons in the LFxT

resulted from the design of the cooling system and depended mainly on the coolant
volume flow‡.

6.2.2. Focal spot widening due to returning electrons

A subsequent LFxT version could have the vacuum chamber housing on ground potential
and thus an electric field in the vicinity of the target. A preclinical LFxT with a 300 kVp
x-ray spectrum could have an electric potential difference between the target and the
vacuum chamber walls of 150 kV (with the cathode on −150 kV) or of 300 kV (with the
cathode on ground potential). A clinical LFxT with a 600 kVp x-ray spectrum could
have an electric potential difference in the vacuum chamber of 300 kV or of 600 kV
accordingly.

The consequences of such an electric field in the vicinity of the focal spot on the
spot width were investigated using Monte Carlo simulations in TOPAS with the same
version and physics settings as mentioned in section 6.2.1. A parallel electron beam
(107 primary particles) with an energy of 300 keV and a homogeneous, rectangular
focal spot of 50 µm × 30 mm (x × y) hit a tungsten target with a simulation volume of
0.1 × 40 × 0.05 mm3 (x × y × z). The remaining space was set to vacuum (mass density
of 1.2 · 10−6 mg/cm3). The simulations were performed in absence and in presence of
simplified iron walls representing the vacuum chamber housing. The walls are depicted
in figure 6.2, and their distances to the focal spot matched the respective minimum
distance in the CAD model in figure 6.1. An electric field pointed perpendicularly away
from the target surface (positive z-direction, compare figure 6.2) so that backscattered
electrons were accelerated to return to the target. The paths of the electrons were
investigated for field strengths of 0 kV, 150 kV, 300 kV, and 600 kV across 7.9 cm, which
was the distance of the parallel wall to the target surface. The energy deposit was scored
in the target in voxels of 1 × 1000 × 1 µm3 (x × y × z).

6.3. Results

6.3.1. Vacuum chamber heating

Independent of the shape of the electron beam, the power of backscattered electrons was
34.8 kW, i.e., 38.2 % of the primary electron beam power. The number of backscattered
electrons was 49.4 % of the primaries. The power of produced photons was only 0.56 %
of the primary electron beam power, which matches the estimate by equation (1.2) that
quantifies the electron-to-photon conversion efficiency, considering the atomic number
Z = 74 of tungsten, the acceleration voltage of U = 0.3 MV, the number fraction 50.6 %
of electrons penetrating into the target (not backscattered), and the phase space detector
covering the half space z > 0 only§.

‡The cooling system of the LFxT prototype was designed and estimated by my colleagues Christian
Petrich and Sebastian Rötzer from the Technical University of Munich.

§η = 10−3 · 74 · 0.3 · 0.506/2 = 0.0056.
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Figure 6.2.: Sketch of the simulation setup for the investigation of the focal spot widen-
ing due to backscattered electrons. The simulations were performed with
different electric field strengths in presence and in absence of the simplified
vacuum chamber walls, the naming of which refers to their orientation of the
target surface. The point of origin was located at the center of the electron
beam at the target surface.

The detected energy deposit in the CAD geometry amounted to 99.0 % of the pri-
mary electron beam energy, whereof 61.2 % remained at the focal spot and 38.8 % was
distributed in the vacuum chamber housing. The maximum surface power density
(outside of the focal spot) of 1.5 MW/m2 was reached in the vicinity of the x-ray exit
window. The highest surface power density at the wall opposing the focal spot close
to the beamline port was 1.3 MW/m2. The power density distributions can be seen in
figure 6.3 for different cuts through the geometry. The speckles at low power densities
originated from the randomness in Monte Carlo simulations.

Without any cooling, the heating resulted in a temperature up to 694 ◦C at the end
of the irradiation time of 20 s, as seen in figure 6.4a. Cooling of the walls around the
beamline and the x-ray exit window reduced the maximum temperature to 250 ◦C, as
seen in figure 6.4b.

6.3.2. Focal spot widening due to returning electrons

The implementation of an electric field in the vicinity of the focal spot deflected the
backscattered electrons from their straight paths, which they followed in absence of an
electric field. The higher the electric field strength, the less electrons hit the wall parallel
to the target surface, while the more electrons hit the slanted wall and the perpendicular
wall at lower z-values. For an electric field strength of at least 300 kV across the distance
of 7.9 cm between the target surface and the parallel wall, the scattered electrons did not
reach the opposite wall but instead hit the slanted or perpendicular wall or passed the
target to negative z-values due to their energy of below 300 keV. For the same reason,
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Figure 6.3.: Heat power density at the vacuum chamber housing due to backscattered
electrons and produced x-rays. Cuts through the geometry at the focal
spot at x = 300 mm (a), at y = 390 mm (b), at z = 450 mm that shows the
focal track (c), and through the wall opposing the focal spot at z = 368 mm
(d). The power density in panels (a)-(c) is displayed on a logarithmic scale;
values below 10−28 MW/m3 are not displayed. Regions marked with a white
asterisk * in panel (c) were artifacts from the geometry import in TOPAS but
had no impact on the regions of interest.
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Figure 6.4.: Temperature at the interior of the vacuum chamber housing after an irradia-
tion time of 20 s with a 90 kW electron beam without cooling (a, image by
Anton Dimroth) and with cooling (b, Winter et al. [88]). The x-ray window,
the electron beamline, the target, and other parts are not shown for a clear
illustration.

an electric field strength of 600 kV across 7.9 cm caused all electrons to travel to negative
z-values by passing the target (surface at z = 0) because the perpendicular wall had the
same distance to the focal spot as the parallel wall, which defined the field strength.

Nevertheless, the size of the focal spot was independent of the applied electric fields.
There was no increase in spot width or in spot length discernible. This result was
observed in absence as well as in presence of the iron walls, which mainly absorbed
incoming electrons and did not lead to considerable second-generation backscattering.
Figure 6.5 displays the energy deposit profile along the short dimension of the focal spot
(x-direction) at the target surface as well as in a depth of 5 µm, where the energy deposit
was maximum, averaged over the central 30 mm in the direction of the long focal spot
dimension (y-direction). The rounded edges of the energy deposit profile originated
from electron scattering in the target.

6.4. Discussion

The backscattering electrons entail a trade-off between a low thermal load at the vacuum
chamber housing (if the walls have a large distance to the focal spot) and a high dose rate
that requires a short distance between the focal spot and the sample and accordingly a
short distance between the focal spot and the x-ray exit window. For the LFxT prototype,
measures were taken to shift this trade-off towards a higher dose rate without damaging
the chamber housing: The chamber walls have a rather large thickness of 35 mm, and a
water cooling system was applied with cooling ribs in the vicinity of highest heat loads.
The water tank stores the heat during the short exposure time of 20 s and dissipates the
energy to the ambient air during the cooldown time of 20 min between two irradiations.

The main heat load at the vacuum chamber housing was generated by backscat-
tered electrons, the produced photons contributed only marginally. The number of
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(a)
(b)

Figure 6.5.: Energy deposit at the focal spot along the x-direction at the surface (a) and at
a depth of 5 µm in the tungsten target (b). No difference in focal spot width
was detected for electric fields between 0–600 kV across 7.9 cm, independent
of the presence of surrounding walls. All profiles were normalized to the
maximum energy deposit at the target surface of the simulation with no
electric field and no walls.

backscattered electrons in the simulations corresponded to the respective first generation
backscatter coefficient for 300 keV electrons hitting a tungsten target simulated by Ali
and Rogers [114] by a difference of 1.2 percentage points. The missing 1 % of the primary
electron beam power that was not detected in the CAD geometry might have left the
geometry as photons through the windows and vacuum chamber walls and mainly as
backscattered electrons through the electron beamline and the openings of the vacuum
chamber that connect to the vacuum pump and the motor (confer figure 6.1). The
missing energy was so small though that it was neglected for the results in this chapter;
it will especially not influence the locations of highest temperatures.

Without cooling, the vacuum chamber reached temperatures above the tolerances of
the x-ray exit window made of diamond. Even though diamond transforms to graphite
only at 1700 ◦C, the maximum temperature of the x-ray window should be below 250 ◦C
due to the flange gasket [115]. This constraint could be satisfied by the simulations with
cooling of the outer wall around the electron beamline and the x-ray window. For a
safety margin, cooling channels are built into the window mounting for an effective
cooling by means of a short distance between the cooling water and the location of
highest temperature.

Despite the melting point of stainless steel being well above the maximum expected
chamber wall temperature without cooling [111], the vacuum quality worsens at high
temperatures due to a stronger gas permeation through the vacuum chamber walls.
The diffusion is expected to be strongest for hydrogen, the smallest molecule in air.
For a chamber temperature of 604 ◦C, the vacuum quality worsens from 3 · 10−8 mbar
to 2 · 10−6 mbar in a conservatively analyzed timeframe of 1 min, while already for a
chamber temperature of 402 ◦C, the vacuum can be kept at a pressure of 10−7 mbar in
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the same timeframe¶. A vacuum pressure of 10−7 mbar is necessary in the vicinity of
the cathode to not damage the thermionic barium-tungsten dispenser cathode (conser-
vatively applying an order of magnitude safety margin) [116]. For additional safety, a
vacuum pump close to the cathode can retain a differential vacuum that facilitates a
vacuum quality at the cathode one order of magnitude better than in the target chamber.
Accordingly, the temperature of the chamber walls should be kept as low as possible,
and active cooling opposite the focal spot is vital.

The cooling system will be crucial for the functionality of the LFxT. The cooling
parameters applied in the FEM simulations were estimated from the design of the
cooling channels and the delivery rate of the pumps of the LFxT prototype. Film boiling
must be avoided to ensure an effective water cooling and is not expected for the designed
cooling system||. In case the cooling of the vacuum chamber walls is not sufficiently
powerful for the heat produced during irradiation, the LFxT prototype might only
be able to run for irradiation times shorter than 20 s or with less power than 90 kW.
However even in that case, the functional principle of the LFxT should not be affected.
Alternatively, further measures can be taken, e.g., a higher coolant volume flow, a thicker
chamber wall, or a thermal storage at the locations of highest heat load that stores the
heat during the irradiation time of 20 s and emits the heat during the cooldown time of
20 min. Possible materials of a thermal storage might be graphite or tungsten, which
both have a higher melting point and a higher heat capacity than stainless steel [111,
117].

For the development of a more powerful clinical LFxT, the cooling system needs to be
adapted to the respective vacuum chamber geometry and considered as a functionally
critical component. On the one hand, the total heat load will not differ drastically from
the preclinical prototype as the delivered dose will be similar. On the other hand, a
higher dose rate will lead to a higher heat rate. For this reason, there is a need for either
a fast and efficient cooling or for a large heat capacity for storing the thermal energy
until the cooldown phase after irradiation. A further idea of coping with the high heat
load is a magnetic deflection of the electrons in the vicinity of the target, as discussed in
chapter 7.2.

According to the Monte Carlo simulations, the focal spot width will not widen with
the presence of an electric field that accelerates the backscattered electrons back onto the
target plane. In contrast, Ali and Rogers [114] found a non-negligible impact of off-focal
x-radiation from electrons that were backscattered and returned back onto the target in
a region of 3 cm radius around the desired focal spot. This off-focal radiation increased
the magnitude of the x-radiation at the patient plane, and its impact was stronger for
a higher tube voltage, a shorter interelectrode distance, and less collimation of the
x-ray beam, among others [114]. From their results, it could be expected that returning

¶The calculations of the gas permeation through the chamber walls were performed by my colleague Dr.
Christoph Matejcek from the Johannes Gutenberg University Mainz and the Technical University of
Munich, assuming the chamber geometry of the CAD model of the LFxT prototype and a wall thickness
of 10 mm.

||Estimate by my colleague Prof. Dr. Michael Butzek from the Forschungszentrum Jülich.
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electrons also affect the focal spot width of the LFxT as the maximum tube voltage
investigated by Ali and Rogers [114] was 300 kV, equivalent to the LFxT. However, the
interelectrode distance of the LFxT of 7.9 cm was much larger than in the simulations by
Ali and Rogers [114] who used 1.5 cm, which resulted in a much higher electric field
strength than for the LFxT. As the backscattered electrons hit the target in a region of
several centimeters around the focal spot, the probability of electrons hitting exactly
the few micrometers next to the desired focal spot of 50 µm width was presumably too
low to increase the spot width. Further, and most importantly, electrons that produce
photons far off the desired focal spot are not expected to contribute to the microbeam
x-ray field of the LFxT due to the strict collimation of the precisely aligned multislit
collimator.

For the development of a clinical LFxT with an electron acceleration voltage of
600 kV, the consequences of an electric potential difference inside the vacuum chamber
housing should be further investigated. If a vacuum chamber housing on ground
potential (instead of on the target potential) does not affect the electronic focal spot,
the construction of the electric insulation would be easier and less expensive. X-
rays produced far off the focal spot presumably do not disturb the microbeam dose
distribution due to the strict collimation but should nevertheless be examined by Monte
Carlo simulations. However, the target would receive an even higher heat load if the
electrons are accelerated back onto its surface, which needs to be considered in the
design of the target and the cooling through the drive shaft.
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development

The preclinical prototype of the line-focus x-ray tube (LFxT) comprises various compo-
nents, which would be too many to investigate in detail in this work. Besides the topics
addressed in the previous chapters, I assessed further aspects of the LFxT development,
whereof the electron accelerator and beam optics, a magnetic deflection system of the
electron beam between the accelerator and the target, and possible materials of the x-ray
exit windows are presented in this chapter.

7.1. Electron accelerator

7.1.1. Introduction and requirements

The electron accelerator and electron beam optics are vital components of an x-ray tube
since they define the electronic focal spot and thus the x-ray spectrum and the radiation
field. The acceleration voltage of typical x-ray tubes for imaging lies in the range of
30–150 kV [90], whereas the LFxT prototype requires a voltage of 300 kV. Furthermore,
the electron beam current needs to reach 0.3 A to obtain peak dose rates of 10 Gy/s
at a distance of 20 cm from the focal spot (see chapter 4.3.2). The resulting electron
beam power of 90 kW lies at the upper edge of common x-ray tube beam powers [90,
105], whereas the clinical LFxT requires a considerably higher power of 1.5 MW at an
acceleration voltage of 600 kV.

The specifications of the LFxT, namely a micrometer-wide, strongly eccentric focal spot
combined with a high beam current, put high requirements on the electron accelerator
and beam optics. Hence, a new development of the electron accelerator for the LFxT
prototype was needed. For effective microbeam radiotherapy (MRT) with a sharp
peak-valley profile, the focal spot requires a width not larger than 50 µm (see chapter
4.3.1). The exact focal spot length is less important for the microbeam dose profile but
should be in the range of 20–30 mm to obtain very high dose rates and at the same time
distribute the heat load onto a large surface to prevent damage of the target (see chapter
5). Furthermore, very high dose rates demand a possibility to switch off the electron
beam very fast in the timeframe of milliseconds to ensure safe irradiations. Moreover,
the complete accelerator setup should be smaller than approximately one meter to fit
into the compact concept of the LFxT and specifically into the x-ray cabinet that provides
radiation protection.
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This section addresses necessary electron beam characteristics for the accelerator
development and a solution for the preclinical LFxT prototype with an acceleration
voltage of 300 kV and a beam power of 90 kW, which was found in close collaboration
with my colleague Dr. Christoph Matejcek from the University of Mainz and the
Technical University of Munich. Then, the requirements for the spatial precision is
presented at the beam waist, where the electrons hit the target surface. The last section
discusses relevant adjustments for the development of the electron accelerator for a
clinical LFxT with an electron acceleration voltage of 600 kV and a beam power of
1.5 MW.

7.1.2. Electron beam characteristics

A high beam quality is necessary for focusing the electron beam to a focal spot width in
the micrometer range. More precisely, the electron beam must originate at the cathode
with the lowest emittance possible, since the emittance can only increase in the course
of acceleration and focusing but must be low for a narrow focal spot width at the target.
At the same time, the space charge increases the cross section of the beam as well as the
emittance due to non-linear effects.

Emittance

The transverse emittance is a measure of the electron beam quality and quantifies the
possibility of beam focusing. The emittance can be regarded independently in each
spatial direction so that, here, the emittance is addressed in the x-direction only, in
which the beam dimension is most critical for a sharp microbeam dose profile (see
chapter 4.3.1). The root mean square (rms) emittance is defined as

ϵrms =

√
⟨x2⟩ ⟨x′2⟩ − ⟨xx′⟩2 , (7.1)

where
√
⟨x2⟩ indicates the rms of the beam envelope in the x-direction and

√
⟨x′2⟩ the

angle of the rms envelope to the x-axis [118, 119]. For an emittance comparison at differ-
ent positions of an accelerator, the rms emittance is normalized with the longitudinal
electron momentum to

ϵn
rms = γβ

√
⟨x2⟩ ⟨x′2⟩ − ⟨xx′⟩2 , (7.2)

where β = v/c denotes the ratio of the electron velocity v to the speed of light c and
γ = 1/

√
1 − β2 the relativistic Lorentz factor. The Lorentz factor can be calculated for a

relativistic electron beam accelerated by the voltage U as

γ =
Etot

E0
=

Ekin + E0

E0
=

e0U
m0c2 + 1 , (7.3)

where Etot indicates the total energy, E0 the rest energy, and Ekin the kinetic energy; e0

and m0 are the charge and the rest mass of an electron, respectively. The rms transverse
direction

√
⟨x′2⟩ of the electron beam can be simplified by the small-angle approximation
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as
√
⟨x′2⟩ =

√
p2

x

/
⟨pz⟩. The non-relativistic transverse momentum px depends on the

cathode temperature Tc, while the relativistic longitudinal momentum pz depends on
the relativistic velocity β after acceleration as [118, 120]√

p2
x =

√
m0kBTc ,

pz = γβm0c ,
(7.4)

with the Boltzmann constant kB, resulting in the rms transverse direction

√
⟨x′2⟩ =

√
p2

x

pz
=

1
γβ

√
kBTc

m0c2 . (7.5)

At the cathode, the correlation term in equation (7.2) is assumed to vanish, and hence
the normalized emittance follows as

ϵn
rms = σx

√
kBTc

m0c2 , (7.6)

where σx is the rms radius of the exit area of the electrons, with σx = dc/4 for a circular
cathode with a diameter dc [121].

For the preclinical LFxT prototype, an acceleration voltage of 300 kV yields a Lorentz
factor of γ = 1.59 and a relativistic electron velocity after acceleration of β = 0.78.
Barium-tungsten dispenser cathodes (type 411M) as a potential cathode choice (see
section 7.1.3) can deliver a maximum beam current density of 15 A/cm2 at their maxi-
mum operating temperature of 1470 K [122]. Consequently, the minimum emitter area is
2 mm2 and hence the minimum diameter of a circular cathode surface is dc = 1.6 mm for
a beam current of 0.3 A. The rms emittance follows as ϵn

rms = 0.20 mm · mrad according
to equation (7.6). Under the assumption that the correlation term still vanishes and the
emittance does not increase in the course of the accelerator, the divergence of the beam
at the target surface can be approximated from equations (7.2) and (7.6) with the full
beam width at the focal spot of ds = 0.05 mm,

x′ =
ϵn

rms
γβσx

=
4ϵn

rms
γβds

, (7.7)

which leads to a divergence of x′ = 12.9 mrad or 0.74◦. A maximum beam diameter
of dq = 10 mm at the quadrupoles (see section 7.1.3) yields a maximum focal distance
of fmax = 0.5 · dq/ tan (x′) = 39 cm. Consequently, the focusing optics need to have a
sufficiently strong power to achieve this focal distance.

The clinical LFxT will have an acceleration voltage of U = 600 kV and an electron
beam current of 2.5 A. Assuming the same types of cathode and quadrupole, it follows
that γ = 2.17, β = 0.89, dc = 4.6 mm, ϵn

rms = 0.57 mm · mrad, x′ = 23.6 mrad, and
fmax = 21 cm. The clinical LFxT thus requires considerably stronger focusing optics than
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the preclinical LFxT prototype due to both a higher beam current and a shorter focal
distance. Alternative accelerator setups for the clinical LFxT are discussed in section
7.1.5.

In contrast to linear beam optics considered so far, the emittance increases in non-
linear electromagnetic fields, which arise for example due to spherical aberration of
quadrupoles, chromatic dispersion in deflection or focusing magnets, or non-homogeneous
space charge fields [119]. A higher emittance then requires even stronger focusing pow-
ers to achieve the desired focal spot width of 50 µm. Stronger focusing powers enlarge
the non-linear fringe fields of the magnets, which in turn further increases the emittance.
Moreover, a stronger focusing decreases the focal distance so that the target needs to
be closer to the focusing magnets, which brings additional challenges regarding the
construction and the heat management of the LFxT. For this reason, comprehensive
tracking simulations are needed for the development of the electron accelerator and
beam optics of the preclinical and clinical LFxT.

Space charge

An electron within a high current density experiences a defocusing Coulomb force due
to the electric repulsion off close-by electrons. For a cylindrical beam, the underlying
space charge ρ can be derived from the beam current I as

I =
Ne0

∆t
=

Ne0 · vz

∆t · ∆z/∆t
=

Ne0vz

∆z
=

Ne0vz A
V

=
Ne0βcA

V
,

⇒ ρ =
Ne0

V
=

I
βcA

=
I

βcπR2 .
(7.8)

N denotes the number of electrons with charge e0 per time interval ∆t, vz = ∆z/∆t = βc
the longitudinal velocity, and V = A · ∆z a volume element with a circular cross section
A = πR2 perpendicular to ∆z. Assuming an electron beam that travels in the z-direction
and has a radius R of the beam envelope in the y-direction, the electric field strength E
is given by

E⃗ =
ρ

2ε0
Re⃗y =

I
2πε0βcR

e⃗y , (7.9)

where ε0 is the electric constant.
At the same time, the electron beam self-induces a magnetic field, which is non-

negligible for relativistic electron energies. For the electron beam of equation (7.9), the
magnetic flux density B⃗ is given by

B⃗ =
1
c2 v⃗ × E⃗

=
1
c2 (βce⃗z)×

(
I

2πε0βcR
e⃗y

)
=

I
2πε0c2R

(−e⃗x) .

(7.10)
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Accordingly, the total radial electromagnetic force FR to a relativistic electron at the
beam envelope of a cylindrical beam is given by the sum of the Coulomb force FC and
the Lorentz force FL as

F⃗R = F⃗C + F⃗L

= e0(E⃗ + v⃗ × B⃗)

= e0

[
I

2πε0βcR
e⃗y + (βce⃗z)×

I
2πε0c2R

(−e⃗x)

]
=

e0 I
2πε0R

[
1
βc

e⃗y +
β

c
(
−e⃗y

)]
=

e0 I
2πε0βcR

e⃗y
(
1 − β2)

=
e0 I

2πε0βcRγ2 e⃗y ,

(7.11)

utilizing the relation
(
1 − β2) = 1/γ2. The magnetic force has thus a focusing compo-

nent and counteracts the Coulomb field by a factor of 1/γ2 (compare equations (7.9)
and (7.11)) for any beam geometry [123]. Equation (7.11) demonstrates that the space
charge has stronger effects for higher electron beam currents on the one hand and lower
kinetic energies on the other hand.

For an estimate of the space charge effects of the LFxT, the space charge-induced
envelope increase was calculated for a drifting, cylindrical electron beam based on
the approach by Humphries [123]. Identifying the electromagnetic force in equation
(7.11) with the relativistic electron mass multiplied by the acceleration

(
γm0 · d2R/dt2)

and converting the time derivative into a space derivative by (d/dt = (βc)d/dz), the
equation of motion can be simplified with the generalized beam perveance K as

d2R
dz2 =

K
R

,

K =
e0 I

2πε0m0 (βγc)3 .
(7.12)

To find the ratio of beam radius increase χ = R/rw relative to the smallest radius rw at
the beam waist, Humphries [123] defined an auxiliary variable

F (χ) =
√

2K
z

rw
, (7.13)

with the drift distance z from the beam waist and the relation

F (χ) =
∫ χ

1

dy√
ln y

. (7.14)

A derivation can be found in reference [123].
For 300 keV electrons, the arising magnetic field counteracts the space charge force

by a factor of 1/γ2 = 0.40. The generalized beam perveance of K = 1.85 · 10−5 follows
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from a beam current of I = 0.3 A. Assuming an electronic focal spot with a diameter of
50 µm, i.e., a waist radius of rw = 25 µm of a cylindrical beam, and an exemplary drift
length of z = 1 cm, equations (7.13) and (7.14) provide F(χ) = 2.43 and χ = 2.25 (with
the aid of table 5.1 in reference [123]). The beam radius therefore increases by a factor of
2.25 over a drift length of 1 cm. For a 600 keV, 2.5 A electron beam, the generalized beam
perveance is K = 4.07 · 10−5, and the beam radius increases by a factor of 3.44 over a
drift length of 1 cm. For both the preclinical and clinical LFxT, a drift distance of 1 mm
leads to an envelope increase of considerably less than 10 %. These estimates indicate
that although the space charge forces might need to be compensated by additional
focusing, these forces do not presumably prevent a focal spot width in the micrometer
range, even for a cylindrical electron beam.

Even more, the electron beam of the LFxT has a strongly eccentric cross section to
distribute the thermal load at the target surface over a larger area (see chapter 5). For
a paraxial sheet beam with a width x0 that is much smaller than the other dimensions
y0, z0 and a uniform current density per unit length J = 2e0n0βcx0, the diverging force
can be derived in a similar way as equation (7.11) and is given by

Fx0 =
e0 J

2ε0γ2βc
=

e2
0n0x0

ε0γ2 , (7.15)

with the volumetric particle density n0 [123]. The beam current density per unit length of
an electron beam with a rectangular cross section of 50 µm× 20 mm decreases by a factor
of 509 compared to a cylindrical electron beam with a diameter of 50 µm. Consequently,
the diverging force due to space charge decreases by a similar factor and thus plays only
a marginal role for the strongly eccentric electron beam at the focal spot of the LFxT.

These estimates were performed for a homogeneous charge distribution within the
electron beam. Non-homogeneous charge distributions, however, result in non-linear
space charge fields and thus in an increase in the rms emittance [119]. The K-V
equations (named after Kapchinskij and Vladimirskij) can be used for more sophisticated
calculations of the influence of the space charge on the beam dimensions in linear
approximation, while non-linear effects need to be investigated by tracking simulations
[118, 119].

At the cathode, electrons have a considerably lower longitudinal velocity and are thus
more influenced by space charge forces than after acceleration (see equations (7.11) and
(7.15)). To counteract these forces, a focusing element at the cathode is advisable [121].
Tracking simulations of the electron beam have shown that a Pierce electrode at the
cathode of the LFxT prototype can compensate the space charge forces.*

7.1.3. Realization for the LFxT prototype and focal spot distribution

The electron accelerator of the LFxT comprises the basic components of accelerators in
conventional x-ray tubes, i.e., a cathode, an anode, and focusing elements. However,

*The tracking simulations were performed by my colleague Dr. Christoph Matejcek.
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7.1. Electron accelerator

Figure 7.1.: Construction model of the electron accelerator of the LFxT. The distance
from the cathode to the target surface is approximately 54 cm.

these components are constructed in a way to match the specific requirements of the
strongly eccentric focal spot of the LFxT. Figure 7.1 shows the setup of the electron
accelerator including the beam optics†.

Thermionic cathodes, such as barium-tungsten dispenser cathodes, provide stable
emission of high currents and promise a long lifetime [124]. An eccentric cathode shape
was chosen to achieve a small emittance in the short dimension (x), while providing
a high electron beam current from a large emitting area [87]. Tracking simulations
revealed a suitable cathode width of 0.4 mm in the x-direction. Smaller cathodes are
more challenging and thus less precise to manufacture and would further require higher
operating temperatures, which entail a shorter lifetime. The cathode will be indirectly
heated, which produces a more homogeneous beam profile along the long dimension of
a rectangular cathode compared to a direct cathode heating inducing a magnetic field
by the current inside the cathode [125].

The electron beam of the LFxT is prefocused mainly in the x-direction by a slanted
Pierce electrode to balance the space charge forces, which are strongest at the cathode
before the electrons are accelerated [121]. In this way, the electron beam is kept off
the stray field at the periphery of the quadrupoles that would otherwise increase the
emittance. The beam diameter should be smaller than 10 mm for the investigated
quadrupoles. During standard operation, the Pierce electrode is on the same electric
potential as the cathode for prefocusing the beam. Additionally, the Pierce electrode
can be used for a very fast beam switch-off in the microsecond range by increasing the

†The construction model of the LFxT was developed and refined in the course of the LFxT development
by the whole µFlash collaboration team. Main contributions came from Dr. Christoph Matejcek, Anton
Dimroth, Christian Petrich, and Dan Ungureanu.
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negative potential to approximately −600 V relative to the cathode, i.e., to −150.6 kV to
electric ground, to suppress the electric field at the cathode.

In the space between the cathode and the anode, acceleration tubes can provide
a homogeneously increasing electric potential for acceleration, an electric insulation
between the negative and positive poles, and an additional focusing to keep the electron
beam centered. For an eccentric beam, rectangular tubes are better suited than circular
tubes because of a smaller required space for the rectangular cross section. Besides the
high costs of rectangular acceleration tubes, a disadvantage is the long drift distance
and therefore a rather low electric field strength. Conversely, with a stronger electric
field, space charge effects decrease so that the beam diameter and the emittance remain
smaller. For this reason, acceleration tubes were omitted, and simpler insulators were
instead included between the cathode and the anode. In the LFxT construction, the
acceleration voltage of 300 kV is built up across 12 cm.

Behind the anode, quadrupole magnets are ideal for creating a strongly eccentric focal
spot since they naturally focus the electron beam in one direction and defocus in the
perpendicular direction. One quadrupole allows the definition of the size of the electron
beam in one dimension, within the limits of the electron beam characteristics and the
quadrupole. It was ascertained that focusing the electron beam to a width of 50 µm
(x-direction) would result in a beam length considerably larger than 30 mm (y-direction).
Hence, two quadrupoles were included to facilitate two-dimensional focusing of the
electron beam and for a higher flexibility to vary the spot size. A concurrent adjustment
of the focal distance would require an additional focusing magnet, which is, however,
not needed for the LFxT prototype. Figure 7.2 shows the evolution of the beam width
(x-direction) along the beamline. The first quadrupole slightly focuses the beam in
the y-direction and thus defocuses in the x-direction. A wide beam in the x-direction
experiences then a stronger focusing by the second quadrupole, which facilitates a
micrometer-wide focal spot. At the same time, the beam length is constrained to
20–30 mm in the y-direction.

Between the two quadrupoles, a dipole magnet was added as steerer that can recenter
the electron beam. A central position of the electrons in the quadrupoles avoids the fringe
fields, which would lead to an emittance growth, especially in the second quadrupole
having a strong focusing field. Moreover, precise centering in the y-direction is important
since the electron beam needs to completely hit the focal track material of the target.
The focal track material has a safety margin of only few millimeters to the target base
material that cannot withstand the electron beam power. Conversely, centering in the
x-direction, i.e., along the focal track velocity, is less essential for the machine safety;
nevertheless, the multislit collimator needs to be aligned with the focal spot for a sharp
microbeam dose profile (see section 7.1.4).

In conventional x-ray tubes, the target is on anode potential, whereas the vacuum
chamber housing is typically on ground potential. Consequently, electrons that are
backscattered at the target surface are accelerated back onto the target and impinge next
to the focal spot. The resulting off-focal radiation can amount to 10 % of the patient dose
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7.1. Electron accelerator

Figure 7.2.: Electron beam width in the direction of the short dimension of the focal spot
as root mean square (rms) along the beamline. At the cathode (at z = 0 mm),
the beam is prefocused by a Pierce electrode. Behind the anode, the beam
width gets defocused by the first quadrupole (QP) before getting strongly
focused by the second QP. The tracking simulations were performed and the
figure was created by my colleague Dr. Christoph Matejcek.

[114]. In the LFxT construction, the target and the anode are separated. Thereby, the
complete vacuum chamber including its housing and the drive train of the target are on
anode potential, i.e., on +150 kV relative to ground potential. Details and consequences
of this setup are described in detail in chapter 6.

Tracking simulations demonstrated the feasibility of the presented accelerator and
beam optics to achieve the required focal spot dimensions of 50 µm × 20 mm as full
width at half maximum (FWHM). Figure 7.3 presents the current density profile at
the beam waist, where the electrons hit the target. The resulting phase space of the
electron beam at its waist was used as a basis for the assessment of the microbeam
dose distribution (see chapter 4), of the temperature increase of the vacuum chamber
housing due to backscattering electrons (see chapter 6), and of the temperature increase
at the focal spot (see chapter 5). The latter assessment revealed the importance of a
rather homogeneous current density across the focal spot area for a lower maximum
temperature of the focal track material. For this reason, the tracking simulations were
finally optimized for a slightly smoother profile in the y-direction (not shown).

A high vacuum facilitates an undisturbed electron beam path from the cathode to
the target. Moreover, the cathode requires a high vacuum with an air pressure below
10−6–10−7 mbar for good durability [90, 116]. A higher pressure shortens the lifetime by
poisoning the cathode with hydroxides and carbonates, which reduce emission and can
cause blisters and cracks at the cathode surface [116, 126]. A separate vacuum pump will
thus retain a high vacuum close to the cathode, which is the most sensitive component
in terms of the vacuum quality. Moreover, the vacuum chamber needs to be baked out
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Figure 7.3.: Electron beam at the focal spot. (a) The color bar indicates the beam current
density [a.u.]. (b, c) Current density profiles across the short and long focal
spot dimension, respectively. Note the different dimensions of the axes. The
results and figures were created by my colleague Dr. Christoph Matejcek.

before irradiations to reduce desorption from the high-temperature target material but
also from the vacuum chamber housing.

7.1.4. Target precision requirements

The electron beam exhibits a waist, which should be at the target surface for the smallest
focal spot possible. As soon as the target or the waist moves in the beam direction,
the size of the focal spot increases, which needs to be corrected for by the quadrupole
magnets. Reasons for a shift of the target surface can be thermal expansion, bending
of the target due to the one-sided thermal load, target vibrations, or vacuum pump
vibrations. The beam current intensity can vary due to output fluctuations of the
thermionic cathode or power supply fluctuations of the quadrupoles and electrodes.

The impact of alignment shifts between the target surface and the beam waist was
investigated in the direction of the peak-valley profile (x-direction, compare figures 4.3
and 5.1) and in the beam direction (z-direction). In TOPAS, Monte Carlo simulations
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7.1. Electron accelerator

were performed in the same way as described in chapter 4.2.3 with the only variation
being the shift of the electron beam phase space in either the x- or z-direction.

A stationary shift of the electron beam in the x-direction yielded a shift of the peaks
and a slanted truncation of the peaks for shifts larger than 200 µm for geometrical
reasons. For shifts up to 100 µm, the peak dose rate, the valley dose rate, the FWHM of
the peaks, the peak-to-valley dose ratio (PVDR), and the lateral penumbras from the
peaks to the neighboring valleys did not change. A shift of 200 µm resulted in a decrease
of 4 % of the FWHM and a decrease of 2.5 % of the peak dose rate. The PVDR increased
for shifts larger than 200 µm due to a stronger decrease in the valley dose than in the
peak dose for truncated peaks. Even though a high PVDR is desirable for MRT, the
multislit collimator should be aligned with the focal spot to achieve the highest peak
dose rate and the desired FWHM that is defined by the collimator.

A temporal wobbling of the electron beam in the x-direction is equivalent to a
smeared and thus broader focal spot. In chapter 4.2.1, the effect of the spot width on
the microbeam dose profile was investigated in detail. For example, a wobbling by
±125 µm of a beam with an original width of 50 µm corresponds to an effective focal
spot width of 300 µm, which resulted in a PVDR decrease of 38 % in 50 mm water depth
compared to the PVDR of the original beam width of 50 µm (see chapter 4.3.1). Hence,
the microbeam dose profile is more prone to temporal instabilities than to time-stable
changes in the relative position of the electron beam to the multislit collimator.

For an assessment of an alignment shift between the target surface and the beam
waist in the beam direction (z-direction), the shape of a drifting electron beam close to
its waist can be described by

r2 = εβ0 +
ε

β0
(z − z0)

2 , (7.16)

with the parameters of the phase space ellipse ε and β0 [127]. For the LFxT, the beam
radius is R = 0.025 mm at the waist z0 corresponding to half the focal spot width. The
quadrupole of interest has a focal length of f = 100 mm and a maximum beam diameter
of 10 mm. Applying these values to equation (7.16), i.e., r (z = 100 mm) = 5 mm, results
in εβ0 = R2 = (0.025 mm)2, ε/β0 = 0.0025, ε = 0.001 25 mm, and β0 = 0.5 mm. Table 7.1
lists relationships between the target shifts, the effective focal spot widths according to
equation (7.16), and resulting PVDRs and FWHM at a water depth of 50 mm. Target
shifts up to 200 µm were not perceptible in the PVDR or FWHM. For a shift of 400 µm,
the PVDR decreased by 0.4 % and the FWHM increased by 3 %.

A rough estimate of the thermal expansion of the focal track material results in a shift
of 4.5 µm, assuming a temperature increase of 1000 K, a thermal expansion coefficient of
tungsten of 4.5 µm/m/K [111], and a focal track thickness of 1 mm. Even though the
target base material of tungsten-zirconium-molybdenum has a higher thermal expansion
coefficient, the temperature increase is much lower in the target base. For this reason, a
thermal expansion in the micrometer range is irrelevant for the electron beam focusing.
A larger displacement of the target surface arises from the one-sided heating of the
target. The target thermally expands stronger on the side that faces the electron beam
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Table 7.1.: Effects of a shift of the target surface in the electron beam direction on the
focal spot width according to equation (7.16), and resulting from Monte Carlo
simulations, the peak-to-valley dose ratio (PVDR) and the full width at half
maximum (FWHM), both scored at a water depth of 50 mm.

Target shift Focal spot width Mean PVDR Mean FWHM
[mm] [µm] [µm]

0.0 50 22.9 63
0.2 54 22.9 63
0.4 64 22.8 65
0.6 78 22.3 66
0.8 94 21.8 69
1.0 112 21.2 73

than on the opposite site, which results in a bending of the target away from the electron
source. As the bending is less severe for a thicker target, a target thickness of 50 mm
was chosen, limited by state-of-the-art manufacturing techniques [88]. For the optimized
target design, finite element analyses resulted in a shift of the target surface of less
than 0.1 mm in the z-direction‡. This bending is not critical and a readjustment of the
quadrupoles does not seem necessary (compare table 7.1).

In conclusion, the stationary x-position should be correct to 200 µm, the temporal
shift in the x-direction should be below ±25 µm, and the shift in the beam direction
(z-direction) should be below 0.8 mm to prevent a PVDR decrease of more than 5 % at a
water depth of 50 mm.

7.1.5. Clinical LFxT

To achieve peak dose rates above 100 Gy/s, the clinical LFxT will have a higher electron
energy of 600 keV and a considerably higher beam current of 2.5 A, which involves a
redevelopment of the electron accelerator and beam optics. The insulation between
the cathode and the anode as well as to surrounding components needs to feature a
higher blocking voltage. A higher beam current induces stronger space charge effects,
while a higher electric field strength (assuming the same acceleration distance as for
the preclinical LFxT prototype) slightly counteracts the more pronounced widening of
the electron beam. Nevertheless, the quadrupoles must be more powerful than for the
preclinical LFxT to compensate the beam widening due to space charge. Certainly, the
focal spot width needs to be retained at 50 µm for a sharp microbeam dose profile (see
chapter 4.3.1).

For the considerably higher current densities, a different cathode type seems necessary.
In the field of thermionic cathodes, lanthanum hexaboride (LaB6) cathodes might be a

‡These simulations were performed by my collaboration partners Yunzhe Zhang and Sebastian Rötzer
from the Technical University of Munich as well as Anton Dimroth from the Forschungszentrum Jülich.
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good choice because of their higher electron yield per area and thus a smaller emitting
area [87, 123]. Even though LaB6 cathodes need a higher operation temperature of
approximately 1700 ◦C, they deliver an electron beam with a lower emittance, have
lower demands on the vacuum quality (10−5 mbar), and a longer lifetime than barium
tungsten dispenser cathodes [123, 126]. A main disadvantage is a low shock resistivity
due to the brittleness of LaB6 and thus a high fragility during production and operation
[128]. A different approach can be photocathodes, which utilize the photoelectric effect
for electron emission: A high-power laser hits a surface coating material with a low work
function so that electrons are emitted and accelerated towards the anode. Photocathodes
operate at room temperature, emit electrons with a small average transverse velocity, can
deliver high current densities, and thus have a considerably lower emittance compared
to thermionic cathodes [120, 123].
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Figure 7.4.: (a) Idea of a magnetic deflection system at the target surface to protect the
x-ray exit window and the electron accelerator from backscattered electrons.
(b) Relationship between the radius of a cylindrical magnetic field R, the
bending radius of the electron beam r, and the deflection angle α.

7.2. Magnetic deflection of the electron beam

7.2.1. Introduction

Backscattered electrons from the target surface travel to the vacuum chamber housing
and deposit a high load onto the chamber walls and the x-ray exit window (see chapter
6). Based on that observation, the idea of a magnetic deflection system was developed
to protect heat-sensitive components, mainly the quadrupoles in the electron beam
optics and the x-ray exit window, from overheating. Figure 7.4a depicts this idea: A
magnetic field between the accelerator and the target deflects the backscattered electrons
so that they travel to a cooled surface of the vacuum chamber housing. Thereby, the
electron accelerator and the x-ray exit window are protected. The produced x-rays are
not affected by the magnetic field since they have no electric charge. In this section,
consequences of a magnetic deflection system in the vicinity of the target surface was
investigated.

7.2.2. Methods

The influence of a magnetic field was assessed with Monte Carlo simulations in TOPAS
[94] (version 3.2.2, based on Geant4 version 10.5.p01). The G4EmPenelopePhysics list was
used with default electromagnetic range limits (EMRangeMin = 100 eV, EMRangeMax
= 500 MeV), default step sizes for electrons and positrons (step function parameters
dRoverRange = 0.2, finalRange = 0.01 mm), and fluorescence electrons, Auger electrons,
and particle-induced x-ray emission activated [95, 99]. Figure 7.5 illustrates the setup
of the simulations for a deflection angle of the primary electrons of 90◦. A rectangular
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Figure 7.5.: Simulation setup at two viewing angles. A magnetic field from a dipole
deflects the primary and backscattered electrons. The magnetic field points
in the positive y-direction (green arrow) and deflects 300 keV electrons by
90◦. Red arrow: x-direction, blue arrow: z-direction.

electron beam with a size of 50 µm × 30 mm and an energy of 300 keV was deflected
by either 0◦, 45◦, or 90◦ by a dipole magnet and hit a target made of pure tungsten
in the negative z-direction. The simplified magnetic field was oriented in the positive
y-direction, located with its center 4 cm in the positive z-direction above the target
surface, and had a cylindrical shape with a radius of 2 cm, a length of 4 cm, and the
required magnetic flux density for the respective deflection angle.

The momentum p of an electron on a trajectory with a bending radius r caused by a
magnetic flux density B, which is oriented perpendicular to the velocity of the electron,
can be calculated as

p = e0Br . (7.17)

The momentum of a relativistic electron is p = γm0βc so that the required magnetic flux
density can be retrieved from

B =
γm0βc

e0r
. (7.18)

The relationship of the bending radius r of the electron beam trajectory and the radius
of the cylindrical magnetic field R is depicted in figure 7.4b, i.e.,

r =
R

tan (α/2)
, (7.19)

with the assumption of R = 2 cm in these simulations.
Electrons with an energy of 300 keV have a relative velocity of β = 0.78 and γ = 1.59.

A deflection angle of 45◦ required a bending radius of r45◦ = 4.8 cm and thus a magnetic
flux density of B45◦ = 0.044 T. For a deflection angle of 90◦, the bending radius equaled
r90◦ = 2.0 cm and the required magnetic flux density was B90◦ = 0.106 T.

Backscattered electrons and produced photons were scored by a hemispherical phase
space detector with a radius of 7 cm, located centrally, contiguously on the target, as
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depicted in figure 7.5. The phase space scorer saved the properties of the particles
passing the inner surface of the detector with the position of the particles, the direction
cosines U and V of their momentum with regard to the x-axis and the y-axis, respectively,
their total energy, the particle type, and the algebraic sign of their direction cosine W
with regard to the z-axis [129]. For the deflection angles of 0◦, 45◦, and 90◦, the respective
phase space was analyzed using Matlab (version R2018b, The MathWorks Inc., USA).
The direction cosines U and V of all scored electrons were converted into direction
angles u and v, which denoted the angles between the vector of momentum and the
unit base vectors of the positive x- and the y-axis, respectively. The direction angles u
and v were rounded to integers, and the electron energy was accumulated separately
for each u and v, forming an angular energy histogram.

7.2.3. Results and Discussion

As expected, the magnetic field did not influence the distribution, intensity, or spectrum
of produced photons, rather only the primary electron beam and the backscattered
electrons. The energy of all scored photons amounted to only 1.4 % of the total scored
energy of all particles. The backscattered electrons were deflected towards the positive x-
direction (red arrow in figure 7.5), i.e., in the opposite direction of the electron accelerator,
which was the goal of the magnetic deflection system. Electrons of lower energy were
deflected with a smaller radius and hence by a larger angle than electrons of higher
energy, which can also be derived from equations (7.18) and (7.19).

The magnetic field distorted the distribution of backscattered electrons that was
otherwise symmetric to the x-axis without a magnetic field. Figure 7.6 shows the energy
histogram of the direction angles of the momenta of backscattered electrons for the
Monte Carlo simulations carried out with deflection angles of 0◦, 45◦, and 90◦. The
specific shape of the angular energy distribution depended on the specific geometry
described above. Here, electrons that were backscattered at a small angle to the target
surface did not travel through the spatially restricted magnetic field. Nevertheless, the
qualitative effect of an exemplary magnetic field in the vicinity of the target can be
investigated with these simulations.

Concerning the direction angle of the electron momentum with regard to the x-axis,
the maximum of the angular energy was higher in the presence of a magnetic field than
without a magnetic field. The maximum angular energy was farther shifted to lower x-
angles, i.e., in the positive x-direction, the larger the deflection angle. At a direction angle
perpendicular to the x-axis, the scored energy decreased in the presence of a magnetic
field. This decrease was stronger for a higher magnetic flux density. Concerning the
direction angle with regard to the y-axis, the energy distribution was symmetric and
did not change between simulations without a magnetic field and a deflection angle of
45◦. In contrast, the energy decreased at a direction angle perpendicular to the y-axis
for a deflection of 90◦ due to a relevant portion of backscattered electrons that missed
the hemispherical phase space detector and traveled to negative z-values (four electrons
in figure 7.5). This decrease in scored energy did not happen for a deflection angle of
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Figure 7.6.: Angular energy distribution of electrons backscattered from the target sur-
face with three magnetic flux densities between the target and the detector.
The summed energy of electrons detected at a specific direction angle u and
v between the momentum direction and the unit base vectors of the x-axis
or y-axis, respectively, is shown for the absence of a magnetic field (no B) as
well as for deflection angles of the primary electron beam of 90◦ (B 90◦) and
45◦ (B 45◦).

45◦ because of the specific setup with a distance of 2 cm between the target surface and
the magnetic field border, the magnetic field radius of 2 cm, and the radius of the phase
space detector of 7 cm.

These results demonstrated that a magnetic deflection of the electron beam can
partially protect the electron beamline from backscattered electrons without interfering
with the produced photons, even though the simulation setup was largely simplified.
The direction of the maximum angular energy of backscattered electrons was shifted
towards smaller angles to the target surface. In that direction of the maximum energy,
the distance from the focal spot to the vacuum chamber wall increases and thus the heat
load density decreases according to the inverse square law if the wall is parallel to the
target surface. However, the protection of the wall must be ensured for the increased
maximum angular energy deposit. A deflection angle of the primary electron beam of
less than 90◦ is advisable to spread the backscattered electrons to the vacuum chamber
walls instead of to the target that already receives a high heat load from the primary
electrons (see chapter 5 and Winter et al. [88]). Nevertheless, an implementation of a
magnetic deflection system at the target surface needs further investigation with more
detailed simulations including a model of the realistic vacuum chamber housing and
a realistic shape and size of the magnetic field including the non-linear fringe fields,
which depend on the component that generates the magnetic field.

Suitable magnetic fields could be generated by different electromagnetic components
and could have different shapes, e.g., cylindrical, triangular, or quadrilateral. Elec-
tromagnetic coils have the advantage of allowing an adjustment of the magnetic field

87



7. Additional aspects of the LFxT development

strength, which is useful if different electron energies are used in the x-ray tube. If a
dipole magnet is used instead, an iron yoke causes a lower emittance growth compared
to air-cored coils. A further possibility is a Wien filter, which is typically used as an
electron velocity filter, with an electric field, e.g., from a capacitor, and a magnetic field
perpendicular to each other and perpendicular to the primary electron velocity [130,
131]. Correctly adjusted, the Wien filter does not influence the primary electron beam, if
the electric force and the Lorentz force balance, but only deflects backscattered electrons.
For an easy handling in case of adjustments or repairing, the electromagnetic component
for deflection should be located outside of the vacuum chamber, which would, however,
require a large magnet and a sophisticated electromagnetic shielding concept.

In conclusion, a magnetic field allows a deflection of the backscattered electrons away
from the heat-sensitive electron beamline and the x-ray exit window. However, the
resulting non-homogeneous electron distribution with a higher maximum intensity than
without a magnetic field brings different problems and thus needs to be worth the effort
of the more complicated electron beam optics. For these reasons, no magnetic deflection
system will be implemented at the LFxT prototype but an efficient cooling system was
instead developed close to the vacuum chamber locations that receive the highest heat
loads (see chapter 6.1).
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7.3. X-ray windows

7.3.1. Introduction

The x-ray tube is evacuated, while air surrounds the irradiated sample. X-ray windows
realize the barrier between vacuum and air, where only low-energy x-rays should be
filtered and higher-energy x-rays should leave the vacuum chamber unaffectedly. In
contrast, backscattered electrons should be completely blocked for radiation protection
safety. The window aperture defines the dimensions of the divergent radiation field at a
certain distance.

In conventional x-ray tubes, the used portion of the x-radiation is tapped at a shallow
angle from the inclined target surface to decrease the optical focal spot size compared to
the thermal focal spot size [90, 104]. X-ray windows typically consist of a submillimeter-
thick sheet of beryllium, titanium, or stainless steel [104, 105, 111].

The LFxT comprises two types of x-ray windows, namely one window for MRT and
two windows for imaging, e.g., phase contrast x-ray imaging. For high dose rates, the
MRT window is located at an angle of 45◦ to the normal to the target surface (see chapter
4.3.2). The imaging windows are located at 90◦ to the target surface normal, parallel
to the short or long dimension of the focal spot, respectively, to minimize the optical
focal spot size in one dimension in each case (see figure 8.2). The MRT window needs
to withstand a very high heat load resulting from backscattered electrons in the electric
field-free vacuum chamber, whereas the imaging windows receive a considerably lower
heat load (see chapter 6.3). Furthermore, the windows need to fit into the construction of
the LFxT. In this section, the mechanical, thermal, and radiation-absorbing requirements
for the x-ray windows of the LFxT are discussed, and suitable solutions for the windows
are suggested.

7.3.2. Requirements

The x-ray windows of the LFxT need to fulfill several essential requirements for the
functionality of the LFxT. First, the MRT window needs to be highly heat-resistant to
withstand a surface heat load of 1.5 MW/m2 for the irradiation time of 20 s (see chapter
6.3). The heat load mainly results from backscattered electrons of less than 300 keV,
which, furthermore, need to be fully absorbed. The heat resistance includes resistance
to melting, strong bending, bursting, rupture, or becoming dislodged from the holder.
For that purpose, the window material should have a high melting temperature, a high
specific heat capacity, and a high heat conductivity. Also, the attachment of the window
to its holder and to the vacuum chamber housing should exhibit a good heat transfer.
Second, all windows need a low x-ray absorption, especially for photons above 50 keV.
Photons of lower energy are considered not useful for MRT due to their steep depth-dose
curve [22]. For imaging, the most relevant x-ray energies are at the K-edges of tungsten
at 58–69 keV (see chapter 8). For a low x-ray absorption, the window material should
have a low mass attenuation coefficient, a low density, and a small thickness. Third, the
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material of all windows should be chemically inert to avoid chemical reactions with the
holder material or with air. Fourth, the windows and their attachments to the vacuum
chamber housing must be high vacuum tight up to a pressure of 10−7 mbar, which
prevents damage of the thermionic barium-tungsten dispenser cathode [116].

Additional requirements for the x-ray windows allow an easy mounting into the
LFxT construction and ensure the largest possible field of view at the same time. The
free aperture of the MRT window should shape an x-ray field of 20 × 20 mm2 at a
distance of 20 cm from the focal spot to allow an irradiation of a whole mouse brain
in preclinical MRT experiments [132]. At the same time, the overall dimensions of all
window holders and their attachments to the vacuum chamber housing should be as
small as possible since the constructing space is limited. Furthermore, the windows
should be linked to the vacuum chamber housing by a common flange to easily allow
a contingent replacement. The material of the windows and their mountings should
be electrically conductive as the backscattered electrons otherwise charge the window
leading to an electric field inside the vacuum chamber. The electrical conductivity
is more important for the MRT window than for the imaging windows due to the
aforementioned distribution of backscattered electrons. For an easy handling, the
windows with their mountings should be atoxic and, lastly, the costs should fit into the
available budget.

7.3.3. Materials

To find suitable x-ray window materials fulfilling the listed requirements for the LFxT,
beryllium, graphite, diamond, carbon fiber reinforced carbon (CFRC), titanium, and
stainless steel were assessed. Table 7.2 displays relevant characteristics of these materials.
The energy output was calculated for a 300 kVp x-ray spectrum from a tungsten target
filtered by 1.0 mm of the respective material with energy-dependent mass attenuation
coefficients from the U.S. National Institute of Standards and Technology (NIST) [97].
All investigated materials are brazeable or solderable.

Advantages of beryllium, the most common x-ray window material, are a low atomic
number, a low density, and thus a high energy output. Furthermore, beryllium has a
very high specific heat capacity, and a high melting temperature. Conversely, beryllium
is rather expensive and a strategic material, meaning that any usage must be officially
granted. Moreover, beryllium salts are highly poisonous, and inhalation of beryllium
dusts can cause acute and chronic lung diseases [111]. Especially for self-built x-ray
tubes, the risk of breaking the very brittle material and resulting health risks need to be
considered. All other investigated materials are atoxic.

The atomic number of carbon is only two above that of beryllium, hence the three
assessed materials consisting of carbon have an energy output almost as high as beryl-
lium. Furthermore, they exhibit a very high melting temperature. However, graphite
reacts to carbon dioxide (CO2) at temperatures of 620–720 ◦C in an oxygen-containing
atmosphere. Even though the expected temperatures are clearly lower (see chapter 6.3),
a large safety margin is favored. In ambient pressure, also diamond does not reach its
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Table 7.2.: Characteristics of potential materials of the LFxT x-ray windows. The energy
output and the mean energy were calculated for a 300 kVp x-ray spectrum
from a tungsten target (mean energy 57.9 keV without filtering) filtered by
1 mm of the respective material. CFRC denotes carbon fiber reinforced carbon,
⊥ the direction perpendicular to the fibers, and ∥ the direction along the
fibers. λ indicates the thermal conductivity, c the specific heat capacity, a the
thermal diffusivity, and Tmelt the melting temperature. Parameters were taken
from Cardarelli [111], GTD Graphit Technologie GmbH [133], and Stahlhandel
Gröditz GmbH [117].

Beryllium Graphite Diamond (C) CFRC Titanium Stainless steel
(Be) (C) (Type IIa) (C) (Ti) (AISI 316L)

Atomic 26, 24,
number Z 4 6 6 6 22 28, 42∗

Density
[kg/m3] 1848 1400–2266 3515 1550 4540 8000

Energy
output 97.1 % 96.0 % 92.4 % 96.3 % 71.9 % 53.4 %
Mean
energy [keV] 59.4 62.4 65.6 62.1 89.6 105.2

5–12 (⊥),
λ [W/m/K] 210 85–350 500–2500 20–52 (∥) 21.9 15
c [J/kg/K] 1824 709 502 750 538 500

4–10 (⊥),
a [mm2/s] 62.3 53–353 283–1417 17–45 (∥) 9.0 3.75
Tmelt [◦C] 1283 3650# 3550† > 2000 1668 1200
∗ 68 % iron (Z = 26), 18 % chromium (Z = 24), 12 % nickel (Z = 28), 2 % molybdenum (Z = 42). Other elements were

neglected for the calculation of the energy output and the mean energy.
# In oxygen-containing atmosphere, graphite reacts to carbon dioxide (C02) at temperatures of 620–720 ◦C.
† At ambient pressure, diamond transforms to graphite above approximately 1700 ◦C.
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melting point but transforms to graphite above approximately 1700 ◦C, which will not
be reached at the vacuum chamber housing though (see chapter 6.3). In contrast to all
other assessed materials, diamond is an electrical insulator. An advantage of diamond is
the broad-band optical transparency, also for infrared and visible light, so that diamond
windows allow direct observation of the focal spot by spectrometers. Both graphite and
diamond are very hard and have a very low thermal expansion coefficient. Typically,
graphite is irregularly anisotropic leading to a range in density and thermal conductivity
[111]. Diamond has the highest thermal conductivity near room temperature of all
known materials [111], in clear difference to CFRC. The anisotropy of CFRC yields a
thermal conductivity that is by a factor of four higher along the fibers than perpendicular
to them. In contrast to all other assessed materials, CFRC is not vacuum-tight so that it
needs to be combined with another material, e.g., a metal, as a coating or as an adjacent
layer. The CFRC layer can thereby act as an electron capture and needs to be thermally
connected to the cooled vacuum chamber housing, while the second material does not
need to resist such a high thermal loads. This double-material design is, however, more
complicated to manufacture than a single-material window.

Both titanium and stainless steel have a lower energy output than beryllium or carbon-
based materials, so that an x-ray window must be considerably thinner than 1 mm.
Titanium can have a thickness of up to 0.16 mm and stainless steel of up to 0.05 mm for
an energy output above 90 %. Both materials are ductile and their thermal diffusivity is
much lower than for the other assessed materials. Titanium is highly reactive with air or
moisture but forms a protective oxide layer, which is not of concern [111]. The other
assessed materials are chemically inert at the expected temperatures [111].

7.3.4. Realization

For the MRT window of the LFxT prototype, diamond was chosen mainly because of its
very high thermal diffusivity that facilitates an efficient heat transport away from the
window. The diamond foil will be brazed into a copper holder, which easily deforms
and thus avoids stress to the thin foil that thermally expands and might break in a rigid
holder [134]. The copper holder will be brazed into a CF flange made of stainless steel.
The brazing enables a high thermal conductance from the diamond window via the
flange to the cooling system [134]. Diamond can withstand temperatures up to 700 ◦C
[135], the CF flange can, however, only be baked at 250 ◦C [134]. At higher temperatures,
both the copper and the stainless steel corrode, which, however, does not impair their
functionality§. Galvanic coatings, e.g., made of gold, can protect the copper and stainless
steel from corroding but need an oxygen diffusion barrier to the flange, which makes
this construction complex and expensive§.

The diamond window has a thickness of (0.4± 0.1) mm, resulting in an energy output
of 96.7 % (95.9–97.5 %) for a 300 kVp x-ray spectrum from a tungsten target. For the
prevention of a pressure-induced fracture, the minimum thickness tmin of a flat window

§Personal communication with a manufacturer of diamond x-ray windows, November 2020.
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should satisfy

tmin = 0.554 · d

√
∆p · Ssf

σf
, (7.20)

where d is the window diameter, ∆p the pressure difference between the two sides of
the window, Ssf a safety factor, and σf the mechanical strength [136]. Conservatively
assuming σf = 400 MPa and Ssf = 4 [135], the MRT window with a diameter of
d = 16 mm should have a minimum thickness of tmin = 0.28 mm, which the production
uncertainty range of the window satisfies. Electrons with an energy of 300 keV have
a CSDA (continuous slowing down approximation) range of 0.0946 g/cm2 in carbon
[137], resulting in 0.27 mm considering the density of diamond from table 7.2. As all
backscattered electrons have an energy below 300 keV, they are expected to be absorbed
in the window. As diamond is an electrical insulator, there is a risk of electrical charging
of the window, which might influence the electric field inside the vacuum chamber and
thus possibly deflect the electron beam. The size of the diamond window is, however,
small and the flange is electrically conductive, so that it is unlikely that the electric field
gets altered and the electron beam deflected during the exposure time of 20 s.

The flange contains pipes for water cooling due to a higher cooling efficiency for a
shorter distance between the heat input and the coolant. The CF25 flange is the smallest
possible flange to hold a window with a diameter of 16 mm, which is important for
a compact construction with the shortest possible distance from the focal spot to the
irradiated sample for high dose rates on the one hand and the largest possible field size
on the other hand. In the construction of the LFxT prototype, the inner surface of the
vacuum chamber housing is located 7.5 cm from the focal spot. The welding flange has
a thickness of 1.5 cm. A distance of 1.8 cm from the welding flange to the x-ray window
results in a total distance of 10.8 cm from the focal spot to the x-ray window. A diameter
of the circular window of 16 mm yields a diameter of the radiation field of 30 mm at a
distance of 20 cm from the focal spot according to the intercept theorem, and thus an
edge length of 21 mm of a quadratic radiation field usable for MRT.

The imaging windows receive a considerably lower heat load than the MRT window.
The expected temperature of the stainless steel surrounding these windows is below
75 ◦C (compare figure 6.4, the imaging windows are located vertically below (negative x-
direction) the electron beamline entry port and horizontally beside (positive y-direction)
the x-ray window but are not shown). For this reason, commonly used x-ray windows
made of beryllium were chosen due to a lower price compared to custom-made diamond
windows. There will be no protective coating, which can prevent corrosion but decreases
the maximum operating temperature [138]. The imaging windows will have a free
aperture diameter of 13 mm and will be mounted into CF25 flanges by metal diffusion
for a higher heat resistance compared to a less expensive epoxy bonding [138]. A
thickness of 250 µm suffices for a safe mounting into the flanges, which are bakeable at
250 ◦C like the CF flange of the diamond window¶.

¶Personal communication with a manufacturer of beryllium x-ray windows, November 2020.
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LFxT

The overall objective of the development of the line-focus x-ray tube (LFxT) is the
translation of microbeam radiotherapy (MRT) into clinical applications. Although
clinical trials have been planned for several years [40, 46], a main challenge remains
the absence of suitable radiation sources [46, 48]. Even though most MRT research
has been performed at large third-generation synchrotrons, MRT in clinical routine
requires a compact source that is readily available, easily accessible, and affordable for
radiotherapy clinics. Even for phase I clinical trials, hospital-based MRT sources are
favorable compared to pure research facilities such as third-generation synchrotrons for
better patient monitoring and care. The LFxT technology is promising for the clinical
translation of MRT but still needs to be verified experimentally.

The preclinical prototype will serve as a proof of concept of the LFxT technology
and will facilitate easily accessible preclinical MRT research at the same time. Before
human clinical trials can start, the radiobiological mechanisms of MRT must be better
understood and veterinary trials with larger animals are necessary [46]. Currently
available compact MRT sources are inverse Compton scattering sources with an x-ray
energy below 35 keV and a peak dose rate of 4 Gy/min [27, 139], carbon nanotubes with
an x-ray spectrum of 160 kVp and a peak dose rate of 1 Gy/min [71, 140], or modified
preclinical x-ray tubes with an x-ray spectrum of 225 kVp and a peak dose rate up to
8 Gy/min [73]. In contrast, the LFxT prototype is expected to deliver dose rates that
are a hundredfold higher compared to the cited values, and a higher x-ray energy
allows the treatment of deeper-seated tumors. A higher dose rate diminishes blurring
of the micrometer-scaled dose distribution due to organ motion and simplifies in-vivo
experiments due to shorter anesthesia times compared to currently available preclinical
MRT sources. Furthermore, for both in-vitro and in-vivo experiments, DNA repair
effects need to be considered for irradiation times in the range of hours to achieve peak
doses of several hundred Grays with currently available MRT sources [2, 6, 141]. The
repair effects are of minor importance for irradiation times of a few seconds with the
LFxT.
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8.1. Further developments for the LFxT prototype and
experimental validation

This work presents vital aspects for the functionality of the LFxT. Monte Carlo simu-
lations demonstrated the feasibility to obtain a microbeam dose distribution and dose
rates considerably higher than achievable with currently available compact MRT sources.
With numerical simulations, the heat capacity limit was proven as the basis of the LFxT
functionality. Furthermore, the consequences of backscattering electrons were assessed
in the vacuum chamber, and a suitable electron accelerator and x-ray exit windows for
the LFxT prototype were investigated.

Nevertheless, the construction of the LFxT prototype requires many more components,
which need to be compatible with each other. For this reason, the collaboration team
consisted of physicists, engineers, biologists, and medical doctors to develop and build
up the prototype. Within this collaboration, a suitable target made of titanium-zirconium-
molybdenum (TZM) was developed, designed to reduce mechanical and thermal stress
by maximizing the thickness and diameter of the punched disk-shaped target and by
adding relief wells (see Winter et al. [88]). Further developments included the motor
and drive train of the target, an appropriate vacuum system, and a suitable cooling
system. For operation, a software control as well as a monitoring and safety system
are under development to ensure radiation protection and mechanical safety for both
personal safety and machinery safety. For first physical and biological experiments with
the LFxT, a multislit collimator is needed with the correctly adjusted divergence and a
sufficient thickness as well as an experimental setup including a stage for cell containers
and small animals.

To prove the concept of the LFxT, several aspects must be verified experimentally. The
operation in the heat capacity limit needs to be validated by comparing the measured
focal spot temperature to the value predicted by the presented numerical simulations
and the analytical heat capacity limit, considering the respective focal spot width and
the actual target velocity (compare chapter 5.3). The shape of the focal spot can thereby
be quantified with an infrared camera or with radiological measurements. Ideally,
the focal spot width is varied between 50 µm and 10 mm to obtain a graph similar to
figure 5.3, which clearly demonstrates the deviation of the temperature increase for
micrometer-wide focal spots from the heat conduction limit of conventional x-ray tubes.
During the measurements, the focal spot length, the electron beam power, and the target
velocity must be held constant. Alternatively, the target velocity can be varied, while
maintaining the focal spot shape, similar to the results presented in figure 5.4. For this
second validation technique, it should be ensured that the focal spot has a width that
allows both the heat capacity limit and the heat conduction limit with short exposure
times. If the focal spot is too narrow at low target velocities, the assumption of one-
dimensional heat conduction and thus also the analytical estimate of the heat conduction
in equation (5.13) are not valid (compare section 5.3.1 with table 5.1 and equation (5.12)).
A suitable spot width would be 1 mm as demonstrated in table 5.1. Especially for the
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second validation technique, it must be ensured that the focal spot temperature at low
target velocities does not exceed the maximum recommended temperature given by the
target manufacturer.

In addition to the verification of the heat capacity limit, physical dosimetry, e.g., with
radiochromic films, needs to verify the expected dose rate in an open field (compare
section 4.3.2), suitable peak and valley dose rates, and the sharp microbeam dose
distribution. Biological dosimetry as described by Treibel et al. [73] can verify physical
dosimetry and can additionally detect cellular effects evoked by MRT. Finally, cell culture
experiments and in-vivo MRT studies are expected to result in similar observations as
for other MRT sources.

8.2. Further developments for the clinical LFxT

Clinical microbeam treatments require a redevelopment of the LFxT. As mentioned
throughout this work, the clinical LFxT was designed with an x-ray spectrum of 600 kVp
and an electron beam power of 1.5 MW. Chapter 4.3 demonstrated that these parameters
of the clinical LFxT allow to deliver both MRT and ultra-high dose rates for x-ray
FLASH treatments. By obtaining dose rates above 100 Gy/s, the irradiation times then
shorten to few seconds for a peak dose of several hundred Grays. As for the preclinical
prototype, an interval between two irradiations of 20 min for patient positioning is
assumed. Main development projects for the clinical LFxT are the high-voltage (HV)
supply, the electron accelerator and beam optics (discussed in chapter 7.1), and the
rotating target. Furthermore, the safety system needs to ensure radiation protection at
higher dose rates, an insulation of higher electric voltages, and mechanical safety from a
presumably higher rotational energy of the target with a larger diameter compared to the
preclinical LFxT. With collaboration partners, finding solutions for these development
projects has already started.

The clinical LFxT requires a megawatt power for several seconds, which is unfeasible
for commercially available HV generators. In close collaboration with Prof. Dr. Marek
Galek from the University of Applied Sciences in Munich, a novel HV supply is therefore
developed based on modular multi-level converters (MMC) from the high-voltage direct-
current transmission technology [87, 142, 143]. Figure 8.1 illustrates the designed MMC
setup. The MMC consists of several identical submodules with a low blocking voltage
and separate energy storages. The submodules are serially connected to produce a high
output voltage. In contrast to commercial MMCs, the capacitor is exchanged with a
DC/DC (direct current) converter to increase the voltage to the kilovolt range, and the
submodules will be realized as planar transformers on a printed circuit board [87]. The
submodules can be individually switched to adjust the level and slope of the output
voltage during turning-on and operation, which is necessary as even small disturbances
can cause severe interferences during high-voltage switches. A fast and automated
switching is facilitated by an electronic interconnection of the submodules via fiber
optics. Separate rechargeable batteries in each submodule allow a distributed energy
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Figure 8.1.: Setup of the high-voltage supply for the clinical LFxT based on a modular
multi-level converter, which consists of identical submodules (SM) with
DC/DC (direct current) converters for a distributed energy storage. Winter
et al. [87].

storage for easy handling in case of interruptions and for simpler constructional and
structural safety measures compared to a single, much more powerful energy storage.
Inverting the DC/DC converters allows a sequential charging of the batteries during the
beam-off time so that a single low-voltage power supply suffices for a continuous input
power below 10 kW. The sequential charging and buffering avoid drawing megawatt
powers from the public electric grid, which would cause disturbances in the power
supply. The energy within each submodule is buffered by twelve conventional lithium
ion batteries, each with a charge of 5 Ah and a usable voltage of 3.7 V on average. During
irradiation, each of the 300 serially connected submodules has an output voltage of
2 kV, an output power of 6.6 kW, and an output current of 3.3 A [87]. Consequently, the
buffered energy of 67 kJ per submodule facilitates possible irradiation times of 2 min.

The focal track of the preclinical LFxT prototype is made of a tungsten-rhenium
alloy, and the target base consists of TZM like typical x-ray tube targets, where the
target thickness and diameter are limited by state-of-the-art manufacturing techniques
[88]. Although the total dose delivered by the clinical LFxT will be similar to the dose
delivered by the preclinical prototype, the sample is expected to have larger distance
to the focal spot due to construction limitations. The same dose at a distance of 30 cm
instead of 20 cm increases the required electron beam power by a factor of 2.25 due
to the inverse square law, which increases the total heat load over the course of an
irradiation accordingly. Moreover, the heat will evolve in a shorter timeframe due to
higher dose rates, which leaves less time for heat dissipation and thus leads to higher
thermal gradients and a higher thermal stress. For these reasons, a different target design
seems necessary. First, a larger target diameter gains more time for heat dissipation
between each revolution. Second, an alternative target material should be considered
[88]. Carbon-fiber reinforced carbon might be a suitable substitute because of its high
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specific strength, i.e., its high ratio between mechanical strength and density, and a
lower thermal expansion coefficient than TZM, especially in the direction of the carbon
fibers [133, 144].

For clinical application of the LFxT as an MRT source, there are additional aspects
regarding MRT that need to be investigated. The treatment planning system needs to
consider the characteristics of the microbeam radiation field, including the focal spot
size, the divergence of the x-ray field, and the x-ray spectrum. There has been progress
on the specific treatment planning for divergent microbeams in-house but it is still
under development. Moreover, a measure of the comparability between the spatially
fractionated MRT dose distribution and a conventional clinical dose distribution needs
to be validated. The approach of the equivalent uniform dose is described in chapter 10.
If MRT will be delivered in several fractions analogously to conventional radiotherapy,
the application of several beam angles or a kind of arc therapy should be considered
(see chapters 10 and 11) and the combination of spatial and temporal fractionation
investigated [47]. Furthermore, the biological mechanisms should be understood to a
large extent, suitable clinical cases need to be defined, and a precise and reliable patient
positioning system, possibly with image guidance, needs to be developed.

8.3. X-ray FLASH radiotherapy

As the clinical LFxT is expected to deliver dose rates above 100 Gy/s, it might be a
suitable compact source for x-ray FLASH treatments besides MRT. Subsecond treat-
ments with ultra-high dose rates of more than 40 Gy/s can trigger the FLASH effect,
which involves a reduced normal tissue toxicity at same tumor control rates compared
to conventional dose rates [145–147]. Even though contradictory results have been
published [24, 148, 149], the FLASH effect has been observed for numerous preclinical
studies with different radiation modalities such as electrons [150], photons [151], protons
[152], carbon ions [153, 154], and helium ions [155]. Although the radiobiological and
radiochemical mechanisms have not been fully understood, authors suggest that the
FLASH effect is caused by a consumption of oxygen that is higher than its supply, with
the involvement of oxygen depletion, reactive oxygen species, and transient hypoxia
[146, 156, 157]. Additionally, there might be a different immune response after ultra-high
dose rate irradiations compared to conventional low dose rate irradiations [158, 159].
Electron FLASH radiotherapy was used for a first successful treatment of a patient with
cutaneous lymphoma [158] and for a veterinary trial with cats bearing squamous cell
carcinomas [150]. In addition, several treatment planning studies have been published
for FLASH treatments with electrons [160, 161] and protons [162–164] for different
human cancer sites.

Ultra-high dose rate experiments have mainly been performed using electrons with
an energy below 10 MeV from modified clinical linear accelerators or proton beams,
where an ultra-high dose rate is easier to achieve than with x-ray tubes that have a
very low electron-to-photon conversion efficiency [146, 165, 166]. For this reason, x-ray

99



8. Discussion and outlook regarding the LFxT

FLASH has been mainly investigated at large third-generation synchrotrons such as
the European Synchrotron Radiation Facility in Grenoble, France [151], the Australian
Synchrotron in Melbourne, Australia [24], and the Brookhaven National Laboratory in
Upton, New York, USA [102]. For the same reasons as mentioned for MRT in chapter
1, synchrotrons are unsuitable for clinical routine so that a compact source for x-ray
FLASH treatments is required and the LFxT might be a suitable solution. Beneficially,
the LFxT can deliver concurrent MRT and x-ray FLASH treatments, which possibly
widen the therapeutic window even more than either MRT or FLASH treatments [167,
168]. Typical electron beams in the low megavolt range as well as x-ray beams in the
kilovolt range have the drawback of short penetration depths. For deep-seated human
tumors, subsecond FLASH treatments require higher-energy beams such as very high
energy electrons, protons, or photon beams in the megaelectronvolt range [46, 146, 147,
166, 169].

8.4. The LFxT as an x-ray imaging source

The LFxT appears to be a suitable compact radiation source not only for MRT and x-ray
FLASH but also for phase contrast x-ray imaging (PCI) due to its unique x-radiation field
from a strongly eccentric focal spot, a high flux, and an energy at the upper edge of the
orthovoltage range. In contrast to conventional attenuation x-ray imaging, PCI detects
the x-ray phase shift of a sample. Soft tissue exhibits a phase shift cross section of x-rays
that is orders of magnitude higher than the absorption cross section. Consequently,
slight changes in the phase can be detected with a higher contrast than slight changes
in the x-ray absorption. First clinical studies with PCI include mammography at the
synchrotron in Trieste, Italy [170]. A further application of PCI is virtual histology that
allows a high resolution in three dimensions and renders a laborious and destructive
sample preparation unnecessary, conversely to conventional histology that includes
slicing and staining of the sample [171]. For both PCI of human organs and virtual
histology, the x-ray energy is typically below 50 keV, especially at compact x-ray sources
[170, 172–176].

The strongly eccentric focal spot of the LFxT with a width in the micrometer range
leads to a high spatial coherence in the short focal spot direction [63]. With the designed
electron optics of the LFxT prototype, the focal spot size can be reduced to 50 µm ×
10 mm (x × y) as full widths at half maximum (the electron power should then be
reduced to not overheat the target or the vacuum chamber housing). As described
in chapter 7.3, two windows are designated for x-ray imaging with the LFxT. These
windows are located perpendicular to the target surface and parallel to the focal spot
axes, respectively, as depicted in figure 8.2. With an aperture of 13 mm, the projected
focal spot size can be obtained by the tangent of the viewing angle (tan α = a/d, see
figure 8.2) and the focal spot dimension in the respective direction. Accordingly, the
projected focal spot size is 50 µm × 0.65 mm (x × y) as viewed through the horizontal
window and 2.7 µm × 10 mm (x × y) as viewed through the vertical window.

100



8.4. The LFxT as an x-ray imaging source

electron source 
chamber

horizontal 
window

vertical 
window

therapy 
window

target
chamber

(a) (b)

Figure 8.2.: Horizontal and vertical imaging windows of the LFxT prototype embedded
in the CAD model (a) and as a sketch (b). The aperture size is a = 13 mm
for both windows. The distance from the focal spot is dh = 200 mm for the
horizontal window and dv = 240 mm for the vertical window, respectively.

The x-ray spectrum of the LFxT prototype was investigated at the angles of the
imaging windows using Monte Carlo simulations in TOPAS with a phase space detector,
similar to the TOPAS simulations described in chapter 4.2.2. Considering an emission
angle of 86.5–90◦ to the normal to the target surface, the unfiltered x-ray spectrum
had a mean energy of 93 keV with the highest intensities at 58 keV, 59 keV, 67 keV, and
69 keV, corresponding to the characteristic Kα- and Kβ-lines of tungsten [177], which
can be used as a first estimate of the design energies for a PCI setup. The mean energy
was higher compared to an emission angle of approximately 45◦ for MRT due to the
heel effect (see figure 4.8b). For an electron beam current of 0.3 A, the photon flux was
approximately 1.5 · 109 1/s/mm2 at a distance of 1 m from the focal spot and an angle
between 86.5–90◦ to the target normal, which matches the estimate by Bartzsch and
Oelfke [63]. The flux through the imaging windows of the LFxT are thus lower than at
synchrotrons but at the same level as at inverse Compton scattering sources and higher
than at microfocus x-ray tubes or metal jet x-ray tubes [63, 68, 178].

The coherence length lc of an x-ray source with a random phase distribution can
be calculated by the x-ray wavelength λ, the focal spot diameter w in the direction of
interest, and the distance from the focal spot d as lc = λ · d/w. For the LFxT, lc was
estimated for the characteristic Kα1 line of tungsten, which corresponded to the highest
x-ray intensity, at an energy of 59 keV, i.e., λ = 21 pm, and a distance from the focal spot
of d = 1 m. Accordingly, the coherence lengths in the x-direction are 0.42 µm and 7.8 µm
for the horizontal and the vertical window, respectively. These values are markedly
lower than estimates by Bartzsch and Oelfke [63], who considered a considerably smaller
focal spot of 1.3 µm, only limited by electron scattering, leading to a coherence length
of 16 µm. The specifications to obtain longer coherence lengths with the LFxT are not
further specified by Bartzsch and Oelfke [63]. A high coherence in one dimension
suffices for certain PCI techniques such as grating-based PCI, where possibly the source
grating becomes unnecessary and two gratings are adequate [179].
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Suitable PCI techniques for the polychromatic spectrum of the LFxT prototype might
be propagation-based PCI for high-resolution applications or optic-based PCI, e.g.,
grating-based, edge-illumination, or speckled-based PCI. Thereby, several challenges
will occur. Among others, the strongly eccentric focal spot smears the image in the
long dimension of the spot, which may be counteracted by a tomography method using
two-dimensional angular sampling of the source or, more easily, of the sample [180].
Additionally, the higher x-ray energies yield smaller phase shifts and thus a reduced
sensitivity than lower x-ray energies; the reduction is, however, not as pronounced as
for attenuation imaging. Furthermore, higher x-ray energies require technically more
complicated optical elements, for example thicker absorption gratings, very sensitive
detectors due to lower photon absorption cross sections, and a correction during phase
retrieval for increased image noise due to increased Compton scattering in the detector.
For these reasons, the preclinical LFxT prototype with an acceleration voltage of 300 kV
might be better suited for PCI than the clinical LFxT with 600 kV.

Possible PCI applications with the LFxT include high-resolution imaging of bone
and soft-tissue or lower-resolution imaging of large samples, for which the energy of
currently available PCI x-ray sources is too low. Due to the higher x-ray energy of the
LFxT, bones might not need to be invasively decalcified, which is typically done for PCI
preparation, and even a simultaneous imaging of bone and soft tissue seems feasible,
which has so far only been achieved at synchrotrons [172, 181]. A simultaneous imaging
of bone and tissue would allow the investigation of their transition regions or of bone
tumors. Large samples of interest can be laboratory animals, like rats or rabbits, or
entire human organs like a vertebra or the heart, which have also only been imaged at
synchrotrons [182].

8.5. Conclusion

This work confirms the great potential of the LFxT technology for clinical application of
MRT with a sharp microbeam dose distribution and ultra-high dose rates and includes
vital developments for both a clinical LFxT and the preclinical LFxT prototype. The
Monte Carlo simulations in this work demonstrated the suitability of the radiation field
from the LFxT for MRT. Using three-dimensional time-dependent numerical simulations,
the heat capacity limit was validated for micrometer-wide focal spots, which allows
considerably higher electron beam powers than the heat conduction limit of conventional
x-ray tubes. Specifically for the preclinical LFxT prototype, the heat load distribution
onto the vacuum chamber housing was assessed as a basis for the development of
the relevant cooling system. By processing the discussed aspects of the experimental
validation, the concept of the LFxT technology will be proven with the preclinical
prototype, and the further development of a clinical LFxT as well as applications in x-ray
FLASH radiotherapy and in PCI will follow.
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9. Introduction to microbeam treatment
planning

Preclinical studies of microbeam radiotherapy (MRT) have shown that the valley dose
rather than the peak dose predominantly determines the radiobiological effects like
normal tissue damage [23, 24, 35]. For this reason, recent preclinical experiments have
mainly compared the MRT valley dose with a homogeneous broad-beam dose to assess
tumor growth impairment and normal tissue toxicity [28, 35], although the valley dose
has proven to not be equivalent to the broad-beam dose [24, 35, 44, 45]. Related to
radiobiological tumor response, Bouchet et al. [35] found a similar efficacy for MRT
valley doses that were approximately half of the broad-beam doses. Trappetti et al.
[28] observed both a better tumor control and a stronger edema after MRT with a
valley dose equivalent to the broad-beam dose. Both groups of authors concluded that
several MRT parameters such as the valley dose, the peak dose, the peak width, and
the center-to-center spacing need to be considered for predicting the biological effect.
These parameters together with a temporal fractionation and several beam directions
should further be optimized to widen the therapeutic window of MRT compared to
conventional radiotherapy.

External beam radiotherapy with multiple beam directions is common clinical practice
due to a lower beam entrance dose at a constant target dose and is applied as a step-
and-shoot technique, as dynamic arc therapy with volumetric modulation or intensity
modulation, or as helical tomotherapy. MRT involves an additional degree of freedom
compared to radiotherapy with a homogeneous radiation field, that is the arrangement
of the microbeams that can be a peak-on-peak geometry, an interlacing geometry [52,
183, 184], or a cross-firing geometry [29, 184, 185]. The peak-on-peak geometry has not
been applied for MRT, but for proton minibeam radiotherapy by precisely realigning
the minibeams to the same locations for several temporal fractions [47].

Microbeams can be interlaced by shifting the peaks in the direction of the peak-
valley profile, which is parallel to the rotation axis for different beam ports. The
interlaced geometry, also called interspersed MRT, has been realized with parallel
microbeams at synchrotron facilities, where a homogeneous target dose can be created
if the number of ports matches the ratio of center-to-center distance to peak width
(details can be found in the publication by Serduc et al. [52]). A main drawback
is the required alignment precision of few micrometers to avoid an overlapping of
peaks, which seems achievable with heart-gated synchronized irradiations in preclinical
experiments at specific synchrotron beamlines [52, 184]. In a clinical setting, an alignment
accuracy of few micrometers is, however, not realistically achievable as state-of-the-art
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stereotactic frames for brain or head and neck irradiations accomplish an accuracy in
the submillimeter range [186]. The alignment accuracy for thoracic or abdominal targets
is even lower due to less precise immobilization possibilities and stronger internal organ
motion due to breathing and the cardiac activity.

Cross-firing microbeams involve a rotation of the multislit collimator around the beam
direction so that the orientation of the peak-valley profile changes for different beam
ports (details can be found in the publication by Fernandez-Palomo et al. [29]). The
cross-firing geometry, also called multidirectional MRT, generates a micrometer-scaled
dose modulation in the target volume as well as in the beam paths, which implies lower
demands on the alignment precision. There have been two concepts published for a
rotational delivery of MRT, namely spiralMRT presented by Donzelli et al. [187] and
microbeam arc therapy (see chapter 11 and Winter et al. [87]).

For unidirectional MRT, the peak and valley doses are typically reported separately in
millimeter resolution. The complex dose distribution of multidirectional MRT renders
the definitions of peak and valley regions inapplicable, though, and a dose reporting
in micrometer resolution impracticable due to an enormous computational memory
required. Even more importantly, the interpretation of a strongly modulated dose
distribution and their comparability to experiential clinical doses for tumor control and
constraints for organs at risk are not established. The easiest translation to a macroscopic
dose would be the mean dose, which, however, underestimates the cell survival [85].

The concept of the equivalent uniform dose (EUD) more sophisticatedly addresses
the question how to compare a spatially fractionated dose distribution with a spatially
non-fractionated dose applied in clinical routine. Thereby, the EUD assigns a single
dose value to an inhomogeneous dose distribution that leads to the same radiobiological
effect. The basis of the EUD is the same as of the biological effective dose (BED) stating
the equivalence of two dose distributions if they yield the same clonogenic cell survival
according to the linear-quadratic model (LQM), which was introduced in chapter 1.1 [4,
84]. The BED is clinically well established to compare different temporal fractionation
schemes with a total physical dose D, a fraction dose d, and a number of fractions n.
Thereby, the survival fraction S as per equation (1.1) is modified to

S(D) = exp
(
−αnd − βnd2) , (9.1)

where α and β are the radiobiological parameters in the LQM [4]. The biological effect
caused by a specific BED represents the natural logarithm of the survival fraction after
that dose [5, 6]. As a typical fractionation scheme, the equivalent dose in 2 Gy fractions
(EQD2) can be derived by identifying an effective dose of a fractionation scheme with
d1 = 2 Gy and n1d1 = EQD2 to an arbitrary fractionation scheme with D2 = n2d2,
resulting in

αn1d1 + βn1d2
1 = αn2d2 + βn2d2

2

⇒ n1d1 (d1 + α/β) = n2d2 (d2 + α/β)

⇒ EQD2 = D2
d2 + α/β

2 Gy + α/β
.

(9.2)
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For microbeam dose distributions, the dose D thereby corresponds to the EUD. The
EUD calculation is based on the clonogenic survival fraction in equation (1.1) according
to the LQM of a single irradiation. A spatially modulated dose distribution with weights
wi of single dose values Di is equivalent to an EUD if the mean survival fraction S of
the modulated dose equals the survival fraction SEUD of the uniform dose as

S = SEUD

⇒ S = exp
(
−α · EUD − β · EUD2)

⇒ ln
(
S
)
= −α · EUD − β · EUD2 .

(9.3)

It follows

EUD = −1
2

α

β
+

√
1
4

(
α

β

)2

− 1
β

ln
(
S
)

with

S =
1
N

n

∑
i=1

wi exp
(
−αDi − βD2

i
)

,

(9.4)

where N is the sum of all weights, N = ∑n
i=1 wi. Developed for considering inhomo-

geneities in dose distributions [84], the EUD has been successfully applied in clinical
three-dimensional conformal radiotherapy or intensity modulated radiotherapy for dose
distributions with moderate spatial modulation [86, 188]. Recently, the EUD has been
proposed for evaluating doses with a spatial fractionation on the submillimeter and
micrometer scale [85]. As a result, the EUD allows to transform a microscopic dose
distribution to an equivalent macroscopic dose in millimeter resolution.
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10. Microbeam treatment planning on
clinical patient data

10.1. Introduction

Treatment planning studies of novel radiotherapy techniques can help to design first
clinical trials by choosing suitable targets and predicting advantages over conventional
radiotherapy as well as possible difficulties and complications. For microbeam radio-
therapy (MRT), the dose to the tumor and to organs at risk (OAR) has been mainly
investigated in phantoms with Monte Carlo simulations and radiochromic film dosime-
try [38, 39, 189]. Besides, Smyth et al. [42] published a first planning study on patient
data using a simple unidirectional MRT setup. The authors presented valley doses to
OAR as well as peak doses and peak-to-valley dose ratios (PVDR) to target volumes.
Even though they suggested potential candidates for first clinical trials based on their
simulated PVDR values, a more flexible beam setup with several beams from different
directions resembles clinical treatment plans more closely and might elucidate additional
candidates.

In this work, first microbeam treatment plans with several beams were created on
clinical patient data. For that purpose, parallel photon beams from a third-generation
synchrotron were used because first clinical MRT trials might be carried out at syn-
chrotrons, where the preparation has been lasting for years [40, 41, 46]. Furthermore,
most veterinary MRT trials and preclinical experiments have been conducted at few
specific third-generation synchrotrons worldwide, gathering experience in preparing,
shaping, and adjusting the synchrotron radiation for MRT. Additionally, parallel beams
yield a less complex microbeam geometry compared to divergent beams from compact
MRT sources.

Several research groups have created preclinical microbeam treatment plans with the
dose calculation algorithm called hybridDC [62], which combines the advantages of
Monte Carlo and analytic simulations into a hybrid dose calculation algorithm. hy-
bridDC has recently been implemented into an open-source and a commercial treatment
planning platform [190, 191].

Here, hybridDC was adjusted for MRT planning on clinical patient data, which is
described in sections 10.2.1 and 10.2.2, and subsequently applied to a clinical patient
case (see sections 10.2.3 and 10.3.1). Furthermore, the functionality of hybridDC was
extended to generate the equivalent uniform dose (EUD) in millimeter resolution from
complex, micrometer-scaled dose distributions of overlapping peaks and valleys, as
shown in sections 10.2.4 and 10.3.2. In section 10.2.5, the MRT planning framework was
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utilized to create MRT plans on five relevant treatment scenarios and to compare them
to clinical treatment plans in section 10.3.2. Section 10.4 discusses achievements and
limitations of the presented approach and specifies further development aspects. The
clinical radiotherapy data, including computed tomography (CT) images, contours of
relevant structures, prescription doses, dose constraints, and clinical treatment plans,
have been provided by the Department of Radiation Oncology at the Klinikum rechts
der Isar of the Technical University of Munich.

10.2. Methods

The microbeam treatment planning was based on hybridDC [62]. Thereby, Monte Carlo
simulations generated primary and scatter dose distributions of photons. Proceeding
from the primary and scatter dose, the dose distribution of secondary electrons was
calculated by an analytic convolution kernel that introduced the micrometer-scaled dose
modulation of MRT and was therefore independent of the number of simulated primary
particles. The Monte Carlo simulations in Geant4 (version 10.4.p02) [93] were performed
with the custom hyDLivermorePolarizedPhysics list with electromagnetic range limits of
EMRangeMin = 100 eV and EMRangeMax = 1 GeV and the photon interaction processes
of the G4LivermorePhotoElectricModel, the G4LivermorePolarizedComptonModel, and the
G4LivermorePolarizedRayleighModel. The production cuts were set to 1 mm for photons
and 10 µm for electrons. As default for Monte Carlo dose calculation, the MRT dose is
reported as dose-to-medium.

HybridDC was embedded as an additional module into the open-source treatment
planning platform 3DSlicer [192, 193] for an easy usage with a graphical user interface*

[190]. This implementation had been used for preclinical MRT planning of single-
beam irradiations and displayed separate peak and valley dose distributions as well as
one-dimensional peak-valley dose profiles in single voxels. 3DSlicer, combined with
the open-source Radiotherapy module [194], allows, among many other functions,
the loading of CT data and externally calculated dose distributions, the extraction of
contours, and a treatment plan evaluation by means of dose-volume histograms (DVHs)
and dose metrics.

The MRT dose calculation was applied to clinical radiotherapy data from the De-
partment of Radiation Oncology at the university hospital Klinikum rechts der Isar
of the Technical University of Munich. The radiotherapy data included planning CT
images, conventional treatment plans, as well as the contours of OAR and of target
volumes including the clinically applied margins. The clinical plans were created by
experienced radiation oncologists with the treatment planning system Eclipse (Varian
Medical Systems Inc., Palo Alto, California, USA) and reported dose-to-water. The CT
data had a resolution of 0.8 × 0.8 × 1.0 mm3, 1.0 × 1.0 × 2.0 mm3, or 1.0 × 1.0 × 3.0 mm3

(x× y× z), while the conventional treatment plans had a resolution of 1.0× 1.0× 1.0 mm3,

*HybridDC was implemented into 3DSlicer by my colleague Mabroor Ahmed from the Helmholtz
Zentrum München and the Technical University of Munich.
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2.5 × 2.5 × 2.0 mm3, or 2.5 × 2.5 × 3.0 mm3. For MRT dose calculation with hybridDC,
the CT was rebinned by a factor of 2 × 2 × 1, if not otherwise mentioned, for shorter
calculation times and lower demands of computational resources, resulting in MRT dose
voxels of 1.6 × 1.6 × 2.0 mm3, 2.0 × 2.0 × 2.0 mm3, or 2.0 × 2.0 × 3.0 mm3, respectively.

A comparison of different treatment plans requires equally effective doses to the target
volume to ensure a similar tumor control for all plans. Until further clarification of the
clinical effect of a spatial dose fractionation, the MRT dose in the target volume should
either be homogeneous by means of an interlaced geometry (introduced in chapter 9),
or the application of the EUD is necessary (see chapters 1.5 and 9). The irradiation
geometry to achieve the same effective dose to the target volume does, however, not
need to be the same for MRT and conventional radiotherapy. As secondary electrons
from kV photons have shorter ranges than secondary electrons from clinically applied
MV photons, clinical field sizes can be too small for an entire target coverage with MRT.
For this reason, the field sizes as well as the number of beam ports, the gantry angles,
and the isocenter location were guided by the clinical plans but were adjusted for the
MRT plans if necessary.

10.2.1. MRT geometry

For the MRT planning studies presented in this work, parallel x-ray beams were used
with the spectrum from the biomedical beamline ID17 at the European Synchrotron Ra-
diation Facility (ESRF, Grenoble, France) with a mean energy of 104 keV. The microbeam
peak width was 50 µm and the center-to-center distance between neighboring peaks was
400 µm.

In this work, the couch angle, defining the rotation around the y-axis, remained
at 0◦, so that the gantry angle set the beam direction as a rotation around the z-axis.
Different microbeam treatment geometries were obtained by adjusting the angle of the
multislit collimator, which rotated the orientation of the peak-valley profile around the
beam direction. For a couch angle of 0◦ and independent of the gantry angle, both the
peak-on-peak geometry and the interlaced geometry required a collimator angle of 90◦,
whereas a cross-firing geometry resulted from a collimator angle of 0◦. To interlace the
peaks for an intended homogeneous target dose, eight beams were necessary due to
the ratio between the peak width and the center-to-center distance, and each beam was
shifted by the peak width, i.e., by 50 µm, in the z-direction, which was realized by a
separate isocenter shift for each beam.

All presented MRT plans were calculated with equal beam weighting, i.e., the same
number of primary particles were used for each beam for the Monte Carlo simulations
in hybridDC.

10.2.2. Adjustments of the dose calculation algorithm

The first MRT plans were calculated with rectangular fields with a varying gantry angle,
a multislit collimator angle of 0◦ or 90◦, and no additional field shaping. However, an
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essential method for OAR dose sparing in modern radiotherapy is the dose conformality
to the target volume so that MRT also required conformal fields for a reasonable
comparison to clinical plans. On that account, the field contours of the MRT plans in
section 10.2.5 were restricted by the shape of the respective planning target volume
(PTV) projected onto the beam direction using a Python script (Python version 3.7.2).
A dilatation of the beam contour by a convolution with a cross-shaped kernel with a
size of 3 × 3, 5 × 5, or 7 × 7 CT voxels ensured sufficient target coverage†. For each
plan, the size of the dilatation kernel was manually adjusted for a full target coverage at
the smallest possible contour to best spare healthy tissue from direct irradiation. The
possibility to read in irregularly shaped beam contours had been implemented already
in the original version of hybridDC.

The dose calculation with hybridDC in lung tissue was activated for the planning of
lung tumor treatments and other microbeam irradiations in the thorax region. In the
original version of hybridDC, the dose calculation had been disabled for voxels with
mass densities of ρ ≤ 0.2 g/cm3. In volumes with these low densities, there are only
few interactions of photons with matter. In case of an interaction, secondary electrons
have a markedly longer range than in soft tissue, and the microbeam dose profile is
hence blurred compared to a profile in pure water. In pure air, the peak-valley profile
completely vanishes; whereas the profile becomes sharper, the more water is contained
in an air-water mixture. However, a disabled dose calculation in some parts of the lung
renders an unrealistic DVH, and treatment plan evaluation is therefore impossible.

To allow plan evaluation with DVHs, the electron kernel of hybridDC was modified
as described in the following, whereas the Monte Carlo simulation generating primary
and scatter dose remained unchanged. First, dose calculation was activated in all voxels
receiving primary dose, i.e., not only in voxels with ρ > 0.2 g/cm3. Second, the material
of all voxels with a density of ρ < 0.90 g/cm3 were set to water. As adipose tissue has the
lowest density of soft tissue with ρ = 0.95 g/cm3 [195], all tissues with a lower density
(including a margin of tolerance) were considered as an air-water mixture, i.e., lung
tissue. Thereby, a microbeam dose profile was also calculated in lung tissue and DVHs
became more realistic. The rationale behind this approach was that any interaction of
photons in the lung happens in cells of, e.g., alveoli, bronchioles, or small blood vessels,
even though the interactions are few in number. These structures of submillimeter
size are not visible in CT images that have a coarser resolution. The part of the dose
calculation voxel that contains air receives a homogeneous scatter dose, whereas the
part of the voxel that contains cells receives a peak-valley profile similar to a profile in
water. As energy deposition in air is negligible, the dose and the peak-valley profile in
cells, which contain mostly water, is of interest.

†The Python script that obtains the beam contours from the PTV shape and includes the dilatation
was written by my colleague Yating Zhang from the Helmholtz Zentrum München and the Technical
University of Munich.
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10.2.3. Comparison of a kV MRT plan to an MV clinical plan

The microbeam dose calculation in lung tissue was applied to a clinical lung cancer case
for a first comparison of an MRT plan to a clinical treatment plan. The synchrotron
radiation of MRT has two main differences to the MV radiation applied clinically for
radiotherapy: First, the lower energy in the kV range and, second, the spatial dose
fractionation. For a differentiation of the two effects, three treatment plans of the lung
cancer case were compared: 1) a clinical plan with nine coplanar beams of different
gantry angles with 6 MV and 15 MV photons, 2) a kV MRT plan with the eight of the
nine beam directions from the clinical plan in an interlaced geometry and rectangular
field sizes slightly larger than the clinical plans to fully cover the target with each beam,
3) a kV plan with the same irradiation geometry as the MRT plan but with broad beam
fields, i.e., homogeneous fields without spatial fractionation. The broad beam fields were
calculated by accumulating the primary and scatter doses of all beams. For the MRT
plan, the valley doses of all beams were summed up, which resulted in the dose to OAR.
Due to the interlaced geometry with an approximatively homogeneous target dose, the
peak dose was specified as the dose to the target volumes by finding the maximum
peak dose of the different beams in each voxel. Both the MRT plan and the kV broad
beam plan were normalized so that the dose to 99.5 % of the PTV, D99.5 %, matched the
D99.5 % = 37.5 Gy of the PTV in the clinical plan for a full target coverage. For the MRT
plan, the normalization factor was calculated for the peak dose and then also applied
for the valley dose distribution.

The used patient case was a small peripheral non-small cell lung cancer, which was
clinically treated with stereotactic body radiation therapy (SBRT) with a prescription
dose of 37.5 Gy in fractions of 12.5 Gy to the 60 % isodose. Here, the CT was rebinned
by a factor of 4 × 4 × 2 for MRT dose calculation, resulting in a planning resolution of
4.0 × 4.0 × 6.0 mm3. Dose constraints for OAR were adopted from the Department of
Radiation Oncology at the Klinikum rechts der Isar, Munich and from literature [196]
as V20 Gy < 10 % and Dmean < 8 Gy to the lung, Dmax < 25.2 Gy and V17.7 Gy < 5 cm3

to the esophagus, Dmax < 24 Gy to the heart, Dmax < 18 Gy to the spinal cord, and
Dmax < 30 Gy to the trachea. Additional to the clinically delineated contours, a 20 mm-
thick shell around the PTV was created by expanding the PTV contour by 20 mm and
subtracting the PTV using 3DSlicer to investigate the region of healthy tissue close to
the target volume.

10.2.4. Implementation of the equivalent uniform dose

For the comparison of MRT plans with different microbeam treatment geometries and for
the comparison to clinical plans, the EUD assigned in each voxel a spatially modulated
dose distribution to a single dose value that leads to the same clonogenic survival
according to the linear-quadratic model. As shown in figure 10.1, the EUD calculation
was implemented in a two-step approach: In step 1, hybridDC generated a differential
dose histogram of the physical dose for each dose calculation voxel. In step 2, the EUD
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EUD

a) b) c)

step 1 step 2

Figure 10.1.: Schematic of the EUD calculation for each dose voxel, visualized with an
interlaced MRT geometry with 78 × 78 × 80 subvoxels, each with a volume
of (25 µm)3. a) The three-dimensional dose distribution is analyzed in
a micrometer-sized subvoxel resolution. The interlaced geometry is dis-
cernible as a dose modulation in the z-direction only, the dose distribution
is constantly extended into the image plane (y-direction). b) The differential
dose histogram specifies the dose of the 35 equally weighted bins. c) The
EUD is calculated from the dose histogram for each dose calculation voxel.

was calculated based on the histogram and radiobiological parameters using a Python
script (Python version 3.7.2). The reason for the separation was the non-linearity of the
EUD (see equation (9.4)), which rendered a direct normalization of the EUD by linear
scaling impossible. In hybridDC, the physical dose depended on the number of primary
particles in the Monte Carlo simulations and was scaled linearly to the desired dose to
the target volume. After scaling the physical dose, the EUD needed to be recalculated.

In step 1, the microscopic dose distribution, calculated by the electron convolution
kernel, was analyzed in a subvoxel resolution of (25 µm)3. Smaller subvoxels with a
size of (10 µm)3 did not discernibly alter the EUD distribution but led to considerably
longer computation times and were therefore ceased. The dose values in each subvoxel
were sorted in increasing order and arranged into 35 equally sized groups. Then, the
mean dose of each group resulted in one dose value in the differential dose histogram.
Accordingly, one histogram with 35 bins was obtained and saved for each dose calcula-
tion voxel. The bin number was reviewed with one MRT plan for the lung cancer case
described in section 10.2.3. The EUD distribution using 70 instead of 35 histogram bins
resulted in a voxelwise maximum EUD difference between +0.004 Gy and −0.15 Gy.
Due to the negligible difference and less required memory, 35 histogram bins were used
in the following.

In step 2, the EUD was calculated according to equation (9.4), where Di was the dose
of a histogram bin and n = 35 the number of bins. The weights were unity for all
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dose values (wi = 1) because the mean dose of each bin was calculated from equally
sized groups of subvoxel doses. In out-of-field regions with scatter dose only, the EUD
was equivalent to the valley dose, which was saved from hybridDC for each beam and
accumulated and added to the EUD distribution using Python.

Step 2 was validated for multiple single voxels within and close to the PTV by
applying the peak-on-peak, the interlaced, and the cross-firing geometries to the lung
cancer case described in section 10.2.3 and the case of the glioblastoma resection cavity
introduced in section 10.2.5. The validation was performed by manual recalculation of
the EUD based on the histograms and the radiobiological parameters α and β, which
were introduced in chapters 1.1 and 9. The radiobiological parameters were set to
α/β = 10 Gy, α = 0.3 Gy−1, β = 0.03 Gy−2 for the lung cancer and α/β = 2.096 Gy,
α = 0.035 Gy−1, β = 0.0167 Gy−2 for the glioblastoma resection cavity [43].

10.2.5. Application to clinical patient data

The EUD implementation was applied to MRT plans with a cross-firing geometry. The
plans were created for a variety of clinical cases regarding size and location of the
tumor: a glioblastoma resection cavity, a non-small cell lung cancer treated with SBRT
(as described in section 10.2.3), a palliatively irradiated sarcoma bone metastasis of the
ribs, a sarcoma brain metastasis treated with radiosurgery in a single fraction, and a
breast tumor‡. Reasons for the patient selection and the clinical dose prescriptions can
be found in the publication by Kraus and Winter et al. [43]. The number of beam ports
and the gantry angles of the MRT plans were adopted from the clinical treatment plans,
while the size and shape of the beams were obtained by the PTV-conformality described
in section 10.2.2.

For each voxel of the MRT dose calculation, hybridDC generated the differential
dose histogram, from which the EUD was calculated, as described in section 10.2.4.
The radiobiological parameters α and β were assigned to the volumes of interest for
plan evaluation based on the delineated contours, which were extracted as labelmaps
from 3DSlicer. Most values for α/β, α, and β were taken from the publications by
Leeuwen et al. [197] or Klement et al. [198] for tumors and by Kehwar [199] for normal
tissues. In cases of lack of evidence, the default values α/β = 2 Gy, α = 0.1 Gy−1, and
β = 0.05 Gy−2 were assigned to normal tissue [200]. All used radiobiological parameters
are listed in the publication by Kraus and Winter et al. [43]. The three-dimensional
distributions of the radiobiological parameters were linearly interpolated for smoother
EUD distributions, instead of discrete borders of the parameters from the labelmaps.
Furthermore, the interpolation reduced rebinning errors in cases where the discrete

‡The MRT plans were created in collaboration with Dr. Dr. Kim M. Kraus from the Klinikum rechts der
Isar at the Technical University of Munich.
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borders of the (α, β) labelmaps in CT resolution did not exactly match the structure
borders in the rebinned resolution for dose calculation.§

The MRT dose distributions were planned as single fractions, while the clinical plans
had been applied in up to 30 fractions in case of the glioblastoma. For a comparison,
all dose distributions were converted into the equivalent dose in 2 Gy fractions (EQD2)
according to equation (9.2) with the same α/β values for the respective structure as used
for the EUD calculation. Also, the prescribed doses and the dose constraints for OAR
were converted to EQD2.

The normalization of the MRT dose distribution was based on a target coverage at least
as good as for the clinical plan, using the dose to 98 % of the PTV, D98 %. Accordingly,
the MRT doses were normalized so that the D98 % of the EQD2 retrieved from the EUD
matched the D98 % of the clinical EQD2 in the PTV for the cases of the glioblastoma
resection cavity, the sarcoma bone metastasis, and the sarcoma brain metastasis. For the
remaining two cases, the MRT dose normalization was slightly adapted manually for
a sufficient target coverage and, at the same time, a minimum dose to OAR [43]. The
normalization of the MRT EQD2 required an iterative process because only the physical
dose could be scaled linearly. The non-linear EUD and EQD2 needed to be recalculated
for the scaled physical dose distribution or rather the scaled physical dose histograms.

The evaluation of the MRT plans and the comparison to the clinical plans were based
on visual assessment of the dose distributions, DVHs, and specific dose metrics that
were clinically relevant to the treatment cases. For the OAR, the dosimetric constraints
were adopted from the Department of Radiation Oncology at the Klinikum rechts der
Isar, Munich and from literature [196, 201–204].

10.3. Results

The developed framework enabled microbeam treatment planning on clinical patient
data and the evaluation of the peak dose, the valley dose, and the EUD distributions for
different treatment geometries with several beam ports.

10.3.1. Comparison of a kV MRT plan to an MV clinical plan

To differentiate the effects of the lower x-ray energy and the spatial fractionation, figures
10.2(a-d) display the peak and the valley dose distribution of the kV MRT plan, the
dose distribution of the kV broad beam plan, and the conventional dose distribution of
the clinical MV plan for the lung cancer case. For the MRT plan, the dose to OAR is
reported as the valley dose and the dose to the target volumes as the peak dose, which
was combined from different beams as described in chapter 10.2.3.

§The contour extraction as labelmaps as well as the introduction of the contours, the radiobiological
parameters for the EUD, and the EQD2 calculation were implemented into the Python script by my
colleague Dr. Dr. Kim M. Kraus.
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(a) (b)

(c) (d)

(e)

Figure 10.2.: Distributions of a peak (a) and valley dose (b) of an MRT plan, the cor-
responding kV broad beam (BB) plan (c), and a conventional (Conv) MV
radiotherapy plan (d) of a lung cancer case overlaid on the CT slice. The
color bars show the dose between 0–60 Gy and the coordinate axes the
anterior (A), right (R), and superior (S, out of image plane) directions. In
the dose-volume histogram (e), solid lines correspond to the MRT plan
(peak for target volumes, valley for OAR), dotted lines to the BB plan, and
dashed lines to the Conv plan. The MRT and BB plans were normalized to
match the D99.5 % to the PTV of the Conv plan.
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(a) (b)

Figure 10.3.: Dose distribution in the PTV (blue), GTV (red), and the ipsilateral lung
(brown) for the kV MRT plan (a) and the kV broad beam plan (b). The
color bars have different limits for illustration purposes.

In figure 10.2e, the DVH curves of the gross tumor volume (GTV) of all three plans
exhibited a similar steepness. Conversely, the DVH curves of the PTV were considerably
steeper for both kV plans than for the clinical MV plan. Furthermore, the maximum
dose, Dmax, to the PTV was higher than Dmax to the GTV for both kV plans even though
the PTV fully encompassed the GTV; the highest dose to the PTV was found in the
anterior direction outside of the GTV, as seen in figure 10.3. The reasons were the
full target coverage with a constant radiation intensity across the fields for each kV
beam and the alignment of the beams mainly from the anterior direction. In contrast,
the clinical prescription to the 60 % isodose induced the maximum dose of the target
volumes inside the GTV and a less steep PTV DVH curve for the small target volume.
For the same reasons, the median dose to the PTV was notably higher for the kV plans
than for the MV plans due to the dose normalization to D99.5 % to the PTV. The steps of
the DVH curves of the PTV and the 20 mm-thick shell around the PTV arose from the
coarse rebinning of the CT voxels for dose calculation and from beams that were not
sufficiently large for an entire PTV coverage.

The MRT peak doses were higher than the kV broad beam doses to both target
volumes, GTV and PTV, due to the approach of combining the dose of several beams:
The broad beam doses were accumulated, resulting in an averaging effect of beams that
have traveled through different path lengths in tissue. Whereas, the MRT peak doses
were obtained as the voxelwise maximum dose of the different beams based on the
assumption of an approximatively homogeneous dose in the voxels due to the interlaced
geometry. Figure 10.3 displays the more spotted peak dose of the MRT plan compared
to the smoother dose of the broad beam plan.

All treatment plans fulfilled the dose constraints for OAR for lung tumor radiotherapy
specified in section 10.2.3. Even though the doses to OAR did not approach critical
values, the median doses, D50 %, to all investigated OAR were lowest for the clinical plan
due to smaller beams than for the kV plans. The location of the OAR decided for the
best plan regarding the maximum dose to the respective organ: For structures inside the
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beam path, Dmax was lowest for the MRT plan because only scatter dose contributed to
the valley dose. These structures, e.g., the ipsilateral lung and the esophagus, received
the highest Dmax with the kV broad beam plan, because the steeper depth dose of kV
photons demanded a higher entrance dose for the same target dose than a less steep
depth dose of MV photons. Conversely, OAR that were located outside of the beam
paths, such as the heart, received the lowest Dmax for the clinical plan because of the
position in the inferior direction to the beam paths for all plans. Thereby, the broader kV
beams approached closer to the heart resulting in more scatter dose than the narrower
MV beams. As only scatter radiation contributed to the dose to the heart, the DVH
curves of the kV broad beam plan and the MRT valley dose corresponded with each
other.

The 20 mm-thick shell around the PTV consisted of normal tissue but was not de-
lineated as a specific OAR for clinical planning. The DVH curve of this shell was less
steep (with a more uniform steepness) for the clinical plan than for the kV plans due
to the clinical prescription to the 60 % isodose, similar to the less steep PTV curve of
the clinical plan. The DVH in figure 10.2e shows both the valley and the peak dose
for the shell because several but not all beams crossed in this region, which resulted in
a complex dose distribution instead of a clear peak-valley profile from a single beam
or an interlaced geometry from eight beams. The clinically effective dose was difficult
to predict from the DVH but can be expected in the broad range between the valley
and the peak dose. The curve of the kV broad beam plan approximately followed the
curve of the MRT peak dose up to a dose of 47 Gy. The fractional volume of doses above
47 Gy and Dmax were lower for the broad beam plan than for the MRT plan because of
the averaging effect in the dose calculation of the broad beam plan and the voxelwise
maximum dose of the MRT peak dose, as described for the target volumes.

10.3.2. Implementation of the equivalent uniform dose

The basis of the EUD calculation for each voxel was the differential dose histogram
obtained from the micrometer-scaled dose distribution in subvoxel resolution. The
different microbeam treatment geometries with several beams were discernible from
the histograms and examined with MRT plans of several patient cases. The three-
dimensional dose distributions and the corresponding dose histograms of specific voxels
were investigated within and close to the target volume, where beams overlapped.

Figure 10.4 depicts two-dimensional dose distributions of the isocenter voxel resulting
from a cross-firing geometry applied to the lung cancer case as well as a peak-on-peak
geometry and an interlaced geometry applied to the case of the glioblastoma resection
cavity (refer to figure 10.7(c-d) for the EUD distribution with cross-firing geometry).
All dose distributions in figure 10.4 were generated with eight beams of equal weight.
The peak-on-peak geometry entailed the largest low-dose region, while the cross-firing
geometry also entailed a substantial portion of the subvoxels with low dose. In contrast,
the minimum dose at the isocenter voxel was approximately half of the maximum
dose for the interlaced geometry and thereby considerably higher than for the other
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(a) (b) (c)

(d) (e) (f)

Figure 10.4.: Two-dimensional dose distributions (a-c) and differential dose histograms
(d-f) of the isocenter voxel with different MRT geometries with eight beams.
The dose distributions are constantly extended into the image plane as the
third dimension. (a) and (d) show a peak-on-peak geometry, (b) and (e)
an interlaced geometry, (c) and (f) a cross-firing geometry. The subvoxels
have a resolution of (25 µm)3, and dose is not normalized between the
geometries.

geometries. Notably, the interlaced geometry did not result in a homogeneous voxel
dose either. Relative differences in the total dose to a specific voxel were below 1 %
between the different treatment geometries.

The peak-on-peak geometry allowed the evaluation of a peak dose, a valley dose,
and a derived PVDR. However, the EUD was needed for the interpretation of the
dose distributions resulting from the interlaced or the cross-firing geometry. At the
isocenter voxels shown in figure 10.4, the EUD amounted to 34.3 Gy for the peak-on-peak
geometry, 58.2 Gy for the interlaced geometry, and 7.1 Gy for the cross-firing geometry.
(Note that the EUD was not normalized between the geometries.) The EUD was thus
mainly determined by the minimum dose in a voxel.

Besides the MRT geometry, the specific dose distribution depended on the primary
and scatter dose delivered to the voxel of interest by the Monte Carlo simulations.
This dependency becomes clearest for the interlaced geometry with eight beams, as
demonstrated in figure 10.5 for the lung cancer case. If a voxel received the same
primary and scatter dose of each of the eight beams, the dose within the voxel was
homogeneous. Conversely, different primary and scatter doses induced a heterogeneous
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(a) (b)

Figure 10.5.: Two-dimensional dose distributions of the isocenter voxel with an interlaced
MRT geometry with eight beams. (a) All beams have the same primary and
scatter doses. (b) Realistic distribution with different primary and scatter
doses. Here, the subvoxel resolution was (10 µm)3.

dose distribution even for the interlaced geometry, which occurred due to different
radiological depths for different beams.

10.3.3. Application to clinical patient data

With kV MRT, it was possible to create treatment plans comparable to clinical MV
radiotherapy plans. First approaches of MRT plans with rectangular fields achieved suf-
ficient target coverage. However, the fields extended largely into normal tissue, yielding
high doses to the region around the target volume. This observation demonstrated the
importance of tumor-conformal fields.

With PTV-conformal MRT fields, most dose constraints for OAR were fulfilled for the
investigated patient cases, while some OAR were better spared with the clinical plan
and some OAR were better spared with the MRT plan. Target coverage was ensured by
the normalization of the MRT dose (EQD2 from the EUD) to D98 % to the PTV of the
clinical plan, based on the assumption of a sufficient coverage with the clinical plan.

Figure 10.6 displays the DVH based on the EQD2 from the EUD with the MRT plan
and from the dose distribution with the clinical plan for the five investigated patient
cases. Interesting aspects for the further development of the MRT planning are explained
hereafter, while more details on the dose metrics to the PTV and to OAR can be found
in the publication by Kraus and Winter et al. [43].

For the cases of the glioblastoma resection cavity, the sarcoma bone metastasis, and
the breast cancer, the DVH curves of the target volumes had a markedly less steep
slope for the MRT plan than for the respective clinical plan, as seen in figure 10.6(a,
c, e). A less steep slope implied a less homogeneous dose within the target volume,
which possibly partly resulted from the steeper depth dose curve of kV radiation than
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Figure 1. Dose volume histograms for the five clinical scenarios: (a) glioblastoma resection cavity, 
(b) lung SBRT, (c) sarcoma bone metastasis, (d) sarcoma brain metastasis, (e) breast cancer. Solid 
lines represent the clinical treatment plans, dashed lines the MRT plans. 

For the bone metastasis, we found acceptable doses for OARs for both the clinical 
treatment plan and the MRT plan. All dose constraints were met. However, a general 
trend of increased doses for MRT was noted, as seen in Table 2 and Figure 1c. Compared 
to the clinical dose, the maximum dose to the myelon and the mean dose to the heart 
was10 and 6 times higher than for the clinical plan, respectively. The maximum dose to 
150 cm3 of the small bowel was also increased for the MRT plan. This can be partially 
explained by the dose normalization of the MRT PTV dose to fit the D98% of the PTV for 
the clinical dose to achieve full target volume coverage and by the shallower PTV DVH 
curve for the MRT plan. Since the MRT PTV dose for the bone metastasis was less homog-
enous than for the clinical dose, the applied normalization resulted in increased doses to 
OARs. 

When comparing a single fraction MRT dose delivery to a brain metastasis with ra-
diosurgery, doses to OARs were higher for MRT, though far below critical dose limits. 
Only the maximum dose to the whole brain exceeded the dose constraint for the clinical 
as well as for the MRT treatment plan. 

Figure 10.6.: Dose-volume histograms of the treatment plans for the glioblastoma resec-
tion cavity (a), the lung cancer (b), the sarcoma bone metastasis (c), the
sarcoma brain metastasis (d), and the breast cancer (e). Solid lines represent
the clinical plan and dashed lines the MRT plan. Kraus and Winter et al.
[43].
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of MV radiation in the large PTV but mainly from the missing possibility of dose
optimization and of beam weighting. For most patient cases, a higher number of beam
ports resulted in a more homogeneous target dose than a lower number of ports. For the
comparison shown here, the MRT plans were created with the same number of beams
as the respective clinical plan, where the plans of the sarcoma bone metastasis and the
breast cancer had only two beams.

A general observation was a stronger dose fluctuation of the MRT dose in lung tissue
compared to the clinical dose. The reason was the statistical Monte Carlo simulation
method: The low density of air resulted in only few interactions, which, however, led
to a high dose-to-medium due to the small denominator of the air density. The clinical
treatment planning differed in two ways: First, the dose was calculated analytically, and
second, the dose was reported as dose-to-water (see section 10.4 for a differentiation of
dose-to-medium and dose-to-water).

For the case of the glioblastoma resection cavity in figure 10.6a, the cochlea received a
considerably higher dose with the MRT plan than with the clinical plan; the constraint of
Dmax < 45 Gy was only fulfilled for the clinical plan. The reason was the contour overlap
of the cochlea and the PTV, which can be seen in figure 10.7. During clinical planning,
the cochlea was manually spared, which was not possible with the PTV-conformal MRT
beams of equal weight.

For the lung cancer case in figure 10.6b, a very high maximum dose of Dmax = 47 Gy
to the trachea (constraint Dmax < 32 Gy) resulted from a single-voxel dose hotspot in
the air volume within the trachea. The maximum dose to a volume of 0.1 cm3 was
19 Gy and thus fulfilled the specified constraint for the trachea. The hotspot arose from
the statistical dose-to-medium calculation by Monte Carlo simulations, as described
above for the strong dose fluctuation in lung tissue. High doses to the heart and the
aorta followed from the PTV-conformal fields of homogeneous intensity, which all fully
covered the PTV, in contrast to the clinical bell-shaped dose profile in the PTV due to
the prescription to the 60 % isodose. Consequently, a larger volume behind the target
received a higher dose for the MRT plan because of the broader fields.

For the bone metastasis case, the brain metastasis case, and the breast cancer case,
both plans fulfilled all dose constraints for OAR, except of the Dmax to the brain in
the brain metastasis case and the Dmax to the contralateral breast in the breast cancer
case, which were, however, exceeded by both plans. The dose to OAR was generally
higher for the MRT plan than for the clinical plan. For the bone metastasis case and
the breast cancer case, the higher MRT dose could be partially explained by the dose
normalization to D98 % and the less steep DVH curve of the PTV. Furthermore, the dose
optimization, which was only applied for the clinical plans, was more relevant for small
target volumes, which were found for the sarcoma metastases in the bone and brain.
The MRT plan for the breast cancer case provided a better sparing of the total lung and
the contralateral breast than the clinical plan.
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Comparing hypofractionated radiotherapy for breast cancer with MRT, we found ac-
ceptable doses for OARs for both treatment modalities. While the lung and the contrala-
teral breast were better spared by the MRT treatment plan, the doses to the heart, liver 
and myelon were lower for the clinical treatment plan. However, the target dose was less 
homogenous for the MRT dose resulting in less steep DVHs, as shown in Figure 1e. 

 
Figure 2. EQD2 distributions overlaid on the corresponding CT slice for the glioblastoma resection 
cavity. The color bar indicates the dose in Gy. (a,b) The conventional clinical dose distributions as 
EQD2 on a transversal and sagittal slice, respectively. (c,d) The corresponding EQD2 of the equiva-
lent uniform dose for MRT. The overlap of the cochlea (blue) and the brain stem (light red) with the 
PTV (red) is shown. The brainstem is depicted in light red, the brain is depicted in yellow, the chiasm 
in cyan, the left optic nerve in green, the right eye in blue and the left eye in green. 

Figure 10.7.: Dose distributions of the clinical treatment plan (a,b) and MRT plan (c,d)
of a glioblastoma resection cavity overlaid on the CT slice. The color bar
indicates the EQD2 in Gy, the red contour the PTV, the yellow contour the
brain, the light red contour the brain stem, and the blue contour in (b) and
(d) the cochlea. Kraus and Winter et al. [43].

10.4. Discussion

MRT with kV photons generated comparable, however not generally better treatment
plans to conventional clinical radiotherapy with MV photons with respect to target
coverage and OAR sparing. The comparable plans were achieved even without any
beam weighting or intensity modulation for MRT.

Conclusions from the comparison of a kV MRT plan to an MV clinical plan

The evaluation of the kV MRT plan for the lung cancer case, presented in section 10.3.1,
and the comparison to the kV broad beam and the MV clinical plan revealed several
difficulties for MRT planning and allowed an advancement of the treatment planning
process.
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First, the microbeam treatment plan based on the peak and valley dose distributions
did not allow an appropriate comparison to the clinical plan, especially due to uncertain-
ties of the biological effect in the region surrounding the PTV. In the PTV-surrounding
region several but not all beams crossed, and thus, the clinical effect was expected to be
in the large range between the peak and the valley dose. Additionally, the normalization
of the MRT dose and the steps in the PTV DVH curve resulted in a D50 % to the PTV
that was higher by 34 % than the clinical D50 %. The D50 % to the GTV was higher by
11 % than the clinical D50 %. The reason for the higher D50 % was the requirement of a
full (or rather 99.8 %) PTV coverage for the MRT plan compared to the clinical plan,
even though the PTV DVH curve of the clinical plan was intentionally less steep due
to the prescription to the 60 % isodose to the small PTV. A lower dose to the target
volumes, e.g., a normalization of the MRT dose to a full coverage of the GTV or to the
D50 % to either target volume, would yield a lower dose to OAR for the presented MRT
plan. An evaluation of an MRT plan with several fields demands the introduction of
the EUD, especially in the region around the target volume of several crossing beams.
The assumption of a homogeneous dose in the voxels of the target volume due to the
interlaced geometry proved to be an oversimplification (see section 10.3.2 and figure
10.5). As the beams contribute different doses in realistic patient geometries, the dose
determination as the voxelwise maximum peak dose turned out wrong, and a plan
evaluation requires the EUD calculation also in the target volumes.

Second, the rebinning of the CT by the factors 4× 4× 2 (x × y × z) for dose calculation
shortened the computation time but was too coarse for a sophisticated evaluation of the
MRT plan. Moreover, the applied beams were smaller than the PTV due to the coarse
rebinning, resulting in steps of the DVH curve. The planning resolution was more
important for small target volumes like the presented lung cancer than for large target
volumes. Consequently, a rebinning of 2 × 2 × 1 was applied for all subsequent MRT
plans. An omission of the rebinning without exceeding computational limits, achievable,
e.g., by only calculating the dose in volumes within the external body contour, would
allow an evaluation of the rebinning effects and possibly more exact MRT plans.

Third, a reasonable normalization or scaling of the MRT dose distribution was essential
for the evaluation of the treatment plan, especially of the dose to OAR. A different
dose normalization can lead to different dose metrics to both target volumes and OAR
and thus to different conclusions of treatment plan comparisons. Decisions to be taken
mainly include the contour structure of a target volume for dose normalization and the
fractional volume of the selected structure receiving a specific dose, which can typically
be D98 % or D50 %. The clinical SBRT plan for the lung cancer case caused challenges
regarding the MRT dose normalization due to the clinical dose prescription to the 60 %
isodose to the PTV, yielding to a shallow DVH curve and a bell-shaped dose profile
through the target volume. The current MRT planning framework without beam or
intensity weighting only allowed rectangular beam intensity profiles, which resulted
in steeper DVH curves than the bell-shaped intensity profiles. Consequently, clinical
treatment plans with a dose profile through the target volume that is more similar to a
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rectangular MRT dose profile would be more practicable for first comparisons between
MRT and clinical plans. The examination of the dose profile through the target volume
for different MRT and clinical treatment plans might lead to a better understanding of
the impact of a specific MRT dose normalization, ideally in consultation with radiation
oncologists. For a further development, beam and intensity weightings can improve
MRT planning and make MRT plans more competitive to clinical plans, which apply
these techniques or even inverse dose optimization as standard.

Finally, the treatment plans with kV photons were expected to deliver steeper lateral
dose falloffs due to a shorter range of secondary electrons than the clinical plan with
MV photons. However, these differences in lateral dose falloffs were not observed,
because the broader, rectangular beams of the kV plans, in contrast to the conformal and
optimized beams of the MV plan, influenced the dose distributions more strongly than
the lateral dose falloffs. This observation was seen in the DVH in figure 10.2e as smaller
fractional volumes of low-dose to OAR for the clinical MV plan than for the kV plans. A
more detailed analysis of the lateral dose falloffs can provide a deeper understanding
of the differentiation between the effects resulting from the kV spectrum and from the
spatial fractionation. This analysis requires a replanning of the clinical dose distribution
with the same fields as the kV plans, the only difference to the kV broad beam plan
being the energy spectrum. The replanning of the clinical dose distribution should
ideally be performed with the same dose calculation algorithm as the kV plans, i.e., with
hybridDC.

MRT geometry

Microbeam treatment planning with several beam ports offers additional degrees of
freedom and, hence, further decisions to be taken than in conventional treatment
planning. The MRT geometries presented in sections 10.2.1 and 10.3.2 include the
interlaced, the peak-on-peak, and the cross-firing geometry, which can all be achieved
with the identical conventional beam geometry. The implementation of the different
microbeam treatment geometries into the dose calculation algorithm was analyzed and
verified, while a comprehensive comparison of treatment plans based on a DVH and
dose metrics remains missing. Nevertheless, only the cross-firing geometry can be
suggested for pursuing treatment planning studies.

The interlaced geometry could theoretically allow a simple interpretation of the
homogeneous dose in the voxels of the target volume. However, realistic planning
scenarios exhibited a heterogeneous dose in the target voxels due to differences in the
primary and scatter dose contribution from different beams, as demonstrated in figure
10.5. Even though beam weighting or dose optimization would allow the same primary
dose contribution from all beams in a single voxel, e.g., the isocenter voxel, this approach
is impracticable for a complete target volume. For this reason, a homogeneous dose in
the target voxels cannot be assumed for plan evaluation, but the micrometer-scaled dose
distribution must be considered similarly as for the other MRT geometries. Moreover,
the application of interlaced MRT constrains the number of beam ports to the ratio of
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the peak width to the center-to-center distance, i.e., eight beams in this work. Besides,
the interlaced geometry is unfeasible for clinical application due to the requirement of
a realignment of the patient and inner organs with an accuracy of few micrometers.
State-of-the-art invasive or frameless fixation systems for a clinical stereotactic head
immobilization reach an accuracy in the submillimeter range [186], which is not sufficient
for interlaced MRT.

The peak-on-peak geometry seems biologically promising according to the publication
by Sammer et al. [47], who observed less severe side effects in normal tissue after accurate
realignment of proton minibeams to the same irradiation positions than after a shift
of the irradiation positions. Nevertheless, the peak-on-peak MRT geometry requires a
similar alignment accuracy as the interlaced geometry and is therefore not practicable
for clinical application.

The main advantage of cross-firing MRT is a required alignment accuracy that is
similar as for conventional radiotherapy. Furthermore, the number of beam ports can
be flexibly chosen, likewise for the peak-on-peak geometry. Moreover, Eling et al. [36]
found strong anti-tumor effects in rats bearing brain tumors after multiport cross-firing
MRT at low normal tissue toxicities compared to unidirectional MRT or broad beam
irradiation. For these reasons, cross-firing MRT appears the most promising geometry
for clinical application and was therefore applied for the investigation of MRT plans on
clinical patient data in section 10.3.3.

Independent of the number of beam ports, larger MRT fields induce more scattered
radiation and thus a higher valley dose and a lower PVDR than smaller fields [205].
For this reason, it was expected that smaller target volumes would be advantageous for
MRT. Furthermore, shallowly located target volumes seem promising for MRT due to
the less steep depth-dose curve of kV photons compared to clinical radiotherapy with
MV photons. Consistently, the PVDR analysis by Smyth et al. [42] suggested small or
shallow tumors, e.g., brain tumors, head and neck tumors, or loco-regionally breast
cancer, as potential targets for first clinical trials. The results in section 10.3.3 could not
confirm this finding, though. A main difference between the studies was the treatment
geometry: Smyth et al. [42] applied unidirectional MRT, whereas the MRT planning
framework presented in this work facilitated various beam directions for more realistic
clinical scenarios. For this reason, effects from different planning parameters overlapped,
e.g., the number of beams, the beam directions with the resulting radiological depths of
the target volume, field sizes, and the micrometer-scaled dose distribution within the
dose calculation voxels. A differentiation of these effects requires a more comprehensive
MRT planning study by only changing one parameter at the time. More comprehensive
studies of that kind are necessary for a well-founded selection of a treatment case for a
first clinical MRT trial.

Equivalent uniform dose

Previous phantom, in-vitro, or planning studies for MRT have mostly reported the peak
and the valley dose distributions. For multidirectional cross-firing MRT, these values
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are not defined due to the complex micrometer-scaled dose distribution. Furthermore, a
clinical evaluation of MRT plans requires a single dose measure that corresponds to the
MRT dose in the CT resolution. The EUD had been suggested for spatially fractionated
radiotherapy and was introduced into the MRT planning algorithm in this work.

The EUD calculation based on differential dose histograms of single voxels in section
10.3.2 showed that the EUD was mainly determined by the minimum dose to a voxel.
This observation is in agreement with previous findings of unidirectional MRT that the
valley dose mainly determines the tissue toxicity and that the EUD tends towards the
valley dose for distributions of mean doses higher than the radiobiological parameter
α/β [44, 85].

On the one hand, the EUD facilitates the assessment of MRT plans. On the other
hand, the concept has still several drawbacks and uncertainties. First, the linear-
quadratic model (LQM) that underlies the EUD, was designed for treatment plans with
several temporal fractions of doses in the range of 1–6 Gy [4]. In contrast, many MRT
experiments have been conducted with single fractions of peak doses much higher
than the stated range. The applicability of the LQM to higher doses per fraction has
been discussed for years [206] and argued in favor of doses up to 18 Gy [207]. The
EUD becomes therefore less accurate for a peak dose per fraction that is considerably
larger than the value of the radiobiological parameter α/β [85, 206]. Second, the EUD
calculation requires values for the α/β but also separate values for α and β. In clinical
routine, the α/β ratio is used for the EQD2 calculation so that ratios have been published
for tumors and OAR from in-vitro as well as clinical studies [4]. However, there is
a lack of data for separate values of α and β, especially for normal tissue, such that
the used parameters are assumed to have a higher uncertainty than α/β. At the same
time, the EUD strongly increases for a constant α/β if α and β approach zero as the
survival fraction then also approaches zero (refer to equation (9.4)). Third, the EUD
and the radiobiological parameters α and β are based on clonogenic cell survival and
only account for DNA repair; while reoxygenation, repopulation, and redistribution
of cells are neglected. Moreover, the EUD does not predict radiobiological effects of,
e.g., the immune system, which plays an important role in highly fractionated beams
[51, 53]. Finally, in-house, unpublished data of colony formation assays after MRT and
proton minibeam irradiations indicated that the EUD can predict the clonogenic cell
survival of normal cell lines, however overestimates the survival of tumor cell lines. For
this reason, the EUD needs further in-vitro and later in-vivo experimental verification
for MRT before it can be used for planning patient irradiations. Possibly, the EUD
calculation requires adjustments or even a substitute for tumor tissues.

The linear scaling of the MRT dose was only possible for the physical dose, whereas
the EUD and EQD2 needed to be recalculated after the scaling due to their non-linearity.
Notably, the PVDR did not stay constant during the conversion between different
fractionation schemes. The conversion of a single fraction to EQD2 increased the weights
on higher doses, i.e., on the peak doses more than on the valley doses, and thus increased
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the PVDR (refer to equation (9.2)). For this reason, the applicability of the EQD2 to MRT
should be further investigated.

In conclusion, the EUD has several limitations and uncertainties regarding the applica-
tion to MRT. Nevertheless, it is up to now the best and only concept of reporting complex
micrometer-scaled dose distributions in CT resolution to my knowledge because it is
motivated by and based on radiobiological experiments.

Comparison of dose-to-medium to dose-to-water

This work reported the dose-to-medium for MRT plans and compared them to clinical
plans reporting the dose-to-water despite the evident inconsistency. Clinical treatment
planning, based on, e.g., pencil beam or collapsed cone algorithms, relies on density
scaling of the tissue and on input data, such as depth-dose curves measured in water.
These plans therefore naturally issue dose-to-water. Conversely, Monte Carlo algorithms
calculate the dose as an energy deposit to a specific mass of a medium and consequently
issue dose-to-medium. Controversial debates within the radiation oncology and medical
physics communities about the best method for dose reporting have lasted for decades,
although no general guideline has been established [208–211]. It remains unclear
whether dose-to-medium or dose-to-water better predicts the clinical outcome. The best
prediction method has particularly not been investigated for MRT.

The conversion from dose-to-medium to dose-to-water has been implemented in
different ways. Siebers et al. [212] developed a conversion method based on the Bragg-
Gray cavity theory [213]. The calculated stopping power ratios for energies of secondary
electrons between 10 keV and 20 MeV were found to be independent of the depth in
tissue and independent of the location whether it was in-field or out-of-field, which
makes the method potentially transferable to peak and valley regions. For energies
below 600 keV that are relevant for MRT, the authors found correction factors between
dose-to-medium and dose-to-water of approximately 1 % for soft tissue and lung, of
approximately 3 % for soft bone, and up to 14 % for cortical bone. Differences between
soft tissue and lung only occurred due to different densities, which can be explained as
the dose in lung tissue is deposited in cells that mainly consist of water. Accordingly,
the energy absorption coefficient of lung tissue correlates with its mass density. This
explanation follows a similar line of argument as the rationale for the adjustment of the
MRT dose calculation in lung tissue in section 10.2.2 (see also the following subsection
for further discussion). Dogan et al. [209] applied the method by Siebers et al. [212]
and observed systematic differences in dose-volume metrics for head and neck cancer
patients and prostate carcinoma patients between Monte Carlo-calculated treatment
plans reporting dose-to-medium and converted plans reporting dose-to-water. However,
the differences were below 6 % in all target volumes and OAR, except for the femoral
head of the prostate carcinoma case, where the hard bone led to a difference of 8 %. Ma
and Li [210] stated that Monte Carlo dose calculation algorithms should report dose-
to-medium, which agreed better with conventionally analytically calculated dose than
a converted dose-to-water. Conversely, Reynaert et al. [211] stated that the conversion
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from dose-to-medium to dose-to-water should be performed by multiplying dose-to-
medium with the ratio of the mass energy absorption coefficients between water and the
respective medium, which is only valid in regions of electronic equilibrium and results
in considerably larger differences than stated before.

Concluding from these previous works, dose-to-medium was reported for the MRT
plans because of the higher reliability in Monte Carlo dose calculation than in any
conversion method. A conversion would introduce additional uncertainties regarding
the tissue type and the respective stopping power ratio or mass energy absorption
coefficient ratio for each dose calculation voxel [208]. Furthermore, dose differences
of markedly less than 14 % in most structures were not critical for the investigations
in this work, which mainly presented the developed MRT planning framework and
applied the framework to first clinical patient data. Especially in tissues other than bone,
only minor differences between dose-to-medium and dose-to-water of less than 6 %
were expected and none of the investigated treatment cases in section 10.3.3 specified a
bony structure as OAR. For this reason, other uncertainties, such as the radiobiological
parameters for the EUD calculation, were presumably higher than the differentiation
between dose-to-medium and dose-to-water. Nevertheless, the cortical bone received
a higher dose-to-medium with the MRT plan in figures 10.7(c-d) compared to the
dose-to-water with the clinical plan in figures 10.7(a-b) in the patient case with the
glioblastoma resection cavity. This observation resulted from the omitted conversion
and corresponded to the reports of largest differences in hard bone. For the planning
of clinical trials, a conversion of the MRT plan to dose-to-water should be considered,
especially if bones are included in the treatment plan, due to the clinical experience and
reporting of clinical trials using dose-to-water.

MRT dose calculation in the lung

The microbeam dose calculation in lung tissue demands attention for several reasons.
The statistical Monte Carlo simulations yield strong dose fluctuations in the low density
material as explained in section 10.3.3. Furthermore, the lung microstructure poses
challenges on the dose calculation as the structure size is in the same order of magnitude
as the microbeam dose modulation. Bronchi and larger blood vessels in the millimeter-
range are discernible in clinical CT images, whereas smaller structures are not resolved
but yield an averaged CT value. Nevertheless, small structures such as bronchioles with
a typical diameter of 0.5 mm, alveoli of 200–500 µm, alveolar membranes of 0.2–0.6 µm
[214, 215], as well as pulmonary blood vessels and nerves of different sizes interact with
photons, which distorts the micrometer-scaled peak-valley profile and modifies the peak
and valley doses [216].

To enable treatment plan evaluation in the thorax region at all, a method for microbeam
dose calculation in lung tissue was implemented in this work, which has, however, not
been validated experimentally. During the evaluation of an MRT plan, the uncertainty
of the dose to the lung must therefore be borne in mind because of the long ranges of
secondary electrons in air that smear out the microbeam dose distribution but are not
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considered in the implemented dose calculation algorithm. In lung tissue, the actual
peak doses were thus probably lower and the valley doses higher than assessed in this
work. As the lowest value in a dose calculation voxel is relevant for the EUD, an increase
in the valley dose directly impacts the EUD. Consequently, the presented doses to the
lung are presumably lower than they would be measured in radiobiological experiments
and need therefore further investigation.

There are two approaches conceivable for the MRT dose calculation in the lung: A
model of the lung microstructure, e.g., artificial alveoli as randomly placed or grid-
shaped arranged spheres, can be implemented into the microbeam treatment planning
algorithm hybridDC in the structures delineated as lung tissue. Alternatively, the
convolution kernel for the electron dose calculation in hybridDC is modified to directly
distort the microbeam dose distribution for all voxels that are delineated as lung tissue.
The second approach seems easier to implement as the electron convolution kernel is
already calculated for each dose voxel and depends on the voxel material. On that
account, even different distortion models depending on, e.g., the CT value, would be
possible. The distortion models could be based on measurement data of a microbeam
dose distribution in ex-vivo lung tissue. A further argument for the second approach is
the direct modeling of the effect instead of a modeling of the cause of the microbeam dose
distortion; the direct modeling decreases the number of parameters and thus presumably
the uncertainties. Micro-CT data can be expedient to validate the implemented algorithm
with phantoms, ex-vivo samples, or in preclinical experiments. However, micro-CTs are
not applicable for clinical routine due to a high radiation dose, a small field-of-view, a
limited availability, and high costs [78].

Further developments for MRT planning

The microbeam treatment planning can be improved and advanced in many ways
regarding the treatment geometry, the dose calculation algorithm, the workflow, and the
implementation of further extensions.

Most importantly, the treatment fields should be shaped more flexible. The imple-
mentation of PTV-conformal fields already drastically improved MRT plans on clinical
patient data by reducing the dose to normal tissue surrounding the target volume
compared to rectangular fields. Applying multileaf-collimators, as common for clinical
radiotherapy, would allow the radiation oncologist to individually shape the treatment
field separately for each beam. A flexible field shaping could homogenize the target dose
and spare OAR close to the target volume, especially for donut-shaped or kidney-shaped
target volumes, as seen in the clinical plan for the cochlea close to the glioblastoma
resection cavity in figure 10.7. Furthermore, the currently applied method to create
treatment fields conformal to a specific target volume required several manual adjust-
ments that readily lead to mistakes, e.g., during exporting and rebinning the labelmap
of the desired target volume from 3DSlicer into a Python script and during setting the
size of the cross-shaped convolution kernel. For this reason, conformal fields should be
created automatically to the correct size and shape so that manual adjustments would
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be required only for unusual cases. Moreover, different weightings of complete beams
are easy to implement and can be a first step towards intensity modulation. Intra-field
intensity modulation would bring the MRT plans even closer to clinical treatment plans,
but the clinical realization needs to be tested.

The dose calculation algorithm should be advanced by revising the EUD calculation
and the dose calculation in lung tissue as described above. Furthermore, beam hardening
effects are not considered in the current version of hybridDC but might play a larger
role for MRT planning of patient cases due to longer beam paths compared to preclinical
MRT planning.

The planning workflow can be optimized by reducing the manual steps and increasing
automation. So far, the CT data needed to be centered to the origin of the coordinate
system in 3DSlicer before MRT dose calculation, and related data needed to be manually
shifted by the same vector, which was time-consuming and brought complications
for plan evaluation. Instead, the displacement of the CT should be automated in the
treatment planning process. Furthermore, the normalization of the MRT dose to the
clinical dose was cumbersome due to the iterative process required by the non-linearity of
the EUD and EQD2 equations. Ideally, hybridDC directly creates a normalized treatment
plan, which requires the specified dose metric for the EUD or EQD2 normalization as an
input from the user as well as the radiobiological parameters α and β for each structure
of interest deposited as a lookup table in hybridDC. As a direct normalization of the
EUD or EQD2 in hybridDC might be difficult, an interim step can be the extension
of the MRT module in 3DSlicer that calculates the EUD, the EQD2, and the iterative
normalization using an underlying Python script. For advanced MRT planning and
certainly for the planning of clinical trials, the MRT dose needs to be normalized and
optimized to the individual clinical case, including a consideration of the dose profile in
target volume.

A long-term goal is an MRT-optimized treatment planning, which admittedly requires
a better understanding of the planning parameters, their impact on MRT dose distri-
butions, and finally a broader in-vivo MRT experience. Microbeam treatment planning
might be further improved by introducing radiobiological effects such as the increased
radiobiological effectiveness (RBE) of kV photons compared to MV photons [217, 218],
even though the International Commission on Radiological Protection recommend an
RBE weighting factor of 1 for all photon energies [219]. First models for the tumor
control probability and the normal tissue complication probability have been investi-
gated for spatially fractionated radiotherapy [220]. These models could deepen the
understanding of the MRT mechanisms and simplify clinical MRT planning.

The microbeam treatment planning algorithm should be extended to fields from
compact MRT sources, e.g., from the line-focus x-ray tube presented in part II. This
extension includes divergent fields, a variation of the focal spot size, different energy
spectra, and non-polarized x-radiation requiring a review of the Geant4 physics settings.
Compact sources are crucial for clinical application of MRT due to a wider availability
and lower costs. Treatment plans with a crossing of divergent microbeam fields involve
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even more complex dose distributions than plans with parallel beams from synchrotrons.
Hotspots and coldspots in the valley dose and EUD distribution occur from a partial
overlap of peaks independent of the microbeam geometry, which is demonstrated in
chapter 11 for microbeam arc therapy. Moreover, robust treatment planning should be
investigated for multidirectional MRT.

Finally, the combination of temporal fractionation with spatial fractionation, which
has started in preclinical experiments [29, 47, 54, 185], should be explored before clinical
trials. Eventually, a combined administration of systemic drugs or immunotherapy with
MRT might increase the tumor control.
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11.1. Introduction

With unidirectional microbeam radiotherapy (MRT), steeper depth-dose curves of ortho-
voltage photons lead to higher doses to superficial healthy tissue for the same target
dose than typically applied clinical radiation fields with MV photons. Multidirectional
MRT can decrease beam entrance doses to superficial organs at risk that are located
in the beam path. Microbeam arc therapy is a strategy that is further developed from
multidirectional MRT in imitation of clinical arc therapy but with a strong dose modula-
tion in micrometer resolution. The spatial dose fractionation is retained in the target
volume, in contrast to spiralMRT that is a different method of a rotational delivery of
microbeams [187].

This chapter presents the concept of microbeam arc therapy and simulated dose dis-
tributions of divergent microbeam arc therapy in a head phantom study. The equivalent
uniform dose (EUD) helps to interpret the micrometer-scaled physical dose distribution
by transforming the dose in micrometer resolution to a macroscopic dose in millimeter
resolution that leads to the same radiobiological effect, as introduced in chapter 9. In a
future application of microbeam arc therapy, the practicability will decide on whether
the radiation source rotates around the target or, vice versa, the target rotates in the
static beam of an MRT source.

11.2. Methods

The concept of microbeam arc therapy is depicted in figure 11.1. A head phantom is
irradiated with MRT during a rotation around the axis centrally through the target
volume, parallel to the x-axis, which is the direction of strong modulation of the peak-
valley profile. The rotation distributes the entrance dose over a large volume, while
the highest dose is delivered to the center of the irradiated sample. The spatial dose
fractionation is retained in x-direction.

11.2.1. Simulations

For a principle demonstration of microbeam arc therapy, Monte Carlo simulations of
unidirectional MRT were performed in Geant4 (version 10.4.p02) [93], and the dose
distribution in the phantom was rotated using Matlab (version R2018b, The MathWorks
Inc., USA). In Geant4, the G4EmPenelopePhysics list was employed with fluorescence
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Figure 11.1.: The concept of microbeam arc therapy applied to a phantom study. In the
microbeam field, the x-rays travel in positive z-direction and hit the head
phantom, consisting (from the exterior to the center) of a water-equivalent
skin (blue), a cortical bone (gray), water-equivalent brain (blue), and water-
equivalent tumor (orange) (not to scale). The rotation axis is parallel to the
x-direction and located centrally in the tumor.

electrons and particle-induced x-ray emission activated; default step sizes for electrons
and positrons (step function parameters dRoverRange = 0.2, finalRange = 0.1 mm); and a
range cut of 1 µm for photons, electrons, and positrons [95, 96].

A water sphere with a radius of 63 mm represented a water-equivalent brain including
a centrally located water-equivalent tumor with a radius of 10 mm. The brain was
surrounded by a 6 mm-thick cortical bone (material composition and the mass density
of ρcort = 1.95 g/cm3 extracted from the ICRU report 44 [195]) and a 1 mm-thick water-
equivalent skin. The remaining space was set to vacuum.

The radiation from the line-focus x-ray tube was simulated with varying electron
acceleration voltages and a focal spot size of 50 µm × 20 mm (x × y). The spectrum
was obtained using Monte Carlo simulations as described in chapter 4.2.1: An electron
beam of 400 keV, 600 keV, or 800 keV hit a tungsten target, the produced photons were
scored in a phase space detector, and the spectra were filtered by 0.8 mm beryllium and
0.4 mm copper with energy-dependent mass attenuation coefficients from NIST [97]. In
Geant4, a multislit collimator with divergent slits divided the homogeneous radiation
field into microbeams with a peak size of 50 µm × 20 mm (x × y) and a center-to-center
distance of 400 µm (x-direction), defined at the rear end of the collimator, as described in
section 4.2.1. The collimator had a total thickness of 13 mm, 24 mm, and 35 mm for the
400 kVp, 600 kVp, and 800 kVp spectrum, respectively. The distance from the focal spot
to the rear end of the multislit collimator was 50 cm, and the head phantom was located
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contiguously behind the collimator. The radiation field had a size of 20 mm × 20 mm
(x × y) at the phantom surface and diverged along the beam path in the z-direction. The
energy deposit was scored in the head phantom in cuboid voxels of 5 µm× 1 mm× 1 mm
(x × y × z).

Using Matlab, a full-arc rotation (360◦) of the microbeams was simulated by rotating
the dose deposition artificially. The rotation axis through the center of the phantom was
parallel to the x-axis (confer figure 11.1). For each x-position, the energy deposit in the
spherical head phantom was transformed from Cartesian to cylindrical coordinates (the
x-axis being the longitudinal axis). Then, the energy deposit was integrated over the
angular coordinate, and the dose-to-medium was calculated by dividing the integrated
energy by the manually set mass of the radial segment. The dose was allocated to
the cylindrical and subsequently to the Cartesian coordinates. Following, the dose
distribution was normalized to a valley dose of 2 Gy at the center of the tumor as
a typical radiotherapy fraction dose, also applied with 30 fractions for the clinical
treatment plan of the glioblastoma resection cavity in chapter 10.3.3.

The peak-to-valley dose ratio (PVDR) and the target-to-entrance dose ratio in the
target volume were calculated from the central peak (x = 70.02–70.05 mm) and central
valley region (x = 70.16–70.36 mm). For this purpose, the target dose was averaged over
the central 35 µm × 13 mm × 13 mm and 205 µm × 13 mm × 13 mm (x × y × z) for the
peak and valley, respectively. The entrance dose in the cortical bone was averaged over
the same dimensions as the target dose except the z-direction that extended over the
bone thickness of 6 mm. The standard deviations were deduced from error propagation
of the standard deviations of the central peak and valley doses for the PVDR and of the
target and entrance dose values, respectively. In contrast to the PVDR of unidirectional
MRT in chapter 4.3.1, only one PVDR is calculated so that the standard error of the
mean corresponds to the standard deviation.

The microbeam arc dose distribution in micrometer resolution in the x-direction
was converted into an EUD distribution in a resolution of (1 mm)3. Here, generic
radiobiological parameters were used for the EUD calculation according to equation
(9.4). The parameters were set to α/β = 10 Gy, α = 0.3 Gy−1, and β = 0.03 Gy−2 for
the tumor region [2, 221] and to α/β = 2 Gy, α = 0.1 Gy−1, and β = 0.05 Gy−2 for the
remaining part as normal tissue [200, 222].

Additionally, the dose and EUD distributions were investigated for two varied mi-
crobeam fields with the 400 kVp spectrum. First, field size was reduced to 20 mm ×
10 mm (x × y). Second, parallel microbeams with a field size of 20 mm × 20 mm were
applied. For both variations, all other simulation parameters remained unchanged.

11.3. Results

Microbeam arc therapy drastically reduced the peak entrance dose by spreading the dose
over all polar angles perpendicular to the rotation axis, while the peak and valley doses
at the tumor center were not noticeably affected. The dose distribution was rotationally
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symmetric, which is depicted for the central peak in figure 11.2a. Along the rotation
axis, the clear peak-valley profile, known from unidirectional MRT in chapter 4.3.1, was
retained, as seen in figures 11.2b and 11.2c. At the center of the tumor (x = 70 mm),
the highest peak dose extended over the full field size of (20 mm)2, covering the target
volume in the y- and z-direction, visible in figure 11.2c for the y-direction. On the
rotation axis, the volume of highest dose decreased with distance to the center of the
tumor due to the divergence of the beams and a thus smaller overlay region of opposing
peaks. The highest dose at, e.g., x = 60 mm, z = 70 mm extended over only 2 mm in the
y-direction. Off the rotation axis, opposing peaks did not overlap in the periphery of
the tumor, which strongly decreased the maximum dose, exemplarily shown in figures
11.2(d-f). Due to the absence of an overlap region of opposing peaks, the dose was not
accumulated but smeared to a double peak, where the higher peak resulted from the
entry beam (shorter distance to the phantom surface) and the lower peak from the exit
beam. Between the double peak, the valley region was elevated due to the smeared-out
peak from beams of different directions. The specific dose distribution depended on the
interplay between the phantom and irradiation geometries, including the peak width,
the center-to-center distance of the peaks, the field size, and the beam divergence. For
this complex dose distribution, the peak dose, the valley dose, and the PVDR cannot be
defined, but the EUD provides an interpretation.

An x-ray spectrum of higher energy yielded a lower peak dose in the target volume
due to a higher amount of scattered radiation to the valleys and the normalization
to the valley dose. Only defined at the center of the target volume, the PVDR was
analyzed for the central peak and the central valley. The PVDR at the tumor center
amounted to 19.2 ± 2.3, 14.9 ± 2.0, and 11.1 ± 1.3 for the 400 kVp, 600 kVp, and 800 kVp
spectrum, respectively. The uncertainties state the standard deviations deduced from
error propagation. The PVDR values corresponded to the values for unidirectional MRT
in chapter 4.3.1: At a water-equivalent depth of 76 mm, taking into account the higher
density of cortical bone, the PVDR of unidirectional MRT were 20.6 ± 0.5, 14.9 ± 0.3,
and 11.6 ± 0.2 for the 400 kVp, 600 kVp, and 800 kVp spectrum with the same filtering,
respectively. Here, the uncertainty intervals state the standard error of the mean PVDR
over all peak positions.

Moreover, a higher energy resulted in a lower peak entrance dose because of a less
steep depth-dose curve and the normalization to the dose in the target volume. Table
11.1 lists the target-to-entrance dose ratios of the central peak and the central valley
with corresponding standard deviations. The full-arc rotation increased the target-to-
entrance dose ratio by a factor of approximately 38 in the central peak and by a factor of
approximately 23 in the central valley, independent of the photon energy.

Figure 11.3 displays the EUD distribution in different cross sections through the head
phantom. The EUD was considerably higher in the periphery of the tumor, e.g., at
x = y = 60 mm, z = 70 mm, than at the center, which is shown in figures 11.3(b-d). The
reason was the reduction or partial absence of a low-dose valley region due to a smearing
of the peaks in the periphery of the tumor (see figures 11.2(d-f)). The overdosing could
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Figure 11.2.: Microbeam arc therapy with 400 kVp photons applied to a simple head
phantom. Dose distribution in the central peak (x = 70 mm) (a). Dose
along the rotation axis centrally through the tumor (z = 70 mm) as an
overview (b) and as a zoom in the x-direction to half of the tumor region
(c). Dose parallel to the rotation axis off the central tumor axis (z = 62 mm)
(d). Dose profiles parallel to the rotation axis (y = 62 mm) at z = 70 mm (e)
and at z = 62 mm (f). (a, c) from Winter et al. [87].
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Figure 11.3.: Distributions of the equivalent uniform dose (EUD) in a head phantom
with microbeam arc therapy with 400 kVp photons. Cross section through
the tumor center at x = 70 mm (a) and z = 70 mm (b) and through the
periphery of the tumor at x = 60 mm (c) and z = 60 mm (d). A smaller
field size reduced the hotspots in the tumor (e); parallel beams removed
the hotspots (f), (e-f) displayed centrally at z = 70 mm. Note the different
color bar scaling in (a). (a) from Winter et al. [87].
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Table 11.1.: Target-to-entrance dose ratios of the central peak and central valley in a
head phantom with unidirectional MRT and microbeam arc therapy using
400 kVp, 600 kVp, and 800 kVp photons. Uncertainty intervals denote the
standard deviations.

Peak unidirectional Peak arc Valley unidirectional Valley arc

400 kVp 0.059 ± 0.011 2.21 ± 0.26 0.075 ± 0.042 1.68 ± 0.40
600 kVp 0.075 ± 0.014 2.81 ± 0.35 0.116 ± 0.057 2.65 ± 0.61
800 kVp 0.083 ± 0.015 3.13 ± 0.39 0.156 ± 0.067 3.66 ± 0.79

be reduced by decreasing the size of the microbeam field as demonstrated in figure
11.3e. The ratio between the highest to the central dose in the tumor decreased from
2.0 to 1.2 by decreasing the field size from 20 mm × 20 mm to 20 mm × 10 mm (x × y).
Furthermore, the overdosing did not occur for parallel microbeams, where the center of
the tumor received the highest EUD, confer figure 11.3f. Single voxels of exceptional
high dose outside of the phantom resulted from rounding artifacts in the conversion
between Cartesian and cylindrical coordinates during the EUD calculation.

In regions of a clear peak-valley profile, the EUD followed the trend of the valley
dose with an offset for both divergent and parallel microbeams. As shown in figure
11.4a, the EUD was higher than the physical valley dose by a factor between 1.4 and 2.8
for a profile centrally through the head phantom. In regions of a more complex dose
distribution due to the crossing of divergent beams, the valley dose was not defined
(confer figures 11.2(d-f)), which resulted in an EUD that did not follow the trend of
the physical dose. Exemplarily shown in figure 11.4b, the off-center EUD followed the
physical dose only for the parallel field due to the clearly defined valley dose, but not
for the divergent field that did not allow the definition of the valley dose in off-center
regions.

As discernible in figures 11.3(b, d), the beam entry and exit paths received a non-
homogeneous EUD perpendicular to the beam direction (e.g., at x = 60–80 mm, y =

120 mm, z = 70 mm). The reason was the varying microscopic dose profile across the
beam or, more precisely, the varying low-dose regions within the 1 mm-wide voxels
(x-direction) of the EUD calculation due to the overlap of the divergent microbeams
from different directions.

11.4. Discussion

Microbeam arc therapy can be utilized to drastically reduce the peak entrance dose and
by a lower factor also the valley entrance dose with respect to a constant target dose. As
the valley dose is closer associated with healthy tissue toxicity than the peak dose, a
low valley entrance dose is desirable. The specific improvement factor of the target-to-
entrance dose ratio depends mainly on the geometry of the phantom and the radiation
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Figure 11.4.: Profiles of the physical dose and the equivalent uniform dose (EUD) in a
head phantom at y = 70 mm with microbeam arc therapy using divergent
and parallel fields. (a) The physical dose represents the central valley
dose, averaged over x =70.16–70.36 mm, EUD at x = 70 mm. (b) Off-center
physical dose averaged over x =62.16–62.36 mm (valley dose for the parallel
field), EUD at x = 62 mm.

source as well as on the applied rotation angle. The simulated head phantom had a
strongly simplified geometry with a centrally located target volume. In this work, a full-
arc rotation demonstrated the microbeam arc concept. Conversely, certain irradiation
directions may be omitted in a clinical application to spare sensitive organs at risk or
long beam paths through healthy tissue in case of a peripheral target volume. Ideally,
microbeam beam arc therapy should be combined with a conformal shaping of the
radiation field to a typically aspherical tumor, similar to clinical volumetric-modulated
arc therapy with dynamic multi-leaf collimation.

The divergent radiation field caused a complex dose distribution of crossing mi-
crobeams and thus a smeared-out dose profile in the periphery of the target volume. In
this region, the commonly reported peak and valley doses were not defined so that the
EUD enabled dose reporting and treatment plan evaluation. In this work, the method
of EUD calculation was simplified by default radiobiological parameters for the tumor
and the normal tissue but, nevertheless, demonstrated the applicability of the EUD for
microbeam arc therapy. The EUD followed the trend of the valley dose in regions of a
clear peak-valley dose profile, i.e., on the rotation axis and at the center of the tumor
for a divergent microbeam field and in the complete phantom for a parallel field. This
result corresponded to the observation in preclinical experiments of unidirectional MRT
that the valley dose mainly determines the normal tissue toxicity, while the maximum
dose to a micrometer-scaled volume does not seem to be relevant for the biological effect
[35, 44, 60]. The EUD approaches the valley dose for distributions of mean doses much
higher than the α/β ratio [85]. The maximum of the mean dose (average calculated
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over 1 mm in the z-direction) was 9.5 Gy and the coarsely estimated mean dose at the
tumor center was 7.4 Gy* and hence lower than α/β = 10 Gy, resulting in the offset that
the EUD was higher than the valley dose. Even though the EUD seems promising to
predict radiobiological effects of spatially fractionated radiotherapy, the EUD needs to
be validated in-vitro with colony formation assays, especially in regions of complex
dose distributions due to crossing beams. Furthermore, the clinical effect of a spatially
fractionated target dose and of EUD hotspots need to be explored as it is still unclear if
these hotspots should be avoided or could even be beneficial.

The presented microbeam arc therapy with divergent fields requires several adjust-
ments of the MRT planning system hybridDC, which was utilized in chapter 10. First,
the divergence of the radiation field needs to be incorporated into the dose calculation
algorithm, which is rather straightforward to implement and has been applied for
preclinical MRT with a compact small-animal irradiator [190]. As depicted by the dose
distribution in figure 11.2, the primary radiation field extended to regions outside of
the central tumor volume that had a radius of 10 mm because the dose calculation
here was not adjusted to the divergent field. Second, the observed overlapping and
smearing of the peaks, the elevated valley dose, and the EUD hotspots in peripheral
tumor regions need to be considered. The consideration demands the calculation of the
micrometer-scaled dose distribution during the rotation of the sample. The hybridDC
algorithm facilitates a micrometer-precise dose calculation as a basis for the EUD cal-
culation, as presented in chapter 10.2.4. Third, the rotation of the sample needs to be
implemented into the treatment planning system, either with time-dependent Monte
Carlo simulations or with a stepwise artificial rotation.

Different concepts of multiport MRT involve a homogeneous target dose, e.g., inter-
laced MRT [183] with static beams or spiralMRT [187] with a single microbeam rotating
helically around the phantom. The advantage of a homogeneous target dose is the
applicability of clinical experience and prescription doses. In contrast, the concept of
microbeam arc therapy presented here yields a spatial dose fractionation not only in
normal tissue but also in the target region, like cross-firing MRT, which might widen the
therapeutic window compared to a homogeneous target dose [35, 36]. The application of
a spatially fractionated target dose demands, however, a reconsidered dose prescription,
e.g., based on the EUD.

On the one hand, the positioning accuracy for microbeam arc therapy is similar to
unidirectional MRT and thus considerably lower compared to MRT with an interlaced
or peak-on-peak geometry, which require a micrometer-precise realignment for the
different treatment fields. On the other hand, the rotational motion must be accurate
to few micrometers in the direction parallel to the rotation axis to avoid blurring of
the peak-valley profile at the center of the target volume. Additionally, microbeam
arc therapy is prone to a deterioration of the dose profile due to exterior or interior
organ motion. The reason is a presumably longer irradiation time because of the

*The valley dose of 2 Gy occupied 7/8 of the volume and the peak dose of 45 Gy occupied 1/8 of the
volume, resulting in an approximate mean dose of 7/8 · 2 Gy + 1/8 · 45 Gy = 7.4 Gy.
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sample rotation than unidirectional MRT with possibly ultra-high dose rates. Exterior
motion can be best avoided for radiotherapy treatments of the head due to existing
immobilization devices for stereotactic radiotherapy. Chapter 12 gives details of interior
organ motion during MRT, which includes for example the pulsation of blood vessels
in the brain. In case the organ motion can be handled, longer irradiation times of
microbeam arc therapy can bring the advantage of lower dose-rate requirements for the
MRT source. During the technical realization of microbeam arc therapy, close attention
must be payed to the accuracy and stability of the radiation field and sample setup as
well as to the investigation whether the target rotates on a stage or the radiation source
rotates around the static target.

In conclusion, the concept of microbeam arc therapy should be considered as a
possible application of MRT for brain tumor treatments due to reduced entrance doses.
However, the realization brings several challenges, mainly related to the stability of
the radiation field during rotation and to the prediction of radiobiological and clinical
effects due to overlapping divergent microbeams.
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12.1. Introduction

Physiological processes such as breathing, digestion, or the heartbeat cause internal
motion of organs and tissue. For clinical radiotherapy, breathing poses a major challenge
regarding intrafractional motion due to largest amplitudes. Countermeasures include
breath holding, the application of an abdominal press, irradiations that are gated to a
specific breathing phase, and real-time tracking of the tumor motion [223]. External
motion can best be minimized for head and neck or brain tumor treatments by means of
stereotactic immobilization.

Brain tumors are a potential target for first clinical trials with microbeam radiotherapy
(MRT) due to promising preclinical studies [50, 53] and available, submillimeter-precise
immobilization devices against external motion. Nevertheless, the cardiac pulsation of
blood vessels in the human brain causes an internal motion with amplitudes of up to
200 µm [224], which is on the same length scale as the dose modulation of MRT. For
this reason, the brain motion might distort the dose distribution and might thereby
deteriorate the radiobiological benefits of MRT compared to conventional radiotherapy.
For preclinical MRT studies, the pulsatile brain motion of mice or rats is of interest.
In the carotid artery of mice, the maximum change in diameter was measured to be
45 µm [225]. Due to a lack of direct measurement data, the brain motion of mice can be
estimated to amplitudes smaller than 45 µm based on the artery motion.

Some authors have published the maximum impact of the human brain motion on
the microbeam dose distribution delivered to phantoms at third-generation synchrotron
facilities [91, 92], which is summarized in section 12.2. This impact was investigated for
MRT with compact sources in a strong collaboration with Suzana Spasova, who wrote
her master’s thesis on this topic. Section 12.3 shortly presents the main methods and
results, which were partly published [226]. Based on this work, section 12.4 discusses
the expectable effects of the breathing motion and the pulsation of blood vessels in the
brain for future clinical MRT applications as well as possible mitigation measures.

12.2. MRT at synchrotrons

Duncan et al. [91] measured the distortion of an MRT dose distribution, which featured
an original peak width of 50 µm, during the motion of a water-equivalent phantom at
the biomedical beamline ID17 at the European Synchrotron Radiation Facility (ESRF,
Grenoble, France) with a dose rate of 15 kGy/s and a mean photon energy of 100 keV.
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The small height of the radiation field of 0.5 mm necessitated a vertical scanning of
the phantom on the positioning stage through the beam with a velocity in the range
of 5–20 mm/s along the peak direction (y-direction). The unidirectional motion in the
direction of the peak-valley profile (x-direction) was modeled based on measurement
data of the largest amplitude in human brain, which was 170 µm in the thalamus [227].
For the lowest vertical scan speed, dosimetry and Monte Carlo simulations revealed an
increase of up to 100 % of the full width at half maximum (FWHM) of the peaks and a
reduction of the peak-to-valley dose ratio (PVDR) down to 50 % of the PVDR without
motion.

Manchado de Sola et al. [92] performed Monte Carlo simulations of a human head
phantom irradiated with microbeams (peak width 25–50 µm) and minibeams (peak
width 0.6–1.0 mm) from the beamline ID17 at the ESRF. The cardiosynchronous pulsation
in the brain was artificially simulated with different displacement amplitudes up to
240 µm for the microbeams and up to 500 µm for the minibeams by modifying the
photon fluence incident on the phantom. The simulated motion deteriorated the dose
distribution, with stronger deterioration for microbeams than for minibeams. The
FWHM of the microbeams matched approximately the displacement amplitude, and the
PVDR decreased drastically with increasing displacement.

Serduc et al. [52] irradiated brain tumors in rats with the interlaced MRT geometry
(confer chapters 9 and 10) at the beamline ID17 at the ESRF with similar beam char-
acteristics as described by Duncan et al. [91]. By omitting a vertical scanning of the
positioning stage, each of the four interlacing fields had a size of 0.5 mm × 2 mm. A
homogeneous interlaced dose distribution was achieved within a small target volume
of 7 mm3 without accounting for brain motion. However, the authors admitted that
the brain motion of humans is expected to deteriorate the interlaced microbeam dose
distribution due to larger amplitudes.

These studies indicate that the cardiosynchronous brain motion does not severely
affect preclinical MRT at synchrotrons with ultra-high dose rates of kGy/s if the target
scanning is omitted. These irradiations without target scanning only allow the treatment
of very small targets of an extent of less than 1 mm × 20 mm, though. In contrast, larger
motion amplitudes in the human brain than in the brain of small rodents presumably
affect the MRT dose distribution in clinical studies with larger target volumes, even at
synchrotron beamlines.

12.3. Preclinical MRT at compact sources

The specific irradiation geometry with ultra-high dose rates and the need of a vertical
scanning at synchrotron beamlines cannot be directly translated to MRT with compact
sources that deliver larger fields at considerably lower dose rates. For this reason, the
effect of brain motion on the microbeam dose distribution at two compact sources was
investigated in this work.
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The Monte Carlo simulations were performed in TOPAS [94] (version 3.6.1, based
on Geant4 version 10.6.p03). The G4EmPenelopePhysics list was employed with default
electromagnetic range limits (EMRangeMin = 100 eV, EMRangeMax = 500 MeV); default
step sizes for electrons and positrons (step function parameters dRoverRange = 0.2,
finalRange = 0.01 mm); and fluorescence electrons, Auger electrons, and particle-induced
x-ray emission activated [95, 108]. A multislit collimator converted the homogeneous
x-ray beam into a microbeam field with a size of 20 × 20 mm2 (x × y), a peak width of
50 µm, and a center-to-center distance of 400 µm (both in x-direction), measured at the
rear side of the collimator, as described in chapter 4.2.1. The x-ray source with 2 · 109

primary particles had a divergence to fully cover the slits of the collimator. A phantom
was placed contiguously behind the collimator with the phantom surface at a distance
of 21 cm from the x-ray source in the z-direction. The dose-to-medium was scored
in the phantom in a resolution of 10 µm × 1 mm × 1 mm (x × y × z). With the time
feature in TOPAS, the phantom was moved by 200 µm forwards and backwards along
the peak-valley profile in the x-direction with a constant velocity of 1 mm/s, which is
the maximum velocity of the human brain motion [224]. The PVDR was defined as
described in chapter 4.2 and the FWHM as the peak width that received at least 50 % of
the maximum peak dose.

Two different compact x-ray sources were simulated. The first simulation represented
a commercial small-animal irradiator (XenX by Xstrahl Ltd., Walsall, United Kingdom),
which has been used in-house for preclinical MRT at low dose rates [73]. The elliptical
focal spot had a size of 3.4 mm × 3.4 mm (x × y) and homogeneous intensity. The
divergent x-rays had a 225 kVp spectrum from a tungsten target filtered by 0.8 mm
beryllium and 0.15 mm copper. The dose was scored in a phantom made of polymethyl
methacrylate (PMMA) with a size of 4 × 4 × 10 cm3 (x × y × z). The second x-ray
source represented the preclinical prototype of the line-focus x-ray tube (LFxT) with
a 300 kVp x-ray spectrum from a tungsten target filtered by 0.8 mm beryllium and
1 mm aluminum. The homogeneous focal spot of the LFxT had an elliptical size of
50 µm × 30 mm (x × y), and the dose was scored in a water phantom with a size of
3 × 3 × 4 cm3 (x × y × z). For both x-ray sources, the unfiltered spectra were obtained by
scoring the phase space of produced photons from an electron beam hitting a tungsten
target using Monte Carlo simulations in Geant4 [93] (version 10.4.p02), with the physics
settings and geometry described in chapter 4.2.1, and the filtering was subsequently
considered with energy-dependent mass attenuation coefficients from NIST [97].

The motion affected the microbeam dose distribution similarly for both x-ray sources.
The PVDR decreased the most at the surface of the phantom from approximately 47
without motion to 14 with motion for both sources, which corresponded to a reduction
by 70 % [226]. At the surface, the FWHM increased from 47 µm in the static phantom* to
196 µm in the moving phantom. The relative impact of the motion was smaller in larger
depths in the phantom because the FWHM increased and the PVDR decreased with

*The FWHM was slightly smaller than in the simulations in chapter 4.3.1 due to different definition of the
FWHM.
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increasing depth, independent of the motion. The reasons of the motion-independent
FWHM increase and the PVDR decrease were the divergent radiation fields, a higher
amount of scattered radiation with depth, and, for the small-animal irradiator XenX,
also a focal spot width that was markedly larger than the peak width (for details see
chapter 4.3.1).

Film dosimetry confirmed the observations of the simulations for the small-animal
irradiator. A realistic brain motion with the largest amplitude reported by Soellinger
et al. [227], which was also used for investigating the effect of brain motion on MRT by
Duncan et al. [91], was imitated during irradiations with the small-animal irradiator
XenX. The experimental setup can be seen in figure 12.1a. A layered PMMA phantom
with a total size of 4 × 2 × 5 cm3 (x × y × z) was placed at a distance of 7 mm behind the
multislit collimator, this minimum distance was limited by the design of the collimator.
The rear side of the multislit collimator had a distance of 212 mm from the focal spot.
Gafchromic EBT-3 films (Ashland Advanced Materials, Bridgewater, USA) were placed
at different depths in the phantom between the PMMA layers. The films were analyzed
using a film scanner (ProScan10T, Reflecta GmbH, Eutingen im Gäu, Germany), the
appertaining scan software CyberView X5, and Python (version 3.7.2). In this work, the
reported brain motion was slightly modified to fulfill the technical constraints of the
motorized translation stage (MTS50M-Z8, Thorlabs GmbH, Bergkirchen Germany) that
was installed at the small-animal irradiator to imitate the one-dimensional brain motion
in the x-direction. The modification was performed by a convolution of the motion
positions with a normal distribution so that the filtered motion satisfied the maximum
velocity of the stage of 2.4 mm/s and the maximum acceleration of 4.5 mm/s2 [228]. The
filtered motion resulted in an amplitude of 160 µm, as shown in figure 12.1b.

The experiment was compared to additional Monte Carlo simulations using the setup
of the experiment and the simulation settings described before. At the surface of the
static phantom, the FWHM of the peaks was 88 µm according to the measurements and
63 µm according to the simulations. With motion, the FWHM at the surface increased to
the motion amplitude of 160 µm according to both measurements and simulations. The
motion decreased the PVDR at the surface from 32 to 20 according to the experiment,
whereas from 44 to 21 according to the simulations. The discrepancy of the FWHM
and PVDR values between the measurements and the simulations without motion
presumably resulted from photon scattering at the rough inner surfaces of the collimator
slits, which occurred in the experiment but was neglected in the simulations (details can
be found in reference [73]).

Instead of time-dependent Monte Carlo simulations, the impact of motion on a
dose distribution in a phantom can be obtained numerically in one step: The dose
profile of a static phantom is thereby convolved with the probability density function
(PDF) of the phantom positions during one motion period. The resolution of the PDF
needs to match the resolution of the static dose profile, i.e., 10 µm in the x-direction in
this work. The convolution method has been used to include breathing motion into
three-dimensional dose calculation for radiotherapy in the upper abdomen [229]. In
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(a) (b)

Figure 12.1.: (a) Setup of the experiment to measure the motion effect on the microbeam
dose profile with a motorized stage integrated into the small-animal irradi-
ator and film dosimetry. Gafchromic films were placed between the layers
of the PMMA phantom. (b) The pattern of the cardiosynchronous brain
motion (Movement) [227] was filtered (Fit movement function) to satisfy the
limits of the motorized stage. The windows were used to analyze cardiac
gating. The figures were created by Suzana Spasova.

this work, the validity of the convolution method for a microbeam dose distribution
was confirmed by a comparison to full time-dependent Monte Carlo simulations. The
discrete linear convolution of the static dose profile with the PDF of the motion positions
was performed in Python. The convolved dose profile matched the dose profile of the
moving phantom.

Subsequently, the convolution method was used to analyze the effect of cardiac gating
for MRT at the small-animal irradiator XenX. Thereby, a gating window of 75 % referred
to a beam-on time of 75 %, while the beam was blocked for 25 % of the cardiac cycle.
The convolution was applied with two different motion profiles: a simple triangular
motion profile with constant velocity, i.e., a rectangular PDF, and a realistic motion
profile based on measurements [227] with two different gating window positions, as
indicated in figure 12.1b. For the simple triangular motion with an amplitude of 200 µm,
gating increased the PVDR at the phantom surface from 13 with full motion to 19 with
a 75 % gating window and to 28 with a 50 % gating window, compared to 47 with a
static phantom. As observed previously, the FWHM at the surface of a moving phantom
corresponded to the motion amplitude, i.e., 47 µm for the static phantom, 95 µm with
a 50 % gating window, 143 µm with a 75 % gating window, and 196 µm with the full
motion [226]. With the realistic motion profile, the PVDR and FWHM values depended
on the width and the positioning of the gating window. The FWHM at the phantom
surface matched approximately the respective motion amplitude. The PVDR was 47 for
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the static phantom, 32 and 29 for two different positions of the 50 % gating window, 23
for both positions of the 75 % gating window, and 18 for the full motion.

Concluding, human brain motion considerably distorted the dose distribution of MRT
with compact sources in both simulations and phantom measurements. The strongest
impact of the motion was discerned at the phantom surface because the divergence of
the radiation field — and for the small-animal irradiator XenX also the large focal spot —
decreased the PVDR and increased the FWHM with increasing depth. Brain motion of
mice is presumably not relevant for preclinical MRT due to an amplitude smaller than
the peak width. Breathing motion has not been specifically investigated for preclinical
MRT but is assumed to distort the dose distribution due to larger amplitudes than those
of the brain motion. Breath holding cannot be implemented for rodents. Preclinical MRT
for thoracic targets therefore requires breath gating, the accuracy of which needs to be
validated experimentally. The effect of human breathing motion on MRT is discussed in
the next section.

12.4. Translation to clinical MRT

First clinical MRT trials will probably be approved at third-generation synchrotrons,
where preparations have lasted for years, possibly for a brain tumor treatment [40,
46]. The size and location of the target volume will determine if the pulsatile brain
motion should be considered in treatment planning. For very small target volumes of a
few cubic millimeters, similar as in the preclinical study by Serduc et al. [52], vertical
scanning of the patient through the beam can be omitted. Furthermore, dose rates of
kGy/s allow irradiation times of a few milliseconds, which is notably shorter than the
period of the resting heart rate. In this case, the cardiosynchronous brain motion is of
minor importance. For larger target volumes, vertical scanning reduces the effective dose
rate and increases the irradiation time so that the motion may distort the microbeam
dose distribution. The clinical LFxT will have larger fields of a few square centimeters
and a dose rate of approximately 100 Gy/s (see chapter 4.3.2), resulting in irradiation
times of a few seconds for peak doses of a few hundred Gray. For these irradiation
times that are longer than the period of the resting heart rate, the distortion of the dose
distribution requires consideration and depends mainly on the amplitude, the direction,
and the shape of the motion, but not on the velocity, independently of the x-ray source.

The motion amplitudes and resulting dose distortions presented in this chapter
correspond to worst case scenarios with largest measured motion amplitudes. Different
brain regions exhibit different motion amplitudes, profiles, and directions [224, 227].
For this reason, the motion pattern in the region of interest should ideally be measured
before first clinical MRT trials by, e.g., spiral cine displacement-encoded stimulation echo
(DENSE) magnetic resonance imaging [224, 227], to determine the necessity of motion
mitigation. As the motion amplitudes differ for different directions, the peak-valley
profile (x-direction) should be aligned to the direction of smallest amplitudes.
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Cardiac gating appears promising for mitigation of the cardiosynchronous motion, as
suggested previously [52, 92]: The brain returns to its original position with micrometer
accuracy after a complete cardiac cycle [230], and the motion is linked to the R-wave
of the electrocardiogram (ECG) [224, 231]. Cardiac gating employed with high or even
ultra-high dose rates demands a very fast beam shut-off in the microsecond range, which
is implemented at the ID17 at the ESRF [66] and achievable for the LFxT with the Pierce
electrode (refer to chapter 7.1.3). With cardiac gating, position drifts over time and the
amplitude of the gated motion will mainly determine the effect of the motion on the
microbeam dose distribution.

MRT for thoracic and abdominal targets is more challenging than brain tumor treat-
ments due to larger motion amplitudes and inferior motion mitigation possibilities. The
breath hold technique seems feasible for irradiation times of several seconds, which
would allow single-fraction treatments with third-generation synchrotrons and the clini-
cal LFxT. However, breath holding is not always reliable, depending on the constitution
of the patient [186] so that additional motion mitigation techniques are required and
their precision needs to be tested for MRT.

In conclusion, organ or tissue motion can lead to a distortion of the microbeam dose
distribution, occurring as a reduction in PVDR and an increase in peak width. The
magnitude of the distortion mainly depends on the motion amplitude in the direction
of the peak-valley dose profile but also on the course of the motion as well as on the
irradiation geometry and dose rate. The impact of organ motion can be assessed most
easily with a numeric convolution of a simulated static dose distribution with the PDF
of the expected motion positions. For most sizes and locations of the target volume,
the human organ motion needs to be considered and managed — even for brain tumor
treatments at third-generation synchrotrons.
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13. Summary

Microbeam radiotherapy (MRT) has shown promising results in preclinical experiments
for the treatment of aggressive cancer types. Superior normal tissue sparing compared
to conventional radiotherapy is achieved by a spatially fractionated dose distribution
on the micrometer scale of high-dose peaks and low-dose valleys formed by x-rays
in the orthovoltage range. A sharp peak-valley dose profile with steep penumbras, a
high peak-to-valley dose ratio (PVDR), and high dose rates are essential for effective
MRT. The development of MRT towards clinical application requires advancements in
multiple research areas, such as a deeper understanding of the radiobiological effects,
overcoming technical hurdles like developing a clinically applicable radiation source,
and finding treatment cases where MRT can develop its full potential. Many of these
aspects were covered in this work.

In part II, I presented the line-focus x-ray tube (LFxT) as an MRT source, proving
the functionality of relevant technologies with numerical simulations to provide a basis
for the construction of a prototype. The LFxT prototype serves as a proof of concept
and enables preclinical MRT studies without the necessity of the scarcely available
third-generation synchrotrons. The main advantage of the LFxT over these synchrotrons
with parallel beams is the compact dimension, enabling an application in conventional
radiotherapy rooms and thereby simplifying the accessibility to MRT. In part III, I
extended microbeam treatment planning in order to enable realistic MRT plans on
patient data and comparisons to clinical treatment plans, facilitating the finding of
suitable treatment cases for first clinical trials.

In chapter 4, my Monte Carlo simulations validated the capability of the LFxT to
produce a dose distribution and dose rates that are suitable for MRT. I optimized the
divergent x-ray field with regard to the photon energy and focal spot size to achieve
a sharp peak-valley dose profile with the highest PVDR. The width of the focal spot,
where the electron beam hits the target and produces x-rays, was an essential parameter
for a sharp peak-valley dose profile and should therefore be as narrow as the 50 µm-wide
slits of the multislit collimator shaping the peaks. I obtained the highest PVDR of above
20 throughout a 100 mm-thick water phantom for 300–400 kVp x-ray spectra with a
mean energy of 97–109 keV. In addition to the optimized x-ray field, I simulated the
microbeam dose distribution for a realistic, non-uniform 300 keV electron beam of the
LFxT prototype, which resulted in a mean x-ray energy of 76 keV and a PVDR above 15
throughout 100 mm of water. The obtained PVDR values were lower than for phantom
measurements of parallel microbeams, however, in the same range as for successful
preclinical MRT experiments, assessed at different third-generation synchrotrons.
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13. Summary

A high dose rate requires a short distance of the sample to the focal spot of the
LFxT due to the divergence of the microbeam field. The smallest possible distance of
the multislit collimator to the focal spot of the preclinical LFxT was 20 cm because of
construction limitations and a high heat load to the vacuum chamber housing due to
scattering electrons (see chapter 6). With an electron energy of 300 keV and a current of
0.3 A, I simulated dose rates of approximately 10 Gy/s at a water depth of 15 mm, which
was considerably higher than for currently available compact MRT sources, although
not comparable to dose rates of kGy/s at third-generation synchrotrons.

Upscaling the LFxT for clinical MRT involves reaching deeper seated targets and
therefore demands higher x-ray energies with less steep depth dose curves than used
for preclinical MRT with the LFxT prototype. A 600 kVp spectrum with a mean energy
of 131 keV resulted in a PVDR above 15 throughout 100 mm of water. With an electron
beam current of 2.5 A, I simulated a dose rate of approximately 100 Gy/s at a water
depth of 15 mm at a distance of 30 cm from the focal spot. The clinical LFxT therefore
seems suitable for concurrent MRT and x-ray FLASH irradiations that require ultra-high
dose rates, which possibly yield superior healthy tissue sparing compared to MRT with
lower dose rates.

A main challenge of the LFxT development was a substantial heat load to the target
at the focal spot arising from the high electron beam intensity, which was necessary
to obtain high dose rates. In chapter 5, I investigated the temperature increase at the
focal spot by using three-dimensional numerical simulations and demonstrated the
potential of the LFxT technology: By operating in the heat capacity limit, the LFxT
allows much higher electron beam power densities with a lower focal spot temperature
than conventional x-ray tubes, which operate in the heat conduction limit. The transition
to the heat capacity limit is determined by a narrow focal spot, a fast rotating target,
and the electron penetration depth into the target. Beyond this transition, the focal spot
temperature is independent of the spot width, which allows for a further reduction of the
spot width without affecting the focal spot temperature. For the realistic, non-uniform
electron beam of the LFxT prototype, the maximum temperature increase at the focal
spot of less than 500 K was not critical, even if integrated into the heat management of
the complete target, as long as active cooling was assumed. Although the clinical LFxT
also operates in the heat capacity limit, my simulations resulted in a considerably higher
temperature increase due to the higher electron beam power than for the preclinical
LFxT, making a redesign of the target and the cooling system necessary.

Another challenge of the LFxT prototype development was the heat load to the vacuum
chamber housing due to electrons that were scattered back from the target surface. In
chapter 6, I assessed the thermal effects of the scattered electrons by using numerical
simulations. I identified the locations of the highest heat load to the housing opposite
the focal spot in the vicinity of the electron beamline and the x-ray exit window. An
active cooling system was required to avoid damage to heat-sensitive components and
to minimize hydrogen diffusion through the chamber walls, which would deteriorate
the vacuum quality.
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The construction of the LFxT prototype includes the same electric potential of the
vacuum chamber housing and the target to avoid electrons being accelerated back onto
the target, which could widen the focal spot. In contrast, my simulations in chapter 6
did not show a focal spot widening in the presence of electric fields in the vicinity of
the focal spot. For this reason, the vacuum chamber housing may be on electric ground
potential, which can simplify the electric insulation of the LFxT.

Chapter 7 subsumes three complementary aspects of the LFxT development. First,
I assessed the development of the electron accelerator and beam optics for the LFxT
prototype. Due to the high beam current of 0.3 A, main challenges were the emittance
growth, which deteriorated the possibility of beam focusing, and space charge effects,
which widened the cross section of the electron beam. A low emittance at the cathode
hence enabled a focusing of the electron beam to an extremely eccentric focal spot
with a size of 50 µm × 20–30 mm. I validated the usability of the electronic focal spot
for MRT by implementing the phase space into the simulations of the radiation field
in chapter 4 and into the simulations of the temperature increase at the focal spot in
chapter 5. Second, I investigated a magnetic deflection system in the space between the
electron beamline and the target surface to protect heat-sensitive components such as
the electron beam focusing magnets and the x-ray exit window from scattering electrons.
The concept seemed feasible to protect the heat-sensitive components, but the setup
would complicate the electron beam optics, the construction of the vacuum chamber,
and the cooling system. For these reasons, the magnetic deflection system will not be
implemented into the LFxT prototype. Third, I defined the requirements of different
x-ray exit windows of the LFxT prototype regarding a low x-ray absorption and a high
thermomechanical stability. The window for MRT will consist of diamond due to a
high thermal diffusivity, whereas two additional windows for imaging will be made of
beryllium due to lower costs and lower heat-resistance requirements.

Although I described many components of the LFxT prototype in this work and
others were developed by collaboration partners, there are still several steps required to
bring the LFxT prototype into operation as an MRT source. In chapter 8, I delineated
these steps as well as strategies to experimentally validate the LFxT technology. The
construction of a clinical LFxT demands multiple redevelopments, whereof I presented
concepts for the power supply, the electron accelerator (in chapter 7), and the rotating
target. Besides the envisaged application of the LFxT for widely available MRT, the
clinical LFxT appeared to be able to deliver ultra-high dose rates that are required for
FLASH irradiations, a novel strategy in radiation oncology of high interest due to a
widened therapeutic window compared to conventional radiotherapy. Additionally, the
LFxT might be applicable as an imaging source for phase contrast x-ray imaging due to
a high spatial coherence of the x-ray field in the short direction of the focal spot.

In chapter 10, I brought MRT an additional step further towards clinical application
by facilitating microbeam treatment planning with multidirectional MRT on clinical
patient data and comparisons to clinically applied radiotherapy plans. Multidirectional
MRT enabled more realistic plans than with currently applied unidirectional MRT due
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13. Summary

to a decreased entrance dose to healthy tissue. For that purpose, I extended the dose
calculation algorithm hybridDC, which had been used for preclinical MRT experiments,
and verified different multidirectional MRT geometries, such as the peak-on-peak, the
interlaced, and the cross-firing geometry. To estimate the clinical effect, the strong
dose modulation on the micrometer scale demanded a conversion to a biologically
corresponding macroscopic dose, which I introduced as the equivalent uniform dose
(EUD) into hybridDC. The EUD from MRT plans as well as the dose from clinical plans
were converted into the equivalent dose in fractions of 2 Gy to enable a comparison
of different temporal fractionation schemes. For five relevant treatment scenarios, the
cross-firing MRT plans with kV photon beams, which were conformal to the planning
target volume (PTV), were comparable to clinical plans with MV photons concerning
the target coverage and the dose to organs at risk. To further improve the MRT plans,
I identified the introduction of beam weighting and dose optimization as the most
relevant approaches.

Steeper depth dose curves of kV photons of MRT than of MV photons of clinical
radiotherapy require strategies to decrease the entrance dose while conserving the
dose to a deep seated target volume. Besides multidirectional MRT, one of these
strategies for MRT can be microbeam arc therapy, which I introduced in chapter 11. I
simulated the dose distribution of a full-arc rotation of a divergent microbeam field in
a simple head phantom. The target-to-entrance dose ratio drastically increased with
microbeam arc therapy compared to unidirectional MRT. However, a partial overlap of
divergent peaks led to a smeared out dose profile and EUD hotspots. In conclusion,
microbeam arc therapy seemed to be a possible clinical application technique, while
posing challenges on treatment planning and on a highly stable technical implementation
to avoid distortion of the micrometer-scaled dose distribution during rotation.

The dose distribution of MRT can further be distorted by internal organ motion,
which I investigated in chapter 12. The cardiosynchronous motion of blood vessels in
the human brain can strongly decrease the PVDR and broadens the peak width up to
the motion amplitude if the irradiation takes longer than one motion cycle. Clinical
trials will therefore require cardiac gating, whereas the cardiosynchronous brain motion
did not appear critical for preclinical MRT due to very small amplitudes. In contrast,
breathing motion mitigation techniques are necessary for both preclinical and clinical
MRT, especially for non-ultra-high dose rates.
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14. Outlook

Based on work comprised in this thesis, the LFxT prototype is already under construction
at the Technical University of Munich, while several steps are still necessary to bring
the MRT source into operation, such as a software control as well as a monitoring and
safety system for radiation protection and mechanical safety. Dosimetric, in-vivo, and
in-vitro MRT experiments further require a sample stage, a multislit collimator, and an
appropriate treatment planning system. After the prototype is brought into operation,
an experimental proof of concept of the LFxT technology includes the validation of
the heat capacity limit by measuring the focal spot temperature increase, which is
anticipated to be independent of the spot width and considerably lower than predicted
by the conventional heat conduction limit. To verify the suitability of the LFxT as an
MRT source, radiochromic film dosimetry allows to determine the dose rate and the
micrometer-scaled microbeam dose distribution, which is expected to form a sharp
peak-valley profile with PVDR values similar to my simulations. Finally, in-vivo and
in-vitro experiments should yield comparable results as previous MRT studies with
different radiation sources.

The construction of a more powerful clinical LFxT involves new developments of the
electron accelerator with the beam focusing optics; a target that withstands a very fast
rotation and the high heat load; an efficient cooling system; and a high-voltage supply
that facilitates ultra-high dose rates, enabling FLASH irradiations.

To prepare preclinical and clinical MRT irradiations with the LFxT, the microbeam
dose calculation algorithm hybridDC needs to be adjusted to specifically model the
radiation source. HybridDC should be extended to allow a more flexible beam shaping,
beam weighting, and dose optimization to facilitate more sophisticated MRT plans
and more realistic comparisons to clinical treatment plans than with the presented
PTV-conformal beams of homogeneous intensity. Furthermore, the dose calculation
in lung tissue should be revised, beam hardening effects introduced, and the EUD
experimentally verified for MRT with high peak doses at single fractions for both normal
tissues and tumors. Thereafter, a comprehensive MRT planning study with the variation
of one treatment parameter at a time can identify suitable treatment scenarios for first
clinical trials. A deeper understanding of the impact of the treatment parameters might
finally allow for a generation of treatment plans specifically optimized for MRT outcome.

The application of the LFxT as an imaging source for, e.g., simultaneous phase
contrast x-ray imaging of high- and low-density objects should be further investigated.
The micrometer-wide, strongly eccentric focal spot satisfies the required high spatial
coherence in one dimension only, which necessitates tomographic image acquisition
besides a careful choice of the method of phase contrast imaging.
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