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Abstract

The phase of light carries important information about a wavefront and is often used for

detecting important physical parameters of objects. This thesis develops novel common-

path interferometric methods for single-shot quantitative phase imaging, particularly in

the fields of speckle interferometry and digital holographic microscopy.

Firstly, a dual-sensitive image-shearing speckle interferometer is developed, which enables

simultaneous measurements of in-plane and out-of-plane strain components in a single

shot. This method is achieved by combining off-axis interferometry, common-path image

shearing, and symmetric observation. Based on the proposed method, we report mea-

surements of multiple crack-tip strain components in mode-I fracture experiments. Next,

the common-path image-shearing speckle interferometer with an unlimited minimal shear

amount is developed by placing a Wollaston prism near the Fourier plane of a quasi-4f

imaging system. This method requires no tilt among the optical components, allowing

stable interferometric measurements and simple optical alignment. For a demonstration,

we report single-shot full-field measurements of crack-tip strain components with various

shear amounts in mode-I fracture experiments.

To correct wavefront aberrations in common-path digital holographic microscopy, a low-

pass filtering compensation (LPFC) method is developed. LPFC estimates the phase

aberrations from a single hologram of objects by Fourier transform and low-pass spa-

tial filtering. Phase imaging experiments on a Ronchi grating and a human blood smear

demonstrate the accuracy and imaging capability of the proposed method. LPFC requires

no numerical fitting, iterative steps, or prior knowledge of the optical system, significantly

simplifying the process of phase compensation in digital holographic microscopy. Finally,

a new common-path interferometric microscopy method, termed multibeam array inter-

ferometric microscopy (MAIM), is developed for single-shot high-throughput quantita-

tive phase imaging. This method is achieved by integrating common-path holographic

microscopy, multibeam interference technology, and holographic multiplexing technology.

MAIM increases the field of view (FOV) of conventional digital holographic microscopy by

a maximum factor of 5, while maintaining the subnanometer optical path length stability.



We analyze the theoretical fundamentals of MAIM, build the MAIM prototypes which

increase the FOV by factors of 5, 4, and 3, respectively, demonstrate proof-of-concept

imaging experiments, and report biomedical imaging applications. MAIM potentially

permits (ultra)fast or long-term (time-lapse) imaging of nanoscale dynamics of unstained

live samples in vitro with a high throughput.

All of these developed methods are based on the off-axis interferometric configuration

of common-path geometry, and therefore they offer both high imaging speeds (temporal

resolution) and high temporal phase stability.



Contents

1 Introduction 1

1.1 Phase retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Established methods . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Interferometric phase imaging . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.1 History of ideas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.2 High precision phase measurements . . . . . . . . . . . . . . . . . . 13

1.3 Goal of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 Outline of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Fundamentals of interferometric phase imaging 19

2.1 Interference and diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1.1 Light waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.1.2 Interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.3 Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1.4 Holographic reconstruction . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Optical interferometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.1 Interferometric configurations . . . . . . . . . . . . . . . . . . . . . 30

2.2.2 Speckle interferometry . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3 Fourier method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.1 Fourier transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.2 Convolution theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.3 Hilbert transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.4 Instantaneous phase retrieval . . . . . . . . . . . . . . . . . . . . . 39

2.3.5 Optical Fourier transform by a lens . . . . . . . . . . . . . . . . . . 40

2.4 Light microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.1 Diffraction-limited imaging . . . . . . . . . . . . . . . . . . . . . . . 42

2.4.2 Spatial resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
i



ii CONTENTS

2.4.3 Fourier analysis in microscopy . . . . . . . . . . . . . . . . . . . . . 45

3 In-plane and out-of-plane dual-sensitive speckle interferometer 49

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.1 Principle of in-plane and out-of-plane dual-sensitive interferometry . 50

3.2.2 Spatial multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.2.4 Demonstration in mode-I fracture experiments . . . . . . . . . . . . 54

3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4 Speckle interferometer with an unlimited minimal shear amount 59

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.2.1 Limitation of the conventional setup . . . . . . . . . . . . . . . . . 60

4.2.2 Principle of shear-unlimited speckle interferometry . . . . . . . . . 60

4.2.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2.4 Demonstration in static measurements . . . . . . . . . . . . . . . . 63

4.2.5 Demonstration in mode-I fracture experiments . . . . . . . . . . . 65

4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5 Low-pass filtering compensation in digital holographic microscopy 69

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2.1 Common-path digital holographic microscopy . . . . . . . . . . . . 70

5.2.2 Principle of low-pass filtering compensation . . . . . . . . . . . . . 72

5.2.3 LPFC imaging of a Ronchi grating . . . . . . . . . . . . . . . . . . 74

5.2.4 LPFC imaging of red blood cells . . . . . . . . . . . . . . . . . . . 75

5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6 Multibeam array interferometric microscopy 79

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6.2.1 Principle of multibeam array interferometric microscopy . . . . . . 83

6.2.2 Proof-of-concept imaging experiments . . . . . . . . . . . . . . . . . 86

6.2.3 4f -MAIM video of live erythrocytes in vitro . . . . . . . . . . . . . 90

6.2.4 4f -MAIM refractometry of unstained cancer tissue slices . . . . . . 93

6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97



CONTENTS iii

6.5 Extended data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7 Conclusion 103

Acknowledgments 105

List of Symbols 107

List of Abbreviations 109

List of Figures 111

Bibliography 121

Publication List 137

Articles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Patents Filed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Supervised Theses 141



Chapter 1

Introduction

1.1 Phase retrieval

Light is an electromagnetic wave, consisting of synchronized oscillations of electric and

magnetic fields. Optical imaging utilizes special light-matter interactions, such as reflec-

tion, absorption, dispersion, and second-harmonic generation, to obtain detailed images

of certain parameters. Both the amplitude and the phase of light play important roles

in light-matter interactions, and the phase offers many unique imaging capabilities com-

pared with the intensity. For example, the phase of X-rays allows high-contrast imaging

of low-absorbing objects, as in this region the phase-shift section is much larger than the

absorption section [1]. Besides, the phase provides quantitative information on certain

physical parameters, since the results represent the optical path length difference at the

subwavelength level of illumination [2]. Additionally, in X-ray crystallography, the phase

of far-field diffraction fields carries the position information of the atoms constituting a

molecule [3], revealing the structure of the molecule.

However, direct phase measurements are very challenging, as the light field oscillates at

such a high frequency (∼ 1015Hz) that no photoelectric device can follow. The commonly

used optical sensors, such as photosensitive films, digital cameras, and human eyes, are

sensitive to the intensity only, i.e., the photon flux density, which is proportional to

the square of the average amplitude of light, rather than the phase itself. The phase

information is therefore generally lost in such a square-law detection process, causing the

so-called phase problem. Although originating from the field of X-ray crystallography [3],

in which a structure can be reconstructed from its diffraction data, the phase problem is

now met in various other fields where complex fields are required.

Finding solutions to the phase problem is called phase retrieval, which usually involves
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adding additional complexity to convert the phase variations into the intensity difference,

and then extracting the phase from the modulated intensity images that contain the

related information. The phase retrieval has been applied in various fields of science and

engineering, including X-ray microscopy [4], electron microscopy [5], light microscopy [6],

and industrial evaluations such as non-destructive testing (NDT) [7].

1.1.1 Mechanisms

Interference
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en
t 

w
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Figure 1.1: Young’s double-slit interference. Coherent waves from two slits produce
constructive and destructive interference when they are in phase and nπ out of phase,
respectively. IP, imaging plane.

The study of optical interference started at least since the first description of “Newton’s

rings” in the 17th century [8]. Interference converts relative phase variations to light

intensity changes by the superposition principle of waves (Figure 1.1). Bright and dark

fringes on the plane IP, which are caused by constructive and destructive interference,

represent the relative phase difference of 2nπ and nπ, respectively, where n denotes the

natural numbers. Middle level brightness in the fringe pattern represents the transitional

phase difference between the interfering waves. Phase-shifting interferometry and digital

holography are two modern methods that utilize interference for phase retrieval.

Phase-shifting interferometry. Interferometry involves comparing two or more waves

interferometrically, including one known wave that works as a reference wave. The resul-

tant interference pattern is also called an “interferogram”, containing both the background

intensity and the visible contrast that carries the relative phase information. Locating

centers of interference fringes or using fringe-contour-generation techniques allows mea-

surements with errors as large as ∼ λ/10. By adopting a phase-shifting procedure, inter-

ferometry can become a complex-field technique. Phase-shifting interferometry usually re-
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quires multiple recording steps or a spatial carrier frequency in the spatial domain, so that

the visible contrast can be separated from the background intensity by using multiple im-

ages or by applying frequency analysis methods such as Fourier transform. Phase-shifting

interferometry allows extremely sensitive phase measurements (up to λ/100) [2]. Variable

implementations of phase-shifting interferometry have been achieved over the years, such

as speckle interferometry [9], imaging-shearing interferometry [10], and interferometers

for gravitational wave detection [11].

Digital holography. In the 1940s, holography was invented by Gabor to avoid the

spherical aberrations of electron lenses and to improve the resolving power of electron

microscopes [5]. Gabor’s holography allows a wavefront to be recorded and later recon-

structed, which can be described as a two-step process: recording a “hologram” of an

object on a photographic film through the interference between illuminating wave and

the secondary wave emitted by the object, and reconstructing the object wave through

diffraction by illuminating the hologram with the same reference wave. Both step phase-

shifting and off-axis techniques can be adopted in holography to ensure the complete

recording and reconstruction of amplitudes and phases.

Geometrical optics

IP

Microlens 

array 

∆𝑥

Object 

Figure 1.2: Principle of the Shack-Hartmann wavefront sensor. The lateral shifts of
the focal spots show the directions (wavefront slope) of the incoming light waves at each
microlens, indicating the phase delays of the entire distorted wavefront.

Shack-Hartmann sensors. In the late 1960s, a Shack-Hartmann wavefront sensor was

developed based on geometric optics to correct the wavefront distortions introduced by

atmospheric turbulence [12]. The Shack-Hartmann wavefront sensor operates by placing

a microlens array in front of the plane IP (Figure 1.2). After passing through a phase
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object, due to the thickness and refraction index variations, the light gets delayed and

bends the ray, causing a distorted wavefront. The distorted wave is split and focused by

the microlens array, forming a focal spot array on IP. A local tilt of the wavefront gives

rise to the lateral shift of the corresponding focal spot. The wavefront slope can therefore

be reconstructed from the lateral shifts by ray tracing, and the phase distribution can be

derived from the slope via integration. Characterized at the wavelength of 13.5 nm, it

has been demonstrated that the Shack-Hartmann sensor can achieve measurements with

an accuracy better than λ/120 [13]. The spatial resolution of a Shack-Hartmann sensor is

mostly limited by the density of its microlens array. However, due to the simplicity and

as no coherent light is required, the Shack-Hartmann sensor is particularly popular when

the spatial resolution is not critical, such as for correcting atmospheric turbulence.

IP1

IP2

∆z IP1

IP2

∆z

Object 

Figure 1.3: Principle of TIE. The slope change of the rays along the propagation direction
indicates the associated phase delay.

Transport of intensity. In 1982, a transport-of-intensity equation (TIE) method was

developed by Teague to achieve phase retrieval from two-plane irradiance measurements

[14]. TIE operates by linking the phase of a wavefront to the partial differential of the

intensity along the propagation direction within the framework of the Fresnel diffraction

(Figure 1.3). Specifically, a full-field phase distribution can be recovered from two inten-

sity measurements of the tested wavefront, which are taken in two closely spaced planes

normal to the propagation direction. The principle can be described by the following

second-order differential equation:

2π

λ

∂I

∂z
= −∇⊥ · (I∇⊥φ), (1.1)

where λ represents the wavelength, I represents the infocus image of intensity, z represents

the coordinate along the propagation direction, ∇⊥ stands for the gradient operator in the
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lateral dimensions, and φ denotes the phase profile to be recovered. An accuracy better

than λ/50 has been achieved by TIE in the measurement of the strain birefringence in a

bent optical fiber [15]. TIE requires no phase unwrapping procedures. Besides, TIE allows

non-iterative deterministic phase retrieval with partially coherent light, and therefore it

is compatible with all types of brightfield microscopes.

Diffraction

Diffracted 

waves

IP

Prior 

information 

& constraints

Object

ReconstructionIlluminating 

waves

Transmitted 

waves

Figure 1.4: Forward-scattering CDI. Coherent waves diffracted from an object produce
an image of the far-field (Fraunhofer) diffraction intensity on IP, corresponding to the
magnitude of the Fourier transform of the object, and the phase is consequently lost.
CDI uses additional reasonable constraints and prior information to ensure the unique
image reconstruction.

In crystallography, the phase is essential, as it carries information about the position of

atoms and therefore indicates the structure of molecules. In 1952, Sayre suggested that

the phase information of a non-crystalline specimen can be reconstructed by oversampling

its diffraction pattern at twice the Nyquist frequency [16]. In 1972, Gerchberg and Saxton

proposed an iterative algorithm to extract the phase from two intensity images taken at

the object plane and the far-field plane, respectively [17]. In 1998, Miao et al. successfully

recovered the image of a nonperiodic object from its diffraction pattern by combining the

oversampling approach and the iterative algorithm, and they termed the method coher-

ent diffraction imaging (CDI) [4]. The far-field diffraction of non-crystalline samples is

continuous rather than limited to discrete Bragg peaks, as compared with Bragg’s X-ray

crystallography [18]. Phase retrieval techniques of non-crystalline specimens allow imag-

ing structures much larger than that attainable with conventional X-ray crystallography,

such as small whole cells or large subcellular structures.
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CDI utilizes a special property of electromagnetic waves: the far-field diffraction pattern

of an object corresponds to its true Fourier transform. Theoretically, the complex field of

the object can be totally reconstructed from its far-field magnitude and phase. However,

the phase is lost in the square-law detection of the far-field diffraction. CDI achieves the

reconstruction by oversampling the far-field magnitude in data collecting and applying

iterative algorithms in numerical reconstruction (Figure 1.4). The oversampling procedure

overcomes the usually unavoidable limitation of the phase loss. Supported by some prior

knowledge and constraints, such as the enclosing boundary of objects, iterative phase

retrieval algorithms can recover the object image from the oversampled intensity of the

far-field diffraction.

Achieving lensless imaging is the motivation of CDI, which is somewhat similar to that

of Gabor’s holography. Lens-based imaging systems use microscope objective lenses to

perform the inverse transform for imaging, and therefore the resolution is fundamentally

limited by diffraction. Light sources of a shorter wavelength such as electrons and X-rays

are usually required to achieve higher resolution. However, lenses and other “optical”

components are very difficult to make in these spectral regions, where refraction almost

disappears. For example, creating lenses for hard X-rays requires fabrication techniques

with picometer resolution. The existing X-ray lenses suffer from large aberrations and

limit the resolution of X-ray microscopy to ∼30-50 nm. To recover the structure of

nanometric samples, alternative lensless methods must be established. As an example

of lensless imaging, the practical resolution of CDI is limited by the exposure time and

the computing power, while the theoretical ultimate resolution is limited only by the

wavelength of X-rays.

1.1.2 Established methods

In the visible region, the well-established methods that use phase retrieval for imaging pur-

poses include Zernike phase contrast imaging [19], interferometry [8], holography [20], TIE

[21], and Shack-Hartmann wavefront sensing [13] (Figure 1.5). In the region of shorter

wavelengths, where high-quality lenses of large numerical apertures are not available,

imaging without lenses can avoid aberrations and potentially allows the atomic resolu-

tion microscopy of unstained biological molecules. Well-established lensless microscopy

methods include X-ray [1] and electron [5] Gabor (in-line) holography, X-ray TIE imaging

[22], X-ray [4] and electron [23] CDI, and X-ray [24, 25] and electron [26] ptychography

(scanning CDI). Qualitative phase contrast imaging with a shorter wavelength has also

been achieved by utilizing special optical devices, such as the X-ray Zernike phase con-

trast microscopy using Fresnel zone plates [27] and the Nomarski X-ray differential phase

contrast microscopy using gratings [28]. In the past decade, the concept of ptychography
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Figure 1.5: Electromagnetic spectrum and established imaging methods of phase re-
trieval.

has also been applied in the visible region to achieve special imaging capabilities, example

of which includes optical laser ptychography [29] and Fourier ptychography [30].

1.2 Interferometric phase imaging

We define interferometric phase imaging as any technique that renders phase variations

visible through wave interference. Modern interferometric methods permit extremely

accurate phase measurements, mostly thanks to the rapid development of laser technology,

photoelectric detectors, and computer technology. The aim of this section is to briefly

review some of the significant stages in the development of interferometric phase imaging.

Theoretical details on the related topics will be discussed in Chapter 2.

1.2.1 History of ideas

Zernike phase contrast microscopy

In the 1930s, phase contrast microscopy (PCM) was invented by Zernike to directly vi-

sualize phase objects from a single intensity measurement [19], for which Zernike was

awarded the Nobel prize in physics in 1953. PCM converts minute variations in phase to
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Condenser 
annular 

Phase plate MO

D-wave

IPSample 
Condenser 

lens

S-wave

Figure 1.6: Principle of Zernike phase contrast imaging. An illuminating wave directed
by a condenser annulus is focused by a condenser lens. After passing through a sample,
this wave is divided into two parts: a D-wave (diffracted wave) and a S-wave (surround
wave). The two waves are segregated by a phase plate and then recombine in IP, producing
high-contrast interference images of transparent objects. MO, microscope objective.

brightness changes by adopting a special interference module (Figure 1.6). PCM provides

high-contrast images of transparent specimens, such as living cells, thin tissue slices, and

subcellular particles, without labeling. Before Zernike’s invention, transparent samples

are usually rendered visible by putting the objects out of focus, and then one can see

the focal spots and lines, rather than the objects themselves. Zernike’s method provides

maximum contrast while ensuring that the specimen is accurately in focus. However,

the brightness of the PCM amplitude contrast images has a nonlinear relationship with

the phase delay, yielding only a qualitative description of objects. Besides, halo artifacts

caused by the redistribution of light energy also degrade the image quality in PCM.

Gabor in-line holography

In 1948, “a new microscopic principle” was invented by Gabor to solve the spherical aber-

ration problem and to improve the resolving power of electron microscopy [5], for which

Gabor was awarded the Nobel prize in physics in 1971. Originating from Bragg’s X-ray

microscope and Zernike’s phase contrast microscopy, Gabor terms his method hologra-

phy, as a single hologram contains the total information required for reconstructing the

object in 3D. Holography involves freezing a light wave in a photographic plate by means

of the interference with another (reference) wave and reconstructing it by illuminating

the photographic plate with the same reference wave (Figure 1.7). The entire process

is therefore a combination of interference and diffraction, which utilizes the wave nature

of light. Such a hologram has little resemblance to the object, but contains most of the

information to reconstruct the object. Gabor’s holography presents several attractive

features, including “lens-less imaging”, “a complete record of amplitudes and phases”,

and “total 3D photograph”. Besides, the original scene can be reconstructed with only
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a

+1 diffracted 
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b

Object
waves
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waves

Figure 1.7: Principle of in-line (Gabor) holography. (a) Holographic recording: the in-
terference of a homocentric illuminating (reference) wave and a secondary (object) wave
emitted from the object produces a hologram in the holographic plate. (b) Holographic
reconstruction: by illuminating the hologram with the same reference wave, diffraction
occurs and a real image and a virtual image of the object can be reconstructed simulta-
neously by the diffracted waves.

a part of the hologram, at the expense of the reduction of resolution and signal-to-noise.

However, it has been also troubled by the twin image problem caused by the loss of the

phase in the holographic recording [31].

Leith-Upatnieks off-axis holography

The twin image problem limits Gabor holography to relatively simple objects that trans-

mit a large proportion of light without scattering, such as transparencies containing dark

letters. In 1962, off-axis holography was developed by Leith and Upatnieks to solve this

problem [31, 32]. Instead of illuminating the object with only one beam, the Leith-

Upatnieks holography eliminates the unwanted terms through two-beam interferometry

(Figure 1.8). Leith-Upatnieks holography allows imaging objects that transmit a strong

background and objects of continuous tone, which are not possible with Gabor’s method.

It has also been demonstrated with diffused illumination and irregular 3D objects [32].

The success of holography in the visible region is mostly associated with the invention

of off-axis holography, as it permits holographic reconstruction free from flaws and of a

quality comparable to the pictures produced by conventional photography with incoher-

ent light. This remarkable feature is achieved by utilizing the fact that a complex signal

of bandwidth W can be represented by a real signal of bandwidth 2W , in which the real

signal is derived from the complex one and distributed with a carrier frequency. However,

due to the necessity of a carrier frequency, the off-axis recording usually can not make
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Figure 1.8: Principle of off-axis (Leith-Upatnieks) holography. (a) Holographic record-
ing: a reference wave and an object wave interfere with each other with a small angle,
producing fringe patterns superimposed on the Fresnel diffraction pattern of the object.
(b) Holographic reconstruction: by illuminating the hologram with the same reference
wave, the twin images separated by an angle twice as the introduced one can be recon-
structed.

effective use of the bandwidth of detectors, leading to a limited space-bandwidth prod-

uct (SBP) of Leith-Upatnieks holography. A multibeam array interferometric method is

developed to overcome this limitation in phase microscopy in Chapter 6.

Holographic interferometry

Critical requirements of holographic imaging include highly coherent modern lasers, high

resolution holographic plates, and highly stable optical elements. Even imperceptible

displacements can completely blur out a hologram in the recording process. In 1965,

Powell and Stetso invented holographic interferometry for vibration analysis, which uti-

lized the effect that imperceptible displacements could alter a hologram in a manner

characterizing the motion itself [33]. The method is basically implemented by recording

two exposures containing the wavefronts scattered from a “reference” object and a “live”

object, respectively (Figure 1.9). The resultant hologram can be therefore considered

as an interferogram of two holograms containing different position information of the

object. Any imperceptible surface displacements, e.g., caused by mechanical strains or

thermal expansion, can give rise to interference fringes, the centers of which are localized

wherever the wavefronts from two exposures are alike, thus mapping contours of constant

displacement amplitudes on the object surface between the two exposures. Holographic
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Figure 1.9: Principle of holographic interferometry. The object recorded in the hologram
suffers a small surface deformation between exposures. The superposed exposure of the
live object and the reference object produces an interferogram that characterizes the
deformation itself.

interferometry requires no sample surface modifications, e.g., no fibers need be attached

and no special surface preparations such as polishing or coating are required, thus al-

lowing deformation measurements of objects with arbitrary surfaces, which can be either

specularly or diffusely reflecting objects of arbitrary shapes. Holographic interferometry

is also capable of investigating dynamic phenomena.

Speckle interferometry

Holographic interferometry usually requires holographic plates capable of resolving about

3000 lines/mm to obtain high-quality holograms. However, only the low-frequency phase

distribution is essential and significant for metrological purposes. Most of the high-

frequency details recorded in a hologram are therefore redundant. The phase carrier of

such a high frequency limits holographic interferometry to photographic recording only,

rather than using digital detectors. In 1969, Leendertz invented speckle interferometry

by utilizing a significant property of laser speckles, namely its ability to carry the phase

information of a wavefront [9]. Laser speckle phenomena usually occur when illuminating

scattering surfaces with a coherent light source such as a laser. A phase carrier of such a

low spatial frequency provides considerably great practical convenience for achieving dig-

ital recording. Besides, speckle interferometry also provides flexible sensitivity vectors,

allowing measuring physical quantities along various directions. For example, the mea-

surement of pure in-plane surface displacements can be achieved by speckle interferometry,

which is not possible via holographic interferometry [10]. By combining a phase-shifting
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technique, speckle interferometry overcomes several basic application difficulties of holo-

graphic interferometry and has been proved as a high-precision tool with great potential

in engineering metrology.

Holographic microscopy

Holographic microscopy originated from both Zernike’s phase contrast microscopy and

Gabor’s holography. The halo artifacts in PCM drive scientists to seek methods that

yield quantitative phase images of objects. Attractive features such as “a complete record

of amplitudes and phases” and “total 3D photograph” also lead to a massive interest in

applying holography in light microscopy.

In 1950, Dyson invented an interferometric microscope to avoid the halo artifacts of

PCM [34], which guaranteed maximum visibility of any details in an object and provided

quantitative measurements of the optical thickness. In 1965, Leith et al. proposed a mi-

croscopy method by wavefront reconstruction, in which the two-beam off-axis holography

was adopted for holographic imaging [35]. In 1966, Gabor and Goss developed an interfer-

ence microscopy method capable of recovering the amplitude, phase, and 3D information

of an object from two photographs recorded on the same plate [36]. In 1966, Ellis demon-

strated “Holomicrography” to simultaneously reconstruct dark-field, phase-contrast, and

interference fringe images from a single hologram by modifying the numerical aperture

[37]. In 1966, Vanligten and Osterberg reported a holographic microscopy method, which

achieved the optimum resolution of l2 µm in a lensless manner, 5 µm when using a micro-

scope objective [38], and a single-hologram depth of view (DOV) of 40 µm. In the 1970s

and 1980s, most of the research work on holographic microscopy focused on the applica-

tions in the region of X-rays and electrons, as high-NA objective lenses were available in

the visible range and therefore the “lens-less imaging” imagery was not demanded urgently

in light microscopy. Besides, the reconstruction quality of holography was also limited

by the insufficient performance of computers and digital detectors. In 1999, Cuche et al.

developed a digital holographic microscopy (DHM) [39] method by combining off-axis

holography and numerical holographic reconstruction. The axial path-length resolution

approaching 10 nm was demonstrated in surface profilometry. This method allows high-

precision complex-field imaging at video frequency rates. As it uses objective lenses for

microscopic imaging, the transverse spatial resolution up to the coherent resolution limit

is also permitted.
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1.2.2 High precision phase measurements

High precision interferometric measurements involve recording interferograms with a highly

stable system and recovering the phase from interferograms without losing the inherent

accuracy. Accurate phase reconstruction can be guaranteed by phase shifting, while

common-path configurations ensure a stable interferometric system with high temporal

phase stability.

Step phase shifting

In 1966, Gabor and Goss noticed that a single hologram contained only half the informa-

tion of the object, and “by means of two holograms it must be possible to reconstruct the

original wave diffracted by the object totally, in amplitude and in phase, and to obtain

a complete optical record of the object” [36]. Due to the attractive features including

direct true complex-field reconstruction and high phase accuracy, the step phase-shifting

technique was soon adopted in almost all types of interferometric systems. In 1974, Brun-

ing et al. applied the phase-shifting method for testing optical surfaces and lenses [40].

In 1982, Hariharan et al. developed phase-shifting holographic interferometry to quantify

surface deformations [41]. In 1985, Creath proposed phase-shifting speckle interferometry

[42]. In 1997, Yamaguchi and Zhang developed digital phase-shifting in-line holography

for 3D imaging [43].

Step phase shifting usually involves imposing known phase changes to the reference wave,

sequentially capturing interference images during the recording interval, and then re-

constructing the phase from the multiple images. Conventional phase shifting usually

requires 3, 4, or more shifting steps, but 2-step methods can be also achieved by applying

additional numerical algorithms [44, 45]. Step phase shifting can improve the accuracy

of phase measurements in interferometry by a factor of 10-100 [2]. However, step phase

shifting requires multiple recording steps, which may take a few seconds and consequently

reduce the temporary resolution of interferometric systems.

Carrier phase shifting

Spatial carrier phase shifting overcomes the limitation of multiple recordings and achieves

single-shot complex-field imaging by combining Leith-Upatnieks off-axis holography and

frequency analysis. It has become of practical use since the 1980s, due to the major

development of computing power. In 1982, Takeda et al. introduced the concept of spatial

carrier phase shifting in fringe-pattern analysis by using the fast Fourier transform (FFT)

and demonstrated applications of computer-based topography and interferometry [46].



14 CHAPTER 1. INTRODUCTION

Afterwards, it has been widely adopted in various interferometric systems and other

imaging systems using fringe analysis, such as digital speckle interferometry [42], fringe

profilometry [47], digital holography [43], and digital holographic microscopy [39].

Spatial carrier phase shifting is normally conducted by modulating the phase information

contained in an interferogram through off-axis interferometric recording, which introduces

a carrier frequency and separates the multiple components in the spatial domain. There-

fore, it can be considered as implementing the phase-shifting steps in the spatial domain,

rather than in the temporal domain as compared with the step phase shifting. No moving

components are required to achieve such a phase shift, thus ensuring both high acquisition

rates and high phase accuracy.

Common-path interferometry

Temporal phase stability is another key parameter to evaluate the performance of an in-

terferometry system. Unlike other techniques, interferometric methods are characterized

by a high sensitivity given by the wavelength of illumination. Challenges for applying

such methods therefore mostly lie in experimentally improving the stability of the in-

terferometric system. This is mainly due to the fact that most of the interferometric

systems require an extra reference beam. Any imperceptible changes in the system, such

as mechanical vibrations, thermal deformations, and air fluctuations, may affect the two

beams in different ways, leading to unrelated fluctuations in the fringe pattern and low

phase stability.

Methods for improving the phase stability in interferometric systems include passive sta-

bilization, active stabilization, and common-path approaches. The passive stabilization

is usually implemented by adding additional mechanical oscillations to float the system,

e.g., by adopting optical tables. In the famous Michelson-Morley experiment in 1887 [48],

the optical system was floated in a bath of mercury to achieve enough accuracy (about

λ/50) for detecting the aether. The active stabilization involves continuously monitoring

the system noise and introducing a feedback loop, which cancels the detected noise with

additional active elements that generate negative signals. The common-path method uti-

lizes the fact that when the reference beam and the object beam travel along the same

optical path, or paths that are physically very close to each other, the phase noise in these

waves can be very similar, and thus it can be canceled automatically through interference.

The common-path method has been successfully applied in various types of geometry in

the past. A good illustration is the Zernike PCM [19]. Compared with two-beam in-

terferometers such as a Michelson interferometer or a Mach-Zehnder interferometer, the

phase-contrast images obtained with PCM are extremely stable, as the interfering beams
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travel along almost the same optical path and pass through the same optical compo-

nents. Examples of the common-path method also include Gabor in-line holography [5]

and Nomarski differential interference contrast microscopy invented in 1955 [49, 50].

The common-path geometry has been adopted in various systems of quantitative phase

imaging (QPI). In 1957, Dyson developed two types of common-path interferometers for

the interferometric testing of an astronomical reflector [51]. In 1974, Hung and Taylor

invented a speckle-shearing interferometric camera for in-plane strain measurements and

vibration analyses, which employed a lens and two apertures to achieve quasi common-

path interferometry [52] and therefore allowed interferometric measurements in practical

fields or factory environments. In 2004, Popescu et al. developed a Fourier phase mi-

croscopy method by combining the common-path geometry with a programmable phase

modulator [53]. This method achieves the phase stability of λ/5500, allowing imaging

nanoscale dynamics in live cells.

1.3 Goal of thesis

By combining the off-axis configuration and the common-path geometry, interferomet-

ric methods permit single-shot QPI with high temporal phase stability. However, this

approach also presents certain limitations.

Speckle interferometry allows direct measurements of surface displacements or displace-

ment gradients and provides a flexible sensitivity vector. As deformations in nature and

engineering are usually in 3D, simultaneous measurements of multiple deformation compo-

nents have always been in demand. Measuring multiple components by simply integrating

interferometers is straightforward, however, difficult to achieve with a common-path and

off-axis speckle interferometer which requires a special interferometric configuration, espe-

cially the image-shearing type, in which images-shearing devices are required. The single

sensitivity limits the applications to 2D measurements. Another drawback of the conven-

tional common-path and off-axis interferometric configuration lies in a limited minimal

shear amount. The shear amount is an important parameter in image-shearing interfer-

ometry, which significantly affects the measurement results and is usually required to be

small enough to obtain certain displacement gradient information. For example, in NDT

measurements, a small shear amount ensures that internal defects are visible in the form

of singularity areas in phase gradient images, especially in cases where the physical size

of defects is relatively small and the entire FOV is large. An excess shear amount can

degrade the spatial resolution and deteriorate the shearography approximation, giving

rise to immeasurable zones in the target with geometrical discontinuity.
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Common-path and off-axis holographic microscopy enables true complex-field reconstruc-

tion with high phase (optical path length) stability from a single hologram. In this system,

objective lenses, complex spatial filters, and other non-optimal optical components usu-

ally distort laser beams containing the object image and lead phase aberrations in the

final reconstruction. The phase aberrations can be compensated using a double-exposure

approach, which operates by recording a secondary sample-free hologram to estimate the

phase aberrations. Single-frame compensation has been in demand, but normally they

require numerical fitting, iterative steps, or prior knowledge of the optical parameters

of the system. Besides, off-axis digital holographic microscopy achieves high acquisition

rates at the expense of insufficient use of the camera bandwidth. The SBP, an important

parameter to evaluate the imaging performance of a microscope, is fundamentally limited

by the interferometric configuration in off-axis digital holographic microscopy. A low SBP

can degrade either the resolution or the FOV, making high-throughput microscopic phase

imaging impossible. Single-shot high-throughput quantitative phase imaging is highly

desirable, as it is essential for dynamically visualizing and quantifying morphological or

biochemical nanoscale phenomena in unstained live samples in vitro.

The goal of the work in this dissertation is to develop new interferometric methods to

solve the above problems in quantitative phase imaging, particularly in the fields of speckle

interferometry and digital holographic microscopy.

1.4 Outline of thesis

Chapter 2 introduces the fundamentals of interferometric phase imaging from the perspec-

tives of both physics and numerical processing. The related knowledge of interference and

diffraction, interferometry, Fourier method, and light microscopy is included.

Chapters 3-6 present our own-developed methods that provide phase imaging capabili-

ties/performance previously unachievable.

Chapter 3 presents a dual-sensitive image-shearing speckle interferometer. This system is

achieved by integrating off-axis interferometry, common-path image shearing, and sym-

metric observation. It is capable of simultaneously measuring the distributions of in-plane

and out-of-plane strain components in a single shot. For a demonstration, full-field distri-

butions of multiple crack-tip strain components are obtained with the proposed method

in mode-I fracture experiments.

Chapter 4 presents a common-path image-shearing speckle interferometer with an unlim-

ited minimal shearing amount. This system is achieved by placing a Wollaston prism

near the Fourier plane of a common-path interferometer built by using a quasi-4f imaging
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system. It operates without the need to tilt any optical components, which allows a highly

stable interferometric configuration and simple optical alignment operations. Using the

proposed method, full-field measurements of crack-tip strain components are conducted

with various shear amounts in mode-I fracture experiments.

Chapter 5 demonstrates a low-pass filtering compensation (LPFC) method to compen-

sate for wavefront aberrations in common-path digital holographic microscopy. LPFC

estimates phase aberrations from a single hologram of objects by Fourier transform and

low-pass spatial filtering. LPFC imaging experiments on a Ronchi grating and a human

blood smear are carried out to validate the accuracy and capability. LPFC provides

phase compensation for both smooth objects and objects containing abrupt edges in a

digital holographic system with relatively high-frequency objects and low-frequency slight

phase aberrations. It significantly simplifies the process of phase compensation in digital

holographic microscopy as compared with conventional methods.

Chapter 6 presents a common-path interferometric microscopy method termed multi-

beam array interferometric microscopy (MAIM) for single-shot high-throughput quanti-

tative phase imaging. This method is achieved by integrating common-path holographic

microscopy, multibeam interference technology, and holographic multiplexing technology.

Compared with conventional off-axis digital holographic microscopy, MAIM allows single-

shot complex-field imaging with a maximum 5-fold field of view (FOV) increase, while

maintaining the subnanometer optical path length stability. We analyze the fundamen-

tals of MAIM and build the prototypes to increase the FOV by factors of 5, 4, and 3,

respectively. Proof-of-concept imaging experiments on both natural and artificial sam-

ples are conducted to validate the feasibility and the accuracy of our method. We also

present biomedical imaging applications, including monitoring subcellular dynamical phe-

nomena in flowing live erythrocytes in vitro and label-free micro-refractometry imaging

of unstained cancer tissue slices. MAIM potentially enables the (ultra)fast or long-term

(time-lapse) imaging of nanoscale dynamics of unstained live samples in vitro with a high

throughput.

Finally, Chapter 7 summarizes the contribution of this thesis.





Chapter 2

Fundamentals of interferometric

phase imaging

Much of the work in this thesis develops new interferometric methods in the fields of

speckle interferometry and digital holographic microscopy. In this chapter, we present

some theoretical fundamentals essential for our own methods presented in the next chap-

ters. Firstly, the principles of interference and diffraction are introduced, followed by

some particular knowledge of interferometry. Then, the basics of the Fourier method and

light microscopy are presented.

2.1 Interference and diffraction

The physical understanding of the nature of light involved simple scientific ideas: waves

and particles [54, 55]. In 1665, Newton’s rings, a phenomenon of interference, was firstly

described by Hooke. In 1665, Grimaldi published the first accurate report of diffraction.

In 1678, Huygens theorized a model known as Huygens construction to explain the phe-

nomenon of diffraction. In 1803, Young conducted the double-slit interference experiment,

which experimentally confirmed the wave theory of light. In 1818, Fresnel calculated light

distributions in diffraction with excellent accuracy by expressing Huygens construction

and Young’s interference principle in quantitative terms. In 1882, Kirchhoff published

his diffraction formula, putting the Huygens-Fresnel principle on a sounder mathematical

basis. In 1845, Faraday discovered the effect of Faraday rotation, which firstly proved

that light was related to electromagnetism. In 1860, Maxwell identified light as an elec-

tromagnetic wave. In 1900, Planck proposed the concept of quanta to explain black-body

radiation. In 1905, Einstein used the light quanta to explain the photoelectric effect.

In 1926, Lewis named the particles of light quanta photons. Normally, electromagnetic
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radiation tends to behave more like classical waves at lower frequencies, and more like

classical particles at higher frequencies, but it never completely loses one of these two

qualities. Visible light actually occupies a middle ground in frequency.

Interference and diffraction are mostly caused by the wave nature of light. Interference

is used to describe the phenomenon in which two waves superimpose to form a resultant

wave, and diffraction is defined as the bending of waves around the corners of an obstacle

or an aperture. By the Huygens-Fresnel principle, diffraction can be considered as the

collective interference of all the waves that travel through the obstacle/aperture, and thus

interference becomes a special case of diffraction, in which only several divergent waves

superpose with each other. Therefore, “no one has ever been able to define the difference

between interference and diffraction satisfactorily. It is just a question of usage, and there

is no specific, important physical difference between them” (Feynman).

Both interference and diffraction are essential for interferometric phase imaging. Interfer-

ence can linearly convert variations in phase to the intensity change in an interferogram,

allowing quantitative phase imaging. The image formation in conventional microscopy is

given by both interference and diffraction, and diffraction imposes a fundamental limit

on the spatial resolution.

2.1.1 Light waves

Complex representation

Wavelength λ 
z

Electric 
field 

Magnetic 
field 

Figure 2.1: A linearly polarized light wave propagating through a homogeneous isotropic
medium.

A light wave consists of synchronized electric and magnetic fields, which oscillate perpen-

dicularly in a plane normal to the propagation direction. A simplified example of such a

wave is the linearly polarized light wave (2.1), in which the two fields oscillate in a single

direction. As the electric and magnetic fields are linked to each other, the wavefront can
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be described by a complex field:

U(z, t) = A(z)ei[φ(z)−ωt], (2.1)

where z stands for the coordinate along the propagation direction, t represents the time,

A represents the amplitude of oscillations, φ represents the phase, and ω denotes the

angular frequency.

Polarization

The transverse wave property of light can be demonstrated by polarization. The polariza-

tion state of the electric field E and the magnetic field H of light waves can be expressed

by the following equation:
E(z, t) = J · E(z)ei[φ(z)−ωt]

H(z, t) = z0 × E(z, t)

J =

[
Jx
Jy

]
,

(2.2)

where J denotes the normalized Jones vector, and z0 represents the unit vector along

the z-axis. Circular/elliptical polarization corresponds to light waves in which the tip of

the electric or magnetic field vector describes a circular/ellipse. Right/left circular polar-

ization indicates that the field rotates in a right-/left-hand sense along the propagation

direction.

Coherence

The coherence of light describes the property of correlation between all the physical quan-

tities of a single wave or several waves. Mathematically, the degree of coherence is defined

by the coherence function [56]. Experimentally, it can be measured from the contrast (vis-

ibility) of an interferogram. Spatial coherence describes the correlation between waves at

different points in space, either lateral or longitudinal. Temporal coherence describes the

correlation between waves observed at different moments in time. The degree of coher-

ence can be reduced by propagation factors such as dispersion, scattering, or diffraction.

The coherence length of a light source indicates the propagation distance over which the

light waves maintain a specified degree of coherence, and it’s usually defined by the op-

tical path difference with which the self-interfering pattern of the light source reaches

the fringe visibility of 37% [57]. Waves with a long coherence length can be regarded as

perfect sinusoidal waves. Laser devices emit photons of the same frequency, polarization,
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and propagation direction, thus allowing both a remarkably high degree of coherence and

a long coherence length.

Detection

Light waves oscillate at a frequency much higher than the temporal sampling frequency

of photoelectric sensors, making the direct observation of the oscillation (phase) impos-

sible. The intensity directly detected by photodetectors represents a time average of the

amount of photons reaching a unit area normal to the direction of energy (power) flow.

Mathematically, the directional energy flux of light can be represented by the Poynting

(or Umov-Poynting) vector S, which is defined as the time-averaged of the cross product

of E and H over a full cycle T :

S̄ =
1

T

∫ T

0

|E×H|dt = 1

T

∫ T

0

EH dt

=

√
ε0εr
µ0µr

1

T

∫ T

0

[E cos (φ0 − ωt)]2 dt

=
1

2

√
ε0εr
µ0µr

E2
0 ,

(2.3)

where ε0, µ0, εr, and µr represent the vacuum permittivity, the vacuum permeability,

the relative permittivity, and the relative permeability, respectively. In engineering, the

detected intensity I at a given point r is usually simplified as the time average of the

square of amplitudes of the complex field:

I =

∫
U(r, t)U∗(r, t) dt = A2(r). (2.4)

Hence, photography records the intensity only and the phase is lost due to the square-law

detection.

2.1.2 Interference

The total complex field of two-wave interference at any point in space or time is equal to

the sum of complex fields of the two individual waves:

U(r, t) = U1(r)e
i[φ1(r)−ωt] + U2(r)e

i[φ2(r)−ωt]. (2.5)
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d
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Figure 2.2: Wave interference. (a) The interference of two plane waves. (b) The inter-
ference of a plane (reference) wave and a sphere (object) wave.

The intensity of the interferogram is given by the square-law detection (Figure 2.2):

I(r) =

∫
U(r, t)U∗(r, t) dt

= U2
1 (r) + U2

2 (r) + U1(r)U2(r)e
i[φ1(r)−φ2(r)] + U1(r)U2(r)e

i[φ2(r)−φ1(r)]

= I1(r) + I2(r) + 2
√
I1(r)I2(r) cos [φ1(r)− φ2(r)],

(2.6)

the visibility of which can be expressed as:

C =
2
√
I1I2

I1 + I2
. (2.7)

The phase difference of two waves is therefore encoded in the visible part of the interfer-

ogram. The visibility usually presents in the form of fringe patterns. For example, the

interference of two ideal plane waves produces fringes of a constant spacing of d [Figure

2.2(a)], given by the geometrical arrangement of the interfering beams and the screen:

d =
λ

(k⃗1 − k⃗2) · r⃗
=

λ

(sin θ1 + sin θ2)
, (2.8)

where k⃗j represents the 2D wavevector of each interfering beam, and r⃗ represents the

vector of the recording plane.

2.1.3 Diffraction

The scalar diffraction theory describes the diffraction phenomena mathematically based

on the Huygens-Fresnel principle, by neglecting the polarization of electromagnetic waves
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and assuming that the amplitude and the phase can be adequately described by a scalar

variable. This section describes some of the basic diffraction phenomena based on the

derivation provided by Kirchhoff [55, 58].

Diffraction integral

P

Q

z0

z

S

dS
d1

d0

r

t

IP

Figure 2.3: Diffraction integral of a point light source. The total complex field received
at P in IP is equal to the sum of complex fields of the waves originating from the point
source Q and diffracted by the mask A.

The spherical wave emitted from Q of strength AQ can be expressed as a scalar variable

at S on A (Figure 2.3):

US =
AQ

d0
eik0d0 , k0 =

2π

λ
, (2.9)

where k0 represents the angular wavenumber. After US interacts with A, the secondary

emission occurs:

U′
S = bfSUS, (2.10)

where b represents the strength with which the reradiation occurs, and fS is the trans-

mission function of A at S. Therefore, the total complex field observed at P on IP, which

is caused by a collective effect of the secondary emission, can be expressed as an integral

over A:

UP =

∫∫
A

U′
S

d1
eik0d1dS = bAQ

∫∫
A

fS
d0d1

eik0(d0+d1)dS. (2.11)

By restricting the illumination to a plane wave, the total complex field can be rewritten
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as:

UP =
bAQe

ik0d0

d0︸ ︷︷ ︸
B

∫∫
A

f(r)

d1
eik0d1d2r

≈ B

∫∫
A

f(r)

z
eik0d1d2r

∝
∫∫

A

f(r)

z
eik0d1d2r.

(2.12)

Diffraction in near field and far field

Given by the interference mechanism, the intensity of a diffraction pattern is mainly

determined by the phase part of light, i.e., the way in which k0d1 changes across A. The

binomial expansion of k0d1 can be expressed as:

k0d1 = k0z

√
1 +

(
r− t

z

)2

= k0z

[
1 +

1

2

(
r− t

z

)2

+ · · ·

]

≈ k0

[
z +

1

2z
(r2 − 2r · t+ t2)

]
.

(2.13)

Herein, all the terms of high orders have been ignored by assuming that r and t are much

smaller than z, which is also called the Fresnel approximation. Diffraction phenomena

therefore can be classified into the Fresnel (near-field) type and the Fraunhofer (far-field)

type, by the way in which d1 changes with r. The Fresnel diffraction occurs when the

Fresnel number F verifies:

F =
ρ2

λz
≥ 1, (2.14)

where ρ represents the radius of the mask A. The integral of the Fresnel diffraction can

be derived based on Equation 2.12:

U(t,z) =
Beik0z

z

∫∫
A
f(r)e

ik0(r−t)2

2z d2r = f(t)⊛ h(t,z)

h(t,z) =
Beik0z

z
e

ik0t
2

2z ,

(2.15)

where ⊛ represents the convolution operator. In other words, the total complex field of

the Fresnel diffraction is proportional to the convolution of the transmission function f(t)

and the function h(t,z). Hence, h(t,z) is also called the impulse response of free space

propagation.
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The Fraunhofer diffraction is defined when F verifies:

F =
ρ2

λz
≪ 1. (2.16)

In this case, the term r2 in Equation 2.13 can be ignored and the basic integral in Equation

2.12 can be written as:

U(t,z) =
Beik0(z+

t2

2z
)

z

∫∫
A
f(r)e−

ik0r·t
z d2r

∝ [f̃(t)](
t

λz
),

(2.17)

where f̃(t) represents the Fourier transform of f(t). Therefore, the total complex field

of the Fraunhofer diffraction of a transmission function f(t) is proportional to the true

complex Fourier transform of the transmission function itself.

Fraunhofer diffraction by a slit

d
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α 

λ 

f (r)

z

tx

rx

Figure 2.4: Fraunhofer diffraction by a slit, which illustrates the diffraction angles of
fringe patterns.

The transmission function f(r) is basically determined by the geometry of obstacles in the

optical path. In the case of a slit of width d (Figure 2.4), the corresponding transmission



2.1. INTERFERENCE AND DIFFRACTION 27

function can be expressed by:

f(rx, ry) =

{
1 |rx| ≤ d/2

0 |rx| > d/2
, (2.18)

the total field of the Fraunhofer diffraction by the slit can be therefore expressed as the

following based on Equation 2.17:

U(tx, ty) =
Beik0(z+

t2

2z
)

z

∫∫
A
f(r)e−

ik0r·t
z d2r

∝
∫ d/2

−d/2

e−
ik0txrx

z drx

∫ ∞

−∞
e−

ik0tyry
z dry

∝ sinc(
πdtx
λz

)

∫ ∞

−∞
e−

ik0tyry
z dry,

(2.19)

where sinc(x) represents sin(x)/x. The corresponding intensity distribution along the axis

ty = 0 is thus given by:

|U(tx, 0)|2 ∝ sinc2(
πdtx
λz

)

∝ sinc2(
πd sinα

λ
),

(2.20)

where α represents the observation angle. The intensity function has its minima at

sinc(x) = 0, which indicates the diffraction angle αm caused by a fringe pattern:

sinαm = mλ/d. (2.21)

Fraunhofer diffraction by an aperture

The Fraunhofer diffraction by an aperture is highly important (Figure 2.5), as most optical

components for imaging in the industry are characterized by a centrosymmetric pupil

function, such as imaging lenses. To describe the diffraction caused by centrosymmetric

transmission functions, the basic integral in Equation 2.17 can be expressed with the

polar coordinates:

U(t, ϕ) ∝
∫ 2π

0

∫ ∞

0

e−
ik0
z

(rt cosϕ cos θ+rt sinϕ sin θ)r dr dθ

∝
∫ 2π

0

∫ ∞

0

e−
ik0
z

rt cos(ϕ−θ)r dr dθ.

(2.22)
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Figure 2.5: Fraunhofer diffraction by an aperture, which illustrates the spatial resolution
of diffraction-limited optical systems.

By assuming the transmission function to be a centrosymmetric annulus with the larger

circle of radius (a+ δa) and the smaller circle of radius a, Equation 2.22 can be rewritten

as:

UA(t, 0) ∝
∫ 2π

0

∫ a+δa

a

e−
ik0
z

rt cos θr dr dθ

∝ aδa

∫ 2π

0

e−
ik0
z

at cos θ dθ

∝ aδa · 2πJ0(
k0at

z
)

∝ aδa · 2πJ0(k0a sinα),

(2.23)

where J0 represents the zero-order Bessel function. Equation 2.23 can be further extended

to describe the Fraunhofer diffraction by a circular aperture of radius R:

UC(sinα, 0) ∝ 2π

∫ R

0

r · J0(k0r sinα) dr

∝ 2π
1

(k0 sinα)2

∫ (k0 sinα)R

0

k · J0(k) dk

∝ 2πR2J1[(k0 sinα)R]

(k0 sinα)R
,

(2.24)

where J1 represents the first-order Bessel function. The intensity function has its first
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minimum at J1(x) = 0, which indicates the angular resolution α of optical imaging systems

(see detailed discussion in Section 2.4):

UC(sinα, 0)
2 ∝ {J1[(k0 sinα)R]}2 = 0

πd sinα

λ
= 3.8317,7.0156, · · ·

sinα ≈ 1.22
λ

d
, · · · .

(2.25)

2.1.4 Holographic reconstruction
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Figure 2.6: Principle of holographic reconstruction. (a) Interferometric recording: a
hologram is produced by the interference of two plane waves, and it can be considered as
a diffraction grating of frequency 1/d. (b) Holographic reconstruction: by illuminating
the hologram with the same reference wave, the fringe pattern in the hologram diffracts
the reference wave with a diffraction angle of α. (c) A real image and a virtual image can
be reconstructed simultaneously by the ±1 diffracted waves.

Holographic recording is achieved by interfering the object wave with a reference wave

[Figure 2.6(a)]. The spacing d of interference fringes in a hologram is given by Equation

2.8. The holographic reconstruction can be described by considering the hologram as a

diffraction grating [Figure 2.6(b)]. By combining Equations 2.8 and 2.21, the angle of the

first-order diffraction α can be calculated by:

sinα = λ/d = sin θ1 + sin θ2. (2.26)

Hence, by illuminating the hologram with a wave identical to the reference wave, a real

image and a virtual image of the object can be reconstructed simultaneously by the ±1

diffracted waves [Figure 2.6(c)].
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2.2 Optical interferometry

In the 1880s, a Michelson interferometer was firstly employed to disprove the existence of

aether [48], a postulated medium proposed most famously by Fresnel for light propagation.

Since the 1960s, optical interferometers were identified as a natural fit for the detection of

gravitational waves in space and time. In 2015, the first direct detection of gravitational

waves was achieved by LIGO [11], which was awarded the Nobel Prize in Physics in

2017. Now, optical interferometry has been applied for various metrology purposes. This

section illustrates three types of interferometric configurations and some basic knowledge

of speckle interferometry, which are involved in the own developed methods in the next

chapters.

2.2.1 Interferometric configurations

Off-axis interferometers

An off-axis (Leith-Upatnieks) interferometer normally operates by tilting one of the in-

terfering waves to introduce a small angle. The complex field of an oblique incident wave

can be expressed as:

Uj(r) = Uj(r)e
i[φj(r)+k⃗j ·r⃗], (2.27)

where k⃗j represents the 3D wavevector of the wavefront, and r⃗ represents the vector of

the recording plane. The superposition of such two waves gives rise to an interferogram

expressed by:

I(r) = [U1(r) +U2(r)]
2 = {U1(r)e

i[φ1(r)+k⃗1·r⃗] + U2(r)e
i[φ2(r)+k⃗2·r⃗]}2

= D(r) + C(r)ei(k⃗1−k⃗2)·r⃗ + C∗(r)e−i(k⃗1−k⃗2)·r⃗,
(2.28)

and its Fourier transform can be expressed as:

Ĩ(k) = D̃(k) + C̃ (k− ν) + C̃∗ (k+ ν) , (2.29)

where the vector ν represents the vector of carrier frequencies in the frequency domain

(Fourier domain or k-space), which equals (k⃗1 − k⃗2)/λ.

Off-axis interferometry achieves single-shot phase imaging at the expense of a limited

SBP. SBP is a fundamental parameter to evaluate the performance or the price of an

optical system, which is defined as the pure number that counts the degree of freedom for

imaging. For a system with an input area of size |x| < ∆x/2 and the sampling spacing
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Figure 2.7: The Fourier spectra of (a) an in-line interferometer and (b) an off-axis
interferometer. νD, the maximal frequency of the direct current (DC) term. νC , the
maximum frequency of the conjugate (cross-correlation) terms. νd, the maximal sampling
frequency of the detector.

δx, the SBP can be calculated from the Wigner distribution by:

S = ∆x/δx = ∆x∆ν, (2.30)

where ∆ν represents the sampling frequency. For a digital imaging system, the SBP is

basically determined by both the optical components and the digital detectors. The SBP

of off-axis interferometry is usually limited by the digital detectors, due to the necessity

of a carrier frequency (Figure 2.7). For a given detector, the SBP can be illustrated by

calculating the percentage of the area occupied by the conjugate terms in the frequency

domain. As both the phase and the amplitude channels contribute independently in a

complex-field imaging system, the SPB of an off-axis interferometer can be quantified as

the following [Figure 2.7(b)]:

Soff-axis = 2

(
νC
νd

)2

· Sd =
2

9
Sd, (2.31)

where Sd represents the maximum SBP permitted by the detector, which equals ∼1/4 of

its pixel number by the Nyquist–Shannon sampling theorem.

Image-shearing interferometers

For the measurements of strains or bending moments, the displacement components di-

rectly obtained with interferometry must be differentiated once or twice to yield slopes

or curvatures, which is time-consuming and may lead to errors in the final results. The
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first-order differential operation can be performed optically by using an image-shearing

interferometer. Instead of interfering the object wave with a separate reference wave, the

image-shearing interferometer compares the object wave with a shifted copy of itself. For

example, a lateral-shearing interferometer operates by using a laterally shifted copy of

the object wave:

I(r) = I1(r) + I2(r+ δr) + 2
√

I1(r)I2(r+ δr) cos [φ1(r)− φ2(r+ δr)] , (2.32)

where δr represents the lateral shear amount. A common-path image-shearing interfero-

metric system can be simply achieved by adopting optical shearing devices, such as partial

reflectors, double-layer glass plates, gratings, Fresnel prisms, or cube beam splitters. The

sensitivity of the first-order differential of displacements and the robust common-path

configuration make image-shearing interferometers especially useful in industrial NDT.

Point diffraction interferometers

Object 
wave

IP

Reference wave 

Object wave

PDI window

Figure 2.8: Principle of PDIs. A portion of the object wave is diffracted by a pinhole to
generate a quasi plane reference wave.

A point diffraction interferometer (PDI) can be achieved by spatial filtering (Figure 2.8).

In this configuration, a small portion of the object wave is diffracted to generate a reference

wave, which travels through almost the same optical path as the transmitted object

wave. A PDI is sensitive to a wavefront itself, rather than its first-order differential, while

maintaining a quasi common-path configuration. This feature is highly demanded in the

field of digital holographic microscopy, where both high temporal phase stability and a

large FOV are required.
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2.2.2 Speckle interferometry

By utilizing the laser speckle effect, speckle interferometry is capable of measuring a

variety of mechanical properties of surfaces with arbitrary microstructures, including dis-

placements, strains, surface roughness, rotations, and vibrations.

Speckle effect

P

a

Illuminating  
waves

Scattered  
waves

P

b

 Aperture 
stop 

Scattered  
waves

Diffracted  
waves 

Illuminating  
waves

Figure 2.9: Formation of laser speckles. (a) Objective speckles: the waves scattered from
an optically rough surface recombine in the observation screen and interfere to produce
speckle patterns. (b) Subjective/imaged speckles: the waves scattered from an optically
rough surface pass through an aperture and diffraction occurs. The scattered waves and
the diffracted waves recombine in the observation screen and interfere to produce speckle
patterns.

The speckled appearance of diffuse surfaces under coherent illumination is usually referred

to as the laser speckle effect. In this phenomenon, highly coherent incident waves interact

with an optically rough surface and get scattered. The scattered waves of random phases

act as secondary coherent light sources and interfere with each other on an observation

screen. When no imaging system is involved, grainy or speckled patterns termed objective

speckles appear [Figure 2.9(a)]. When an imaging system is placed between the rough

surface and the screen, speckles with a grain size limited by the numerical aperture of

the system can be observed, which are termed subjective/imaged speckles [Figure 2.9(b)].

All the waves contribute to the final intensity at each point on the screen: the sum of

amplitudes determines the average intensity, while the sum of phases gives rise to the

distinct maxima and minima. The total complex field at each point on the screen can be
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expressed as:

UP =
1√
N

N∑
m=1

Um · eiφm . (2.33)
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Figure 2.10: Sensing mechanism of speckle interferometry. (a) The simplified process of
displacement sensing. A generalized sensitivity vector (b), and the customized sensitivity
vectors for measuring (c) pure out-of-plane displacements and (d) pure in-plane displace-
ments. (e) and (f), The corresponding wave interference arrangements of (c) and (d). (g)
The wave interference arrangement for measuring phase gradients with shear amount δr.

The capability of speckle interferometry to measure surface displacements is achieved by

extracting phase changes from the speckle field reorientation (intensity changes) [Figure

2.10(a)]. Sensitivity vectors determine the way in which the relative phase [or optical path

difference (OPD)] changes with the surface displacement. The arrangement of wave inter-

ference defines which physical quantity the obtained phase corresponds to and converts

the phase variation to the intensity difference in an interferogram. The sensitivity vector

is defined by the difference between the wave vectors of illumination k⃗i and observation

k⃗o [Figure 2.10(b)]. By considering the total effect of the surface displacements d⃗ along

all directions on the optical path change, the phase difference ∆φ can be calculated by

using a sensitivity vector:

∆φ =
2π

λ
(k⃗i − k⃗o) · d⃗ =

2π

λ
k⃗ · d⃗. (2.34)
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A flexible sensitivity can be achieved by eliminating the effect of unwanted components

from the initial result. For example, k⃗i and k⃗o can be designed to be in opposite direc-

tions normal to the sample surface for measuring pure out-of-plane displacements [Figure

2.10(c)]. A pure in-plane sensitivity vector can be also achieved by setting two observation

vectors (k⃗o1 and k⃗o2) symmetric about the normal direction of the sample surface [Figure

2.10(d)]. The phase change caused by the out-of-plane displacements [Figure 2.10(c)] can

be recorded by interfering the object wave with a reference wave [Figure 2.10(e)], while

the phase change caused by pure in-plane measurements can be recorded by interfering

the two object waves symmetrically observed in Figure 2.10(d) [Figure 2.10(f)]. Phase

gradients can be measured by interfering two object waves with a shear amount [Figure

2.10(g)].

2.3 Fourier method

In 1822, the Fourier series was introduced to express some functions as a sum of discrete

sinusoidal harmonics of their fundamental frequencies [55], which eventually developed

into Fourier transform. Fourier transform and the related methods provide a “language” in

which many phenomena in physics and engineering can be easily discussed, not only for the

analysis but also for the synthesis purposes. The Fourier method is especially useful in the

field of communication, in which systems are designed to collect information. It has also

achieved significant advances in the fields of optics and imaging, such as interferometry,

holography, and microscopy, which deal with wave phenomena and frequencies.

2.3.1 Fourier transform

Fourier series

Fourier series expand a periodic function f(t) to an infinite sum of sines and cosines:

f(t) = A0 +
∞∑
n=1

An cos (nωt− φn)

= A0 +
∞∑
n=1

An cosφn︸ ︷︷ ︸
an

cos(nωt) +
∞∑
n=1

An sinφn︸ ︷︷ ︸
bn

sin(nωt),

(2.35)

where cos(nωt) and sin(nωt) are orthogonal to each other, forming an orthonormal basis

of the space. Therefore, the associated parameters can be determined by considering the
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orthogonality:

A0 =

∫
f(t) dt

an =

∫
f(t) · cos (nωt) dt

bn =

∫
f(t) · sin (nωt) dt.

(2.36)

By using Euler’s formula, cos (nωt− φn) can be also expressed in the form of complex

functions:

cos (nωt− φn) =
1

2
ei(nωt−φn) +

1

2
e−i(nωt−φn)

=
1

2
e−iφn · einωt + 1

2
eiφn · e−inωt,

(2.37)

with which f(t) can be expressed as:

f(t) =
N∑

n=−N

cn · einωt, (2.38)

and the parameters can be determined by:

cn =


A0, n = 0
1
2
Ane

−iφn = 1
2
(an − ibn) , n > 0

1
2
Ane

iφn = 1
2
(an + ibn) , n < 0

 =

∫
f(t) · e−inωt dt. (2.39)

Thus, the Fourier series of a function can be derived by measuring the harmonics with

the orthonormal vectors by multiplication.

Fourier transform

The term “Fourier transform” usually represents both the mathematical transforming

operation and the Fourier domain representation. The mathematical operation of the

Fourier transform decomposes a function of space or time into the corresponding function

of spatial or temporal frequencies, i.e., its Fourier transform representation. The repre-

sentation is a complex function, whose magnitudes (absolute values) indicate the amounts

of the basic sinusoids at the corresponding frequencies in the original function, while the

arguments (angles) represent the corresponding phases of the sinusoids. Mathematically,

the 1D Fourier transform of function f(t) is defined by:

F [f(t)](ξ) = f̃(ξ) =

∫ ∞

−∞
f(t)e−i2πξt dt, ∀ξ ∈ R, (2.40)
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Figure 2.11: 2D Fourier transform. (a) A sample image and (b) its Fourier transform.

where t represents the variable of time or space, and ξ represents the variable of tem-

poral or spatial frequencies. The inverse Fourier transform F−1 recovers the original

function from its frequency domain representation via an integral operation with the in-

verse orthonormal basis, ei2πt. The 1D Fourier transform can be easily extended to higher

dimensional spaces. For example, the 2D Fourier transform of f(r) can be expressed by

a double integral (Figure 2.11):

f̃(k) =

∫ ∞

−∞

∫ ∞

−∞
f(r)e−i2πk·r dr. (2.41)

2.3.2 Convolution theorem

Convolution is a mathematical operation that represents two functions by a third function

to show how the shape of one function is modified by the other one. The 1D convolution

of f(t) and g(t) is defined by:

[f(t)⊛ g(t)](τ) =

∫ ∞

−∞
f(t)g(τ − t) dt. (2.42)

Basically, the result of convolution indicates the area under f(t) weighted by g(−t) shifted

by τ , emphasizing different parts of f(t). Convolution can be performed through Fourier

transform. More specifically, under suitable conditions, the convolution of two functions

in time or space is equivalent to the pointwise product of their Fourier transforms in the

frequency domain, which is known as the convolution theorem and can be simply proved
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by:

F{[f(t)⊛ g(t)](τ)}(ξ) =
∫ ∞

−∞

[∫ ∞

−∞
f(t)g(τ − t) dt

]
e−2πiξ·τ dτ

=

∫ ∞

−∞
f(t)

[∫ ∞

−∞
g(τ − t)e−2πiξ·τ dτ

]
dt

=

∫ ∞

−∞
f(t)

[∫ ∞

−∞
g(y)e−2πiξ·(y+t) dy

]
dt

=

∫ ∞

−∞
f(t)e−2πiξ·t dt

∫ ∞

−∞
g(y)e−2πiξ·y dy

= f̃(ξ) · g̃(ξ).

(2.43)

2.3.3 Hilbert transform
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Figure 2.12: Principle of Hilbert transform. (a) A sample image and its Hilbert trans-
form. (b) The convolutional representation of the Hilbert transform. The data is taken
along the dashed lines in (a).

The Hilbert transform is another linear operator, which can convert a real-valued signal

into another real-valued signal with a phase shift under suitable conditions. It is often

used to compute the imaginary part from the real part of a function (or vice versa). In

engineering, it is also known by the name the Kramers–Kronig relations.
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Mathematically, the Hilbert transform of f(t) is defined as the convolution of f(t) with

the Cauchy kernel, g(t) = 1/t. Since 1/t is not integrable at t = 0, the Hilbert transform

can be represented with the Cauchy principal value (Figure 2.12):

H[f(t)](τ) = f(t)⊛
1

πt

=
1

π
p · v ·

∫ +∞

−∞

f(t)

τ − t
dt

= − 1

π
lim
ε→0

∫ ∞

ε

f(t+ τ)− f(−t+ τ)

t
dt.

(2.44)

The phase-shifting property of the Hilbert transform can be proved through the convolu-

tion theorem:

F{H[f(t)]}(ξ) = f̃(ξ) · F(
1

πt
)

= −i sgn(ξ) · f̃(ξ),
(2.45)

where −i sgn is defined by:

−i sgn(ξ) =


i = e+

iπ
2 , ξ < 0

0, ξ = 0

−i = e−
iπ
2 , ξ > 0

(2.46)

Hence, the Hilbert transform works as a multiplier operator which acts on a function

by altering its Fourier transform. After applying a Hilbert transform, the phase of the

negative frequency components of f(t) can be shifted by +π/2, while the phase of the

positive parts can be shifted by −π/2. Naturally, applying the Hilbert transform twice

can shift the phase of the negative and the positive frequency components by +π and

−π, respectively. However, the Hilbert transform is not suitable for nonstationary and

nonlinear real-world signals. To overcome this limitation, the Hilbert-Huang transform

(HHT) is developed, which operates by decomposing a signal into so-called intrinsic mode

functions (IMFs) along with a trend iteratively through the empirical mode decomposition

(EMD) and applying the Hilbert transform to the IMFs to obtain the instantaneous

frequency data [59].

2.3.4 Instantaneous phase retrieval

Fourier transform can convert a linear operation performed in one domain into the cor-

responding operation in another domain for easier operations. One example is that the

Fourier transform has been proved to be particularly useful for the instantaneous phase

retrieval of fringe patterns. Interferograms obtained using off-axis interferometers can be
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described by Equation 2.28, in which the amplitude of the carrier frequency is required to

be at least 2-times larger than the maximum frequency of the DC term [Figure 2.7(b)].

Therefore, after applying a Fourier transform, multiple components of the interferogram

can be separated in the frequency domain. By selecting one of the conjugate terms (C

and C∗) and applying an inverse Fourier transform, the instantaneous phase or the local

phase carried by the carrier frequency can be totally extracted:

φ(r) = arg{F−1[C̃(k− ν)]}. (2.47)

Instantaneous phase retrieval can be also achieved by utilizing the digital phase-shifting

property of Hilbert transform and applying HHT:

φ(t) = arg{f(t),H[f(t)]}. (2.48)

2.3.5 Optical Fourier transform by a lens

ox

z

tx

z

P P

f

α α 

α α α α 

D E F D E F

A
B

C

A
B

C

rx

A' B' C'A' B' C'α α 

δl

tx

rx

ox

C
B

a b c

S1

S2

S3
z

ox

oy

ty

P1

P3

P2

B3

E

B1

B2

tx

ry

rx

f

Figure 2.13: The physical Fourier-transforming property of a lens. (a) The plane wave
ABC is focused at P on the focal plane of a lens. (b) The optical path of the plane wave
A

′
B

′
C

′
passing through the same lens. (c) The optical path in 3D. The plane wave S1

with the normal vector B1-P1 is focused at P1 on the focal plane.

One remarkable property of a converging lens is its inherent ability to perform the optical

2D Fourier transform. By the principle of geometric optics, a plane wave can be focused

at a point on the focal plane by an imaging lens [Figure 2.13(a)]. According to Fermat’s

principle, the path lengths from the various points on the wavefront to their focal point are

all equal, i.e., lADP= lBEP= lCFP . The optical path length of any points on the wavefront

A′B′C ′ can be consequently represented by the sum of the constant path length lADP
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and a path length change δl [Figure 2.13(b)]. For example, the path length lB′EP can be

calculated from the 3D plane function of ABC [Figure 2.13(c)]:

lx+my + z = 0

lB′EP = lBEP + δlB = lBEP − (lx+my),
(2.49)

and the basic diffraction integral in Equation 2.12 can be therefore rewritten as:

Up = B

∫∫
f(r)

z
eik0d1d2r

=
B

f

∫∫
f(x, y)eik0lB′EP dx dy

=
B

f
eik0lBEP

∫∫
f(x, y)e−ik0(lx+my)dx dy

=
B

f
eik0lBEPF [f(x,y)](

l

λ
,
m

λ
).

(2.50)

Hence, the total complex field on the focal plane of a lens represents the true complex

2D Fourier transform of the transmission function f(r), revealing a well-known theory

of image formation: in a lens-based imaging system, the image, which is an inverted

and magnified copy of the object, is formed through a Fourier transform caused by the

Fraunhofer diffraction and an inverse Fourier transform caused by the lens focusing.

2.4 Light microscopy

Light microscopy can date back to at least the 17th century. Over centuries, much of the

effort has been devoted to improving the performance in two main aspects: resolution

and contrast.

In microscopy, as the sample size is usually equal to or even less than the wavelength

of illumination, light bends and diffraction occurs due to the wave nature. Geometrical

optics considers light waves as rays, giving no information on the ultimate resolving power

of a microscope. The improvement of lens manufacturing techniques mainly solves the

problem of image distortions and chromatic aberrations. In 1835, Airy reported “the

form and brightness of the rings or rays surrounding the image of a star as seen in a

good telescope”. This phenomenon is also known as the Airy disc or the Airy pattern

[60], which indicates that the resolving power of an optical imaging system is no longer

limited by imperfections in the lens but only by diffraction. In 1873, Abbe published a

theory to explain the diffraction limit of microscopy [61, 62]. Abbe’s theory illustrates the

ultimate resolution limit of an optical system given by diffraction, which is known as Abbe
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diffraction limit. In 1879, based on Airy’s work, Rayleigh proposed a criterion to describe

the ability of a diffraction-limited system to distinguish small details in objects [63]. Over

the past two decades, several fluorescence microscopy techniques have been invented to

achieve “super-resolution” imaging by circumventing the Abbe limit, including structured

illumination microscopy (SIM) [64], stimulated emission depletion technology (STED)

[65], fluorescence photoactivation localization microscopy (PALM) [66], and stochastic

optical reconstruction microscopy (STORM) [67].

Contrast enhancements are usually achieved by utilizing special light-matter interactions.

For example, phase contrast imaging utilizes the fact that the phase-shift section can

be much larger than the absorption section in certain spectrum regions, such as X-rays

[1]. Fluorescence microscopy uses fluorescence instead of or in addition to, scattering,

reflection, attenuation, or absorption to generate images [68].

2.4.1 Diffraction-limited imaging

Airy Disk

Caused by the Fraunhofer diffraction by a circular aperture (Equation 2.24), the Airy disk

is featured by a bright central region, together with a series of concentric rings around.

The Airy disk describes the best-focused spot of light that a perfect lens-based imaging

system can make, limited by diffraction. Optical systems in which the resolution is no

longer limited by imperfections in the lenses, but rather by diffraction, are said to be

diffraction-limited.

Abbe’s theory of image formation

“The microscope image is the interference effect of a diffraction phenomenon” (Abbe).

Abbe’s theory clearly illustrates the relationship between the resolution limit and the

wavelength in a diffraction-limited system [69]. It describes image formation as a two-

step process: diffraction in the object plane and interference in the imaging plane (Figure

2.14). The sample of microscopy is simplified as a diffraction grating, and the interference

fringes represent a magnified image of the grating. The following phenomena can be

observed, which illustrates the essence of the resolution limit: if no diffracted waves from

the grating are collected by the objective, no image appears on IP; if only the diffracted

waves of low orders are collected, interference fringes of relatively large spacing can be

generated; if the diffracted waves of high orders are collected, interference fringes of small

spacing can be generated. For example, assuming that only the diffracted waves of a

maximum order of +2 are collected, the minimum spacing d, which represents the finest
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Figure 2.14: Abbe’s theory of image formation. The object is simplified as a diffraction
grating of spacing d. The grating diffracts the illumination wave, and only some of the
diffracted waves are collected by the objective lens and focused on the focal plane. The
focused spots recombine on IP, producing interference fringes of spacing d′.

observable details, can be calculated by combining Equations 2.8 and 2.21:

d =
d′

M
=

λ

M sin θ′2
=

λ

sin θ2
≥ λ

sinα
, (2.51)

where M denotes the magnification factor and equals v/u, and α stands for the maximum

angle transmitted by the objective lens. By assuming the object to be an infinite grating,

the minimum spacing λ/ sinα can be achieved, which represents the resolution limit of

the current imaging system.

2.4.2 Spatial resolution

Abbe diffraction limit

Abbe introduced the concept of numerical aperture (NA) to describe the spatial resolution

of diffraction-limited imaging systems. By Snell’s law, when a light wave of wavelength

λ in air propagates in a medium of refractive index n, its wavelength will be λ/n. Under

coherent illumination, in which the illumination beam is parallel to the optical axis, the

period of the smallest features observable by a microscope is given by:

dmin =
λ

n sinα
=

λ

NA
, (2.52)

which is also known as the coherent resolution limit. The resolution can be effectively
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improved by adopting incoherent illumination. Specifically, by illuminating the sample

with a cone of light of semi-angle α to the optical axis, the minimum period resolvable

can be improved twice:

dmin =
λ

2NA
. (2.53)

This resolution is also known as the Abbe’s diffraction limit, which represents the ultimate

resolution that can be achieved by conventional microscopy.

Rayleigh criterion

rx

I I

rx

a b

Figure 2.15: Spatial resolution criteria. (a) The Rayleigh criterion: two points are
considered to be distinguishable if the central maximum of the Airy pattern of one point
lies outside the first minimum of the other one. (b) The Sparrow criterion: two points are
considered to be distinguishable if their resultant profile has a minimum between their
centers.

Based on Airy’s theory, Rayleigh refined the Abbe diffraction limit by quantifying the

measure of the necessary separation between two Airy patterns [Figure 2.15(a)]. With

the Rayleigh criterion, the corresponding angular separation limit can be calculated based

on Equation 2.25:

I(α) ∝ {J1[(k0 sinα)d]}2 = 0, αmin = 1.22
λ

d
. (2.54)

Sparrow criterion

The Rayleigh resolution criterion may fail when the diffraction pattern has no well-defined

zeros. In 1916, Sparrow proposed a criterion to overcome this limitation [70] [Figure

2.15(b)]. Mathematically, the angular separation limit given by the Sparrow criterion can
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be expressed by:
d2I(α)

dα2
= 0, αmin = 0.95

λ

d
. (2.55)

The Sparrow resolution limit is approximately 2/3 of the Rayleigh resolution limit, and

it’s closer to the theoretical resolution limit given by diffraction, i.e., the Abbe limit.

2.4.3 Fourier analysis in microscopy

The work of Abbe and Rayleigh laid the foundations for applying the Fourier analysis in

microscopy [55]. In 1946, Duffieux published a book on the use of the Fourier methods in

optics [71]. Now, frequency analysis has become a fundamental tool in microscopy, which

can be utilized not only to characterize but also to improve the performance of imaging,

in the aspects of both resolution and contrast.

Point spread function

E(r) I(r)

a cb

H(r)

Figure 2.16: Simulated convolutional image formation in microscopy. (a) The original
object, (b) the PSF of the simulated optical imaging system, and (c) the microscopic
image simulated by convolution.

Airy’s work illustrates that the image of a single point in a distant object corresponds to

the Fraunhofer diffraction by the aperture function of the optical imaging system. Such a

diffraction pattern in 3D is referred to as the point spread function (PSF). PSF describes

the response of an imaging system to a point light source or a point object, and the Airy

disk represents the PSF of a perfect optical imaging system. An extended object can

be considered as a collection of such points which produce PSFs on the imaging plane

individually. Thus, the final observed image of the object, I(r), represents the sum of

the intensity of the individual PSFs, which exactly corresponds to the convention of the
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object emission, E(r), and the PSF, H(r), of the imaging system (Figure 2.16):

I(r) = E(r)⊛H(r). (2.56)

The PSF can be obtained either by theoretical simulations, such as utilizing a mathemat-

ical model of diffraction or by experimental methods, such as acquiring 3D images of a

fluorescent bead or a quantum dot. The 3D PSF of a perfect imaging system is supposed

to be axial symmetric about the x-y plane and radial symmetric about the z-axis. The

deviations of the PSF usually indicate aberrations, which may be caused by irregularities

or misalignments of the components, especially the objective lenses, in the optical train.

Optical transfer function
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Figure 2.17: (a) PSF and (b) MTF of an ideal diffraction-limited optical imaging system.
ν Rayleigh, the frequency of the Rayleigh resolution limit. νAbbe, the frequency of the Abbe
resolution limit.

The optical transfer function (OTF) is invented to quantify the ability of a microscope

to transfer contrast from an object to its image at specific frequencies (Figure 2.17).

Mathematically, the OTF is defined by the Fourier transform of the PSF:

OTF(k) = H̃(k) = MTF(k)eiPhTF(k), (2.57)

where MTF represents the modulation transfer function, and PhTF denotes the phase

transfer function. The OTF incorporates the resolution and the contrast data into a

single specification, allowing for evaluating both the two parameters simultaneously in a

quantitative manner. It’s especially useful for evaluating systems with the same resolving

power but different aberrations, which may provide different image contrast at certain

frequencies and therefore present different image quality.
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Figure 2.18: Principle of deconvolution microscopy. Simulated microscopic images (a)
before and (c) after deconvolution. (b) The PSF of the simulated optical system.

In microscopy, noise and blurring are two sources that arise image degradation. Noise

is usually caused by the random fluctuations of the photon number detected at a point.

Blurring occurs usually due to the diffraction-limited imaging system itself, out-of-focus

light, or measurement imperfections. Deconvolution is an image processing technique,

which can mitigate the distortion caused by the microscope, thereby removing the blur

from the original microscopic images and achieving the maximal resolution obtainable by

the imaging system [72, 73]. Deconvolution can be performed by utilizing the convolution

theorem. After obtaining the Fourier transform of the observed image Ĩ(r) and the MTF

of the imaging system, the object emission E(r) can be recovered by applying a division

operation in the frequency domain and an inverse Fourier transform (Figure 2.18):

E(r) = F−1[Ĩ(k)/MTF(k)]. (2.58)

As an image processing technique, no lost signals can be restored by deconvolution.





Chapter 3

In-plane and out-of-plane

dual-sensitive speckle interferometer

This chapter presents a dual-sensitive image-shearing speckle interferometer [74], which

is capable of measuring in-plane and out-of-plane strain components simultaneously in

a single shot. This system is achieved by combining integrating off-axis interferome-

try, common-path image shearing, and symmetric observation. A spatial multiplexing

technique is employed for the simultaneous phase retrieval of multiple components. Two

customized slit filters and a common-path images-shearing module are adopted to improve

the performance of phase imaging. Mode-I fracture experiments of three-point bending

are conducted to validate the feasibility and the capability of the proposed method.

3.1 Introduction

Interferometric methods allow full-field, non-invasive optical measurements of shapes [75–

79], displacements [9, 80, 81], strains [10, 82], and curvatures [83] of both specularly or

diffusely reflecting surfaces. Deformations in nature and engineering are usually in 3D,

requiring methods capable of measuring multiple components simultaneously. Speckle

interferometry achieves simultaneous multi-component measurements by integrating in-

terferometers and adopting multiplexing techniques [84–86]. Such a multi-component

measurement system can be both single-sensitive and multi-sensitive. Speckle interfer-

ometers designed for simultaneous measurements of out-of-plane displacements and the

associated different order derivatives, such as displacement and slope [84, 87], or slope

and curvature [88, 89], utilize sensitivity vectors in one dimension only and therefore can

be referred to as single-sensitive techniques. Multi-sensitive systems usually provide both
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in-plane and out-of-plane sensitivity vectors [86, 90–94], or even 3D sensitivity vectors

[86, 95].

The main challenges in achieving multi-sensitive measurements include building in-plane

sensitivity vectors. Conventional in-plane-sensitive speckle interferometry operates by

using two sensitivity vectors. Therefore, symmetric dual-beam systems are commonly

adopted for measuring in-plane displacements or in-plane strains [9, 96, 97]. The sym-

metric dual-beam systems with both in-plane and out-of-plane sensitivities have also been

demonstrated in a stepwise fashion [91, 98]. However, single-shot multi-sensitive analy-

sis is still challenging, especially when the in-plane strain components are involved. To

achieve dynamic multi-sensitive measurements of displacements, several attempts have

been made by utilizing spatial-carrier phase shifting [97], different wavelengths [99], po-

larization [96], different coherence lengths [100], and spatial multiplexing [92]. For the

multi-sensitive measurements of strain components, methods achieved by two-step record-

ing and temporal phase shifting have been reported [90, 93, 94, 98, 101], permitting the

static analysis only.

In this chapter, a dual-sensitive image-shearing speckle interferometer is developed for

single-shot simultaneous in-plane and out-of-plane strain measurements. An interfero-

metric configuration with two symmetric observation beams and one illumination beam

is built to obtain the dual strain sensitivity. A spatial multiplexing method is applied

to record synchronous interferograms with the same spatial-carrier frequency but differ-

ent sensitivities and to reconstruct the multiple phase components simultaneously. Two

customized slit spatial filters and a common-path image-shearing module are employed

to improve the phase imaging quality. To verify the feasibility and the capability of

the developed method, simultaneous measurements of in-plane and out-of-plane strain

components are carried out in Mode-I fracture experiments of three-point bending.

3.2 Results

3.2.1 Principle of in-plane and out-of-plane dual-sensitive inter-

ferometry

The schematic of the dual-sensitive imaging-shearing speckle interferometer is presented in

Figure 3.1(a). The sample is illuminated by a collimated laser beam normal to the sample

surface and observed from two symmetric directions of the same angle θ. Assuming the

observation direction lies in the plane y=0, the wave vectors of the illuminating beam k⃗1
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Figure 3.1: See next page for caption.
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Figure 3.1: Principle and implementation of dual-sensitive speckle interferometry. (a)
The symmetric dual-chancel interferometric configuration. M1 and M2: mirrors; S1 and
S2: slits; SD: shearing device. (b) The spatial carrier frequency generated by the common-
path image-shearing device. VS1 and VS2: virtual slits; RS: real slit. (c) The experi-
mental setup and the obtained interferograms. BE: beam expander; CL: collimating lens;
P1 and P2: polarizers; T: target; BS1, BS2, and BS3: beam splitters. IL: imaging lens;
WP: Wollaston prism. (d) and (e), The spectra of the interferograms acquired by the left
channel (S1) and the right channel (S2), respectively. (f) The resultant spectrum.

and two observation beams k⃗21, k⃗22 can be expressed as:

k⃗1 =
2π

λ
(−w⃗0)

k⃗21 =
2π

λ
(− sin θ · u⃗0 + cos θ · w⃗0)

k⃗22 =
2π

λ
(sin θ · u⃗0 + cos θ · w⃗0),

(3.1)

where u⃗0, v⃗0, and w⃗0 are the unit vectors along the positive x-, y-, and z-axes, respectively.

Before reaching the camera, the two object beams are reflected by mirrors symmetrically

and split into two separate and parallel paths. Then the beams pass through a common-

path shearing device, which introduces a variable shear in the y-direction. During a

deformation process, the phase changes corresponding to the left observation direction

k⃗21 and right observation direction k⃗22 are different. The phase change of the left vertical

images-shearing interferogram △φl can be expressed as [86, 98]:

△φl = k⃗l(u⃗,v⃗,w⃗) · l⃗(x,y)

= [(k⃗1 − k⃗21)|(x,y) − (k⃗1 − k⃗21)|(x,y+δy)] · l⃗(x,y)

=
2π

λ

[
− sin θ · ∂lx

∂y
+ (1 + cos θ)

∂lz
∂y

]
δy

,

(3.2)

where k⃗l is the sensitivity vector corresponding to the left observation beam k⃗21 and

the illuminating beam k⃗1, l⃗ represents the vector of surface displacements, and δy is the

shearing amount.

Similarly, the phase change of the right vertical interferogram △φr can be expressed as:

△φr = k⃗r(u⃗,v⃗,w⃗) · l⃗(x,y)

= [(k⃗1 − k⃗22)|(x,y) − (k⃗1 − k⃗22)|(x,y+δy)] · l⃗(x,y)

=
2π

λ

[
sin θ · ∂lx

∂y
+ (1 + cos θ)

∂lz
∂y

]
δy

,

(3.3)
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where k⃗r is the sensitivity vector given by the right observation direction k⃗22 and the

illuminating beam k⃗1.

△φl and △φr are both in-plane and out-of-plane sensitive. The pure out-of-plane strain

component ∂lz/∂y can be determined by adding △φl and △φr:

△φl +△φr =
4π

λ

[
(1 + cos θ)

∂lz
∂y

]
δy

. (3.4)

Furthermore, the pure x-direction in-plane strain component ∂lx/∂y can be determined

by subtracting △φl and △φr:

△φl −△φr = −4π

λ

[
(sin θ)

∂lx
∂y

]
δy

. (3.5)

In this system, the shearing direction can be adjusted to obtain other derivatives of

displacements, such as ∂lx/∂x.

3.2.2 Spatial multiplexing

The multiple phase components can be extracted simultaneously by using spatial multi-

plexing [92]. In each channel, the two split object beams reach the detector with the same

angle [Figure 3.1(b)]. The complex fields of the associated wavefronts can be expressed

as the following:

U11(x,y) = U11(x,y)e
i[φ(x,y)+k⃗11·r⃗]

U12(x,y + δy) = U12(x,y + δy)ei[φ(x,y+δy)+k⃗12·r⃗],
(3.6)

where U11(x,y) and U12(x,y+ δy) represent the amplitudes of complex fields, and k⃗11 and

k⃗11 denote the wavevectors. The intensity of the left interferogram Il(x,y) is therefore

given by [46]:

Il(x,y) = [U11(x,y) + U12(x,y + δy)] · [U11(x,y) + U12(x,y + δy)]∗

= U11(x,y) · U∗
11(x,y) + U12(x,y + δy) · U∗

12(x,y + δy)

+ U11(x,y) · U∗
12(x,y + δy) + U12(x,y + δy) · U∗

11(x,y),

(3.7)

where U∗
11 denotes the complex conjugate of U11. By using FFT, the intensity image can

be transformed from the space domain into the frequency domain:

Ĩl(kx,ky) = D̃l(kx,ky) + C̃l(kx − νx,ky − νy) + C̃∗
l (kx + νx,ky + νy), (3.8)
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where D̃l represents the direct-current component of the image. kx and ky represent the

coordinates in the frequency domain. νx and νx represent the carrier frequencies. The

conjugate terms C̃l and C̃∗
l contain the phase information of the interferograms. The

inverse Fourier transform can be applied to one of the conjugate terms to reconstruct

the phase distribution from the interferogram. The phase change caused by the object

deformation is therefore given by:

△φl(x,y) = △ arg{F−1[C̃l(kx,ky)]}. (3.9)

The left and the right interferograms, which are characterized by different sensitivity

vectors but the same carrier frequency, are recorded synchronously by the same camera.

The phase change of the right interferogram △φr is given by:

△φr(x,y) = △ arg{F−1[C̃r(kx,ky)]}. (3.10)

3.2.3 Experimental setup

Figure 3.1(c) illustrates the experimental setup and the obtained interferograms of the

dual-sensitive image-shearing interferometric system. A He-Ne laser (HNLS008L-EC,

Thorlabs) with a wavelength of 632.8 nm and a power of 0.8 mW was used as the light

source. The laser beam was expanded and collimated by two lenses with focal lengths

of -6 mm and 100 mm, respectively. BS1 was used to ensure that the illuminating beam

was perpendicular to the object surface. M1/M2 and BS2/BS3 were used to ensure that

the two observation beams were parallel to each other and perpendicular to the camera.

WP was employed as a polarized shearing device. P1 and P2 were used to match the

polarization states of the split object beams and to generate high contrast interference

fringe patterns in the interferogram. The shearing amount could be adjusted by changing

the distance between the image plane and the shearing device. A complementary metal-

oxide semiconductor (CMOS) camera (DCC1545M, Thorlabs) was used as the detector,

and the two slits were used as spatial filters. The spectra corresponding to the left, the

right, and the resulting interferogram are shown in Figures 3.1 (d)-(f), respectively. These

spectra were adjusted to be identical. The 2D space shift between the left and the right

interferograms on the imaging plane was calibrated to ensure pixel-level image matching.

3.2.4 Demonstration in mode-I fracture experiments

Mode-I fracture experiments of three-point bending were conducted for experimental

demonstrations. The mechanical loading device is shown in Figure 3.2. To achieve the

small-scale yielding, a polymethyl methacrylate (PMMA) specimen was prepared, due
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Figure 3.2: (a) The loading device and the PMMA specimen (105×40×10 mm3) used for
the three-point bending fracture experiments. MS: micrometer screw. S1/S2: supports
of three-point bending. (b) The crack-tip area.

to its isotropic mechanical property and relatively high yield strength. The specimen

(105×40×10 mm3) with a notch (1×15×10 mm3) was coated with white spray paint to

increase the reflectivity. A micrometer screw was used for loading. A vertical force was

loaded in the center of the specimen to achieve standard three-point bending.

The in-plane and out-of-plane strain fields on the crack-tip area were measured simulta-

neously. By using the spatial multiplexing method, the wrapped 2π-modulo phase maps

corresponding to the interferograms in Figure 3.1(c) were obtained, as shown in Figures

3.3(a) and (b). Both the two phase images contain in-plane and out-of-plane strains si-

multaneously as described in Equations 3.9 and 3.10. In this measurement, a vertical

shear amount parallel to the notch direction was applied. The points 1 and 2 in Figure

3.3(a) present the positions of two sheared crack tips of the object waves U11 and U12.

The corresponding in-plane and out-of-plane strain fields of the sample surface [Figures

3.3(c) and (d)] were reconstructed by adding and subtracting the initial phase images

based on Equations 3.4 and 3.5. The calibration of the position difference between the

left and the right interferogram on the imaging plane ensured pixel-level image match-

ing between the initial phase maps. Figure 3.3(c) shows a full-field phase distribution of

the out-of-plane strain component ∂lz/∂y obtained by adding the complementary phase

maps shown in Figures 3.3(a) and (b). As the shearing amount δy corresponds to a real

physical size of approximately 4 mm, each 2π variation in the phase images corresponds

to a strain difference of 46 µε given by Equation 3.4. Figure 3.3(d) shows the in-plane

strain component ∂lx/∂y obtained through the subtraction of the initial phase images,

and each 2π phase variation corresponds to a strain difference of 112 µε.

To verify the experimental results, the simulation of 3D strain distributions on the crack
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Figure 3.3: Experimental results. The initial phase images obtained from (a) the left
and (b) right channels. The reconstructed phase images of (c) the out-of-plane crack-tip
strain component ∂lz/∂y and (d) the in-plane crack-tip strain component ∂lx/∂y. The
corresponding analytical solutions of (e) ∂lz/∂y and (f) ∂lx/∂y obtained by linear elastic
fracture mechanics.
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tip area of three-point bending mode-I fracture was conducted by using the theory of

linear elastic fracture mechanics [Figures 3.3(e) and 5(f)]. The coordinate system of the

simulation is shown in Figure 3.2(b). Mathematically, the corresponding displacement

fields U , V , and W can be expressed as [93, 94, 102]:

U =
(1 + ν)K1

2E

√
r

2π

[
(2k + 1) sin

θ

2
− sin

3θ

2

]
V =

(1 + ν)K1

2E

√
r

2π

[
(2k − 1) cos

θ

2
− cos

3θ

2

]
W =

−νhK1

E

√
1

2πr
cos

θ

2
,

(3.11)

where ν is Poisson’s ratio, E is Young’s modulus, k equals (3 − ν)/(1 + ν), h is the

thickness of the specimen, and K1 is the stress intensity factor corresponding to the pure

mode-I fracture of three-point bending [102]. The value of K1 was assumed to be 1 in

the simulation, as it is a constant term under a given load and therefore unrelated to

the general shape, the orientation, and the symmetry properties of the simulated strain

fields. The pixel shearing amount was obtained from the distance between the sheared

crack tips contained in the two object beams U11 and U12. Taking this pixel shearing

amount as the interval of the gradient, the simulated out-of-plane and in-plane crack-tip

strain components ∂lz/∂y and ∂lx/∂y were obtained from the displacement fields W and

U , respectively, as shown in Figures 3.3(e) and 5(f). Due to the singularity of the crack-

tip deformation, for comparison, the singular strain values in the simulated field ∂lz/∂y

have been eliminated as shown in Figure 3.3(e). The figure shows that the theoretical

out-of-plane strain field ∂lz/∂y is symmetric about the y-axis, and the in-plane strain

field ∂lx/∂y is antisymmetric about the y-axis. Hence, considering the existence of stress

singularity on the crack-tip area and the non-uniformity of the material, the general shape,

the orientation, and especially the symmetry properties of the measured surface strain

fields using the proposed method agree with the theoretical results.

3.3 Discussion

A dual-sensitive image-shearing speckle interferometer is developed for single-shot si-

multaneous in-plane and out-of-plane strain measurements. The method is achieved by

combining integrating off-axis interferometry, common-path image shearing, and symmet-

ric observation. A spatial multiplexing technique was adopted for the single-shot phase

retrieval of multiple components. Two customized slit spatial filters and a common-

path image-shearing module were employed to improve the phase imaging quality. For a

demonstration, single-shot measurements of multiple strain components were conducted
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in mode-I fracture experiments of three-point bending. The experimental results agreed

with the theoretical simulations. The proposed method potentially allows industrial ap-

plications such as dynamic in-plane and out-of-plane dual-sensitive NDT measurements.

To measure the deformations of high strain gradients in the crack-tip area, two improve-

ments were made in the proposed system to improve the imaging quality. Firstly, we em-

ployed two customized slits for spatial filtering. Temporal phase shifting can be achieved

through phase-stepping procedures, and therefore it’s limited to static or quasi-static

measurements. To achieve single-shot phase imaging, carrier phase-shifting methods use

apertures [84, 85, 97] as spatial filters to generate the cutoff frequency. However, the aper-

tures also impose limitations on the light efficiency and the maximum spatial frequency of

the system, which can degrade the imaging quality. On contrast, slits pass more incident

light, thus allowing better imaging performance. Secondly, the image-shearing module

was built with a Wollaston prism. This compact and robust common-path interferomet-

ric configuration permits higher temporal phase stability as compared with conventional

image-shearing solutions such as a Michelson or a Mach-Zehnder interferometer.

Another concern lies in the synchronous acquisition of interferograms with the two chan-

nels. To achieve single-shot multiple strain component measurements, another strategy

is to build different carrier frequencies in the left and the right interferometric channels

and spatially overlap the two interferograms on the imaging plane. Thus, the phase dis-

tribution corresponding to the two different sensitivity vectors can be separated in the

frequency domain after applying a Fourier transform and then totally reconstructed using

the carried phase-shifting algorithm. However, achieving such a scheme requires additional

procedures to avoid the cross interference between the two symmetric channels.



Chapter 4

Speckle interferometer with an

unlimited minimal shear amount

This chapter develops a single-aperture common-path speckle interferometer with an un-

limited minimal shear amount [103]. This unlimited shear amount is introduced when a

Wollaston prism is placed near the Fourier plane of a common-path interferometer, which

is built by using a quasi-4f imaging system. The fundamentals of the shear amount and

the spatial carrier frequency generation are analyzed mathematically, and the theoretical

predictions are validated by a static experiment. Mode-I fracture experiments through

the three-point bending are conducted to prove the feasibility and the capability of this

method in full-field strain measurement with various shear amounts. A remarkable fea-

ture of this setup is that no tilt is required between the optical components to produce

the unlimited shear amount in off-axis holography.

4.1 Introduction

The single-aperture common-path speckle interferometer combines the benefits of common-

path geometry and off-axis holography [74, 104], as a result, it provides instant phase

change maps with subwavelength level accuracy. In this system, the common-path con-

figuration is used to improve temporal stability in a variety of surroundings [53, 105,

106]. The aperture is used to generate the carrier frequency and the cut-off frequency

for dynamic measurements [46, 84, 85, 97]. Hence, the acquisition time of this method is

only limited by the recording device.

The image-shearing interferogram obtained with the common-path speckle interferome-

ter offers full-field displacement gradient sensitivity, in which the directional derivatives
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of the displacement on the deformed surface can be obtained. The shear amount is an

important parameter to control the measurement performance. In some cases, the shear

amounts need to be small enough to obtain the required displacement gradient informa-

tion, especially when the physical size of the entire field of view is relatively large. For

example, a small shear amount is required in NDT to ensure that the internal defects

are reflected in the surface strain by singularity areas [10, 107]. Additionally, the excess

shear amount may deteriorate the spatial resolution and shearography approximation,

and may cause an immeasurable zone in the target with geometrical discontinuity [107,

108]. However, the minimal shear amount in a conventional single-aperture common-path

speckle interferometer is limited by the single-lens system.

In this chapter, we developed a quasi-4f common-path optical imaging system to generate

an unlimited shear amount in the image-shearing interferograms, which has the potential

to increase the spatial resolution for crack detection. This robust and simple imaging

setup operates without the need to tilt any optical components, which prevents alignment

procedures and achieves a highly stable and compact system.

4.2 Results

4.2.1 Limitation of the conventional setup

The limited minimal shear amount in the conventional single-aperture common-path

speckle interferometer is shown in Figure 4.1(a). This interferometer is arranged by

placing WP between L and IP, and A in front of L [104]. As a result, the minimal shear

amount δmin is limited by:

δmin = 2dmin · tan(0.5β), (4.1)

and the distance dmin becomes zero only when the beam splitting plane is on the surface

of the image sensor, which is impractical due to the size of the beam splitter and the

existence of the polarizer or the other optical components between WP and IP.

4.2.2 Principle of shear-unlimited speckle interferometry

A quasi-4f imaging system is introduced to produce the unlimited shear amount [Figures

4.1(b) and (c)]. The developed interferometer is arranged by placing WP between L1 and

L2, near FP, P between L2 and IP, and A in front of L1. WP is employed as a shearing

device, and P is used to adjust the polarization of the two split object beams to obtain

interferograms with high-quality interference fringes. A is used to generate the cut-off

frequency in the spectral domain. As shown in the magnified diagrams in Figures 4.1, δ
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Figure 4.1: (a) The minimal shear amount limit in the conventional single-aperture
common-path speckle interferometer. TP: target plane; A: aperture; L: imaging lens;
WP: Wollaston prism; P: polarizer. f represents the focal length of L, β represents
the beam separation angle of WP, d is the distance between WP and IP, and δ is the
shear amount. (b) and (c) The optical arrangement of the shear-unlimited common-path
speckle interferometer. L1 the first lens; FP the Fourier plane of L1; L2 the second lens;
VFP1/2 virtual focal point 1/2. d1 is the distance between WP and L2, d2 is the distance
between L2 and IP, l is the distance between IP and the virtual focal points, h is the
distance between VFP1 and VFP2, α is the average incident beam separation angle, and
γ is the angle between two incident beams projecting on the same point of IP. (b) and
(c) show the schematic diagrams of the light path when δ equals and is more than zero
respectively. (d) Schematic of the experimental setup. BS: beam splitter.

can be adjusted by changing the position of WP:

δ = 2d2 · tan(0.5α)− 2d1 · tan(0.5β). (4.2)

The carrier frequency ν0 is determined by γ, which is related to l, h, and the laser

wavelength λ:

ν0 =
2 sin(0.5γ)

λ
=

2 sin(arctan 0.5h
l
)

λ
. (4.3)

According to Figure 4.1(c), h is given by:

h = δ + 2l · tan(0.5α). (4.4)

Assuming that l is fixed, the carrier frequency ν0 and the distance h are positively corre-

lated. In the case when the shear amount δ is zero [Figure 4.1(b)], the distance h, which

represents the carrier frequency, equals:

h
∣∣
δ=0

= 2l · d1
d2

· tan(0.5β). (4.5)

In the case when δ increases [Figure 4.1(c)], the angle α decreases slightly as the refraction

angle decreases from the edge to the center of L2. However, the reduction of α is relatively

small and it can be ignored. Hence, the carrier frequency ν0 increases when the shear

amount increases from zero. The carrier frequency is at a minimum when the shear

amount δ is zero:

ν0
∣∣
δ=0

=
2 sin{arctan[d1

d2
· tan(0.5β)]}

λ
. (4.6)
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It is known that the carrier frequency should be large enough so that the spatial phase

shifting can be carried out for the phase reconstruction, which is important for the optical

design of the off-axis holography. In the shear-unlimited speckle interferometer, Equation

4.6 shows that the minimal carrier frequency can be increased to be large enough by

employing a beam splitter with a larger beam separation angle or by increasing d1/d2,

while no tilt between the optical components is required.

If the aperture in the input plane is illuminated using a uniform object beam, an inter-

ferogram with carrier frequency ν0 and shear amount δ can be obtained in the imaging

plane. The phase map φ of the measured object can be derived through Fourier transform

[46]:

C(x,y) = F−1{F [I(x,y)] · Fo},
φ(x,y) = arg[C(x,y)],

(4.7)

where I(x,y) is the intensity distribution of the interferogram, Fo represents the low-pass

filtering in either of the two spectra that contain the surface information, and C(x,y) is

the complex amplitude of the filtered interferogram.

4.2.3 Experimental setup

The schematic of the experimental setup is shown in Figure 4.1(d). The sample was

fixed by a micrometer screw device, which was also used to apply load to the sample. A

He-Ne laser (λ=632.8 nm, HNLS008L-EC, Thorlabs) was used as the light source. The

laser beam was expanded and collimated by the lenses, and reflected by BS to ensure the

illumination beam is approximately perpendicular to the sample surface. The focal lengths

of L1 and L2 are f1=100 mm and f2=30 mm, respectively. A WP with a beam separation

angle β = 1◦ was used as the beam splitter, which can provide sample’s birefringence

information as compared to a diffraction grating or a Fresnel biprism. A CMOS camera

of 1024 × 1280 pixels and 256 gray levels was employed to record the interferograms. A

with a diameter of 1.5 mm was fixed in front of L1.

4.2.4 Demonstration in static measurements

The image-shearing interferograms of a static pattern were obtained to show the unlimited

minimal shear obtained with the shear-unlimited common-path speckle interferometer.

The shear amounts of these four interferograms were δx = δy ≈ 0, 1.0, 1.5, and 2.0

mm, respectively [Figures 4.2(a)-(d)], and the corresponding d1 were about 27, 20, 17,

and 15 mm, respectively. The periodic fringe structures in the zoomed in interferograms

represent the generated carrier frequencies [Figures 4.2(e)-(h)]. To quantify the carrier

frequency, the interferograms were transformed into the Fourier domain [Figures 4.2(i)-
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Figure 4.2: (a-d) The image-shearing interferograms of a static pattern with the shear
amounts of δx= δy=0, 1, 1.5, and 2 mm, respectively. (e-h) The corresponding periodic
fringes in the zoomed in interferograms. (i-l) The corresponding Fourier spectra obtained
from the interferograms in (a-d).
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(l)]. The separation distance between the sidelobes represents the value of the carrier

frequency. Figure 4.2 shows that there is no limit for the minimal shear amount, and

it can be zero, which provides the potential to increase the spatial resolution for crack

detection. The carrier frequency is at the minimum when the shear amount δ is zero,

which is large enough for phase reconstruction with the spatial phase-shifting method.

The carrier frequency increases slightly when the shear amount increases from zero. The

experimental results agree with the theoretical predictions (Equations 4.2-4.6).

4.2.5 Demonstration in mode-I fracture experiments

To validate the feasibility and the capability of this imaging setup in strain measurements,

a mode-I fracture test through three-point bending was carried out [Figure 4.3]. A poly-

methyl methacrylate (PMMA) substrate was used as the model material under conditions

of small-scale yielding. A specimen (105× 40×10 mm3) with a vertical notch (1× 15× 10

mm3 ) in the lower middle was coated with white spray paint (100 µm) to increase its

reflectivity. The obtained interferograms on the crack-tip area with the shear amounts of

δx = δy= 0.5, 1, 2, and 3 mm are shown in Figures 4.3(a)-(d), respectively. Then, the

PMMA sample was loaded by a symmetric three-point bending, which was carried out by

applying a downward force on the upper middle of the sample, and two upward supporting

forces on the lower left and the lower right symmetrically. The corresponding unwrapped

phase change maps before and after loading, ∆φ(x,y), which stand for the out-of-plane

strain fields [74], were calculated with Equation 4.7 [Figures 4.3(e)-(h)]. Figures 4.3(e)-(h)

show that all the positions of the notch in the interferograms with different shear amounts

can be located quantitatively from the singularity areas in the measured phase maps, even

in the interferogram with the shear amount of δx = δy= 0.5 mm, in which the two virtual

images of the notch partly overlap with each other. It should be noted that δx = δy= 0.5

mm is not the shear amount limit, it can be even smaller, but theoretically, the directional

derivatives of the displacement will be zero and the singularity areas will disappear if the

shear amount equals zero. To verify these results, the simulated out-of-plane strains with

corresponding shear amounts on the crack tip of mode-I fracture under the three-point

bending were obtained by the theory of linear elastic fracture mechanics [74, 102] [Figures

4.3(i)-(l)]. Figures 4.3(i)-(l) show the general shapes and the orientation of the measured

strain fields with different shear amounts agree well with the corresponding theoretical

results, which proves the accuracy of the developed method. In general, Figure 4.3 val-

idates that the developed common-path speckle interferometer is capable of measuring

full-field strain accurately with unlimited shear amounts.
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Figure 4.3: (a-d) The image-shearing interferograms on the crack-tip area with the shear
amounts of δx = δy= 0.5, 1, 2, and 3 mm, respectively. (e-h) The corresponding phase
change maps due to the mechanical load measured with the developed method. (i-l)
The corresponding simulated phase change maps obtained by the theory of linear elastic
fracture mechanics.
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4.3 Conclusion

In conclusion, a shear-unlimited common-path speckle interferometer is developed, which

provides full-field strain measurements with unlimited shear amounts, and the acquisi-

tion time is only limited by the recording device due to the off-axis holography feature.

The fundamentals of the shear amount and the spatial carrier frequency generation are

analyzed mathematically, and the theoretical predictions are validated by the static ex-

periment. The mode-I fracture experiment proves that the new common-path speckle

interferometer is capable of measuring full-field strain accurately with unlimited shear

amounts. A unique attribute of this imaging method is that no tilt between the optical

components is required to produce the unlimited shear amount.





Chapter 5

Low-pass filtering compensation in

digital holographic microscopy

This chapter presents a low-pass filtering compensation (LPFC) method to compensate for

phase aberrations in point diffraction-based common-path digital holographic microscopy

[109]. This method estimates the phase aberration from the object hologram by Fourier

transform and low-pass spatial filtering. The estimated phase aberration is subtracted

from the object phase image to achieve single-hologram phase compensation. The accu-

racy and capability of LPFC for phase compensation were demonstrated by experiments

on a Ronchi grating and a human blood smear. LPFC provides phase compensation for

both smooth objects and objects containing abrupt edges, in the special case of a system

with relatively high-frequency objects and low-frequency slight phase aberrations. LPFC

operates without the need for fitting procedures, iterative steps, or prior knowledge of the

optical parameters, which substantially simplifies the process of phase compensation in

quantitative phase imaging.

5.1 Introduction

Digital holographic microscopy has been developed for a wide range of applications in the

examination of cell pathophysiology [110, 111], semiconductors [112], and 2D materials

[113]. The common-path DHM combines common-path geometry and off-axis holography,

hence it provides subnanometer level OPD imaging with high temporal stability and

the acquisition speed is limited only by the detector [114–117]. Point diffraction-based

common-path DHM uses a spatial filter to generate holograms with uniform reference

fields, resulting in a compact system with a full field of view [118–122]. In these setups,

the zeroth-order beam is low-pass filtered by a pinhole in the Fourier plane of the spatial
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filtering lens, which is generally assumed to be a uniform field at the surface of the

image sensor [120, 122]. However, due to the uses of a microscope objective (MO) and

the complex spatial filter, or a non-optimal imaging system, the zeroth-order beam can

be distorted, which introduces phase aberrations to the original off-axis holograms. An

automatic aberration compensation is desirable to extract the sample phase images.

Various approaches have been proposed to estimate the phase aberrations in DHM. Com-

monly used double-exposure compensation (DEC) relies on the manual double-exposure

operation [123], allowing the calibration of the DHM setup from the second specimen-free

hologram. This method requires that the wavefronts of the specimen-free hologram and

the specimen hologram are parallel to each other strictly. Zernike polynomial fitting cal-

culates the phase aberration through numerical processing such as computational fitting

procedures, which requires prior knowledge about the optical parameters, or iterative pro-

cedures [124–126]. Methods based on deep learning convolutional neural network (CNN)

[127], phase variation minimization[128], sparse optimization[129], and synthetic differ-

ence[130] use complex algorithms to estimate residual aberrations. The self-overlapping

approach has been applied without fitting procedures, but it limits the FOV due to

the overlapping operations [131]. The concept of self-reference conjugated hologram was

introduced for the phase compensation of smooth objects in a modified Mach-Zehnder

interferometer [132]. However, its accuracy is still to be demonstrated quantitatively.

In this chapter, a low-pass filtering compensation (LPFC) method is proposed to com-

pensate for phase aberrations of both smooth objects and objects with abrupt edges in

a point diffraction-based common-path DHM, which generates holograms with relatively

high-frequency objects and low-frequency slight phase aberrations (the phase contribu-

tion due to the aberrations of the whole hologram is less than 10 rad). The capability

and accuracy of LPFC are quantitatively proved by the compensation results of a Ronchi

grating with abrupt edges and a human blood smear. LPFC requires no fitting proce-

dures, iterative steps, or prior knowledge of the optical parameters, which substantially

simplifies the process of phase compensation in quantitative phase imaging.

5.2 Results

5.2.1 Common-path digital holographic microscopy

The schematic of the experimental setup is shown in Figure 5.1(a). A He-Ne laser beam

(632 nm, 0.8 mW, HNLS008R-EC, Thorlabs) was expanded and collimated for plane

illumination. M1, M2, BE1, and C1 were used to provide illumination in transmission

mode. BS1, BE2, C2, and BS2 were for illumination in reflection mode. An infinity-
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72
CHAPTER 5. LOW-PASS FILTERING COMPENSATION IN DIGITAL

HOLOGRAPHIC MICROSCOPY

Figure 5.1: (a) Schematic of the common-path DHM setup. BS1, BS2 beam splitter;
M1, M2 mirror; BE1, BE2 beam expander; C1, C2 collimator; MO microscope objective;
TL tube lens; G diffraction grating; L lens; SF spatial filter. (b)-(e) Principle of LPFC
for phase aberration compensation. (b) The spectrum of the original hologram. Fo,
the digital low-pass filtering by the red circle, which delimits the frequency for the object
phase image. FLPFC, the digital low-pass filtering with the small blue circle, which delimits
the frequency for the phase aberration image. (c) φo, the object phase image retrieved
from the original hologram without phase compensation. (d) φLPFC

a , the estimated phase
aberration image from the original hologram with LPFC. (e) φLPFC

s , the compensated
object phase image by subtracting the estimated phase aberration image in (d) from the
retrieved original phase image in (c).

corrected MO (NA = 0.25, Plan N, Olympus) was used to produce a magnified image of

the sample. TL was used to collimate the light fromMO. G (40 c/mm, Applied Image Inc.)

was placed at the image plane to separate the magnified image field into multiple orders.

L (f=100 mm) was used for imaging and spatial filtering simultaneously. The multiple

order image fields were isolated in the Fourier plane (the back focal plane) of L, where SF

was placed. SF allowed for passing the entire zeroth diffraction order beam, which was

used as the sample field. The first order was physically low-pass filtered by a pinhole,

which was used as the reference field. All the other diffraction orders were blocked. A

CMOS camera (1280 x 1024 pixels, monochrome sensor, DCC1545M, Thorlabs) was used

as the detector.

5.2.2 Principle of low-pass filtering compensation

The hologram of a 1951 USAF test target obtained with the common-path DHM setup

in reflection mode was processed to illustrate the steps involved in LPFC [Figures 5.1(b)-

(e)]. The intensity image of the original hologram obtained by the detector, Io(x,y), is

generally given by:
Io(x,y) = (R +O)(R +O)∗

= |R|2 + |O|2 +R∗O +O∗R,
(5.1)

where (x,y) represents the position of the hologram pixels, R and O indicate the refer-

ence field and the object field respectively, and the ∗ notation denotes complex conjugate.

|R|2+|O|2 is the DC component. R∗O and O∗R contain the phase information of the sam-

ple. To extract the phase image from the original hologram, Io(x,y) is Fourier transformed

and filtered with Fo [Figure 5.1(b)]:

Co(x,y) = F−1{F [Io(x,y)] · Fo}
= |R||O|i[φs(x,y)+φa(x,y)+kxx+kyy],

(5.2)
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where Co(x,y) is the complex amplitude of the filtered hologram, φs is the sample phase

image, φa is the phase aberration image, and (kx, ky) represents the 2D spatial carrier

frequency caused by the off-axis holography.

LPFC utilizes the fact that for a system with relatively high-frequency objects and low-

frequency slight phase aberrations, the low-frequency components of the local objects are

still higher than the frequency of the phase aberrations. The low-frequency components

of the whole hologram, which are physically corresponding to the phase aberrations, can

be effectively extracted with an appropriate spatial filter. Io is Fourier transformed and

filtered by FLPFC to estimate the phase aberration image [Figure 5.1(b)]. The diameter

of the blue circle (FLPFC) is defined to be as small as possible to eliminate all the high-

frequency information, which represents the sample phase image, but sufficiently large

to cover all the low-frequency phase aberration of the original hologram. The operator

calibrates the diameter of the blue circle only once for the optical system with the same

parameters. The complex amplitude of the phase aberration image obtained with LPFC

is given by:
CLPFC

a (x,y) = F−1{F [Io(x,y)] · FLPFC}

= |R||O|i[φLPFC
a (x,y)+kxx+kyy].

(5.3)

The phase images can be extracted from the complex amplitude images by:

φ(x,y) = arg[C(x,y)]. (5.4)

φo and φLPFC
a were retrieved from the original hologram of the 1951 USAF [Figures

5.1(c) and 5.1(d)]. To show φo and φLPFC
a clearly, the integer-pixel spectrum-centering

processing [133] was used to eliminate the main part of the phase tilt caused by the off-axis

holography. φLPFC
s [Figure 5.1(e)] can be obtained by subtracting φLPFC

a from φo:

φLPFC
s (x,y) = φo(x,y)− φLPFC

a (x,y). (5.5)

For comparison, the DEC-compensated phase image φDEC
s can be obtained by subtracting

the retrieved phase aberration image φDEC
a from the retrieved phase image of the original

hologram φo [123]:

φDEC
s (x,y) = φo(x,y)− φDEC

a (x,y), (5.6)

where φDEC
a is obtained from the second specimen-free hologram by:

CDEC
a (x,y) = F−1{F [IDEC(x,y)] · Fo}

= |R||O|i[φDEC
a (x,y)+kxx+kyy],

(5.7)
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where IDEC represents the intensity image of the second specimen-free hologram, and

CDEC
a is the complex amplitude of the second hologram.

5.2.3 LPFC imaging of a Ronchi grating
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Figure 5.2: Phase compensation of a Ronchi grating. (a) φo, (b) φ
LPFC
a , (c) φDEC

a , (d)
φLPFC
a − φDEC

a , (e) φLPFC
s , and (f) φDEC

s .

To demonstrate the feasibility of the developed method, a Ronchi grating (40 c/mm) was

tested based on the common-path DHM setup in transmission mode (Figure 5.2). φo

[Figure 5.2(a), after the integer-pixel spectrum-centering processing and phase unwrap-
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ping] shows that the large parabolic phase aberration hides the phase contribution of

the specimen. φLPFC
s [Figure 5.2(e)] was obtained by subtracting φLPFC

a [Figure 5.2(b)]

from φo [Figure 5.2(a)]. For comparison, a second hologram without the sample was cap-

tured as the reference hologram to estimate the phase aberration image with DEC. φDEC
s

[Figure 5.2(f)] was obtained by subtracting φDEC
a [Figure 5.2(c)] from φo [Figure 5.2(a)].

φLPFC
a − φDEC

a [Figure 5.2(d)], the residual image (defined as the difference between the

LPFC-estimated and the DEC-estimated phase aberration image) fluctuated around zero.

Both LPFC and the conventional DEC eliminated the parabolic phase aberration and ex-

tracted φs effectively [Figures 5.2(e) and 5.2(f)], and the compensation results were in

agreement.

The compensation results in Figure 5.2 were further quantitatively compared to verify

the accuracy of LPFC (Figure 5.3). φLPFC
s |x and φDEC

s |x [Figure 5.3(a)] agreed well with

each other, and they were consistent with the periodic structure of the Ronchi grating.

∆OPD [Figures 5.3(b) and 5.3(c)] was measured from the histograms of the phase images

[Figures 5.2(a), 5.2(e), and 5.2(f)]. ∆OPDLPFC and ∆OPDDEC were 162.6 nm and 163.3

nm, respectively (≈ 99.6% agreement). Figures 5.3(a)-5.3(c) quantitatively proved that

the compensation results of LPFC and DEC were in good agreement. A digital low-pass

spatial filter with a radius of 6 pixels was used for phase aberration compensation of the

Ronchi grating. The geometric center of the filter was located in the peak position in the

spectrum. The performances of the low-pass spatial filters with different sizes (r=2, 6, and

25 pixels, respectively) were evaluated by comparing the LPFC1−3-estimated aberration

images with the original phase image and the DEC-estimated aberration image [Figure

5.3(d)]. Unlike φLPFC3
a |x, φLPFC2

a |x was much smoother, indicating that LPFC2 eliminated

all the sample information. φLPFC1
a |x fluctuated irregularly as LPFC1 did not contain the

complete low-frequency phase aberration of the original hologram. φLPFC2
a |x and φDEC

a |x
were in agreement.

5.2.4 LPFC imaging of red blood cells

Experiments on a human blood smear specimen with high-density red blood cells (RBCs)

were performed based on the same DHM setup in transmission mode (Fig. 5.4). Both

φLPFC
a and φDEC

a [Figs. 5.4(b) and 5.4(c)] presented the phase aberrations of φo [Fig.

5.4(a)]. The residual image φLPFC
a − φDEC

a [Fig. 5.4(d)] fluctuated around zero. Figs.

5.4(e) and 5.4(f) showed that both LPFC and DEC revealed an overall cell distribution

of the blood smear. The magnified images [Figs. 5.4(g) and 5.4(h)] showed that both

LPFC and DEC presented the complete discocytic morphology of the individual RBCs.

The quantitative comparison between φLPFC
s |x and φDEC

s |x [Fig. 5.4(i)] illustrated the

compensation results of LPFC agreed with that of DEC.
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Figure 5.3: Accuracy analysis of LPFC. (a) φLPFC
s |x and φDEC

s |x, the phase profiles
of φLPFC

s and φDEC
s [Figures 5.2(e) and 5.2(f)] along the dotted line x [Figure 5.2(f)],

respectively. (b) The histograms of the phase images φo and φLPFC
s [Figures 5.2(a) and

5.2(e)]. (c) The histograms of the phase images φo and φDEC
s [Figures 5.2(a) and 5.2(f)].

∆OPDLPFC (162.6 nm) and ∆OPDDEC (163.3 nm), the top-bottom OPD difference of the
Ronchi grating by LPFC and DEC, respectively. (d) The performances of the low-pass
filters LPFC1−3 (r=2, 6, and 25 pixels, respectively). φo|x, φDEC

a |x, and φLPFC1−3
a |x, the

profiles of φo [Figure 5.2(a)], φDEC
a [Figure 5.2(c)], and φLPFC1−3

a along the dotted line x
[Figure 5.2(f)], respectively.
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Figure 5.4: See next page for caption.
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Figure 5.4: Phase compensation of a human blood smear specimen. (a) φo, (b) φ
LPFC
a ,

(c) φDEC
a , and (d) φLPFC

a − φDEC
a . (e) φLPFC

s and (f) φDEC
s , the phase images of the whole

human blood smear compensated with LPFC and DEC, respectively. (g) and (h), the
magnified images of (e) and (f) to show the morphology of individual RBCs. (i) φLPFC

s |x
and φDEC

s |x, the phase profiles of (g) and (h) along the dotted line x in (h).

5.3 Conclusion

In conclusion, we developed the LPFC method for single-hologram phase aberration com-

pensation of both smooth objects and objects with abrupt edges, in the special case

of a system with relatively high-frequency objects and low-frequency slight phase aber-

rations. The accuracy and capability of LPFC were quantitatively validated through

experiments on a Ronchi grating with abrupt edges and a human blood smear based on

a point diffraction-based common-path DHM. No fitting procedures, iterative steps, or

prior knowledge of the optical parameters are required to remove the unwanted aberrations

with LPFC, which substantially simplifies the process of phase aberration compensation

in quantitative phase imaging.



Chapter 6

Multibeam array interferometric

microscopy

High-throughput microscopic imaging is highly desirable in biomedical applications. Ad-

vances in computational microscopy have achieved high space-bandwidth products and

even permitted gigapixel imaging in a stepwise fashion, yet temporal resolution remains

challenging for investigating live-sample dynamics. In this chapter, we report multibeam

array interferometric microscopy (MAIM) for a single-shot high space-bandwidth product

[134]. The MAIM method overcomes the limitations of conventional digital holographic

microscopy, providing complex field reconstruction with a maximum 5-fold FOV increase

in a single camera acquisition, while maintaining subnanometer optical path-length sta-

bility. This is achieved by integrating common-path holographic microscopy, multibeam

interference technology, and holographic multiplexing technology. The temporal resolving

power of MAIM is significantly higher than that of computational illumination microscopy.

MAIM has major advantages over previous holographic multiplexing techniques in that

it integrates more wavefronts and offers high temporal stability. The fundamentals of

MAIM are analyzed theoretically. As a demonstration, we build MAIM prototypes to in-

crease the FOV by factors of 5, 4, and 3, respectively. We present proof-of-concept MAIM

imaging results of both natural and artificial samples and show biomedical applications

such as monitoring subcellular dynamical phenomena in flowing live erythrocytes in vitro

and label-free micro-refractometry imaging of unstained cancer tissue slices. MAIM gives

rise to (ultra)fast or long-term (time-lapse) imaging of nanoscale dynamics of unstained

live samples in vitro with a high throughput.
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6.1 Introduction

The SBP characterizes the throughput of an imaging system by counting the number of

the minimum resolvable spots in the maximum FOV [135]. For a digital microscope, its

SBP is fundamentally limited by both the objective lens and the detector. Although mod-

ern objective lenses provide a high SBP (∼5-35 megapixels), only part of the information

transmitted by the optical system can be sampled or digitized due to the limited number

of pixels of most commercial image sensors. This “SBP gap” caused by the mismatch

between objective lenses and optoelectronic sensors is in general bridged by matching the

effective pixel size to the optical resolution, resulting in major sacrifices of FOV. For ex-

ample, the combination of a 20× objective lens (e.g., 0.8 NA, 26.5 FN, ∼23.8-megapixel

SBP at 632 nm) and a commercial CMOS sensor (e.g., 1024×1080, ∼1.3 megapixels)

would waste >90% FOV of the objective lens. This gap limits many biomedical appli-

cations that require large-scale high-resolution imaging, such as digital pathology [136,

137], cell detecting [138, 139], and imaging flow cytometry [140–142].

Increasing the SBP of optical microscopes has garnered great interest in recent decades.

Mechanical scanning methods rely on precise control over actuation, and moving elements

can introduce extra vibration noise. synthetic-aperture and computational illumination

techniques increase the resolving power of low NA objective lenses by mechanically or

electrically scanning in Fourier space (FS), thus expanding the pupil function of their

optical systems to achieve a high SBP [30, 143–148]. Since the enlarged pupil functions are

built from multiple low-resolution image sets, these approaches usually require multiple

recordings and computation-intensive digital reconstructions. For example, synthetic-

aperture digital holographic microscopy requires at least 4 holograms with azimuthal

angles at 90◦ intervals [144], the computational out-of-focus imaging method combines at

least 3-5 slightly out-of-focus images [147], synthetic-aperture on-chip microscopy operates

at 22 different illumination angles [145], and Fourier ptychographic microscopy (FPM)

records over 100 sequential images [30]. FPM that adopts a source-coded strategy or a

data-driven strategy requires fewer images [146, 149, 150]. Multiple-recording limits these

high-SBP techniques for high temporal-resolved in vitro imaging.

Holographic multiplexing permits recovering multiple complex wavefronts in a single cam-

era acquisition by integrating several object waves into one single spatially multiplexed

hologram [74, 151–153]. The single-shot capability and the compatibilities with various

holographic imaging devices of holographic multiplexing allow for high temporal-resolved

optical imaging applications such as ultrafast pulse holography [154, 155], single-step

synthetic-aperture holography [156–158], high-speed holographic tomography [159], and

snapshot multispectral imaging [160]. Holographic multiplexing-based large-FOV quan-
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titative phase imaging methods increase the SBP without compromising other imaging

parameters, such as temporal resolution [117, 161–163]. Despite these advantages, these

methods also present certain limitations. For example, the maximum number of the mul-

tiplexed wavefronts is limited by the complex multichannel interferometric setup. Adding

channels (wavefronts) can significantly increase the optomechanical complexity and align-

ment requirements such as interference angle controls and FOV calibrations.

In this work, we report a new single-shot QPI method with high-SBP. This method,

termed multibeam array interferometric microscopy (MAIM), increases the SBP of con-

ventional DHM by a maximum factor of 5, while maintaining subnanometer optical path-

length stability and camera frame rate-limited temporal resolution. This is achieved

by combining common-path geometry from point-diffraction interferometry [109, 118,

120, 164], single-shot recording associated with multibeam interference [165–168], and

multiple-wavefront recovery from holographic multiplexing [152]. The multibeam array

is generated through orthogonal grating modulation (OGM) and filtered by a customized

2D aperture array to achieve reconstructable multibeam array interference. Complex am-

plitude images corresponding to variable subsets of a sample can be extracted from the

spatially multiplexed interferogram and stitched to generate a synthetic image with large

FOV. MAIM overcomes the limitation of conventional holographic microscopy and allows

for quantifying (ultra)fast or long-term (time-lapse) nanoscale dynamics of live samples

with high throughput.

The concept of multibeam array interference requires neither complex and bulky optical

components nor optical component tiltings, which significantly reduces the optomechan-

ical complexity of optical setups for holographic multiplexing and permits integrating

more waves. This compactness also results in high temporal stability and easy opera-

tions. For example, tilting-free leads to fewer optical alignments such as precise controls

over the interference angles, compared with the systems based on multiple tilted mirrors

[117, 162]. In addition, although the method requires a FOV calibration, it calibrates by

varying distances among the optical components, and no image rotation occurs [117, 161].

Not limited to FOV multiplexing, the concept can be potentially applied to other holo-

graphic imaging devices that require multiple wavefronts recoveries, such as high-speed

synthetic-aperture holographic microscopy [158] and high-speed holographic tomography

[159].
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Figure 6.1: Basic principles, prototype setup, and characterization of MAIM. (a) The
common-path multibeam array interference module. IP, imaging plane; G1/G2, Ronchi
gratings; L, lens; FP, Fourier plane of L; RP, recording plane; d1-d3, distances between
G1 and G2, G2 and L, and FP and RP. (b) The customized 2D spatial filter (SF) for
5-fold FOV enlargement. A spatially multiplexed interferogram generated by the 6-beam
interference and the corresponding FS components are shown in the plane RP and FS,
respectively. (c) Generation of 2D frequency shifts in FS. The periodic 2D lattice struc-
tures are magnified from the box area of the spatially multiplexed interferogram in (b).
The single-frequency fringes are reconstructed from the lattice structure pattern by in-
verse Fourier transform. (d) 2D space shift vectors among the multiple sample image
subsets. (e) The relations among the optical FOV, the camera FOV, and the synthetic
MAIM FOV. (f) Transmissive MAIM prototype setup. BE, beam expander; C, collima-
tor; M1/M2, mirrors; TS, 3D translation stage; MO, microscope objective; TL, tube lens.
(g) Temporal stability characterization. The single-point OPD fluctuations from the 5
FOV subsets have standard deviations of 0.68 nm, 0.40 nm, 0.45 nm, 0.42 nm, and 0.74
nm, respectively. The histograms of the 2D OPD standard deviation maps corresponding
to the entire individual FOV subsets show peaks at 0.69 nm, 0.40 nm, 0.44 nm, 0.39 nm,
and 0.74 nm, respectively.

6.2 Results

6.2.1 Principle of multibeam array interferometric microscopy

MAIM integrates multiple object images into one digital hologram by utilizing the “third”

dimension space of the camera, the dynamic range. Figure 6.1(a) illustrates the common-

path multibeam array interference module based on OGM. Two identical Ronchi grating

layers (G1/G2) with a diffraction angle of θ±1 = sin−1(λ/d) (λ, wavelength of illumination;

d, line pair width of the gratings) are assembled orthogonally after the imaging plane (IP).

G1 and G2 replicate the microscope image twice to generate a 3×3 diffraction beam array.

A lens (L) is used for spatial filtering and imaging simultaneously. A custom-built 2D

spatial filter (SF) is placed at the Fourier plane (FP) of L [Figure 6.1(b)], where the

diffraction beams are focused and spatially separated.

The 2D aperture array arrangements of SF are the key innovation of this imaging method.

Without the aperture array, the 3×3 multibeam array generates non-reconstructable in-

terference consisting of C2
9 single-frequency interferograms on the recording plane (RP).

The total electric field can be described by:

E(r) =
1∑

m=−1

1∑
n=−1

Em,n(r)e
i[φm,n(r)+k⃗m,n·r⃗], (6.1)
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where Em,n(r)e
i[φm,n(r)+k⃗m,n·r⃗] indicates the grating-modulated electric field with a diffrac-

tion order of (m,n), k⃗m,n represents the 2D wave vector induced by OGM, which is related

to the 3D incident angle of the diffraction beam Em,n with respect to the plane RP, and r⃗

represents the spatial vector in the plane RP. The 2D aperture array passes the entire fre-

quency content of the selected orders from the diffraction beam array, providing a group of

sample waves corresponding to variable FOV subsets. Another beam is low-pass filtered

by a pinhole (∼30 µm diameter) and works as a reference wave. All the other beams

are blocked. The custom-built 2D aperture array transforms the non-reconstructable in-

terferogram caused by 3×3 multibeam array interference into a reconstructable one. As

an example, the role of a 2D aperture array for reconstructable 6-beam interference, i.e.,

capable of 5-fold FOV enlargement, is illustrated in Figure 6.1(b). After passing through

SF, six diffraction beams interfere on the CMOS sensor: (m,n)= (-1, -1), (-1, 0), (-1,

+1), (0, +1), (+1, -1), and (+1, 0), respectively. E0,+1 is low-pass filtered and works

as the reference wave. The corresponding total electric field includes C2
6 single-frequency

interferograms:

E(r) =
5∑

i=1

ψi(r) +ψresidue(r), (6.2)

where ψi equals (ER + Em,n), representing the reconstructable single-frequency interfer-

ograms generated by the interference between the reference wave and the sample waves

from FOV1−5, respectively. The intensity of the reference wave ER is proportional to the

spatial average of the original diffraction wave E0,+1. The intensity of ψi can be described

as:

Ii(r) = Di(r) + Ci(r)e
i(k⃗m,n−k⃗R)·r⃗ + C∗

i (r)e
−i(k⃗m,n−k⃗R)·r⃗, (6.3)

where Di equals (E
2
R+E2

m,n), Ci equals E
∗
REm,n · ei(φm,n−φR), and C∗

i denotes the complex

conjugate of Ci. After applying Fourier transform, the FS components of Ii can be written

as:

Ĩi(k) = D̃i(k) + C̃i(k− νm,n) + C̃∗
i (k+ νm,n). (6.4)

The frequency shift vector νm,n equals (k⃗m,n − k⃗R)/λ. Furthermore, by basic principles

of light interference, the vertical and the horizontal components of νm,n can be quantified

by the polar angles θm,n and θR and the azimuthal angles ϕm,n and ϕR [Figure 6.1(b)]:

νm,n = 1/λ

[
(sin θm,n cosϕm,n − sin θR cosϕR) · ex
(sin θm,n sinϕm,n − sin θR sinϕR) · ey

]
. (6.5)

The frequency shift vector is proportional to the distance between the focused spots of the

reference beam and the sample beams in FP [Figure 6.1(b)]. Modulated by the customized
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2D aperture array, the multibeam interference containing variable FOV subsets creates

fringe patterns with different directions [Figure 6.1(c)]. In addition, the spatial frequency

limit is determined by the pupil function (optical transfer function) of an imaging sys-

tem. Specifically, for the current setup with coherent illumination, since the 2D aperture

array allows passing the entire frequency content of the selected diffraction beams, the

maximum spatial frequency is mostly limited by the objective lens, corresponding to a

spatial frequency of ≤ NAobj/λM , where NAobj is the numerical aperture of the objective

lens, and M is the transverse magnification factor (Figures 6.8 and 6.9). Thus, by adjust-

ing the frequency shift vector matrix and selecting an appropriate M , MAIM provides

a uniformly isolated FS components distribution to avoid crosstalk and maintain spatial

resolution [Figure 6.1(b)].

The multibeam array interference module also results in a transverse isotropic space shift

matrix. The amounts of the space shifts are determined by the diffraction angles and

projection geometry. For example, as E−1,−1, E−1,0, and E−1,+1 share the same first

diffraction order [Figure 6.1(d)], no space shift exists among them along rx in the plane

RP, while the shifts are arithmetic along ry given by the second diffraction orders. The

space shift vector between two sample images in the plane RP, d⃗RP, equals (−d⃗FP ·M),

where d⃗FP represents the vector given by two focused spots of the sample waves in the

plane FP.

Both the frequency and the space shift vectors are proportional to the spacings among

the focused spots in the plane FP. Therefore, the amounts of these shift vectors can

be adjusted smoothly by varying the axial distances among the optical components to

achieve a uniform FS components distribution and a synthetic FOV without gaps or over-

laps. Figure 6.1(e) illustrates the relations among the optical FOV, the camera FOV, and

the synthetic FOV of MAIM when the space shift vectors are optimized. The compo-

nent tilt-free feature significantly simplifies the optical alignment processes such as the

FOV calibrations and the interference angle adjustments that are usually required for

holographic multiplexing imaging.

Unlike synthetic-aperture methods [30, 144], which achieve high-SBP imaging by combin-

ing multiple time-sequential measurements to increase the spatial resolution in a certain

FOV, MAIM follows an opposite strategy: expanding FOV with fixed spatial resolution.

Synthetic-aperture approaches such as FPM [30, 146] usually require a massive redun-

dancy of the Fourier spectrum to promote fast and robust image convergence. The main

design strategy of MAIM is similar to that of mechanical scanning microscopy [169, 170].

However, because no optical component moving or sample scanning is required, our setup

eliminates the design challenges associated with scanning detection schemes and thus

allows for imaging dynamical phenomena with high sensitivity.
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A transmissive MAIM implementation is illustrated in Figure 6.1(f). The laser beam is

expanded and collimated by a beam expander (BE) and a collimator (C), respectively, for

plane wave illumination. An infinity-corrected microscope objective (MO), together with

a precision 3D translation stage (TS) and a tube lens (TL), provides magnified sample

images. The multibeam array interference module is introduced after TL to achieve

single-shot high-SBP phase imaging. A CMOS sensor is adopted for recording.

As the multiple diffraction beams propagate along the same optical path and traverse

the same optical components, our system significantly reduces the longitudinal phase

noise. The temporal stability of the MAIM prototype setup for 5-fold FOV enlargement

was characterized through a sample-free imaging experiment [Figure 6.1(g)]. A group

of 100 sample-free images was recorded at 10 fps, and noise analysis was performed on

both the single points and the entire images from the five FOV subsets. The optical

path delays (OPDs) associated with the single points and the histograms of the 2D OPD

standard deviation maps corresponding to the entire image subsets show that almost all

the pixels from the 5 FOVs fluctuate at the subnanometer level. This temporal stability

was achieved with a CMOS sensor. The subnanometer optical path-length stability of

our MAIM prototype allows for imaging cell dynamics of tens to hundreds of nanometers

(considering the refractive index contrast) in vitro with high throughput.

6.2.2 Proof-of-concept imaging experiments

In the following, we show three groups of imaging results obtained with the MAIM pro-

totypes that enlarge the FOV by factors of 5, 4, and 3, respectively. We termed these

prototypes 5f -MAIM, 4f -MAIM, and 3f -MAIM, respectively. Although 5f -MAIM pro-

vides the highest space-bandwidth efficiency, 4f -MAIM permits holographic imaging with

a regular rectangle imaging field. In addition, 3f -MAIM provides the widest FOV range

and potentially allows for a wider FOV by passing higher-order diffraction beams. As a

proof of concept, we imaged both natural and artificial structures, a Daphnia cross-section

sample and glass microspheres (75 µm mean diameter), respectively. A 10× objective lens

(0.25 NA) with a diffraction-limited resolution of 1.1 µm was adopted in the MAIM setups

for these experiments.

5f-MAIM. The sample-free interferogram contains all the wavefront curvatures and thus

is used as the reference to compensate for phase aberrations [Figure 6.2(a)]. The enlarge-

ment of the box area shows the asymmetric lattice patterns caused by 6-beam interference

[Figure 6.2(b)]. In the typical 5f -MAIM Fourier spectrum, the cross-correlation elements

marked by the blue dotted circles contain the complex amplitudes of the respective FOV

subsets [Figure 6.2(c)]. The original sample interferogram records the optical path-length

changes of the light wave after passing through a Daphnia cross-section sample [Figure
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Figure 6.2: 5f -MAIM phase imaging. (a) Sample-free interferogram for wavefront aberra-
tion compensation, and (b) the corresponding lattice structure pattern caused by 6-beam
interference. (c) Typical FS components distribution of 5f -MAIM. The blue dotted circles
delimit the FS components for the five single-frequency interferograms correspondingly.
(d) Original interferogram of a Daphnia cross-section sample, and (e) the corresponding
synthetic 5f -MAIM phase image. (f) Original interferogram of glass microspheres (75 µm
mean diameter) and (g) the corresponding synthetic 5f -MAIM phase image. The blue
line illustrates the phase profile of a microsphere along the dotted line. Scale bars, 40
µm.
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6.2(d)]. As the multiple wavefronts containing phase information from different parts of

the sample overlap with each other, the morphological details of the Daphnia sample are

not clearly observable in the original spatial-multiplexed interferogram. Real-time phase

imaging can be feasible by adopting a graphics processing unit (GPU) due to the highly

parallelizable phase reconstruction algorithm of MAIM (see Methods for the details of

image reconstruction). We select five small subregions in the FS of Figure 6.2(d) by the

circle sets in Figure 6.2(c) and apply inverse Fourier transform to yield the synthetic 5f -

MAIM phase image [Figure 6.2(e)]. The synthetic FOV covers almost the entire Daphnia

sample with a CMOS sensor recording only ∼1/4 of the whole target. The synthetic

image reveals overall profiles, organ distributions, and fine morphological details of the

Daphnia sample. No crosstalk exists. The 5 FOV subsets connect smoothly without gaps

or overlaps. The imaging performance of the synthetic wide-field phase image presents no

obvious differences among these 5 FOV subsets in terms of spatial resolution and optical

focusing. Additionally, we also imaged glass microspheres immersed in microscope im-

mersion oil. The original interferogram and the corresponding synthetic 5f -MAIM phase

image are shown in Figures 6.2(f) and (g). The phase images of the individual micro-

spheres present the spherical distributions that are consistent with the known shape of

the sample. The small bubbles are caused by incomplete infiltration and defects of the

microspheres.

4f-MAIM. Figure 6.3(a) illustrates an implementation of MAIM that enlarges the FOV

by a factor of 4. Compared with 5f -MAIM, the 2D aperture array of 4f -MAIM blocks

the asymmetric diffraction order E−1,+1 to ensure a regular imaging field, transforming

the 3×3 multibeam array interference into reconstructable 5-beam interference containing

C2
5 single-frequency interferograms. Consequently, the FS components of E+1,−1 are also

blocked in FS. The 5-beam interference also results in the symmetrical interference lat-

tice pattern and single-frequency fringe patterns corresponding to the 4 reconstructable

interferograms [Figure 6.3(b)]. Figure 6.3(c) illustrates the relations among the optical

FOV, the camera FOV, and the synthetic 4f -MAIM FOV when the space shift vectors

are optimized. The temporal stability of the 4f -MAIM instrument was also characterized

by the same method for 5f -MAIM [Figure 6.3(d)]. With the same CMOS sensor, both

the single-point OPDs and the histograms of the entire 2D OPD standard deviation maps

show the subnanometer optical path-length stability of 4f -MAIM.

The 4f -MAIM phase images of the Daphnia cross-section sample and the glass micro-

spheres [Figures 6.3(e) and (f)] show equivalent image qualities as compared with that

of 5f -MAIM. The rectangle phase image of the Daphnia sample agrees with the corre-

sponding part in Figure 6.2(e). The phase images of the individual glass microspheres are

consistent with each other and show the spherical shapes that are consistent with Fig-
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Figure 6.3: 4f -MAIM. (a) The customized SF for 4-fold FOV enlargement. A spatially
multiplexed interferogram generated by 5-beam interference and the corresponding FS
components distribution are shown in the plane RP and FS, respectively. (b) Periodic
2D lattice structures zoomed from the box area of the spatially multiplexed interferogram
in (a), and the corresponding single-frequency fringe patterns reconstructed by inverse
Fourier transform. (c) The relations among the optical FOV, the camera FOV, and
the synthetic 4f -MAIM FOV. (d) Temporal stability characterization of the 4f -MAIM
instrument. The single-point OPD fluctuations from the 4 FOV subsets have standard
deviations of 0.51 nm, 0.23 nm, 0.28 nm, and 0.43 nm, respectively. The histograms of
the 2D OPD standard deviation maps corresponding to the entire individual FOV subsets
show peaks at 0.51 nm, 0.26 nm, 0.27 nm, and 0.58 nm, respectively. Synthetic 4f -MAIM
phase images of (e) the Daphnia cross-section sample and (f) the glass microspheres. The
blue line illustrates the phase profile of a microsphere along the dotted line. Scale bars,
40 µm.
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ure 6.2(g). The 4 FOV subsets of both the Daphnia sample and the glass microspheres

connect smoothly.

3f-MAIM. The 2D aperture array of 3f -MAIM transforms the 3×3 multibeam array

interference into reconstructable 4-beam interference consisting of C2
4 single-frequency in-

terferograms [Figures 6.4(a) and (b)]. The corresponding symmetrical interference lattice

pattern and the 3 reconstructable single-frequency fringe patterns are shown in Figure

6.4(b). It is not the only solution for 3-fold FOV enlargement, e.g., blocking E+1,−1 and

E+1,0 in Figure 6.1(b) also achieves 3f -MAIM imaging. However, as the FS components

associated with the 3 FOV subsets concentrate in the middle in FS, this 2D aperture

array arrangement allows for further SBP optimizations (Figure 6.10) and further FOV

expansions.

We characterized the temporal stability of the 3f -MAIM instrument [Figure 6.4(c)] by

the same method applied in Figure 6.1(g). With the same CMOS sensor, both the single-

point OPDs and the histograms of the entire 2D OPD standard deviation maps verify

the subnanometer optical path-length stability of 3f -MAIM. In addition to the smoothly-

connected synthetic FOV and the consistency of imaging performance, the phase images of

3f -MAIM [Figures 6.4(d) and (e)] cover a wider imaging field range as compared with that

of 5 and 4f -MAIM. This ability to monitor multiple parallel areas can be advantageous

when measurements or scans along the entire length of a channel are required, e.g., for

imaging flow cytometry [140–142] and optofluidic investigations [169, 171].

6.2.3 4f-MAIM video of live erythrocytes in vitro

Human RBCs consist of a lipid bilayer membrane with a thickness of ∼7 nm filled with

hemoglobin solution [172]. RBCs exhibit membrane fluctuations on the scale of tens to

hundreds of nanometers [120, 173]. Changes in the deformability of RBCs reveal a range

of pathologies. For example, cells stored for transfusion are known to exhibit progressively

impaired deformability [174]. As a demonstration of dynamic imaging, we reconstructed

an 8 s high-SBP video (Video S1) at the camera frame rate-limited 25 fps with our 4f -

MAIM system to record the thickness (u) fluctuations of flowing live RBCs (Figure 6.5).

A 20× objective lens (0.4 NA) was adopted for in vitro imaging.

One frame from the 4f -MAIM video (Video S1) qualifies thickness information across

the entire cell population with the subcellular resolution [Figure 6.5(a), see Methods for

the details of thickness reconstruction]. The single-frame thickness image with high ac-

curacy can be further segmented automatically for cell counting, detecting, and dry mass

measurements [175]. The full-FOV 4f -MAIM video shows both collective cell dynam-

ics and individual cell motions. The full-FOV temporal standard deviations of thickness

https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
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Figure 6.4: 3f -MAIM. (a) The customized SF for 3-fold FOV enlargement. A spatially
multiplexed interferogram generated by 4-beam interference and the corresponding FS
components distribution are shown in the plane RP and FS, respectively. (b) Periodic
2D lattice structures zoomed from the box area of the spatially multiplexed interferogram
in (a), and the corresponding single-frequency fringe patterns reconstructed by inverse
Fourier transform. (c) Temporal stability characterization of the 3f -MAIM instrument.
The single-point OPD fluctuations from the 3 FOV subsets have standard deviations of
0.34 nm, 0.22 nm, and 0.36 nm, respectively. The histograms of the 2D OPD standard
deviation maps corresponding to the entire individual FOV subsets show peaks at 0.37
nm, 0.26 nm, and 0.36 nm, respectively. Synthetic 3f -MAIM phase images of (d) the
Daphnia cross-section sample and (e) of the glass microspheres. The blue line illustrates
the phase profile of a microsphere along the dotted line. Scale bars, 40 µm.
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Figure 6.5: 4f -MAIM video for quantifying subcellular dynamics of flowing erythrocytes
at 25 Hz. (a) One frame from the full-FOV thickness (u) fluctuation video (Video S1).
(b) Temporal standard deviations [σ(u)] of the full-FOV u fluctuations over 8 s at 0.04
s intervals. (c) Several frames of the zoomed-in video (Video S1, A) from the small box
area A in (a) that spans variable FOV subsets. (d) The corresponding σ(u) of (c). (e)
u profiles along the dotted line A-B in (c) at 2.8 s, 3.6 s, and 4.4 s, respectively. (f)
Several frames of the zoomed-in video (Video S1, B) from the small box area B in (a).
(g) The corresponding σ(u) of (f), and (h) the contrast-enhanced σ(u) of (f). (i) Local u
fluctuations at the three points indicated in (f)-(h). The respective average thicknesses ū
and standard deviations σ are indicated. Scale bars: (a), (b) 20 µm; (c), (f) 5 µm.

https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
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σ(u) [Figure 6.5(b)] describe the time-averaged fluctuation amplitudes across the entire

cell population, revealing the spatial and the temporal motion information such as flow

tracks and instant local flow speeds of individual cells (a smaller average σ(u) on the flow

tracks represents a faster speed).

The magnified video from the box area A (Video S1, A), several frames of which are

shown in Figure 6.5(c), and the corresponding zoomed-in σ(u) [Figure 6.5(d)] show that

both the measured static and the dynamic features of cells connect smoothly between

the variable FOV subsets. The time-varying u profiles [Figure 6.5(e)] along the dotted

line A-B [Figure 6.5(c)], which spans two FOV subsets, agree with the known shape of

RBCs, as well as the measured u profile of another cell at 7.24 s [Figure 6.5(c)]. This

video demonstrates the dynamic imaging performance of MAIM at the junctions between

the FOV subsets.

The magnified video from the box area B (Video S1, B), several frames of which are

in Figure 6.5(f), shows topographic and dynamic details of individual flowing cells at

the subcellular level, such as cell membrane fluctuations and hemoglobin transportations

within each individual cell. The corresponding zoomed-in σ(u) [Figure 6.5(g)] shows the

tracks of two flowing RBCs, indicating that the two cells flowed at a uniform speed.

Furthermore, the contrast-enhanced σ(u) [Figure 6.5(h)] of Figure 6.5(f) presents the

subcellular deformations of a nonflowing cell, indicating that the nonflowing cell was

more deformed at the edges near the tracks of the flowing cells than in the middle parts,

due to the mechanical interactions between the cells and the solution. When there is no

flow, σ(u) of individual RBCs is inversely proportional to their stiffness maps, providing

indications of the cell flexibility for cell detecting [139, 176]. Figure 6.5(i) shows the local

u fluctuations at two points on the nonflowing cell and one point on a flow track. The

single-point u fluctuation at point 3 (u3) probes the thickness profile of a flowing RBC,

which agrees with that measured from the single-frame image of the same cell at 1.64 s

[Figure 6.5(f)], as well as the known shape of RBCs. This type of topographic imaging

with the accuracy of tens to hundreds of nanometers is similar to atomic force microscopy

(AFM), while it is non-invasive and provides wide-FOV images in a single shot, allowing

quantification of ultrafast dynamics with high throughput.

6.2.4 4f-MAIM refractometry of unstained cancer tissue slices

Staining methods, such as hematoxylin and eosin (H&E) stain and fluorescence mi-

croscopy, are widely used and are the gold standard in pathology diagnostics. Although

stains offer high-contrast imaging with molecular specificity, they are qualitative and can

be affected by sample preparations. In contrast, QPI techniques reveal the morphological

or the chemical properties of samples by measuring quantitative information of unstained

https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
https://pubs.acs.org/doi/10.1021/acsphotonics.1c01124
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Figure 6.6: 4f -MAIM refractometry of unstained cancer tissue (mouse pancreas). (a),
(b) Full-FOV refractive index maps from two adjacent regions of the tissue slice, and (c),
(d) the corresponding histograms. (e) Zoomed-in image of an individual cell from the
box area (e) in (b). (f)-(h) Zoomed-in images of microfiber structures from the box areas
(f)-(h) in (a) and (b), respectively. Scale bars: (a), (b) 20 µm; (e)-(h) 3 µm.
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objects based on their optical properties [113, 177]. The quantitative information can

also be utilized for virtual staining assisted by digital processing techniques such as deep

neural networks [178]. In addition to saving time and costs associated with the labeling

process, QPI also preserves tissues for subsequent diagnostic workflows such as molecular

and genetic analysis. Here, we demonstrate high-SBP label-free tissue imaging capa-

bilities of 4f -MAIM by measuring the spatial distribution of the refractive index of an

unstained cancer tissue slice from mouse pancreases. A 20× objective lens (0.4 NA) was

adopted for imaging.

The full-FOV refractive index images [Figures 6.6(a) and (b), see Methods for the details

of refractive index reconstruction] present the spatial distribution of various components

of the tissue based on their refractive index signatures, revealing its overall biological

structure with high resolution. Individual cells can be identified in the images due to

their relatively higher refractive index [Figure 6.6(e)]. Fine structures such as microfibers

can be observed in the zoomed-in images [Figures 6.6(f)-(h)]. To qualify the information

contained in the wide-FOV refractive index images, we computed their statistical pa-

rameters via the respective histograms [Figures 6.6(c) and (d)]. Both the histograms are

trimodal. The first peaks (∼1 refractive index) are from the background (air) and work as

references. The second and the third peaks correspond to the refractive index information

of two variable components from the tissue slice. The two histograms agree with each

other in the peak locations, indicating that they contain similar biological components.

The peak shifts show proportion changes among the variable tissue components within

FOV by their refractive index signatures.

6.3 Discussion

We have demonstrated multibeam array interferometric microscopy (MAIM) for a single-

shot high SBP. Our method overcomes the limitations of existing DHM techniques, in-

creasing the SBP (FOV) by a maximum factor of 5, while maintaining the subnanometer

optical path-length stability and the camera frame rate-limited temporal resolution. The

theoretical fundamentals of MAIM were analyzed. The proof-of-concept imaging results

of 5, 4, and 3f -MAIM, the 4f -MAIM video of live erythrocytes in vitro, and the 4f -

MAIM refractometry of unstained cancer tissue demonstrated the capabilities and the

imaging performance of our method. This work opens up DHM to (ultra)fast or long-

term (time-lapse) imaging of nanoscale dynamics in unstained live samples in vitro with

high throughput. Our discussion has focused on the potential of the MAIM method.

The space-bandwidth efficiency can be defined by the available SBP per measurement

with a given pixel amount [179]. Our prototype setup has not been optimized for extreme
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space-bandwidth efficiency. The non-reconstructable FS components occupy a large part

of the detector bandwidth. To achieve higher space-bandwidth efficiency, we eliminated

the redundant FS components by increasing the diffraction angles and decreasing the

transverse magnification factor M for more efficient use of the finite detector bandwidth

(Figure 6.10). The space-bandwidth efficiency of the optimized 3f -MAIM approached

that of bright-field microscopy. Besides, the potential of MAIM for FOV enlargements

are not fully exploited. The flexible 2D aperture array arrangements offer unique imaging

capabilities. We believe two complementary 2D aperture arrays can be integrated by

employing a beam splitter and a dual-channel architecture to collect more wavefronts

simultaneously, e.g., 9f -MAIM by combining a 4f -MAIM and a 5f -MAIM module with

a certain space shift (Figure 6.11). Additionally, the maximum achievable SBP of MAIM

can be potentially further increased by applying other alternative strategies, such as

synthetic-aperture illumination [143, 144] and Kramers–Kronig imaging techniques [180].

Another consideration is the signal-to-noise ratio (SNR) reduction when multiplexing sev-

eral wavefronts. The multiple single-frequency interferograms add linearly at the record-

ing plane and thus share the limited dynamic range of gray-scale levels of the detector,

resulting in a reduced SNR for each single-frequency interferogram. This issue can be

addressed by using high-dynamic-range (HDR) detectors such as a 16-bit detector since

the dynamic range increases significantly from 8-bit to 16-bit. From another perspective,

the multiple interferograms also share the same pixel size. In this regard, MAIM can be

considered as a conventional DHM with the 5× pixel amount but the same pixel size, i.e.,

imaging without compromising the size-related imaging performance such as exposure

time. Furthermore, even when using image sensors with pixel amounts that approach or

exceed the SBP limit of objective lenses, MAIM can increase SNR and avoid aliasing and

phase distortions via oversampling. Additionally, MAIM can increase recording speeds.

For ultrahigh-speed imaging, a fundamental compromise exists between number of pixels

(FOV) and frame rate, set by camera’s data transfer rate. The effective number of pixels

must be reduced in a process known as partial readout to achieve high frame rates. As an

example, 4f -MAIM can increase frame rates by employing 1/4 pixels (FOV) to achieve

full-FOV imaging.

Although only the 3×3 beam array interference has been demonstrated, we envision that

the MAIM utilizing higher-order diffraction beams is feasible, e.g., passing the diffraction

orders E−2,0 and E+2,0 in the 3f -MAIM setup [Figure 6.4(a)] achieves another implementa-

tion of 5f -MAIM. Due to the twice-diffraction mechanism, the light efficiency of MAIM is

usually an order of magnitude lower than that of the conventional DHM. The issue can be

addressed by adopting high-power lasers or gratings with high light efficiency. Customized

metasurfaces can be employed to further miniaturize the MAIM device and increase its
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compactness and mechanical robustness [181]. Epi-illumination MAIM imaging should be

achievable by adopting a reflection illumination [182, 183], as the MAIM module works as

an add-on module and can be applied to most standard digital microscopes. The current

method is a monochrome technique. When a multi-wavelength illumination is applied,

the transmission beams E0,0 propagate along the same straight path, and thus they can be

low-pass spatial filtered simultaneously to generate the reference waves corresponding to

different color channels. This feature allows the multi-wavelength MAIM implementations

for simultaneous multi-modal or multispectral imaging [184–186].

Conventional holographic multiplexing devices usually require large space, mechanical

stabilities, and precise optical alignments. The concept of multibeam array interference

eliminates the hardware design challenges associated with conventional holographic mul-

tiplexing schemes, while providing high optical path-length stability. We believe this

concept is potentially more broadly adaptable. Although this work specifically focuses

on FOV multiplexing, we envision that this compact, robust and stable optical frame-

work can facilitate imaging scheme designs of other types of holographic devices that

require multiple wavefront recoveries, such as high-speed synthetic-aperture holographic

microscopy [158] and high-speed holographic tomography [159].

6.4 Methods

Experimental Setup. In the current setup [Figure 6.1(f)], HNLS008R-EC (He-Ne

laser, 632.8 nm, 0.8 mW, Thorlabs) was used for illumination, and DCC1545M (CMOS,

1280×1024, 5.2 µm pixel size, monochrome, 8-bit, ≤ 25 fps, Thorlabs) was used for cap-

turing full-frame images. The lens L had a focal length of 100 mm. In Results, a pair

of Ronchi gratings with a frequency of 40 c/mm was used to generate the diffraction

beam array. A 10× objective lens (PLN, 0.25 NA, infinity-corrected, Olympus) was used

for the proof-of-concept MAIM experiments, and a 20× objective lens (HI PLAN, EPI,

0.4 NA, infinity-corrected, Leica) was used for the 4f -MAIM video of live erythrocytes

and 4f -MAIM label-free refractometry imaging of the cancer tissue sample. For the fur-

ther space-bandwidth efficiency optimization of 3f -MAIM (Figure 6.10), a pair of Ronchi

gratings with a frequency of 50 c/mm was used to achieve higher frequency shifts.

MAIM image reconstruction. To achieve high-SBP imaging, firstly, a FOV calibration

was performed to ensure proper space shifts among the multiple FOV subsets [Figure

6.7(a)]. Secondly, the complex amplitudes of the single-frequency interferograms were

reconstructed from the respective FS components individually using FFT [46, 103]. The

applied digital low-pass filters were circular pupils, given by the coherent transfer function

of the objective lens. A reliability-guided fast 2D phase-unwrapping algorithm was applied
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to unwrap the subset phase images [187]. Thirdly, FOV subsets stitching procedures and

phase value alignments [Figure 6.7(b)] were performed to ensure a continuous FOV and

continuous phase distributions of the synthetic images. Finally, we applied the same

digital processing to sample-free interferograms [e.g., Figure 6.2(a)] and compensated for

wavefront aberrations by subtraction [103, 132].

Sample preparation. For the proof-of-concept experiments, the glass microspheres (75

µm mean diameter, standard soda-lime, Sigma-Aldrich) were immersed in microscope

immersion oil (1.515 refraction index) and sandwiched between coverslips with no addi-

tional preparation. To image live erythrocytes in vitro, droplets of blood were diluted

with saline solution (0.9% NaCl) and sandwiched between coverslips. The saline solution

was isotonic to RBCs and was used to keep the size and the shape of cells. The flow

motions of the RBCs were driven by capillary actions. The cancer tissue slices (mouse

pancreas) were prepared with the standard procedures of formalin fixation and paraffin

embedding. The tissue samples were immersed in 4% Roti® Histofix for 24h and then

were dehydrated in ASP300 (fully enclosed tissue processor, Leica). Paraffin was used to

embed the tissue blocks at room temperature. The serial sections were cut at a thickness

of ∼2.5 µm with HM355S (rotary microtome, Thermo Scientific) for phase imaging.

Thickness and refractive index reconstruction. The phase information of RBCs

was transformed into thickness by using a refractive index contrast ∆n of 0.045 between

the hemoglobin contained in the cells and the surrounding solution:

u(r,t) = λ · φ(r,t)/(2π∆n). (6.6)

By the same principle, the phase information of the unstained tissue slice was transformed

into refractive index (i.e., the integral of refractive index along a straight line in the

direction of beam propagation) by calculating the refractive index contrast ∆n between

air and the tissue slice with a given thickness (2.5 µm).

6.5 Extended data

FOV calibration and phase alignment. The circle markers [Figure 6.7(a)] represent

diffraction replicas of the sample image on the imaging plane, indicating the space shift of

each FOV subset. The horizontal and the vertical components of d⃗RP are constrained to

match the detector size, ensuring no gaps or overlaps exist among the multiple FOV sub-

sets. The phases from different FOV subsets are aligned by subtracting the mean values

of a reference area (sample-free background region) corresponding to each subset [Figure
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Figure 6.7: FOV calibration and phase alignment for synthesizing the multiple FOV
subsets. (a) A spatially multiplexed interferogram for calibrating the space shifts of 4f -
MAIM. (b) The phase image of a Daphnia tail for the phase alignment of 4f -MAIM.

6.7(b)]. The phase profiles spanning variable FOV subsets keep continuous, indicating

that the phase images from different subsets are well aligned.

1280 pixels 

a b c

Figure 6.8: Resolution estimation of MAIM through frequency analysis. The FS com-
ponent distributions of (a) 4f - and (b) 5f -MAIM. νd, the maximum sampling frequency
given by the detectors. νd equals 1/(2SIP), where SIP represents the imaging pixel size
given by the magnification factor. νp, the maximum frequency given by the aperture
function of the imaging system. (c) The calibration of SIP with a calibration slide. Scale
bar, 20 µm.

Resolution estimation. The resolution of the current setup was estimated using the

frequency analysis method. A biological tissue slice was adopted for the estimation. As the

sample has high-frequency microstructures that exceed the resolution limit of the current

imaging system, the distribution of its FS components clearly illustrates the aperture

function of the whole system [Figures 6.8 (a) and (b)]. To mark the aperture functions

of the spatial filter for multibeam array interference, we adopted a customized 2D spatial
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filter with rectangle apertures. The perfect circle shape of the FS components illustrates

that the rectangular aperture functions caused by the customized spatial filter exceed the

circle aperture function given by the objective lens. Additionally, we also estimated the

resolution of the current imaging system by calibrating SIP [Figure 6.8 (c)]. νp equals

∼1/6·νd, corresponding to the resolution of 1/νp ≈ 1.64 µm. Under coherent illumination

(632 nm), in which the illumination beam is parallel to the optical axis, the period of the

smallest features observable with a microscope is given by λ/NAobj ≈ 1.58 µm. 1/νp is

close to λ/NAobj.

a b

2.59 µmd

1.70 µm

c

Figure 6.9: Experimental resolution analysis of 4f -MAIM and the conventional DHM.
The phase images of a Daphnia tail obtained with (a) the 4f -MAIM prototype equipped
with a 20× objective lens (0.4 NA) and (b) the conventional DHM equipped with a 10×
objective lens (0.25 NA). (c), (d) The phase profiles along the dotted lines in (a) and (b)
present the smallest observable periods of ∼1.70 µm and ∼2.59 µm, respectively. Scale
bars, 20 µm.

The resolution limits of the current imaging system were also experimentally observed

in the phase imaging experiment of a Daphnia tail. Although the two phase images
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[Figures 6.9 (a) and (b)] show almost the same FOV, the image of 4f -MAIM presents

more details due to its higher NA. Both the smallest observable periods provided by

4f -MAIM and the conventional DHM approach the corresponding theoretical coherent

resolution limits (λ/NAobj), which equal ∼1.58 µm and ∼2.53 µm, respectively [Figures

6.9(c) and (d)]. Since the two methods provide images of the same FOV but MAIM

presents higher resolution, it’s can be concluded that MAIM increases the SBP by a

factor of ∼ (NAMAIM/NADHM)
2 as compared with the conventional DHM.

a b

Figure 6.10: Quantifying the SPB of a spatial-bandwidth efficiency optimized 3f -MAIM.
(a) An interferogram of the unstained tissue slice obtained with the optimized 3f -MAIM
equipped with a 20× objective lens (0.4 NA), and (b) the corresponding Fourier spectrum,
in which νp equals ∼ 1/3 · νd.

SPB optimization. The spatial-bandwidth efficiency of 3f -MAIM was optimized by

employing a pair of Ronchi gratings of a higher frequency (50 c/mm) and decreasing the

distance d3 (Figure 6.10). Since the optimized 3f -MAIM provides 3 sub-FOVs, its SPB

can be quantified by using Equation 2.31:

S3f -MAIM = 3 · 2
(
νp
νd

)2

· Sd =
2

3
Sd. (6.7)

The optimization strategy should also be applicable to 4/5f -MAIM.

Design of 9f-MAIM. Theoretically, 9f -MAIM can be achieved by adopting a dual-

channel scheme [Figure 6.11(a)], in which two complementary 4f - and 5f -MAIM modules

capture wavefront subsets of objects without overlapping. More specifically, the 4f -MAIM

module captures the sample image with FOV1−1-FOV1−4, while the 5f -MAIM module

covers FOV2−1-FOV2−5 [Figure 6.11(b)]. By adopting the synchronous triggering proce-

dure, quasi single-shot quantitative phase imaging with a large synthetic FOV consisting

of 9 subsets should be possible via the dual-channel 9f -MAIM.
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Figure 6.11: (a) Schematic of a possible implementation of dual-channel 9f -MAIM, (b)
the corresponding synthetic FOV.



Chapter 7

Conclusion

This thesis has explored several new common-path interferometric methods for single-shot

quantitative phase imaging in two aspects: speckle interferometry for surface deforma-

tion measurements and holographic microscopy for label-free imaging of phase objects.

Our own-developed methods provide phase imaging capabilities/performance previously

unachievable while maintaining both high acquisition rates and high temporal phase sta-

bility. The key contributions are summarized as follows.

Simultaneous measurements of multiple deformation components have always been in

demand, as deformations in nature and engineering are usually in 3D. Off-axis speckle

interferometers of common-path geometry offer both high temporal resolution and high

temporal phase stability. However, measuring multiple components is still challenging

with such a configuration. To this end, for the first time to our knowledge, we developed

a single-shot dual-sensitive image-shearing speckle interferometer by combining off-axis

interferometry, common-path image shearing, and symmetric observation (Chapter 3).

The capability of this common-path method to simultaneously measure in-plane and

out-of-plane strain components was demonstrated through the measurements of crack-

tip strain components in mode-I fracture experiments. This technique potentially allows

industrial applications such as in-plane and out-of-plane dual-sensitive nondestructive

testing.

Another drawback of the conventional common-path off-axis interferometric configuration

lies in the limited minimal shear amount. In Chapter 4, we developed a single-shot image-

shearing speckle interferometer with an unlimited minimal shearing amount by placing a

Wollaston prism near the Fourier plane of a common-path quasi-4f imaging system. We

analyzed the fundamentals of the shear amount and spatial carrier frequencies mathemat-

ically and validated the theoretical predictions via a static experiment. Its capability to
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measure full-field strain distributions with various shear amounts was validated through

mode-I fracture experiments of three-point bending. This method requires no tilt among

the optical components, which significantly increases the robustness of the interferometric

system and simplifies the optical alignment.

Common-path off-axis holographic microscopy enables true complex-field reconstruction

with high phase stability from a single hologram, but it also suffers the phase aberra-

tion problem. In Chapter 5, we developed a low-pass filtering compensation (LPFC)

method to compensate for wavefront aberrations in a point-diffraction common-path dig-

ital holographic microscope. This method estimates phase aberrations from a single ob-

ject hologram by Fourier transform and low-pass spatial filtering. We demonstrated that

for a digital holographic microscopy system with relatively high-frequency objects and

low-frequency phase aberrations, the developed method allowed phase compensation for

both smooth objects and objects containing abrupt edges. As this method requires no

numerical fitting procedures, iterative steps, or prior knowledge of optical parameters,

it substantially simplifies the process of phase compensation in digital holographic mi-

croscopy.

While off-axis holography achieves high acquisition rates, it has been troubled by the SBP

problem ever since its invention by Leith and Upatnieks, which significantly limits the

performance of modern off-axis digital holographic microscopy devices. In Chapter 6, we

developed a high-throughput common-path phase imaging method termed multibeam ar-

ray interferometric microscopy (MAIM). For the first time to our knowledge, this method

overcomes the limitations of conventional off-axis DHM techniques, increasing the SBP

(FOV) by a maximum factor of 5, while maintaining the subnanometer optical path-length

stability. We analyzed the theoretical fundamentals and built the MAIM prototypes to

increase the FOV by factors of 5, 4, and 3, respectively. The proof-of-concept imaging

experiments on both natural and artificial samples proved the feasibility and the imag-

ing capability of MAIM. Additionally, we also applied MAIM for biomedical imaging

applications, including monitoring subcellular dynamical phenomena in flowing live ery-

throcytes in vitro and label-free micro-refractometry imaging of unstained cancer tissue

slices. MAIM potentially enables (ultra)fast or long-term (time-lapse) high-throughput

imaging of nanoscale dynamics of unstained live samples in vitro.
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(1946).

[72] J. G. McNally, T. Karpova, J. Cooper, and J. A. Conchello. “Three-dimensional

imaging by deconvolution microscopy”. In: Methods 19.3 (1999), pp. 373–385.

[73] P. Sarder and A. Nehorai. “Deconvolution methods for 3-D fluorescence microscopy

images”. In: IEEE Signal Processing Magazine 23.3 (2006), pp. 32–45.

[74] J. Dong, S. Wang, M. Lu, M. Jakobi, Z. Liu, X. Dong, F. Pöller, L. M. Bilgeri, F.
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