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Abstract

Adenosine triphosphate (ATP) is the universal energy currency of all organisms. It is synthesized by the ATP-
synthase, a molecular turbine driven by the proton motive force (pmf). This transmembrane potential is
generated by the complexes I, III and IV of the respiratory chain which pump protons across mitochondrial or
cytoplasmatic membranes to build up a chemiosmotic potential in most species. Many variations on the
common theme of respiratory chains have evolved over time. For instance, in some archaea, the ATP-synthase
is not powered by a pmf but a sodium motive force (smf), which is generated by e.g. a membrane bound
hydrogenase (Mbh). Molecular structures for most complexes of the respiratory chain have been solved in recent
years, due to advances in structural biology, but many open questions remain concerning the mechanisms of
these intricate enzymes. The mechanism by which the energy from the redox chemistry they perform, e.g.,
quinone-reduction or hydrogen gas production from protons and electrons, is converted into an
electrochemical gradient is of particular interest for understanding key principles in bioenergetics. In this study,
computational simulations in the form of classical molecular dynamics simulations and quantum chemical
calculations have been used to elucidate the conformational dynamics of these enzymes. Here, we focus on
Complex I from T. thermophilus and M. musculus as well as an Mbh from P. furiosus, which function as initial
electron acceptors in respiratory chains. We demonstrate conserved coupling mechanisms in these
evolutionarily related proteins, describe the central role of hydration dynamics in the ion transfer processes
they catalyze, and apply protein design procedures and synthetic biology to build small model systems

containing key electrostatic switches found in the complex I superfamily.
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Zusammenfassung

Adenosintriphosphat (ATP) ist als universelle Energiewahrung des Stoffwechsels allen Lebewesen gemein. In
aeroben Organismen wird ATP durch die ATP-Synthase einer molekularen Turbine, die durch einen
Protonengradienten angetrieben wird. Dieses Transmembranpotential wird in den meisten Organismen durch
die Koplexe I, III und IV der Atmungskette aufgebaut, die Protonen iiber mitochondriale oder zytoplasmatische
Membranen pumpen, um ein chemiosmotisches Potential zu erzeugen. Vielerlei Varianten der Atmungskette
haben sich iiber die Zeit durch Evolution herausgebildet. Zum Beispiel wird die ATP-Synthase in manchen
Archaeen nicht durch Protonengradienten sondern durch Natriumgradienten angetrieben, die zum Beispiel
durch die Membrangebundene Hydrogenase (Mbh) erzeugt werden. Obwohl in der jiingeren Vergangenheit
die molekularen Strukturen aller Komplexe der Atmungskette durch Fortschritte in der Strukturbiologie gelost
wurden, bleiben viele offene Fragen betreffs der Mechanismen dieser komplexen Enzyme bestehen.
Insbesondere die Frage nach der Art, wie die Umwandlung der Energie aus deren Redoxreaktionen, wie zum
Besipiel der Quinonreduktion oder der Wasserstoffsynthese, in einen elektrochemischen Gradienten
umgewandelt wird, ist von grofder Bedeutung. In dieser Arbeit wurden computergestiitzte Simulationen in der
Form von klassischen Molekulardynamiksimulationen und quantenchemischen Berechnungen verwendet um
die konformationellen Dynamiken dieser Enzyme herauszustellen. Wir richten unser Hauptaugenmerk auf die
initialen Elektronenakzeptoren der Atmungskette: Komplex I aus T. thermophilus und M. musculus, sowie Mbh
aus P. furiosus. Wir zeigen konservierte Kopplungsmechanismen in diesen evolutiondr verwandten Proteinen
auf, beleuchten den Einfluss von Wasserdynamik auf die Ilonentransferprozesse und verwenden
Proteindesignmethoden und synthetische Biologie um artifizielle Modellsysteme mit wichtigen

elektrostatischen Schalterelementen aus der Komplex-I-Superfamilie herzustellen.
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1 Introduction

Modern bioenergetics arguably began with Peter Mitchell’s seminal paper on the chemiosmotic theory of energy
transduction in 1961.(1) Therein, Mitchell suggested that oxidative phosphorylation, i.e., the synthesis of
adenosine triphosphate (ATP) from adenosine diphosphate (ADP) and inorganic phosphate (Pi), is driven by
the transfer of elementary particles across biological membranes.(l, 2) 50 years later, the key ideas of this
hypothesis still hold and have spawned a wide field of bioenergetic research, which has undergone a recent
reinvention with the advent of high-resolution spatial structures for all members of the (canonical) electron
transfer chain(3), driven in part by the so-called resolution-revolution in cryo-EM microscopy.(4) The
availability of high-quality structures in combination with the wider availability of high performance computing
resources has allowed for computational studies on the various respiratory complexes(5-11).

In this section, the main features of the respiratory chain will be briefly summarized. Although this work is
focused on the members and the evolution of the complex I superfamily, it is important to keep the biochemical
framework in which these enzymes operate in mind. Further on, the architecture and mechanism of complex I
will be discussed in more detail before alternative modes of action in archaeobacterial respiratory chains are
highlighted. Lastly, the role of computational chemistry in current bioenergetics research will be discussed

briefly.

1.1 The respiratory chain

Aerobic respiratory chains, or electron transport chains, catalyze the reaction between protons, electrons and
oxygen to form water (Figure 1).(12) This highly exothermic reaction, catalyzed by complexes I, IIT and 1V, is
coupled to the pumping of several protons from the negatively charged side (N-side) of a biological membrane
(the inner mitochondrial membrane in Eukarya, the cytoplasmic membrane in Eubacteria and Archaea) to the
positively charged side (P-side).(13) The resulting electrochemical gradient, or proton motive force (pmf), is
subsequently utilized by complex V, i.e. the ATP synthase, to synthesize the universal energy currency ATP from
ADP and Pi.(14) Alternatively, the pmf can also be used directly for active transport across biological
membranes.(1) The nature of the pmf depends on the organism in question as well as on the ion- and proton-
concentration on both sides of the membrane: In mitochondria, the pmf'is mostly determined by its electrical
component via the membrane potential AW, while in chloroplasts and some bacteria there may be a significant
difference in proton concentration on both sides of the membrane, adding a stronger ApH component.(15)

The reduced forms of nicotinamide adenine dinucleotide (NADH) and succinate are the (by)product of many
metabolic pathways, and electrons are usually funneled into the respiratory chain via these metabolites (via a
flavin adenine dinucleotide (FADH2) cofactor in the case of succinate).(16) The redox pairs formed by their

reduced and oxidized forms at pH 7 have low midpoint potentials (compared to the standard hydrogen



electrode (SHE) Em7), of -320 mV for NADH/NAD* and +31 mV for FADH>/FAD*. Compared to the O2/H2O pair
with an Em7 of +815 mV, this yields a redox potential of up to 1135 mV for the total reaction.(17)

Complex I and complex II provide two alternative entry points for electrons into the respiratory chain.(3) While
both catalyze the reduction of quinone (Q) to quinol (QHz), they differ in their initial redox pair: Complex I
accepts electrons from NADH via a FMN cofactor, while complex II has a bound FAD, which is reduced to
FADH: during the succinate to fumarate reaction performed by this enzyme, also known as succinate
dehydrogenase, during the Krebs cycle.(18) The higher potential between the NADH/NAD* redox couple and
the QH2/Q redox couple (Em7 = +90 mV in the membrane for ubiquinone)(13) compared to the potential
between FAD/FADH2 and QH2/Q, allows complex I to not only form QH2 but also to contribute to the pmf by
pumping four protons across the membrane.(19, 20) Since complex II does not contribute directly to the pmf,

it is often considered to be associated with the Krebs cycle rather than to the respiratory chain.(21)

cytochrome ¢

+
Q. i
QHzl’-:‘ 9
&
# _Succcinate
¥ y; & < NADH Fumarate
NAD*

Complex | Complex Il Complex IlI Complex IV F F,-ATP synthase
Figure 1: Example of a respiratory chain with bacterial complexes I to V and their interaction with the Q-pool as well as the
pmf. PDB IDs of depicted protein structures: Complex I - 4HEA(22), complex II - INEN(23), complex III - 2YIU(24),
cytochrome ¢ - 2B4Z(25), complex IV aas - 3HB3(26), complex V - 60QR.(27) Note that complex II only contributes to the
QH: pool but not to the pmf. Complexes I, Il and IV directly contribute to the pmf by pumping protons, while complex V

uses the energy provided by the pmf for ATP synthesis.(3)

While complexes I and II build up a pool of reduced quinol, complex III is responsible for transferring the
electrons from QHo to cytochrome ¢, a mobile heme protein, while replenishing the Q-pool in the process and
contributing to the pmf.(28) Notably, complex III is not a proton pump but generates pmf by a so-called
Mitchellian redox loop mechanism(29): The charge transfer is based on electron transfer coupled to proton
uptake and release processes in the four Q-sites of complex III. Two of these sites are located at the N-side and

P-side each and the Q-cycle deployed leads to the release of four protons to the P-side. Two additional protons



are taken up from the N-side, while two QH2 molecules are oxidized, and one Q is reduced to QHz, using the
protons from the N-side. This complex shuttling mechanism is catalyzed by a Rieske type 2Fe-2S iron-sulfur-
center (ISC) in combination with one type ¢ cytochrome and two type b cytochromes with different
potentials.(30)

The cytochrome ¢ reduced by complex III (with a Em7 of +250 mV)(17, 31) is utilized by complex IV to reduce
oxygen to water (Em7 of +850 mV),(12) with four cytochrome c single electron carriers needed per reduction of
one Oz molecule. The stepwise increase in redox potential from NADH via QH2 and reduced cytochrome c to
water is important for preventing the dissipation of the ca. 23 kcal/mol of free energy.(3) Complex IV, or
cytochrome c oxidase, contributes to the pmf by the reduction of dioxygen to 2 H20 while consuming eight
protons from the N-side. Four of these protons are pumped across the membrane while another four protons
are transferred to the active site.(32) Two cycles of complex III are necessary to provide the reduced cytochrome
¢ for the reduction of one molecule dioxygen.

The first four complexes of the respiratory chain are thus used to generate the pmf directly (I, III and IV) or

indirectly (IT). Their net reactions and proton pumping activity are summarized in Table 1.

Table 1: Net reactions of respiratory complexes I to IV and the number of protons pumped from the N-side to the P-side in
addition to the net reaction. Note that the four protons in the complex IV reaction are removed from the N-side and also

contribute to the pmf.

Complex Net reaction # of protons pumped
I NADH + H* 4+ Q - NAD* + QH, 4
11 succcinate + Q — fumarate + QH, 0
111 QH, + 2 cytcoy = Q + 2 cyt Creq 2
vV 4 cyt Crog + 0, + 4HY - 4 cyt ¢, + 2 H,0 4

Complex V, the ATP synthase, finally uses this built-up pmfto synthesize ATP from ADP and Pi. The rotary
mechanism of this enzyme has been studied extensively in the past,(14, 33-36) resulting in the Nobel prize in
chemistry for Boyle, Walker and Skou in 1997(37), nineteen years after Peter Mitchell received his Nobel prize

in chemistry for the chemiosmotic theory.(38)



1.2 Complex I as the initial proton pump in the respiratory chain

In most aerobic organisms, respiratory complex I is the main entry point for electrons to the respiratory
chain.(39) This enormous L-shaped multi-domain protein shares a core of 14 subunits between most species
with additional supernumerary subunits (of thus far debated function) common in higher organisms.(40) The
core subunits can be grouped into two main domains (Figure 2): The hydrophilic domain, which drives the
redox chemistry, and the membrane domain, which pumps protons.(39, 41) Molecular details of the intricate
molecular machinery of this enzyme have started to emerge since its first (full) structure was solved by
Baradaran et al. in 2013 (Complex I from T. thermophilus) closely followed by a second structure form Y.
lipolytica in 2015(42), but its molecular mechanism has remained elusive. This has become a highly active field
of research and new complex I structures are solved every year.(42-45)

Proton pumping in the membrane domain of complex I occurs in the three so-called antiporter like subunits
(ALSs) Nqol2, Nqol3 and Nqol4 (T. thermophilus nomenclature) and possibly in a fourth pathway between
Ngol4 and Nqo8, which is less established.(11, 41) Current hypotheses attribute one proton pumped to each of
these sites and conserved S-shaped water pathways have been found in computational studies in each ALS.(11)
The S-shape of these pathways reflects the internal symmetry of each ALS, which feature two symmetrical five-
helix bundles with one broken helix element per bundle (typically transmembrane helices (TM) 7 and 12)
each.(46) The ALSs are lined up sequentially in the membrane and clamped together by a horizontal long (HL-
) helix of Nqol2, which has previously been implicated in so-called piston mechanisms considered largely
disproven in current thinking, based on biophysical and site-directed mutagenesis studies.(47) Each ALS
contains one conserved ion-pair facing its previous neighboring subunit in the structure. Together with the
residues implicated in lateral proton transfer, these residues form a hydrophilic axis at the center of the
membrane spanning the whole length of the membrane domain.(48) Considering the desolvation penalty
associated with burying so many charged and polar residues in the hydrophobic protein core, (49, 50) they were
implicated as key functional elements even before the first structure of complex I had been solved.(51) Prior
computational studies showed that the ion-pairs can flip open, switching to an alternative ion-pair, formed with
the terminal proton acceptor in the preceding subunit.(1l) As such, they could be electrostatic switches
coordinating the ALSs with each other. The first part of the results section in this work will reflect in more detail
on their mechanistic role.

The hydrophilic domain catalyzes the electron transfer from NADH to Q via a bound flavin mononucleotide
(FMN) and a number of ISCs (9 in T. thermophilus).(52) The number of ISCs varies with the species (for instance
N7 in T. thermophilus is replaced by a zinc site in higher organisms)(45) and not all of them are likely on
pathway.(53-55) Electrons are transferred down the quasi-linear chain of ISCs towards Q at a rate of ca. 90 ps
(derived from EPR measurements) with N2 being the final ISC acceptor.(56) It should be noted that while

NADH donates two electrons and Q accepts two electrons, the ISCs themselves are one electron acceptors. The



chain of ISCs can roughly be divided into two parts: an upper part consisting of N3, Nlb, N4 and N5 (with N7
and potentially Nla off pathway) and a lower part made up of N6a, N6b and N2. The two parts are separated by
a gap of roughly 14 A between N5 and Né6a, close to the maximum distance allowing for rapid electron transfer
according to Marcus theory.(52, 57, 58) It is no coincidence that the largest distance can be found between these
two clusters, as will be discussed in section 1.4.

It is currently debated, when and how Q obtains the two protons necessary for reduction to QHa. Since Q/QH2
is very flexible(59) in its cavity formed by Nqo4, Nqo6 and Nqo8, it has been challenging to resolve it
experimentally.(39, 60) Studies on bound Q-analogs and inhibitors, particularly piericidin computational
studies followed by biochemical validation have revealed two possible binding sites, one close to the N2 ISC
with the head group bound to two conserved tyrosine and histidine residues of subunits Nqo4 and Nqo6
respectively (implicated in proton transfer to Q) and one closer towards the exit site of the cavity towards the
membrane.(9, 60-62) This second binding site is close to a sequence of conserved acidic residues forming the

so-called E-funnel, which leads towards the ALS.(39)

Figure 2: The architecture of respiratory complex I A) The
hydrophilic domain (grey) catalyzes electron transfer
from NADH to Q via FMN (sticks) and a chain of ISCs
(spheres), the membrane domain with its antiporter-like-
subunits (red, blue and orange) features S-shaped
hydration pathways, which are used for proton transfer. A
putative fourth pathway can be found between Nqo8
(green) and the ALS via subunits Nqo7/10/1l. B) A
hydrophilic axis (sticks) consisting of charged switches
and proton transfer chains spans the membrane domain.
Each antiporter-like-subunit features two rotary-
symmetrical five-helix bundles with one broken helix
element (cylinders) each. Q is shown in the first binding

site. Figure adapted from article II.

The first binding site had already been described in biochemical studies(63) and is located close to three
conserved loops: the TMI-TM2 loop in Nqo7, the B1-B2 loop in Nqo4 and the TM5-TM6 loop of Nqo8. These
loops have attracted considerable interest since cryo-EM structures revealed different degrees of disorder

associated with different levels of activity.(43, 45, 64, 65) Crosslinking experiments showed that locking the



TMI-TM2 loop of Nqo7, which is particularly long, in one conformation by a disulfide bridge decoupled
oxidoreductase activity and proton pumping reversibly.(66) While this indicates functional relevance of the
loop dynamics, possibly for coupling redox reactions and proton transfer reactions, their role is poorly
understood its structure has been challenging to resolve due to the high flexibility.

The coupling between the oxidoreductase activity/ Q-chemistry and the proton pumping activity in the ALSs
has been of major interest in complex I research in recent years.(67-69) Q-dynamics, changes in electrostatics
during Q-reduction and even electrostatic effects by charged quinone species during turnover have all been
discussed,(39) but a clear mechanistic model is still missing. Furthermore, the questions of how the energy from
redox reactions is passed along the chain of ALSs and of how the proton transfer within the ALSs are coordinated
is under debate, especially since Complex I operates under full microscopic reversibility.(70)

In higher organism, Complex I can switch into this reverse operation mode under substrate-deprived and high
pmf conditions.(71) This leads to reverse electron transfer, a functional mode observed in ischemia, where it can
lead to tissue damage and the formation reactive oxygen species (ROS) through uncontrolled release of
electrons.(72) Mammalian isoforms of complex I can transition into a so-called 'deactive’ form, which can be
induced in vitro, e.g., by withholding substrate.(73) It takes a significant amount of time for complex I to revert
to its active form and during this transition, neither forward nor reverse activity can be measured, suggesting
that the deactive form blocks reverse electron transfer.(71, 74, 75) This deactivation is not observed in simpler
organisms, which has sparked a discussion, whether it is an extreme form of an on-pathway conformational
change during regular function or a separate, off-pathway transition.(43, 44, 66) Deactivation has been linked
to increased rigidity of the conserved loops around the 1st Q binding site (see above) and an a-helix to nt-bulge
transition in TM3 of subunit Nqo6 (see part 2 of the results section for details). However, it is still unclear

whether physiological deactivation is associated with a specific deactive structure.

1.3 The role of membrane bound hydrogenase in generating a sodium motive
force as an alternative in archaeal respiratory chains

The membrane bound hydrogenase (Mbh) from Pyrococcus furiosus was found by chance at the turn of the
millennium, when hydrogen production activity was observed in washed membrane preparations.(76) Closer
inspection and operon analysis revealed a 14-subunit enzyme with significant homology to hydrogenases
implicated in respiration from other organisms (Ech and Hyc, both proteins named after their operon)(77, 78),
which sparked interest since P. furiosus, as a strictly anaerobic organism, had been previously considered a
purely fermenting organism.

A follow-up study suggested a role for Mbh in the metabolism of the hyperthermophilic archaeon.(79) In the
proposed pathway, primary metabolic reactions during glycolysis are used to reduce the single electron carrier

ferredoxin (Fd), a small FeS protein with a low redox potential (Em7 =-368 mV for the P. furiosus variant).(80)



The oxidation of glyceraldehyde 3-phosphate to 3-phospho-glycerate catalyzed by glyceraldehyde-3-phosphate
ferredoxin oxidoreductase (GAPOR) and the decarboxylation of pyruvate to acetyl-CoA catalyzed by pyruvate
ferredoxin oxidoreductase (POR) are the two main electron-contributing reactions. Two Fds would then donate
one electron each to Mbh, which in turn would use the energy released from hydrogen gas production
(2 H* + 2 e > H2) to generate a pmf by pumping protons across the membrane. The pmf'is be used, like in other
respiratory chains, to drive ATP synthesis (Figure 3). Indeed, the same study found that Mbh activity does not
only contribute to the AW, but also the ApH component of the membrane potential. This activity, monitored
by changes in the fluorescence of acridine orange, could be induced by addition of Fd and selectively inhibited
by copper ions (a known inhibitor of hydrogenases). It should be noted that the selective activation by addition
of Fd prevents artifacts due to the orientation of Mbh in the vesicles (hydrophilic domain inside or outside).
ATP synthase was present in the vesicles, could be driven by Mbh after Fd addition and selectively inhibited.

These results suggested that Mbh functions as a redox-driven proton pump.

glucose - +  Figure 3: Metabolic role of Mbh proposed by Sapra et al.
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This model was challenged in 2007, when it was found that the ATP synthase in P. furiosus is not proton but
sodium driven, i.e., it utilizes a sodium motive force (smf).(33) The prior results show that Mbh was able to drive
the A1AO-ATPase in in vitro experiments and showed its contribution to ApH. These findings suggest that MBH
must transport both sodium ions and protons in the same direction. This seems counterintuitive, especially

considering the low thermodynamic driving force of hydrogen production: The Fd/H2 redox reaction yields only
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a driving force of AEm7 = +86 mV, about an order of magnitude smaller than the one provided by complex I.(17)
At a membrane potential of -130 mV(81), this would allow for transduction of only one ion per two electrons,
i.e. per Hz formed.(17).

Mbh belongs to the class 4 NiFe-hydrogenases , and the sequence homology around the active site shows that
it is closely related to the complex I superfamily rather than to soluble hydrogenases.(82) However, considering
the unique nature of the active site metal cluster, it is expected that core parts of the reactive cycle are shared
between NiFe-hydrogenases.

The active site of Mbh is a bimetallic center consisting of a nickel and an iron atom, bridged by sulfur atoms of
two cysteine side chains. While the coordination sphere of the nickel is completed by two additional cysteine
residues, the iron features three small molecules in its octahedral coordination: two cyanide ligands and one
carbon monoxide ligand. As an oxygen-sensitive NiFe-hydrogenase, the active site can be reversibly inhibited
by either binding of a CO to the nickel or binding of a OH" between the nickel and iron atoms.(83-87)
NiFe-hydrogenases have been extensively studied by spectroscopic methods, especially electron paramagnetic
resonance (EPR)(84), and computational methods, particularly density functional theory (DFT) based cluster

models, as well as by hybrid quantum-chemics/molecular mechanics (QM/MM) methods.(85, 86)
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Figure 4: Reactivity of O; sensitive NiFe-hydrogenases as described in Ogata et al. 2016.(83) The experimentally observed
states of the catalytic cycle are Ni-R, Ni-Sla and Ni-RC. The latter is the only EPR active state of the three. Inactivation

reactions by O; and CO are indicated by red arrows.

The catalytic cycle features three experimentally detectable states, Ni-R, Ni-C and Ni-Sla, of which Ni-C is the

only EPR active state with an oxidation state of Ni(III) Fe(II). It is also the resting state of these enzymes, while



the Ni-L state has not been observed experimentally due to its transient nature.(84-86) Starting from the Ni-
Sla state (Ni(IT) Fe(Il)), which has not yet received electrons or protons, the reaction cycle could proceed by
(Figure 4):(83) 1) The Ni-L state (Ni(I) Fe(II)) is achieved by reducing Ni(II) by eT from Fd via the chain of ISCs
and PCET to the sulfur atom of the side chain of one of the terminal cysteine ligands (probably Cys374. in Mbh).
2) The Ni-C state is reached by oxidizing Ni(I) to Ni(III), coupled to reduction of the bound proton to a hydride
species, which binds between nickel and iron 3) a second eT yields Ni-R, a Ni(II) Fe(II) state, still with the bound
hydride and a second proton is added (possibly via the same cysteine side chain as the first). 3) Combining the
proton with the hydride and releasing the H2 product completes the cycle. The donors for the protons to the
cysteine side chain are still debated.(87-90) One possible proton donor is a conserved glutamate on the B1B2-
loop of MbhL (see below). A chain of histidine residues within MbhL toward the ‘top’ of the enzyme could also
take part in pT. The involvement of the BIB2-loop is supported by the the importance of this site in complex I
(see above) and further supports the close relation between the two enzymes.

The homology between Mbh and complex I is not restricted to the active site. Of its fourteen subunits, all except
MbhA, MbhB, MbhC and MbhF are homologs to complex I subunits. These four subunits, on the other hand,
can be found in the Multi-resistance and pH adaptation (Mrp) sodium-proton-antiporter. Homologs to MbhD,
MbhE, MbhG, MbhH and MbhI can be found in all three proteins and ALSs (MbhH/MrpD/Nqol4) are core
elements in all three classes of proteins, although their functionality differs significantly:(91-95) While Mbh and
complex I build up a pmf/smf, Mrp is a proton sodium antiporter.(17, 82, 95, 96) Together with biophysical
characterization, bioinformatic analysis have revealed new insight into the function of Mbh throughout the
early 2000s.(82, 91-93, 95, 97, 98) The homology to complex I indicates that it could function as a redox-driven
proton pump, while similarities to Mrp indicate antiporter activity. In a related respiratory chain, the two
functionalities are achieved by an antiporter and a separate proton pump.(82)

With this in mind, one model trying to make sense of the seemingly contradictory experimental data proposed
Mbh as a secondary sodium transporter. In this model, a proton would be first pumped against the gradient,
then a proton would return across the membrane with the gradient and this in turn would be coupled with
sodium transport against the membrane potential, effectively establishing a secondary sodium gradient. The
delay between proton transport sodium-proton-exchange, which could only happen after the primary proton
gradient has achieved sufficient magnitude, would account for the macroscopically observed ApH.(99)
Although there is a basis for assuming proton transport followed by sodium-proton-exchange in Mbh’s
evolutionary relations, this model has been criticized for failing to clearly address how such a proton back-and-
forth pumping would conserve the small amount of driving force that Mbh commands.

The game for Mbh research changed in 2018, when Yu et al. managed to solve the cryo-EM structure of Mbh at
a resolution of 3.7 A (PDB ID 6cfw, see Figure 5)(100) (the first structure of Mrp would be solved a few years

later)(101). The structure revealed strong homology to complex I not only on a sequence but also a structural



level: The characteristic L-shape is reproduced, the three ISCs form a chain virtually unchanged from the
arrangement of N2, N6a and N6b in complex I (compare figures 2A (lowest three ISCs) and 5), and the three
conserved loops (in Mbh, all three were resolved, although the MbhI/Nqo7 TM1-TM2 loop could only be
backbone traced) are equally well reproduced. Surprisingly, even the Q-cavity is clearly present, although the
enzyme does not catalyze any known Q reactions and the entrance to the Q cavity from the membrane is

blocked by bulky aromatic amino acids.

Figure 5: Structure of the Membrane bound hydrogenase
from P. furiosus (PDB ID 6¢fw)(100) Note the cleft between
the ALS MbhH and the hinge region (MbhM). MbhG,
MhD, MbhB and MbhC form a symmetrical 12-helix bundle
that constitutes the core of the putative sodium transport
module. Inset: A chain of three iron-sulfur-centers accepts
electrons from ferredoxin, which are combined with two
protons in the characteristic NiFe active site (shown here
with a H- ligand in the Ni-C state, which is the resting state

of NiFe-hydrogenases).

There are several noteworthy deviations between Mbh and respiratory complex I, though: In complex I, the
‘hinge’ subunit Nqo8 is separated from the first ALS (Nqol4/MbhH) by three small subunits (Nqo7/MbhlIyt,
Nqol0/MbhD+MbhE and Nqoll/MbhG). This sequence of subunits (ALS + three small subunits, called the
conserved core from here on) is rotated by 180° as a whole in the membrane plane of Mbh so that the ALS faces
the hinge subunit and the three small subunits face the terminal edge of the membrane domain. Furthermore,
a large, putatively lipid-filled, cleft in the electron density map separated hinge and ALS. Two of the three small
subunits (MbhD and MbhG) form a symmetrical twelve-helix-bundle with MbhB and MbhC, which is at the
center of the putative sodium-transport domain, thus bridging ALS and sodium-transport module.

The modularity of the complex I family throughout its evolution is one of its more fascinating features (Figure
6): A conserved core is present in quite different classes of proteins (incidentally also in the membrane bound
sulfane reductase (Mbs)).(102) It can be used to couple different modes of energy accumulation and
consumption. Energy can be provided as redox energy (complex I, Mbh, Mbs) or probably by proton transport
along a gradient (MrpA/Nqol2 in Mrp). This energy can then be used for either active proton transport in
additional ALS (complex I, Mbs) or active sodium transport (Mbh, Mrp: whether additional proton transport

processes are involved here is an open question). This plug-and-play functionality can also be observed in the
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hydrophilic domain: Additional subunits can be added or removed to tune the preferred electron donor: The
shorter hydrophilic domains of Mbh and the so-called photosynthetic complex I (Ndh)(103) accept electrons
from Fd with a smaller magnitude of the redox potential, while additional subunits and ISCs therein can be
added to utilize the greater potential magnitude of NADH. Variations are also observed in the terminal electron
acceptors: Various forms of Q (ubiquinone, plastoquinone, menaquinone, etc.) with different redox potentials
are utilized by complex I isoforms, while Mbh and Mbs deploy a strikingly similar architecture featuring the
conserved Q-cavity without actually having Q as a substrate. Notably, adding or removing subunits does not

seem to require major changes in the topology of the single subunits.(82, 104)

CNAD' Figure 6: Modular evolution of the complex I family.
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Recently, structures for several relatives of Mbh have been solved at varying resolutions.(100-102, 105) These
new structures and their strong homology to Mbh have prompted, again, speculations about Mbh functionality
based on homology considerations. Different hypotheses, especially for the proton/ion-pathways have emerged,
e.g., placing sodium transport in the ALS or suggesting sodium pathways throughout the sodium transport
module.(101, 102, 105) However, at the time this thesis is written, new experimental evidence since the release
of the first structure has been scarce and the question of the mechanism of Mbh remains wide open, a question

we will try to address in this work.

1.4 Computational biochemistry

Traditionally, computational chemistry has been used as a means to interpret and explain experimental results.
However with the steep rise of computing power (cf. Moore's law(106)) the computational predictive power was
enhanced. In silico experiments offer access to a set of observables on timescales and length-scales

complementary to those provided by in vitro and in vivo experiments. To a certain degree, the borders between
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computation and experiment have blurred: Although cryo-EM is a an experimental technique, the computing
power invested into refining the raw data into molecular structure rivals those of dedicated simulations. On the
other hand, synthetic biology and protein engineering routinely use computational predictions to inform
experiments, shrink the pool of, e.g., drug candidates for in vitro experiments by weeding out putative constructs
with undesirable qualities and generally easing the experimental burden.(107-109) Nowadays, even classical
biochemical techniques such as protein purification by high pressure liquid chromatography are modeled in
silico to predict optimal buffer compositions and resins for the columns. (110, 111) The rise of artificial intelligence
and deep learning will probably tighten the bond between experimental and computational work.(112)

Yet, pure computational biochemistry itself has also evolved rapidly. In 1977, the very first protein molecular
dynamics simulation featured bovine pancreatic trypsin inhibitor with 58 amino acid residues simulated for 8.8
picoseconds.(113) Contemporary simulations can leverage the power of modern GPU clusters, and
supercomputers follow the dynamics of several millions of atoms for microseconds (or even longer if dedicated
hardware is utilized).(114-116)

In this work, we use computational chemistry in all its facets: We show how it can be used as a molecular
microscope to elucidate dynamics with atomic detail, follow thousands of water molecules at femtosecond time-
resolution to understand how ions and protons are transported, calculate free energies for electrostatic switches
and chemical reactions and finally use our insights to create new proteins based on motifs we have observed in

nature.
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2 Aims of the study

In this study, we used multi-scale modeling techniques to investigate the functional role of hydration and

electrostatic switching principles in the regulation and control of biological proton and ion transporters. Key

questions addressed in this work are:

How can individual charge transfer processes be coupled by electrostatic interactions?
What is the role of hydration dynamics in the regulation of charge transfer processes?
Are ion-pairs and charged networks stabilized in the hydrophobic core of a protein?
How is the free energy from redox reactions used to drive charge transfer processes?

Can a charged network be engineered in a small artificial protein?

To address these questions, we used computational methods in both an analytical and a synthetical manner:

On the one hand, we performed large-scale simulations of several members of the complex I family, particularly

the bacterial complex I from T. thermophilus (Articles I & II), the mitochondrial complex I M. musculus (Article

III) and the membrane bound hydrogenase from P. furiosus (Article V). On the other hand, we used in silico

methods to guide the design of small de novo four-helix bundles incorporating charged networks forming

important coupling elements in the complex I family (Article IV).
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3 Theory: Computational multi-scale modeling

Biological processes span multiple time and length scales and are often intertwined between multiple
scales.(117) Over the years, a plethora of computational methods with different capabilities and target scales has
emerged allowing the modern computational chemist to address processes from the femtoseconds to the
seconds scale (Figure 7).(118) The studied system size is usually correlated with the modeled time scale: While
on the one end of the spectrum ab initio quantum chemical calculations are useful for describing reactions
between a handful of atoms for femtoseconds to picoseconds, coarse grained methods sacrifice spatial and
temporal resolution to address millions of atoms for milliseconds. Between these two extremes, classical MD
simulations are often used to model systems on microsecond timescales. There is always a trade-off between
accuracy and achievable sampling and it is crucial that the method used is tailored to the specific question:(119)
Highly accurate methods may be able to yield precise predictions for specific processes, but the limitation in
sampling can actually limit the accuracy if conformational sampling is impaired too much, and rare events may
not be captured at all. Free energy methods provide a work-around by specifically enriching the sampling of the
process in question but require a precise knowledge of the process in the first place to be able to choose a
reaction coordinate for describing the reaction and steering the free energy calculation. On the other hand, it

can also be challenging to achieve chemical accuracy (< 1 kcal mol?) using classical force-field based models.
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Here, we used a combination of several levels of theory to address the scientific questions. While atomistic MD
simulations on the ps scale were used for describing conformational transitions of proteins, we employed
quantum chemical and hybrid QM/MM methods to describe chemical reactions, which cannot be addressed
with classical methods. In this section, the theory behind the methods utilized in this study are briefly reviewed,

while an overview of the specific simulations performed is given in chapter 4.
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3.1 Quantum mechanics
The laws of classical physics are insufficient to accurately describe electronic structure and motion that form
the basis of chemical reactivity, so it is necessary to turn to the laws of quantum mechanics. The theoretical
basis of the simulations in this study relies on solving approximations to the time independent Schrédinger
eigenvalue equation
Ay = Ev 3.1
with the Hamiltonian operator H describing the interactions within the system of interest with the energy E as
its eigenvalue and the wavefunction ¥ associated with the system. By assuming time-independence of the
Hamiltonian, we exclude interaction with any non-stationary external fields, e.g. photons. Apart from neglecting
relativistic effects, we will further apply the Born-Oppenheimer approximation, neglecting the coupling
between electronic and nuclear motion by using nuclear coordinates as parameters for solving electronic
motion. This assumption is often valid because of the large difference (ca. four orders of magnitude) between
the timescales associated with electronic and nuclear motion, and it allows us to describe the total wavefunction
as a product of an electronic wavefunction ¥,; and a nuclear wavefunction ¥,. The electronic Hamiltonian
operator H,;, associated with the former by the electronic time-independent Schrédinger equation
Helwel =E¥e (3.2)
is then
Hoy=To+ Ve + V. (3.3)
with the kinetic energy operator of the electrons T,;, the potential energy operator for electron-nuclear
interactions ,, and the potential energy operator for electron-electron interactions V,,. We can expand these

operators in atomic units to
n

n n N
- IO, zZ 1
Hel=——Evi—E E—+E— (3.4)
2L b £ T Tij
i=1 i=11=1

i<j
with the Laplace operator for the kinetic energy of electron i VZ, the nuclear charge of nucleus I Zi, the distance

between nucleus I electron i rir and the distance between electrons i and j ri.

3.1.1 Hartree-Fock theory

Unfortunately, analytical solutions to the electronic Schrodinger equation can only be obtained for one-electron
systems (like the Hz* molecule). Since biological and chemical reactions feature many-electron systems, it is
necessary to rely on numerical solutions. Hartree-Fock theory is a wavefunction based theory for solving the
electronic structure of molecular systems and forms the basis for most higher levels of theory. The Hartee-Fock
theory is based on the mean-field approximation, where we neglect electron correlations, and subjects each
electron only to the average potential generated by all electrons. The wavefunction is modeled as a slater

determinant @, which can be written for N electrons and N spin orbitals as follows:
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While the columns of this determinant contain single-electron wavefunctions, the electron coordinates are in
the rows. Entries in the Slater determinant are one-electron wavefunctions, which are spin orbitals. The Slater
determinant inherently satisfies the anti-symmetry requirement, stating that interchange of any two electron
coordinates in the total electronic wavefunction must change its sign (since electrons are fermions) and in
extension adheres to the Pauli principle.

The energy E[¥] associated with the single-determinant trial wavefunction @ is optimized by the variational

principle, which ensures that the true ground state energy E, is a lower bound for E[¥].
E[®] = m > E, (3.6)
(®]|®)
Therefore, finding the trial wavefunction with the lowest energy corresponds to finding the one which is the
best approximation of the true wavefunction. With the introduction of the molecular spin orbitals ¢; (MO), we
can formulate the Fock pseudo-eigenequation as
ﬁiqbi =&¢; 3.7)

with the Fock operator F; and its associated pseudo-eigenvalue ¢;, the orbital energy which can be interpreted
as the ionization energy within the frozen molecular orbital approximation according to Koopman’s theorem.

The reason why this is only a pseudo-eigenvalue equation lies in the definition of the Fock operator, which can

be expressed as
N
j

in which the one-electron operator h; describes the movement of the electrons in the field of the nuclei (7,, +
7, in equation 3.3), the Coulomb integral Jij describes the classical repulsion between electrons i and j and the
exchange integral Kjj expands on this subject but has no classical interpretation. The Fock operator for a single
electron depends on the interaction with all other electrons, i.e., occupied orbitals via the Coulomb and
exchange integrals. This implies that to know one specific molecular orbital, one has to know all molecular
orbitals, which is why self-consistent optimization methods have to be applied.

To solve this, the basis set expansion approach is used, where each unknown MO is expanded as a set of known

basis functions y, commonly known as atomic orbitals:
Mpasis

b= ) caida (B9

a

with cai the coefficients associated with each basis set function ¥, . This approach is known as linear combination
of atomic orbitals (LCAQ), and the Hartree-Fock equations in terms of the atomic basis are known as the
Roothaan-Hall equations (for closed shell systems):

FC =5SCe withFop, = (xalFlx») and Sap = (XalXs) (3.10)
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with the Fock matrix F, the overlap matrix F, the coefficient matrix C and the diagonal matrix of the molecular
orbital energies €. The matrix eigenvalue problem in equation 3.10 can be solved iteratively from an initial guess
(extended Hiickel theory is commonly used) until self-consistency of the molecular orbitals is reached.

If electron correlation is important for the processes to be studied (e.g. excitation processes), so-called post-
Hartree-Fock methods expressing the wavefunction using multiple determinants have to be used. However, the
increased accuracy of such methods (e.g. configuration interaction(122, 123) or coupled cluster(124-126)) comes

with a significant increase in computational cost.

3.1.2 Density functional theory

Wavefunction methods, like the Hartree-Fock theory described in the previous section, approximate the high-
dimensional wavefunction in order to solve the Schrodinger equation for a system. Density functional theory
(DFT) in contrast is formulated based on the electron density, a three-dimensional object with a clear
interpretation and commonly obtained by experimental methods like X-ray crystallography. This
dimensionality reduction from N electronic wavefunctions to three spatial coordinated (plus one spin
coordinate) simplifies the interpretation considerably. DFT emerged when Hohenberg and Kohn showed that
the electron density p is sufficient to completely determine the ground-state electronic energy and therewith
the associated Hamiltonian , and further applied the variational principle to derive the electron density.

The key problem is that while DFT exactly maps the density as a function of electron coordinates to the energy,
the exact relationship between the two is unknown. Although orbital-free variants of DFT exist, they are
generally outperformed by methods based on the works of Kohn and Sham, who reintroduced orbitals to
improve the poor representation of kinetic energy in orbital-free methods. The Kohn-Sham model solves the
problem of calculating the precise kinetic energies by splitting the free energy in two parts: One part is
calculated for a hypothetical system of non-interacting orbitals with the same density as the ‘real’ system, which

is described by the Kohn-Sham-orbitals ¢;

Nej

Papprox = Z|¢L|2 (3.11)
i

as a sum over all occupied orbitals. This corresponds to the kinetic energy of a single-determinant description
and accounts for ca. 99% of the actual kinetic energy. The remaining part of the kinetic energy is packed into
the so-called exchange-correlation term, which gives a functional of the form

Epprlp]l = Tslp]l + Enelp] +J[p] + Exclp] (3.12)
The first three terms on the right-hand side of equation 3.12 are exactly the same as in the Hartree-Fock
formalism (see above). The exchange correlation term can be defined as the deviation of the non-interacting

system from the exact solution

Exclp] = (T[p] — Ts[pD + (Ecelp] —JpD (3.13)
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The first subtraction describes the kinetic correlation energy, while the second contains a mixture of potential
correlation and exchange correlation. Approximations for the unknown exchange correlation functional have
been a major focus of research since the 1990s and the functional form for this functional is the main difference

between DFT methods.

3.2 Classical molecular dynamics simulations
Classical molecular dynamics simulations describe the system by a potential energy function V(x(t)) of atomic
coordinates. Solving the Newtonian equations of motion by calculating the gradient V of this potential energy
function with respect to the time ¢, allows the calculation of forces F(x(t)), accelerations a(t), velocities v(t) and
positions x(t)

d*x

—VV(x(t)) = F(x(t)) =ma = m% = mﬁ (3.14)

Thus, the potential energy and Newton’s second law suffice to determine the motion of a system over time from
a given starting configuration, usually prepared from experimentally resolved structures. A plethora of methods

exists to numerically solve these equations in practice (see section 3.2.2).

3.2.1 Force fields for molecular dynamics simulations
Electronic structure can be approximated with a good degree of accuracy for many condensed phase processes
by assuming a model of atoms as points connected by bonds. For a chemist, this kind of model has the advantage
that it exactly maps to common ways of depicting the molecular geometry of chemical compounds, e.g. by Lewis
electron dot structures(127), which can be interpreted intuitively.
To ensure that such a model describes physical reality with a high degree of accuracy, the potential energy of
the system is described as a parametric function of atomic, i.e., nuclear, coordinates and charges, and a global
optimization of all parameters is performed for agreement with experimental observables or observables from
higher levels of theory. A general way of formulating such an potential energy V as function of the nuclear
coordinates R is

V(R) = Viondea + Vnonvondea = Voonas + Vangies + Vainearais + Vvan—der-waais + Velectrostatics (3.15)
Bonded terms describe the geometric constraints imposed by the electronic structure of the molecule, while
nonbonded terms describe interactions between all atoms through space. Terms describing bond stretching and
angle bending are usually given as the first terms of a Taylor expansion (although Morse potentials have been
used, too), while dihedral terms describing rotation around bonds (i.e. 1-3 interactions) are derived by Fourier-
series. These terms are commonly known as improper dihedrals or out-of-plane terms. The functional forms for

the bonded terms used in the CHARMM36m force field applied in this work are as follows:

N N N
Vbonds = Z kb (b - bo)z Vangles = Z kG (0 - 90)2 Vdihedrals = Z k(p(l + cos (n(p - 6) (316)
i i i
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With kj, kg and k,, being equilibrium force constants, b, and 6, being equilibrium bond lengths and bond
angles respectively, and n and § being the periodicity and phase shift for dihedral angles. The sums run over all
bonds between two covalently bound atoms, all angles between three covalently bound atoms and all dihedrals
between four covalently bound atoms. As such, these terms scale linearly with the numbers of bonds angels and
dihedrals respectively and are computationally cheap.

In contrast, non-bonded terms are calculated between all pairs, regardless of connectivity and thus scale with
the square of the number of atoms simulated, although the nonbonded terms for pairs of atoms sharing a bond,
angle or dihedral (i.e. neighbors up to i+3) are commonly excluded to limit cross-dependency effects between
bonded and nonbonded terms. The functional forms for the nonbonded terms used in the CHARMM36m force

field applied in this work are as follows:

12 6
O-ij O-ij qlqj
V —der— L — E E: - <—> el 2 <—> V 1 ics= (317)
van er—Waals 5] TL} TL} electrostatics 47.[801,.[]

i,j#l i,j#1

&;; and oj in the van-der-Waals term for dispersive interactions describes the well-depth and position of the
minimum in the Lennard-Jones potential with the n® term modeling the attractive regime radii r; greater than
the potential minimum and the n"? term describing the strong repulsion experienced by atoms forced closer
than the potential minimum. The electrostatics term is a direct pairwise implementation of Coulombs law for
the interaction between two atoms i and j with charges gi and gj at a distance of r; from each other with g, the
permittivity of vacuum.

In principle, both these terms scale with O(N?). However, since the van-der-Waals term decays very fast with
1/r% it can be treated efficiently with fairly short-range cut-off schemes without significant loss of accuracy. In
contrast, the electrostatics term, which decays only with I/r has significant magnitude even at higher distances
and cannot simply be cut off. Solutions to the problem of long-range-electrostatics are discussed below.

Many force-fields include additional terms to improve the description of molecular systems. In the case of the
CHARMM force field, three additional terms are included: The Urey-Bradley term, an additional correction for
the 1-3 interaction between covalently bound atoms, the improper dihedral term, a four-residue term with a
harmonic form enforcing the planarity of e.g. double-bonds and the grid based CMAP correction, which

improves the agreement with experimentally determined dihedral angels e.g. in proteins.

3.2.2 Boundary conditions

Each simulations necessitates the treatment of boundaries, and the dominance of boundary effects is a
phenomenon unique to molecular simulations. In reality only a minuscule part of a system lies at the boundary
of the system, i.e. within a few nanometers of the interface with another phase. For experimental equilibrium
observables, the parts of a system at the boundaries are largely irrelevant, since the part of the system that is

not at the interfaces will dominate the ensemble average. In contrast, in simulations, most of the simulated
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system is in the boundary region (depending on the system size), and boundary effects can have outsized
influence.

The easiest boundary, which can be applied to a biological system, e.g. a protein, is no boundaries at all, i.e. a
simulation in vacuum. This introduces severe artifacts: nonbonded interactions within the protein have outsized
influence and electrostatics are not screened, since there is no solvent at all to counteract them. Furthermore,
the systems tend to be overly compact since they try to maximize self-interaction and surface tension effects
will arise. There are two trivial strategies to tackle these effects: First, one can apply an implicit solvent
model.(128) These models solve the problem of electrostatic screening by solving the Poisson-Boltzmann
equations with a low-dielectric mean field within the solvent-exclusion volume of the protein (often with
epsilon around 4) and a field with a water-like dielectric, i.e. 80, outside. While this type of model is rather good
at treating long-range electrostatics, the local effects at the dielectric boundary are not well described. Second,
a solvent box or droplet can be constructed around the protein with a fixed boundary. This passes the boundary
problem on to the solvent, which is usually of lesser interest, but still contains a hard boundary between vacuum
and solvent by construction. Local effects between protein and explicit solvent are modeled well, but long range
electrostatics beyond the reach of explicit solvation are described poorly, which may be counteracted by
simulating a very large droplet. However, this is computationally expensive and impractical. The most common
choice of boundaries is the application of periodic boundary conditions (PBC) in combination with lattice sum
algorithms like the Particle-Mesh-Ewald (PME) method for the treatment of long-range electrostatics. In this
framework, the protein is placed in a explicit solvent box, which is formally surrounded by periodic copies of
itself. With a large enough simulation box, the interaction with artificial periodic images can be kept minimal,
while treatment of electrostatics beyond a cut-off, often realized in practice by a smooth switching function, in
Fourier-space keeps the computational burden tractable. This approach is used for nearly all biological classical
MD simulations.

Another important choice for MD simulations is the choice of the ensemble. It is advisable to perform
simulations in such a way that in silico observables can be easily compared to experimental measurements.
Ensembles are determined by the conservation laws enforced during simulation. The most common
conservation enforced is conservation of the number of particles N, which may be abandoned if conservation of
chemical potential in the grand-canonical ensemble is desired. Temperature control, i.e., conservation of kinetic
energy, is equally common but may be omitted if total energy conservation (NVE or microcanonical ensemble)
is more important for a specific observable to be measured. For direct comparison with most biochemical
experiments, NVT and NPT ensembles are preferred. In the former, the volume of the simulated system, the
temperature and the number of particles in the system are conserved. This canonical ensemble corresponds to
a closed test tube and is enforced by one of the many types of thermostats available for molecular simulations.

The latter isothermal-isobaric ensemble applies a barostat in addition to the thermostat, which sacrifices
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constant volume to keep the pressure in the system constant. This corresponds to an experiment in an open
test tube and is preferred for membrane simulations. Earlier versions of lipid force-fields also required a
constant area of the simulation box (in the xy-plane, so called NPTa ensemble), but improved force-fields are
able to reproduce correct extensions and dynamics of membranes without this constraint.

In this work, for temperature control in the NVT ensemble, the (stochastic) Langevin approach is generally
used, which achieves a constant temperature by stochastic coupling to a reservoir based on the general Langevin
equation

2vkgT
Mv =F(x) —yv — Yz

R(t)  (3.18)

which uses a friction coefficient y and a univariate Gaussian random process R(t) to couple the system to a

. S - [aykpr . .
temperature reservoir by adding dissipative forces —yv and fluctuation VTB R(t) to the Newtonian equations

of motion. This also necessitates a change to the integrator, which has to incorporate the coupling terms. In this
work, we use the Briinger-Brooks-Karplus (BBK) method,(129) which is an extension of the Verlet integrator.

Its position recurrence relation is given by

yAt
_ — 3 1 5 | FCen) 2ykgT
Xpg1 = Xp + AL (xp —xp_1) + VAL At M + AM VA (3.19)
I+5 I+5

which introduces a set of Gaussian random variables Z", which have a mean of zero and a variance of one.
Therewith, time evolution of velocities and positions is described by the time evolution of the corresponding
probability distribution, which is governed by the Focker-Planck equation. A similar formalism based on the

Langevin-piston method and Hoover’s method can be extended for temperature control in the NPT ensemble.

3.3 Hybrid quantum mechanics/ molecular mechanics simulations

As described in the previous section, boundary conditions play an important role in describing a system
accurately. However, the PBC-PME approach, which is favored for classical MD-simulations, is not particularly
suited for QM-simulations. Even including a solvent box is usually prohibitively expensive on a purely QM level
due to its high cost and at least cubic scaling with the number of particles of QM-algorithms. While implicit
solvent models and in vacuo simulations are commonly used for cluster models, there is a more elegant solution:
Most biological systems have a more or less clearly defined active site, in which chemical reactions occur. For
the rest of the system, a classical treatment it is often adequate. This allows to embed an QM-active region,
treated, e.g., on the DFT level, in a classical surroundings (usually applying finite boundary conditions to that
part). In this case the classical region is in principle the boundary treatment for the QM-region. Chemical bonds
can be cut across this boundary by introducing so called link atoms, often hydrogen-like, which simulate a

saturated end of the bond to each of the two sub-parts of the system. Link atoms are commonly introduced at
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the Co-CB-bond in proteins, so that the side chain of a reactive amino acid can be treated quantum
mechanically, while the backbone remains in the classical region.

There are multiple embedding schemes to treat the interaction between classical and QM regions of such a
multiscale simulation. In a subtractive scheme, the energy of the QM-region is calculated both on a classical
and a QM-level. The total energy of the system is then the sum of QM-level energy and the classical energy of
the whole system minus the classical energy of the QM-region. In contrast, the additive scheme calculates the
energy for the classical part classically, the QM region quantum chemically and introduces an additional
coupling term that reflects the dependence of the two parts on each other. The coupling term can be calculated
in a mechanical embedding scheme, where a classical charge model is developed for the QM-part and the
coupling is treated as electrostatic interaction between these fixed charges and the charges of the classical
region. Alternatively, the charges of the MD region can be incorporated as point charges, which polarize the
QM-region in the electronic embedding scheme. However, this can lead to over-polarization of the QM-region
by the MD point charges, so it is often necessary to re-distribute or neglect the classical charges close to the
QM-region. Generally, it is important to check for convergence of calculated observables with the size and shape

of the QM-region to ensure that boundary artifacts are minimized.

3.4 Free energy calculations

The free energy (either the Gibbs free energy (G) in an NPT ensemble or the Helmholtz free energy (F) in an
NVT ensemble) is among the most commonly applied thermodynamic concepts since the free energy associated
with a state i can be related to the probability of this state. Applied to a e.g. a chemical reaction or a
conformational change, the associated free energy difference AG describes whether this process will occur
spontaneously (AG < 0 at constant pressure and temperature without non-PV work occurring), while the height
of the rate-limiting free energy barrier along the process can be related to its associated timescale. In contrast
to the potential energy V directly obtained from the MD energy function, the free energy does also include
entropic contributions, which can be non-negligible for many processes.

Thus, calculating a free energy profile along a reaction coordinate is a common task in MD simulations and
often carried out by umbrella sampling. The general idea is to perform several independent simulations
(windows) with harmonic restraining potentials at different points along the reaction coordinate so that the
potential of mean force (pmf) along the process described by ( is fully sampled. The addition of the biasing
potential ensures that points along the reaction barrier with a low probability of being sampled, most
prominently transition state regions, are nevertheless well represented in the ensemble derived from the
enhanced sampling simulations, and that the windows are spaced in a way that there are no gaps in sampling
along the reaction coordinate. This allows to model processes occurring on timescales far beyond the reach of

plain MD. However, the distribution of states derived from such biased simulations is a priori not the
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distribution associated with an unbiased sampling along the reaction coordinate. Thus, free energies derived
from such a distribution must be corrected for the biases applied. Traditionally, this is achieved with the
weighted histogram analysis method (WHAM).(130, 131) Despite its widespread success, a plethora of modern
successor methods has been developed, aiming to correct e.g. systematic errors arising from imperfect
equilibrium sampling in single windows. One of these methods, the dynamic histogram analysis method
extended to detailed balance (DHAMed)(132) was used in this work and will be discussed here. For a brief
discussion of the WHAM formalism see e.g. Kumar et al.(131).

In the canonical ensemble, we will derive a free energy Gi, which is associated with an equilibrium distribution

pi of states i.
-U(x)
-6t/ J; e /sT dx
pi=e kpT = T (320)
[e kpT dx
for points in configuration space x with associated potential energy U(x) at an absolute temperature T and with
Boltzmann’s constant kp. The numerator extends over configurations associated with state i, while the
denominator spans the whole configuration space. In umbrella sampling, the reaction coordinate typically is a
collective variable g(x), and the process of interest, for which a pmf should be derived, is defined as a state as
the region between gi and gi + dq allowing pi to be described as:
—-U(x)
_ [dxslgi—q@le et
- —U(x)/
[e kpT dx

(3.21)

i

with the Dirac delta function §. However, in umbrella sampling, we do not sample the unbiased potential energy
surface U(x) but usually simulate a set of A runs (defined by an iterator a=1,2,3,...,A) biased by a potential u%(x)
each and associated with a biased potential energy surface U%(x) each.
U(x) =U(x) + u*(x) (3.22)

It should be noted that this also applies for the common method of temperature replica exchange simulations,
since a change in temperature can be expressed as an effective bias potential in the canonical ensemble. For
umbrella sampling, it is typically valid that (harmonic) biasing potentials are constant within a state i, if
configuration space is divided in a set of states i=l,2,..., M. We assume that the unbiased relative population P; of

states i changes over time t according to a master equation

dP;(t)
Tdr Z[kifpf(t) — kP (1)) (3.23)
i#j

with the first order rate coefficient for a transition from i to j k;;.The equation formally constitutes a time-
continuous Markov state model. For this model, we assume microscopic reversibility, detailed balance and

equilibrium populations normalized to 1. It is valid to assume that the time evolution of the same states with an

additional bias follows a similar master equation

dP%;(t) « ha Lo
T=Z[k PO () = k% PY (] (3.24)
i%j
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with the same assumptions, except that equilibrium populations under their bias are proportional to the product
of the unbiased populations and the bias factors, whish are known in umbrella sampling.

pExpe Dar (325)
Under the assumption of the master equation model defined by eq. 3.24, equilibrium populations can be
obtained by likelihood-maximization. During each biased run «, we will measure both the time t{ spent in a

state/bin i as well as the number of transitions from each state j to state i N;j. Both observables are easily

obtainable from time-discrete MD simulations with timestep At, for which

(8 = ZN;}A:: (3.26)
j

assuming no transitions were missed due to time-discretization. Detailed balance can be enforced on the model
by constructing the rate coefficients k“;; from equilibrium populations p{* with the help of coefficients xj that

are positive and symmetric with respect to exchange of the state indices, i.e. x
a
I 27
ij = T;z/ (3.27)
pje kT

a .
ij = Xji

Maximizing the log-likelihood of the set of biased trajectories under this model with respect to the unknown

parameters x;; and p; yields a closed set of expressions for the equilibrium populations:

i
1 1¢te /kBT
a=12ixi (NS + NO/ | —+ "
bj DPi 1/
tje kgT

pj= a
Za:l Zii]' Ng
from which free energies can be calculated as

G, = —ksTIn(p;)  (3.29)

(3.28)

This solution is unique except for a scaling factor, which can be found by iterating eq. 3.28 from the right as:

ué
A a a 1 1 tie L/kBT
Ya=12ii(NG+ND/ | —et o~ w7
pj bi 1/
tje kT
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withj=1.2,..,M  (3.30)

and with
M
P = p'j/Zp'i withj=12,..,M  (331)
i=1

Iteration can be started, e.g., from p](.l) = 1/M. It should be noted that states, which have fewer than two

transitions into the state or fewer than two transition out of the state are excluded to ensure proper equilibrium

estimation. Asymptotic convergence of the populations estimated from the DHAMed model to the correct limit

can be shown from microscopic time reversibility in the case of imperfect sampling.

This methodology is also compatible with replica exchanged methods, where exchange between the biased runs
—y

«a is periodically allowed so that the bias-factors e ul/ kT between runs « and o’ can be swapped every n x At

steps. Exchanging bias factors is usually accepted or declined based on energetic considerations e.g. via a
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Metropolis-Monte-Carlo criterion. After the runs have been completed, they are sorted according to their initial
bias factor so that continuous trajectories are regenerated and bias correction can be applied to generate the

associated pmf.
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4 Methods

This section will provide a high-level overview of the experiments performed and computational methods used
in this work. For the sake of completeness and reproducibility, the experimental details for quantum chemical
calculations and hybrid QM/MM simulations, which were performed by P.S.M, A.P.G. and V.R.I.K,, are also
summarized (see author contributions detailed on pg. vi). M.R. performed MDFF refinement (see section 4.4.1).
For additional details, particularly on individual simulations, please refer to the supporting information of
articles I to V. The description here focuses on the computational experiments contributing to the results

presented in section 5.

4.1 General methods

In this section, an overview of standard methods that have been applied to multiple systems is given. In case
the treatment of a specific system strays from the workflow described here, the deviations will be given in detail
in the respective section below the general overview. If no further information is given, the workflow adheres
to the one given in this section. Methods that were only applied to one specific system are listed in the

corresponding section.

4.1.1 Classical molecular dynamics simulations

Generally, setups for MD simulations were prepared using the psfgen utility of VMD(I133) together with
CHARMM-GUI(134) to prepare initial conformations for most of the model membranes (exceptions are noted
below). The modified TIP3P water model(135) was used for modeling solvent explicitly, since the
charmm36(136) and charmm36m(137) forcefields, which were used in all cases, were parameterized with this
specific water model in mind. Additional force field parameters for metal centres and cofactors were taken from
our previous work(ll), where we had obtained them based on DFT calculations at the B3LYP-D3/def2-
SVP/TZVP(138-140) level, or, in the case of the NiFe active site of Mbh, had adapted them from existing
literature.(141) ISCs were generally modeled in their oxidized states, except for N2, which was sometimes
modeled in a reduced state (see below).

All classical simulations setups were built as boxes to enable periodic boundary conditions and treatment of
long-range electrostatics by the Particle-Mesh-Ewald (PME) formalism(142) during the simulations.
Protonation states of titratable groups at pH 7 were estimated based on the PBE/MC formalism using the
adaptive Poisson-Boltzmann-solver (APBS) in combination with Karlsberg+ (143-145) at an ion concentration
of 100 mM KCl, a dielectric constant & = 80 and a probe radius of 1.4 A for the solvent and a dielectric constant

€ = 4 for the protein, which was described as the point charges of its constituting atoms. If perturbations of
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protonation states or point mutations were tested, they were introduced by decomposing the fully built system
into segments, applying the perturbations to the respective segments and reassembling the system.

Simulations were performed with NAMD?2 in the NPT ensemble at a temperature of 310 K and a pressure of 1
bar. These conditions were enforced using a Langevin thermostat(146) and a Nose-Hoover-Langevin
barostat.(147) Long-range electrostatics were treated in Fourier space by applying the PME method (142) at a
grid size of 1 A with a Lennard-Jones cut-off of 12 A. All bonds to a hydrogen atom were kept rigid with the

ShakeH algorithm(148) to enable a timestep of 2 fs.

4.1.2 Quantum chemical density functional theory models

Starting structures for DFT models were generated by extracting coordinates from equilibrated classical MD
simulations. Amino acids were usually cut at the Ca-Cf bond and saturated by adding a single hydrogen atom.
The position of Cf-atoms was fixed during structure optimization to mimic the protein framework and implicit
solvation was included in the calculations via the conductor like screening model (COSMO)(149) at ¢ = 4,
appropriate for a model of the protein interior. The B3LYP-D3(138, 139) functional was used with a def2-
SVP(150) basis set for geometry optimization (with def2-TZVP for all metals), while the basis was expanded to
def2-TZVP(150) for all atoms to calculate single point energies. Zero-point vibrational energies and entropic
effects at 310 K were calculated using the smaller basis set. Calculations were performed with TURBOMOLE in
versions from 6.6 and 7.2 to 7.5 (see below).(151) A chain-of-state type optimization was used to predict

minimum energy reaction pathways.(152, 153)

4.1.3 Hybrid QM/MM calculations

Starting structures for hybrid QM/MM simulations, which were performed using the CHARMM/TURBOMOLE
interface,(154) were extracted from equilibrated MD simulations. The link atoms connecting the MM region
and the QM region were introduced between the Ca-Cf atoms of protein residues. While the QM region was
simulated at the B3LYP-D3/def2-SVP level(138-140), the CHARMM36m force-field(137) was applied to the
classical region with the respective in-house parameters described above. Simulations were performed at 310 K

with a timestep of 1 fs.

4.1.4 Hydrogen-bonds graph analysis

H-bonding connectivity is central to the Grotthuss-type mechanism of proton transfer that is also present in
the complex I family. (155, 156) Therefore, analysis of the H-bonding connectivity was performed for several
members of this family, namely complex I from E. coli and T. thermophilus and Mbh from P. furiosus. The
networkx(157) and mdtraj(158) python libraries were used to implement this algorithm. Briefly, side chains of
polar residues and water molecules were considered as vertices in a weighted graph, while hydrogen bonds were

considered as edges. Hydrogen bonds were considered an edge, if the distance between the two heavy atoms
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involved in the H-bond was < 3 A and the angle formed by the two heavy atoms and the hydrogen atom in
between was > 120°. An artificial edge was introduced between the two nitrogen atoms in the sidechain of
histidine since we considered histidine a whole residue as one ‘Grotthuss-entity’. The weight of each edge was
set to the Euclidean distance between the two nodes it connected. Shortest path within the graph were
calculated using Dijkstra’s algorithm.(159) Connectivity between two residues was defined as the fraction of

frames in the MD trajectory, in which an unbroken path between them existed.

4.2 Complex I from Thermus thermophilus

4.2.1 Classical MD simulations

The crystal structure of the entire bacterial complex I from T. thermophilus (PDB ID 4HEA)(22) was embedded
in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) membrane, a well-established bacterial model
membrane, solvated and adjusted with NaCl to an ion concentration of 150 mM. The position of the Q, which
was modeled in a oxidized state, was taken from our previous work,(11) as was the model for the loop missing
in the crystal structure of Nqo8. All ISCs were modeled in an oxidized state except for N2. 200 ns of classical
MD simulations were performed to prepare starting conformations for free energy calculations.

The H292Anqoi3 point mutation was introduced to the first frame of the fully hydrated state at an rc of -8 A (see
section 4.2.2) and simulated for 100 ns, as was the wild type of the same frame with and without the proton

transferred from K235nqo013 to E377Ngo13.

4.2.2 Classical free energy calculations

Classical free energies for the switching of E123ng3 from an intra-subunit ion pair with K204nqo3 to an inter-
subunit ion-pair with K345nq014 were calculated with replica exchange umbrella sampling (REUS) in different
hydration states of the membrane domain. The reaction coordinate rc was defined as

rc=1r2—rl1=r(K345— E123) —r(K256 — E123)

With r being the Euclidean distance between the centre of mass of the head group atoms of the respective amino
acids, i.e., the amino group for lysine residues and the carboxy group for the glutamate residue. The reaction
coordinate was scanned between -10 A (intra) and +8 A (inter). Starting conformations were taken from classical
MD simulations after 100 ns (dry state) and 200 ns (medium hydrated state). For each of the two starting
conformations, a 10 ns long steered MD simulation was performed with a harmonic bias with a force constant
of 10 kcal mol™ A7 on the rc. From these trajectories, 20 starting structures evenly spacing the rc were extracted
and equilibrated for an additional 5 ns before the start of the REUS. The free energy calculations themselves
were performed until convergence of the free energy profile, which took ca. 36 ns per window at a harmonic
potential with a force constant of 2.5 kcal mol™ A" for each window and exchange attempts with neighboring

windows every 10 ps. Additionally, a previously published free energy profile calculated for an even more
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hydrated state(‘fully hydrated state’)(11), which was determined with only r2 as the reaction coordinate, was re-
mapped onto the rc used here by re-calculating the rc for each frame sampled in the calculation and sorting to
the respective windows. This was possible because of a high correlation between the two reaction coordinates.
The energy profiles were calculated from the trajectories using the python implementation of the dynamic
histogram analysis method (pyDHAMed)(132), which is more robust than the classically used weighted
histogram analysis method (WHAM)(I31) at the edges of the profile. A bin width of 0.01 A was applied for
binning and rates were calculated from the free energy profiles with transition state theory at 310 K with a unity

reflection coefficient and a standard pre-exponential factor of 0.16/ps.

4.2.3 Hybrid QM/MM calculations

For hybrid QM/MM calculations, structures were extracted from the classical MD simulations of the states
described in section 4.2.1 and trimmed to only include subunits Nqol2, Nqol3 and Nqol4 as well as water, ions
and lipid molecules in their direct vicinity. The QM region was made up of residues T232, K235, S291, H292,
S318, Y321, T322, E377, S402 and Y405 in subunit Nqol3 as well as 10 surrounding water molecules. Before
QM/MM dynamics were initiated, all atoms within 10 A of the QM region were relaxed using the adopted
Newton-Raphson algorithm to adapt the system to the new Hamiltonian. 7 ps of unbiased QM/MM-MD were
performed for the fully hydrated state and the dry state with the K204-EI23 ion-pair in an open and closed
conformation each. QM/MM free energy profiles were obtained in the fully hydrated state with ion pair closed
and open for the proton transfer from K235 to E377. This reaction was described by a coordinate constructed
from the linear combination of all hydrogen bonds broken and formed during the process as extracted from the
unbiased QM/MM dynamics. 58 evenly spaced windows along this reaction coordinate from -7 A to + 7 A were
simulated for 1.6 ps per profile with the respective value of the reaction coordinate enforced with a force

constant of 100 kcal mol™ A”, Profiles were calculated from the trajectories using WHAM. (131)

4.2.4 Quantum chemical DFT cluster model calculations

For DFT calculations, the QM region was made up of residues T232, K235, S291, H292/A292, S318, Y321, T322,
E377, S402 and Y405 in subunit Nqol3 as well as 10/13 (for the WT/H292ANqo3 systems respectively)
surrounding water molecules extracted from the fully hydrated classical MD simulations. Potential energy
profiles along the minimum energy path were calculated as described above.

Additionally, cluster models comprising residues K235, H292, E377 of subunit Nqol3 or the corresponding
residues K216, H265 and K345 of subunit Nqol4 and in both cases three water molecules in between the
residues. Here, the presence or absence of the spatially close lysine featured in the ion pair of each subunit
(K204ngos or K186nqo14 Tespectively) was mimicked by a fixed a-amino group 10.5 A from the proton-donor
lysine, which was cut, saturated and fixed at the Cd-atom and not the Cf-atom in contrast to the general

protocol described above. Transition states and intermediates were optimized as described above.

29



4.2.5 Hydrogen bond graph analysis
The graph analysis algorithm was used to find all shortest paths within subunits Nqol3 of the WT and the H292A
mutant. The dataset comprised 100 ns of MD simulations each. Shortest paths between K35 and E377 were

extracted and analyzed with regard to their length and persistency.

4.3 Complex I from Escherichia coli

4.3.1 Classical MD simulations

The crystal structure of the membrane domain of complex I from E. coli (PDB ID 3RKO) was placed in a POPC
membrane at an ionic strength of the solvated system of 150 mM NaCl. The following systems with point
mutations were also created and simulated for 100 ns using the procedure described above: H322AnNuomM,

H348AnuwoMm and the H322ANuoMm + H348ANuwoMm double mutant.

4.3.2 Quantum chemical DFT cluster model calculations

DFT cluster models were created for all the variants described in section 4.3.1 The DFT models comprised
residues A260, 1264, K265, T318, S319, S321, H/A322, M323, Q344, H/A348, S351, A352, T395, L396, N403,
E407, L429, A432 and Y435 of subunit NuoM. L396 and L429 were not included in the model of the H322A
variant, and 1396 and A260 were not included in the model of the H322A/H348A variant, while 10 to 13 water
molecules in contact with residues of the cluster model were included for all variants. Potential energies were
calculated for optimized transition states and intermediates of the minimum energy reaction pathway obtained

as described above.

4.3.3 Hydrogen bond graph analysis
The graph analysis algorithm was used to find all shortest paths within subunits NuoM for all variants described
in section 4.3.2. The dataset comprised 100 ns of MD simulations each. Shortest paths between K365 and E407

were extracted and analyzed with regard to their length and persistency.

4.4 Mitochondrial complex I from Mus musculus

4.4.1 Classical MD simulations

The cryo-EM structure of the active state of mitochondrial complex I from M. musculus (PDB ID 6ZTQ)(59) was
inserted into a 2:2:1 POPC:POPE:cardiolipin membrane, solvated and ionized with NaCl to an ion concentration
of 150 mM NaCl. The piericidin molecules resolved in this structure were discarded but resolved lipids were
retained in the model. The position of Q, which was modeled both in its oxidized and reduced state in the first

as well as the second binding site, was taken from previous work.(9) Since this protein was too large to estimate
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protonation states for the whole protein at the same time by our method of choice, we divided it into three
overlapping parts.

To prepare the deactive-state model, for which no resolved structure of sufficient quality for MD studies existed,
we drove the active-state structure (see above) to consistency with the cryo-EM density map of the deactive
state (EMDB: 4356)using MDFF(160), an approach which converts the cryo-EM density map into an additional
restraining potential. MDFF minimization was followed by 5 ns MDFF dynamics in implicit solvent, while
harmonic restraints were used to preserve secondary structure elements.

Parameters for the ISCs and cofactors were taken from our previous work(59) and the N2-ISC was modeled in
its reduced state in most simulations. The protein contains two unusual arginine residues: Arg87npursz7, which
was modeled in its y-hydroxylated form, and Arg85npurs2, which was modeled as a symmetric dimethylarginine.
In total, 8.5 ps of classical MD simulation were performed for the active and deactive state with Q in different

binding sites and for complex I in its apo form.

4.4.2 Quantum chemical DFT cluster models

DFT cluster models were used to probe the proton transfer at the ND3/ND4/ND6 interface. To account for the
large size of the region involved in pT, models were constructed in two parts: The first one contained Asp66xos,
Glu34woa, Tyr59wws, Phe62nos, Leu63wm, Leu67wvm, Leu32wvs, Leu57nos,lle58xvs, Met63nns, Leu30noa, Leu3lnpa,
Val37wpa, Leu38npar, Ala71xpa, Leu75n4, LeulO6n02 and 8 water molecules, while the second consisted of Glu34npa,
Glu70npa, Glu34np2, LyslO5nm, Tyr59wvs, Leu33woa, Val37noa,Ala67woa, Ala7lnvs, Leu37wm, Leu38wvz, GIn63nn:,
Ala64wnz, Ser67xn2, Met68nn2 and 7 water molecules. After separate optimization of the models and the reaction

path as described above, the models were combined to calculate the final energetics.

4.4.3 Hybrid QM/MM simulations

The same approach as for the DFT models was also utilized for QM/MM-models of the same pT reaction.
However, the QM regions were slightly smaller than those in the cluster models, comprising Asp66nps,
Glu34npat, Tyr59nps, Phe62np3, Leu63nps, Leu32nps, Leu57nps, Ile58nps, Val37npar, Ala7Inpal and six water
molecules, and Glu34woa, Glu70xpar, Tyr59nos, Ala7lnoar, Val37xoa, Ala67nva, Met68nzn2, Alab64nn2,Ser67wm: and 3
water molecules respectively. The reactions were sampled independently for both transfer steps by QM/MM -
US with 25 and 19 windows respectively with a sampling of 5 ps with a similar reaction coordinate as used for
the T. thermophilus QM/MM-US and free energy profiles were calculated as described above.

Additionally, the proton transfer at the upper end of the E-funnel from Glu202np:1 to Glu 227np1 via one water
molecule was also probed by QM/MM-MD. The QM-region comprised Glu24nm (protonated), Argl95wm,
Aspl99no;, Glu202xoi, Glu204woi, Ser209wo,Arg274wo, Phe224wo, Glu227wo, Tyr228wo, Arg279%wm, GIn92nours,
Arg87nours7,QH2/QH™ and 9 water molecules and was constructed from equilibrated MD simulations with Q in

the second binding site in the usual way (see above). Proton transfer occurred within 2 ps of sampling.
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4.5 Membrane bound hydrogenase from Pyrococcus furiosus

4.5.1 Classical MD simulations

The cryo-EM structure of membrane bound hydrogenase from Pyrococcus furiosus (PDB ID 6cfw)(100) was
embedded in a 1-palmitoyl-2-palmitoeoyl-sn-glycero-3-phosphoinositol (PYPI) membrane. This lipid type was
chosen since phosphoinositols are abundant in the membrane of P. furiosus(161) but it should be noted that this
is a bacterial lipid model, which differs from archaeal ones in terms of the linkage between lipid tails and
headgroup (phosphoester linkage in bacteria versus phosphoether linkage in archaea) and the sterical
properties of the tails themselves: the tails of the precise PI-lipids abundant in P. furiosus are methylated at
every second carbon atom of the lipid tails.(161) The cryo-EM map showed weak density in the large cleft
between subunits MbhH and MbhM, which was tentatively assigned to two lipids.(100) Therefore, the
membrane was prepared in a way that two lipid molecules remained in that cleft, which was possible minor
adjustment of the tail conformations using VMD’s molefacture functionality.(133)

The ionic strength was adjusted to 250 mM NaCl and parameters for the metal centres were taken from existing
literature.(141) In total, 8 ps of MD simulation in different protonation states were performed. In six of these
simulations, sodium ions were placed in putative binding sites and in one of the simulations, the TM3 of subunit

MbhD was biased to be alpha-helical.

4.5.2 Quantum chemical DFT cluster models

DFT cluster models were used to model the reaction of the NiFe-cluster at the active site of Mbh. The cluster
was in the NIC state, between the transfer of the second electron and the second proton to form the Hz product.
The model included the cluster with its four cysteine ligands (Cys68mbnt, Cys7ImbhL, Cys374 mbhrand Cys377mbhL),
residues in direct contact (Glu21 mbhr, Asn36 mvht, 11€70 mbhr, His75 mbht, Arg320 mbhr, Thr345 mbh, Asp372 mbhi,
Ser376 mbhr) as well as three water molecules. The proton transfer from Glu2lmbh via one water molecules to
Cys374mbhL was optimized as described above as was the subsequent flip of the proton around the CY374-Sy-

atom and its transfer to the bound hydride to form Ho.

4.5.3 Water inlet cluster analysis

To trace possible proton and ion pathways, we traced the path of water molecules interacting with buried sites
in Mbh via the Aquaduct program in version 1.0.11.(162) Our sites of interest were defined by their residues as
follows: The possible proton donor residue at the active site (Glu2ImbhL), the members of the hydrophilic axis in
the ALS MbhH (Lys409, His350, Lys354 and Lys256), the putative N-side sodium binding site (Asp35wmbhs), the
putative P-side sodium binding site (Asap59mbhe) and the O-site resolved in Mrp (Glul43mbhH, Lys225mbhH,

Asp37mbhG, His4lmbh, Glu69wmbhp). For the active site and the hydrophilic axis, we tracked water molecules
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within 4 A of the defining residues, while for the sodium sites, solvent molecules within 6 A were tracked. All
water molecules entering these radii around the sites of interest were tracked and constituted the so-called
object. The algorithm also recognizes when tracked molecules enter or exit the solvent exclusion volume of the
protein, which we approximated by a convex hull around all residues involved in secondary structure elements
(‘scope’). Analysis was performed separately for each site and the scope was adjusted for the specific sites: For
the sodium binding sites and the ALS, the scope was only taken as the solvent exclusion volume of subunits
within the membrane, while for the active site, the convex hull was constructed around subunits Mbh] to MbhN
plus the part of Mbhl, which is homologous to Nqo7. Our dataset consisted of all performed MD simulations
for the sodium sites but was reduced to a subset of simulations for the ALS and the active site, since they are far
more hydrated, and good sampling can be achieved with a smaller dataset. The time-resolution of all MD data
included in our analysis was 10 ps. The paths of all tracked water molecules were clustered according to the
Barber algorithm with a cut-off of 1.4 A according to the point, where they intersect the convex hull. These inlet
clusters were then inspected visually with regard to how the paths continue within the protein behind the inlet
cluster. If one inlet cluster corresponded to several distinct paths within the protein, it was subdivided by the
balanced-iterative reducing and clustering using hierarchies (BIRCH) algorithm. This was only needed at very
high hydration levels in the hydrophilic domain. Clusters with less than 10 paths were assigned to the outlier
cluster. Path trimming with the autobarber algorithm was only performed for the sodium site analyses since the
open cavities found for the ALS analysis and the active site analysis are not well treatable with this algorithm.

The Q-site as a large, buried water filled cavity seems to be particularly problematic.

4.5.4 Hydrogen bond graph analysis
Here, graph analysis was used to determine, whether pT through the lipid cleft from MbhH to MbhM is feasible
by calculating shortest paths between K409mbhm and El4lmbhn with the latter both in a protonated and ionic

State.

4.6 Artificial 4-helix-bundle constructs

4.6.1 Classical MD simulations

Three 4-helix bundles were designed and modeled computationally. For all three, simulations were performed
in a water box at an ionic strength of 150 NaCl. For Maquette 2 and Maquette 3, experimental structures were
determined by solution NMR spectroscopy (BMRB id 34518) and X-ray crystallography (PDB ID 6ZOC)
respectively. The lowest-energy NMR structure and chain A in the unit cell of the crystal structure were each
placed in the water box directly after prediction of protonation states. In the case of Maquette 3, the structure
could only be solved by introducing a stabilizing element (PDB ID 5VJT). Therefore, the wild type was

reconstructed from the stabilized variant by side chain replacement using the mutate functionality of psfgen.
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Stabilizing mutants were tested for all three Maquette series using the same functionality. Maquette 1, for which
no experimental structure could be resolved, was modeled in silico prior to MD simulations. Helix elements
were predicted by PsiPred(163) for residues 1-27, 36-62, 71-97, and 106-130 and this prediction was used as
basis for model building using established principles.(164, 165)

MD simulations on the ps scale were performed in duplicates for all designed constructs to assess the stability

of the structure as a whole and the buried ion-pair motifs in particular.

4.6.2 Computational design algorithm

We developed a computational design algorithm to predict stabilizing elements for motifs in proteins. The
general idea is to introduce point mutations in the protein and equilibrate them by a sequence of short energy
minimizations and MD simulations. After 5000 steps of initial equilibration, 10 ps of MD simulation are
performed before the system is minimized for 5000 steps again. These simulations can be performed in explicit
solvent, implicit solvent or even vacuum. During this process additional restraints on parts of the protein may
be used to make the placement more efficient. It should be noted that the protein backbone is usually kept
restrained during the whole process since the short duration of the simulations is only capable of capturing
local effects. After equilibration, the new structure can be evaluated by arbitrary scoring functions. The
algorithm was implemented in python in a way that new modules for scoring functions can be easily added
without changing the core code. In this work, we focused on the simplest case of using energies calculated by a
molecular dynamics single point after equilibration. We included a liner combination of three terms in our
scoring function: The interaction between the residues constituting the motif of interest, the interaction
between all other protein residues and the ones of the motif and the total potential energy of the protein as a
measure of stability. The last term is particularly useful for filtering out clashes.

The score is then compared with the score of the last accepted structure (or the starting structure) and assessed
according to a Metropolis-Monte-Carlo criterion:

e—Ascore/kBT SRe [0’1]

with Boltzmann’s constant ks and the temperature T (an input parameter for acceptance tuning). R is a random
number within the interval O to 1. Ascore is the score difference between the last accepted structure and the
candidate structure. While the score needs not necessarily be a physical energy (we used packing density as a
measure, for instance), it may be useful to convert it to a measure leading to a decent acceptance rate (20 %
acceptance seems to work well). Comparison with a random number allows the algorithm to accept
substitutions, which make the structure worse, with a finite probability. This Monte-Carlo-tunnelling is useful
for escaping local score minima. Since the score is usually based on protein structure, it tends to be equally

degenerate. If the criterion is met, the candidate structure is accepted and used as basis for the next circle. If
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not, the last accepted structure is used. The algorithm runs until either a certain number of tries has been
performed or until a certain number of substitutions has been accepted. It is not advisable to go far beyond
three accepted substitutions, since a high number of mutations is likely to alter the global structure of the

protein, which is not captured by our algorithm and may lead to unreliable results.
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5 Results and Discussion

In this section, we will give a brief overview of key results obtained in this work. The sections are grouped by

the biological systems studied. The full articles can be found in appendix I.

5.1 Hydration dynamics in the membrane domain of bacterial complex I
(Articles 1 & 2)

One of the most striking qualities of respiratory complex I is its complete reversibility and extremely low
dissipation of energy while transducing chemical energy into an electrochemical gradient established by
pumping protons. Not only do these features imply a high efficiency of the electron and proton transfer during
the quinone reduction, but also the existence of conserved and highly effective coupling elements between these
processes. Furthermore, complex I has been shown to pump four protons in four distinct subunits spanning
nearly 200 A.(19, 20, 39) Three antiporter-like subunits (ALS) contain one of these proton paths each, while an
additional proton pathway is thought to reside around the hinge region connecting membrane and hydrophilic
domains. The internal symmetry of the ALS gives the proton paths a characteristic S-shape. (Figure 8C) with
two vertical parts conducting protons to and from the hydrophilic axis and a horizontal part for lateral proton
transfer.

Even before the first residue-resolving crystal structure of respiratory complex I had been solved (PDB IDs
3M9C/3M9S),(46) mutational studies showed that the conserved ion-pairs are central for proton pumping.(51,
166, 167) The crystal structure revealed that these conserved ion-pairs are located at the interface between ALSs
and form, together with residues implicated in proton transfer, a hydrophilic axis spanning the entire membrane
domain. Each ion-pair faces the putative terminal proton acceptor of the preceding ALS, or in the case of subunit
Nqol4 (T. thermophilus nomenclature will be used throughout this chapter) and its homologs, the proposed
proton acceptor of the Q-site adjacent part of the membrane domain (see section 5.2 for details on this part of
the complex I mechanism). This arrangement, together with the probably high desolvation penalty involved in
burying this many charged and polar residues in the membrane plane, has sparked much interest in these ion-
pairs as possible coupling elements, which could help regulate the timing/coupling between adjacent ALSs.
Prior computational studies(11) have established that a switch from a ‘closed’ intra-subunit ion-pair to an ‘open’
ion-pair between the acidic residue of the ion-pair and the terminal proton acceptor of the preceding ALS is
energetically feasible on the sub-microsecond timescale (Figure 9A).

The precise topology of the ion-pairs varies in complexity between subunits and organisms, from the plain
lysine-glutamate ion pair found in subunits Nqol13 and Nqol4 to the more involved arrangement in Nqol2, which
features a lysine-aspartate ion pair supplemented by an arginine-glutamate ion pair. However, all known ion

pair arrangements feature a positively charged lysine residue in spatial vicinity to the conserved ‘middle lysine’
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residue implicated as primary proton acceptor of the hydrophilic axis in each ALS. This close vicinity of two
positively charged residues (in their standard protonation state at least) opens new venues of possible
interaction and regulation of the proton transfer in the ALS.(11, 67)

In the publications presented here, we studied the dynamics of the conserved ion-pairs as well as their interplay
with hydration and their effect on the proton transfer reactions in the ALS. We calculated (free) energy profiles
for many of the key processes, using both classical and quantum chemical levels, and validated key predictions
by biochemical assays in collaboration with the Friedrich group. Kinetic models and principal component
analysis allowed us to tie the diverse processes together and develop a functional model of how proton transfer
is affected and regulated in the ALS. For these studies, we focused on subunit Nqol3 (Figure 8A), the middle of
the three ALSs, since this subunit has been characterized most thoroughly in the past and its position
surrounded by other ALS could reduce boundary effects.(11, 51, 166, 167)

To establish, whether the positive charge of the lysine in the ion-pair actually influences the energetics of proton
transfer in the ALS, we built DFT cluster models including the key residues implicated in the lateral part of the
pT reaction in Nqol3, namely K235 (middle lysine), H292 (bridging histidine) and E377 (terminal acceptor) and
intermediate water molecules. (Figure 10A) The lysine residue in the ion-pair was mimicked as a point charge
and placed at a distance of 10 A from the middle lysine, which is the mean of the distance distributions obtained
from classical MD simulations for an open state of the ion-pair (Figure 9B). When modelling the lysine in its
charged state (+1), i.e., mimicking an open state of the ion-pair, lowered the energies of all intermediates,
transition states and products of the pT reaction by 2.4 to 3.2 kcal/mol, indicating that ion-pair opening
facilitates the pT. This result could be reproduced for the homologous setup involving the corresponding
residues in subunit Nqol4.

Having shown the effect of the ion-pair on the pT reaction, we looked at the effect of proton transfer on the
hydration of the ALS. Since the proton transfer requires a stable hydrogen bonding connectivity between the
residues involved, the hydration of the ALS could be an important regulatory element, allowing proton transfer
by managing how many water molecules are present in the buried hydrophilic axis to connect key residues. We
found in classical MD simulations that having a proton on the middle lysine, i.e., being in a possibly pT
competent state, leads to hydration of the hydrophilic axis on the 100 ns timescale, whereas transferring the
proton onward and thereby neutralizing the middle lysine leads to rapid drying within 50 ns. (Figure 8E, F) This
effect is accompanied by a tilting of the conserved broken helix element in TM7 of Nqo13, in which the middle
lysine is situated. The broken helix element, which is found twice in symmetry-related positions in all ALS is a
common motif in biological transporters for enabling flexibility and regulating access to central sites.
(Figure 8D)

Further PC analysis, in which we compared the correlation between the three ALS in different hydration states,

once in a hydrated states and once in a drier state, revealed that the inter-residue correlation between subunits
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strongly depends on the connection of the hydrophilic axis to the N-side of the membrane. Drying of this
channels, e.g., observed after pT, lowers the correlation between subunits considerable pointing to a global

regulatory effect of these local processes within each ALS (Figure 8B).
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Figure 8: Hydration dynamics in subunit Nqol3 of complex I from T. thermophilus. A) The hydrophilic chain in the center
of subunit Nqol3 can be divided into three overlapping parts: The residues involved in lateral proton transfer and the two
interfaces to the preceding und succeeding subunits Nqol4 and Nqol2. B) Correlated motion between these subunits
depends on the hydration state of the ALS from the N-side. C) Topology of the S-shaped water wire serving as a proton path
in Nqol3 D) The N-terminal part of the conserved broken helix element on TM7 of Nqol3 serves as a gate, which regulates
hydration of the subunit from the N-side. E) Opening and closing of that gate strongly correlates with subunit hydration F)
Proton transfer within the subunit from K235 to E377 is coupled to the hydration dynamics. Panels adapted from articles I

and II.

Having shown the interdependence of proton transfer and subunit hydration and their effect on crosstalk
between subunits, we went on to establish the effect of hydration on the dynamics of the conserved ion-pairs.
Since the coupling between subunits is affected by hydration changes and we hypothesized these ion-pairs to
be central for the coupling between ALSs, we predicted them to be strongly affected by hydration dynamics as
well. To this end, we calculated classical free energy profiles for changing the ion-pair conformation from
‘closed’ to ‘open’ under different levels of subunit hydration by REUS (Figure 9C). We found that, as predicted,

subunit hydration strongly influences the energetic cost of opening the ion-pair: At very low hydration levels, a
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free energy barrier of > 25 kcal/mol makes opening the ion pair unfeasible on biological timescales. Increased

hydration levels abolish this barrier entirely and lower the energy of the open state relative to the open state by

> 15 kcal/mol.
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Figure 9: Dynamics of the conserved K204-E377 ion-pair
at the interface between Nqol3 and Nqol4 in complex I
from T. thermophilus. A) The buried charged residues of
the hydrophilic axis are stabilized by a group of conserved
residues and bound water molecules in both the closed
state (top panel) and the open state (middle panel) of the
interface ion-pair, whose dynamics can be observed in
unbiased MD simulations at the hundreds of ns timescale
(bottom panel). The states that the structural snapshots in
the top panel belong to are marked in the traces in the
bottom panel by circles. Note that opening brings K204 in
closer contact with K235 involved in proton transfer B)
Opening of the ion-pair is only possible under high
hydration levels as indicated by free energies from REUS.

Panels adapted from articles I and II.

Interestingly, it has previously been found in classical free energy calculations that the open state only shows as

a minimum of the free energy profile if pT has already happened in the ALS(11), and our DFT cluster models

corroborate the interdependence of pT and ion-pair dynamics. Therefore, we calculated a free energy profile by

hybrid QM/MM umbrella sampling in a fully hydrated state with the ion-pair in both the open and closed

conformation (Figure 10B, D). Our QM/MM free-energy calculations confirm the result we obtained earlier

from cluster models that pT is made more feasible energetically by opening the ion-pair but the detailed free

energy profile additionally revealed that the pT transfer is actually endergonic by ca. 4 kcal/mol, if the ion pair

is closed, while opening renders it exergonic by ca. 2 kcal/mol. The barrier of the process is also reduced by

more than a factor of two from ca. 10 kcal/mol to ca. 4 kcal/mol, but both these barriers could be mechanistically

feasible on the turnover timescale of complex I. However, the change from an endergonic to an exergonic

process could be mechanistically important. This change can also be observed in hybrid QM/MM MD

simulations, which show the proton spontaneously progressing to the terminal acceptor within 2 ps if the
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subunit is fully hydrated and the ion-pair open (Figure 10C, D). Closing the ion-pair stalls the reaction midway
with the proton staying on the bridging histidine, while reducing hydration stops pT altogether on the probed

timescales of 8 ps.
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Our results, both from hybrid QM/MM calculations and cluster models highlighted the bridging histidine as an
important intermediate facilitating protonic connectivity between the middle lysine and the terminal acceptor.
Hence, we tested, both by in vitro and in silico mutagenesis experiments, how mutating this residue to an
alanine, which as a small amino acid without side chain H-bonding activity, would abolish the intermediate
without obstructing the quasi 1D-channel between the middle lysine and the terminal glutamate. To enable the
in vitro mutations and pertaining proton pumping experiments, we switched our organism from T. thermophilus
to E. coli, which is much easier to grow and mutate in the laboratory. All subsequent in silico mutations were
performed for both organisms to provide comparability. While NuoM, the E. coli homolog to Nqol3 is
structurally extremely homologous, it features two bridging histidine residues instead of the single one found
in T. thermophilus (Figure 11A). To account for this, mutation experiments were performed for both histidine
residues being substituted by alanine separately as well as for the double substitution.

Proton pumping was monitored by both ACMA and oxonol VI quenching, while complex I oxidoreductase
activity was monitored separately for all three mutant constructs (Figure 11B). All mutants had significantly
reduced activity in comparison to the wild type, with the double mutant being more impaired than both single
mutants, indicating that each of the two histidine residues could partially compensate for the absence of the

other (Figure 11C). Our classical MD simulations provided a rationale for the experimental observations: In all
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three cases, as well as in the homologous H292A mutation in T. thermophilus, substitution of the histidine led
to considerably longer and more transient H-bonding wires between the middle lysine and the terminal

acceptor, which are expected to make Grotthuss-type transfer between the two more challenging (Figure 11D).

Figure 11: Mutations of the bridging histidine(s) effect
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Figure adapted from Article II.

Hybrid QM/MM calculations showed that pT does not occur on the same timescale as for the WT, even under
full hydration with the ion-pair opened.

In summary, we established the interplay between hydration levels in the ALS, dynamics of the conserved
interface ion-pairs, which act as a coupling element, and pT within the ALS by deriving multi-scale free energy

profiles and identifying important intermediates

5.2 Hydration dynamics in the membrane domain of mammalian complex I
(Article 3)

Whereas the articles in section 5.1 focused on the coupling between ALSs, this work concerns the initial coupling
of proton transfer to Q reduction. Complex I in higher organisms can switch into a so-called deactive state, a
resting state that can regain activity after a longer reactivation period. This form has been found in vitro under
lack-of-substrate conditions. The molecular-level details of the deactivation process, have nevertheless
remained unclear. While its biological function remains debated, current thinking links it to a prevention of

reverse electron transfer upon recovery from ischemic conditions and resulting tissue damages by uncontrolled
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release of electrons. Recently, the structure of complex I from M. musculus has been resolved in putative active
and deactive states.(45, 65)

While the active state structure at 3.3 A resolution (PDB ID 6G2]) was suitable as a starting structure for MD
simulations, the deactive structure at 3.9 A resolution (PDB ID 6G72) was challenging not only because of the
comparatively low resolution but also because of several poorly or unresolved regions. This was not unexpected
since it has already been found for the bovine form of complex I that deactivation seems to be associated with
increasing disorder of the three conserved loops flanking the first Q binding site. To address these issues and
create a suitable model of deactive complex I, we created a refined deactive state model by targeting the active
state structure to the density of the deactive state using MDFF (Figure 12A). Our simulations reproduced an
intriguing feature of the experimental M. musculus deactive structure: TM3 of ND6 (NqolO in T. thermophilus
nomenclature), which adopts a fully a-helical conformation in the active state, changes to a m-bulged structure
in the deactive state. This change is accompanied by a rotation of the helix’s top part.

To probe the influence of these changes on Q binding and proton transfer from the Q-sites towards the first
ALS (ND2, Nqol4 in T. thermophilus nomenclature), we accumulated about 15 pus of classical MD simulations
of both states supplemented by QM-calculations and hybrid QM/MM calculations based on structures from the
classical simulations. Our simulations revealed water connectivity between the Q-binding regions down the E-
funnel and further towards the conserved ion-pair of the first ALS in the active state. However, in the deactive
state, the rotation of TM3a in ND6 rotates residue Met63nps straight into the path of the water wire, thereby
blocking connectivity (Figure 12B). This sterical constriction of the water pathway (Figure 12C) would not allow
for proton transfer according to a Grotthuss mechanism and would thereby potentially explain the lack of
proton pumping activity by complex I in the deactive state. In the active state, proton transfer along this pathway
modulates the water wire itself through the interaction between water molecules and the charge shift during
pt. Modeling different protonation states along the path with classical MD simulations revealed that while the
water wire is also not fully continuous in the active state, the proton shift leads to every path of the tunnel being
hydrated at one time during the reaction (Figure 12D). Introducing a charge in the dry part of the pathway in
the deactive state does not pull water in as observed in the active state, suggesting that the steric seal of the
tunnel is indeed tight.

Both, hybrid QM/MM and QM cluster model calculations show that the pT reaction through this gating region
(i.e. from Asp66np3 to Glu70npaL, see Figure 12E) is feasible in the active state on the timescales that complex I
operates on with an overall barrier of about 15 kcal/mol. The entire reaction is endergonic by about 5 kcal/mol.
Free energies from QM/MM-US and potential energies from optimized DFT-models are quite similar for most
of the reaction and in reasonable agreement with higher levels of theory. As already observed for proton transfer

within ALSs (see section 5.1), the conserved ion-pair in ND2 (Lysl05np2 / Glu34np2) modulates the barrier of the
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final step of the proton transfer fromGlu34npaL to Glu70npaL, while the first part-reaction from Asp66nps to

Glu34npaL is unaffected, which corroborates the importance of the ion-pairs as regulatory elements (Figure 12F).
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Figure 12: Deactivation of complex I from M. musculus. A) The deactive state, which was prepared by targeting the resolved
active state structure to the deactive state density by MDFF, shows a pi-bulge in TM3 of ND6. B) Formation of the bulge
and accompanying rotation of TM3 moves M63 into the course of the water wire following the hydrophilic axis and abolishes
connectivity. This can be seen from C) decrease of the tunnel radius and D) breakdown of hydration at that position. E) The
water wire, interrupted in the deactive state, facilitates proton transfer in the active state. F) This occurs at physiological
timescales, which is affected by the conformation of the conserved ion-pair in the ALS ND2, as probed by QM and QM/MM
calculations G) Protons enter the water wire from the E-funnel. The feasibility of injecting a proton into the E-funnel, while
Q is bound in its 2" binding site is shown by QM/MM-MD. H) Proton transfer from E202np; to E227xp is realized on the
0.5 ps timescale. The reaction coordinate used to describe this transfer is depicted in panel G). I) Hydration in this region

also decreases during deactivation (red spheres) compared to the active state (tan spheres). Figure adapted from article III.
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For the lateral proton transfer towards the first ALS described in the paragraph above to take place, a proton
would have to be injected into the E-funnel and be transferred down the funnel from Glu202nm to Glu227nm1
via several other acidic residues (hence the name E-funnel) to Asp66nps. To ascertain the feasibility of such a
process and probe its interaction with Q-dynamics, we performed QM/MM-MD simulations of the pT from
Glu202np1 to Glu227np1 with Q bound in the second binding site, which is directly adjacent to both residues
(Figure 12G). Our simulations show transfer via one bridging water molecule within less than one ps,
highlighting that injecting a proton into the channel from the second Q binding site seems realistic (Figure
12H). However, this pathway is also abolished in the deactive state, where the region remains dry (Figure 12I).
The dynamics of the Q itself and the aforementioned dynamic loops enclosing the first Q binding site are also
affected by the active-to-deactive transition in our simulations. Our active state simulations show a more
ordered conformation of the loops than the deactive state simulations and reproduce a partial alpha-helical
conformation in the TM5-TM6 loop of NDI, which was previously found experimentally. This increased
conformational dynamics might be behind the partial dissociation from the membrane facing binding site (2"
binding site) we find for Q in our deactive state simulations.

In summary, we characterized hydration dynamics and proton transfer from Q through an important gating
region and provided a possible mechanism for the lack of proton transfer activity of complex I in its deactive

state.

5.3 Functional dynamics of a membrane bound hydrogenase - the evolution of
the complex I family (Article 5)

The recent cryo-EM structure of the membrane bound hydrogenase (Mbh) from P. furiosus (PDB ID 6CFW)
added a new piece to the puzzle that the mechanism of the complex I superfamily remains. Mbh is an ancient
precursor of modern respiratory enzymes and shares many of their characteristics. It combines a central ALS
with a putative sodium-transport module and a redox module closely homologous to the redox machinery of
complex I. However, several key differences between Mbh and complex I can be observed: The ALS (homolog
to Nqol4) is rotated by 180° in the membrane plane, so the conserved ion pair is not facing the redox module
but the sodium transport module. Furthermore, the ALS is separated from the redox module by a conspicuous
cleft in the structure, for which the electron density shows weak density, which is consistent with lipids binding
to the cleft. As a hydrogenase, Mbh does not use Q as a substrate but combines two protons with two electrons
to from hydrogen. Incidentally, this is also a key difference to canonical NiFe-hydrogenases, which usually
catalyze the reverse reaction. This explains the most striking feature of the Mbh structure: The Ni-Fe-cluster,
which acts as its active site and replaces the N2 FeS-cluster found in complex I. However, the surrounding motifs
of the active site are near-identical to the complex I setup. The three ISC ferrying electrons to the active sites

can be found in complex I as can be the four conserved loops, which have also been mentioned in section 5.2.
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Even the Q-cavity is already present in Mbh, although Q is no known substrate of the enzyme, but its entry to
the membrane is sealed by bulky aliphatic residues. These tantalizingly similar dissimilarities to complex I led
us to probe Mbh by classical MD simulations in combination with DFT cluster models to find mechanistic
features hidden in their evolutionary relation. Again, we focused on hydration dynamics as an indicator for
possible proton/ion pathways.

We modeled the active site in the NiC state with a hydride bound between Ni(III) and Fe(II). For the next step
of the reaction to take place, another electron and a second proton must be transported to the reaction center.
Since the path of the electrons is quite well defined by the chain of ISCs, we focused on potential proton paths.
Our simulations showed that the conserved Glu2lmbhL residue forms a contact, which is mediated by a single
water molecule with the Sy-atom of Cys374mbnL, one of the four cysteine residues ligating the active site, if the
acidic residue is modeled in a protonated state (as predicted by PBE calculations, Figure 13A). However, if
modeled in a charged state, the residue and the conserved B132-loop of MbhL (NDUFS2 in M. musculus complex
I, see above) on which it resides, flip away from the active site by about 10 A (Figure 13D). The water bridge
between the cysteine and the glutamate residues is remarkably stable with a median occurrence of > 25% of
time in all simulations, which can go up to > 80% under certain protonation states (notably a protonated state
of His75wmbht, which forms an H-bond with

Cys7lmbh, another of the cysteine residues ligating the active site). This fits well with the heterolytic mechanism
of hydrogen cleavage by canonical NiFe-hydrogenases, where the proton transfer between precisely these two
residues has been postulated as an important mechanistic step. To probe, whether this mechanism is also
applicable to the reverse reaction in Mbh, we built QM-cluster models based on structures from our classical
simulations and followed the proton transfer from Glu2lmbhL to Cys374mbhe and onwards to the hydride.
Protonation of the cysteine is followed by a rotation of the proton around the residue to face the bound hydride.
Injecting the second electron to achieve the Ni(II)/Fe(II) state allows further pT to the hydride and formation
of the Ha product (Figure 13B).

Having thus established Glu2lwmbhL as a feasible proton donor for Hz production in Mbh, we traced the paths via
which the proton could be transported to the active site by following the path of every single water molecule
coming near Glu2Imphs during our MD simulations (at a 10 ps time resolution) and determining inlets on the
protein surface by clustering the water paths. We found four distinct water clusters frequented by several
thousand water molecules in total per simulation, which are well reproduced in independent simulations,
although the extent to which the four different clusters are utilized vary over the simulations (Fi