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#### Abstract

In this paper, we present GMG-BCU - a local search algorithm based on block coordinate update for estimating a generalized median graph for a given collection of labeled or unlabeled input graphs. Unlike all competitors, GMG-BCU is designed for both discrete and continuous label spaces and can be configured to run in linear time w.r.t. the size of the graph collection whenever median node and edge labels are computable in linear time. These properties make GMG-BCU usable for applications such as differential microbiome data analysis, graph classification, clustering, and indexing. We also prove theoretical properties of generalized median graphs, namely, that they exist under reasonable assumptions which are met in almost all application scenarios, that they are in general non-unique, that they are $N P$-hard to compute and $A P X$-hard to approximate, and that no polynomial $\alpha$-approximation exists for any $\alpha$ unless the graph isomorphism problem is in $P$. Extensive experiments on six different datasets show that our heuristic GMG-BCU always outperforms the state of the art in terms of runtime or quality (on most datasets, both w.r.t. runtime and quality), that it is the only available heuristic which can cope with collections containing several thousands of graphs, and that it shows very promising potential when used for the aforementioned applications. GMG-BCU is freely available on GitHub: https://github.com/dbblumenthal/gedlib/.
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## 1. Introduction

Labeled graphs provide a powerful structure to represent, process, and analyze data in a wide variety of scientific domains such as cancer detection [1], keyword spotting in handwritten documents [2], and many more [3]. However, determining fundamental tools such as a distance or an average graph is non-trivial. Given a space $\mathbb{G}$ of labeled simple graphs, the graph edit distance (GED) is a natural choice for comparing two graphs [4,5]. It measures the minimal amount of distortion needed to transform one graph into another by means of edit operations. Given cost functions for the edit operations, GED can be defined as the minimum cost of a node map (i.e., a relation between the nodes

[^0]of the source and the target graph) that specifies for each node whether it should be substituted, inserted, or deleted. Computing GED is NP-hard [6] and still cannot be solved in a reasonable time for graphs exceeding a dozen of vertices, even for simple cost functions [7]. Therefore, in practice, various heuristics are employed that provide tight lower or upper bounds in polynomial time [5,8-13].

In this paper, we consider the even more difficult problem to compute a generalized median graph for a given collection of graphs. Intuitively, a generalized median graph is a graph that, among all graphs contained in the (infinitely large) space of graphs, minimizes the overall GED to the graphs contained in the collection. Generalized median graphs can be viewed as representatives or prototypes of the graphs contained in the collection and can hence be employed in all application scenarios that build upon the computation of representatives. Formally, they are defined as follows [14]:

Definition 1 (Generalized Median Graph). A graph $G^{\star} \in \mathbb{G}$ is a generalized median graph for a finite collection of graphs $\mathcal{G} \subseteq \mathbb{G}$
if and only if $G^{\star} \in \arg \min _{G \in \mathbb{G}} \operatorname{SOD}(G, \mathcal{G})$, where $\operatorname{SOD}(G, \mathcal{G}):=$ $\sum_{G^{p} \in \mathcal{G}} \operatorname{GED}\left(G, G^{p}\right)$ is the sum of distances from a graph $G \in \mathbb{G}$ to all graphs $G^{p} \in \mathcal{G}$.

Computing generalized medians is a difficult task for most kinds of objects - even for strings, it is $N P$-hard [15,16]. For graphs, the situation is even worse, because here already evaluating the underlying distance measure is a hard problem. For this reason, exact algorithms have to explore a huge search space [1719] and their application is very limited.

To estimate median graphs in a reasonable computational time, several methods estimate the optimal SOD via a local search around an initial candidate graph, using genetic search [14,18, 20], greedy search based on partitioning vertices of different graphs [21], local search [22], or linear programming [23]. However, these methods are restricted to finite node and edge label alphabets [14], are designed for very small graphs [21], require special constant edit costs [22], or have a very high computational cost [23]. A second family of heuristics [24,25] exploits techniques from spectral graph theory [26] to construct an estimated generalized median graph as a combination of the modal matrices of the graphs contained in $\mathcal{G}$. The main drawbacks of these approaches are that they expect all input graphs to be of the same order, that they only support real-valued node and edge labels, and that they do not support node insertions and deletions. Yet another strategy is based on graph embedding into vector spaces [27,28] with the distances between graphs as coordinates [18,29-32]. Then a representative is computed in the embedding space, and an estimated median graph is constructed by going back to the original space of graphs. Embedding based approaches overcome the limitations of the ones mentioned before, but have to compute all pairwise distances at initialization and hence run in at least quadratic time w.r.t. the size of the graph collection. Moreover, just as for all other existing heuristics, no formal link between the employed algorithmic techniques and the definition of a generalized median graph is provided.

This paper introduces a new local search algorithm GMG-BCU that estimates a generalized median graph via a block coordinate update (BCU). Given an initial candidate or a set of initial candidates, GMG-BCU iterates through the following three steps: (1) update the node maps, keeping the current median graph fixed; (2) update the median graph, keeping the current node maps and the current order of the median graph fixed; (3) update the order of the median graph. Each step decreases the SOD, which implies that the obtained estimated median graph is a local optimum. Moreover, GMG-BCU is generic as it makes only very mild assumptions on the labels and the edit costs which, to the best of our knowledge, are met in all applications where GED is used to solve real-world problems [3]. Unlike existing approaches, GMG-BCU can be configured to run in linear time w.r.t. the size of the graph collection $\mathcal{G}$ whenever median node and edge labels can be computed in linear time. For instance, this is the case if the labels are symbolic, if they are real-valued vectors, or if the label spaces are of constant size. In most application scenarios, our algorithm hence scales to large graph collections.

We also prove theoretical properties of the problem of computing generalized median graphs that are implicitly taken for granted in previous works but are nonetheless non-trivial. More precisely, we show that generalized median graphs exist under the mild assumptions that median node and edge labels exist and that the insertion and deletion costs are constant (cf. Theorem 1). We also prove that generalized median graphs are in general not unique, that they are $N P$-hard to compute and $A P X$-hard to approximate, and that no polynomial time $\alpha$-approximation algorithm exists for any $\alpha$ unless the graph isomorphism is in $P$. As an outlook, we discuss potential applications. Here, we show to use GMG-BCU for computing representative graphs for
microbiome data, which can then be used for downstream differential data analysis. We also point out to the fact that, once scalable estimators are available, generalized median graphs can be used beneficially for tackling higher-level problems such as graph clustering, classification, and indexing. Finally, we report the results of an extensive empirical evaluation. The evaluation shows that our algorithm clearly outperforms existing competitors, and that it yields extremely promising results when used within the aforementioned applications scenarios. In sum, the paper contains the following contributions:

- We show that generalized median graphs exist under mild assumptions, that they are in general non-unique, and that they are hard to compute and approximate.
- We present GMG-BCU, a scalable and efficient local search algorithm based on BCU that produces locally optimal estimated generalized median graphs and can be configured to run in linear time w.r.t. the size of the graph collection whenever median node and edge labels are computable in linear time.
- We point out to the fact that, thanks to our new efficient algorithm, generalized median graphs can be beneficially applied in an application from bioinformatics as well as for higher-level problems such as graph clustering, classification, and indexing.
- We report the results of extensive experiments, showing that GMG-BCU clearly outperforms the state of the art.
- A well-documented, ready-to-use C++ implementation of GMG-BCU is freely available at https://github.com/dbblume nthal/gedlib/.

The remainder of this paper is organized as follows: In Section 2, we discuss related work. In Section 3, we introduce important concepts and notations. In Section 4, we present our theoretical results. In Section 5, we introduce the algorithm GMGBCU. In Section 6, we discuss potential applications. In Section 7, we report the results of the experiments. Section 8 concludes the paper. The proofs of all presented theorems and propositions are contained in the appendix. The paper builds upon the results published in [33], where a preliminary version of GMG-BCU without order update, theoretical contributions, and applications was presented.

## 2. Related work

In this section, we provide an extensive overview of existing methods for heuristically estimating generalized median graphs (Sections 2.1 to 2.3). We also discuss some state of the art methods for closely related problems (Section 2.4). While many heuristics for estimating generalized median graphs have been suggested during the past years, to the best of our knowledge, all of them exhibit one or several of the following major shortcomings:

- There is no clear theoretical link between the algorithmic techniques employed by existing heuristics and the definition of a generalized median graph.
- Existing heuristics only support very restricted types of graphs and edit costs.
- Existing heuristics do not scale to large collections of graphs.


### 2.1. Spectral methods

Spectral methods $[24,25]$ only apply to graphs of the same order with real-valued node and edges values. They are also restricted to the weighted graph matching problem, which can be viewed as a particular form of GED where node deletions and
insertions are forbidden and the costs of all other edit operations are defined as the squared Euclidean distances between the labels. If these restrictions are met, graphs can be represented by modal matrices that are constructed as the concatenation of the adjacency matrices' eigenvectors, which are sorted in nonincreasing order w.r.t. the eigenvalues. If two graphs are isomorphic or nearly isomorphic and there are no multiple eigenvalues, the graph matching problem is then equivalent to an instance of the linear sum assignment problem that aligns the two sets of nodes such that the absolute correlation between the graphs' modal matrices is maximized [26].

This equivalence is used in [24] to formulate spectral versions of the medoid graph problem and the generalized median graph problem. While spectral medoids can be computed in polynomial time, the spectral median problem is indeed a median problem for multisets of real-valued vectors and hence no polynomial algorithm is available [34]. Also, when graphs are not nearly isomorphic, the spectral alignment of their nodes induces a suboptimal alignment of the graphs, and thus the link to the medoid or to the generalized median graph is broken. Within this context, an iterative algorithm for estimating generalized median graphs is presented in [24]. Given two initial graphs from the collection, the algorithm computes the average aligned eigenvalues and modal matrices and constructs an intermediate median graph from the average eigendecomposition. This process is repeated with the intermediate median and an unselected graph until all graphs have been used. However, the resulting graph depends on the order in which the graphs are selected, and the links to both the spectral median problem and the generalized median graph problem are unclear.

An improved version of this approach is presented in [25], where median graphs are defined from a weighted average of the aligned eigenvalues and modal matrices. While this enables to reconstruct several candidate medians by mixing different scales of the structure of the graphs, there is still no formal link to the generalized median graph problem. Moreover, also this method does not overcome the strong restrictions shared by all spectral methods mentioned above.

### 2.2. Methods based on graph embedding into vector spaces

Another family of algorithms for estimating generalized median graphs builds upon an embedding of the input graphs into vector spaces [18,29-32]. All heuristics that fall into this category rely on the same embedding technique described in [28,35]: Each graph $G$ of the collection $\mathcal{G}$ is encoded as a vector $x_{G} \in \mathbb{R}^{|\mathcal{G}|}$, defined as $x_{G}:=\left(\operatorname{GED}\left(G, G^{\prime}\right)\right)_{G^{\prime} \in \mathcal{G}}$. The embedding preserves distance ratios, and the encoding vectors are linearly independent. The geometric median of the embeddings is then considered as a representative for the collection in the embedding space, and a median graph estimate in the graph space is constructed by heuristically solving the pre-image problem to find a graph whose embedding is close to the representative of the embeddings. Let $G^{\star}$ be a generalized median graph or weighted mean of two graphs $G$ and $G^{\prime}$. To tackle the pre-image problem, embedding based heuristics assume that the embedding $x_{G^{\star}}$ of $G^{\star}$ lies on the segment that joins the embeddings $x_{G}$ and $x_{G^{\prime}}$ of, respectively, $G$ and $G^{\prime}$ [36]. Since weighted means can be constructed from optimal edit paths, this allows to interpolate $G^{\star}$ in the graph space. Note that, in practice, only suboptimal edit paths can be computed.

How exactly this pre-image problem is addressed is where different embedding based methods vary from each other. Two fast heuristics are proposed in [18,29]. The first one (LINEAR), constructs $G^{\star}$ from the projection of the geometric median on the segment joining its two nearest graphs w.r.t. the Euclidean
distance between their embeddings. The second heuristic (TRIANGULAR) starts by selecting the three closest embeddings to the geometric median, and constructs an intermediate median graph by projecting one of these three embeddings on the segment joining the other two. $G^{\star}$ is then constructed by projecting the median of the three embeddings on the segment joining the embeddings of intermediate median and the first graph. Inspired by these heuristics, in [30], it is suggested to recursively construct $G^{\star}$ by projections onto hyperplanes of decreasing dimensionality until dimension 3 or 2 is reached. A version that returns the best intermediate median is also reported. While it improves the previous heuristics in terms of quality, it is more time consuming due to the computation of the SOD at each step.

Extensions of this approach are presented in [32]. The first extension groups the graphs into pairs (BEST-LINEAR) or triplets (BEST-TRIANGULAR) in non-decreasing order w.r.t. the Euclidean distance to the geometric median in the embedding space. Then, intermediate medians are constructed by applying LINEAR or TRIANGULAR to each pair or each triplet, and the process is repeated using these latter graphs only until one graph remains. Finally, the intermediate median with the smallest SOD is returned. The second extension searches for a better intermediate by considering the weighted means between the current intermediate median and its nearest neighbors in the embedding space. This process is then repeated with the new intermediate median until the improvement in the SOD is sufficiently small. Due to the huge number of SOD computations, this second extension is far too time consuming for large graphs or collections.

Constructing a median graph with embedding based methods has three severe drawbacks. Firstly, the link between the geometric median and the generalized median graph is unclear. Secondly, GED has to be solved many times - for all pairs of graphs in the collection for constructing the embeddings, and eventually several times for computing the SODs. Thirdly, the labels of the obtained estimated median are always drawn from the labels present in the collection, which leads to a loose SOD if the node or edge label space is continuous. Despite these drawbacks, these methods are more flexible than those described in the previous sections and are generic w.r.t. the spaces of labels, the edit operations, and the edit costs. Also, the experimental evaluation reported in [18] shows that, in comparison to spectral methods and genetic search, embedding based methods exhibit a good tradeoff between runtime and quality. For these reasons, they are actually the most competitive methods. A comparison with our algorithm is reported in Section 7.3.

### 2.3. Methods based on genetic and linear programming and greedy and local search

To estimate median graphs in a reasonable computational time, several methods compute suboptimal generalized median graphs using heuristics. In [14], a genetic algorithm is proposed. This method is restricted to real-valued node and edge labels and assumes that the squared Euclidean distance is used for the edit costs. In [18,20], this approach has been improved via new bounding techniques that reduce the size of the search space.

In [21], a greedy heuristic is proposed that splits the objective function into node and edge costs and optimizes both of them separately. Its main drawback is that it yields highly suboptimal median graph estimates, because it ignores the dependencies between node and edge edit operations. Also, its effectiveness has empirically been demonstrated only on very small graphs with up to 9 nodes.

In [23], a linear programming based algorithm is suggested. In a first step, the problem of computing a generalized median
graph is formulated as an integer linear program. Subsequently, the continuous relaxation is solved via standard linear programming solvers, and the continuous solution is projected back to the discrete space. A disadvantage of this method is that the loss of the final projection step is hard to control. Moreover, the linear programming model is computationally very expensive because it has a huge number of variables and constraints, and the practical efficiency of the method critically depends on the employed solver.

In [22], two heuristics based on local search are proposed. The first one starts the search with the minimum common supergraph of the graph collection whose median should be computed. Then, the current candidate graph is iteratively improved in the direction of the node deletion that yields the largest improvement in terms of SOD. The second heuristic explores more search directions by randomly deleting nodes. Both heuristics can be used only in very restricted scenarios, as they allow neither node nor edge substitutions.

### 2.4. Other approaches for closely related problems

There are also several works that address problems which are slightly different from but closely related to the problem of heuristically computing generalized median graphs.

In [37], an algorithm for heuristically computing fuzzy generalized median graphs is proposed. Like the approaches presented in the previous section, the algorithm is based upon graph embedding into vector spaces, but uses a different embedding technique that is designed for the special case of graphs with fuzzy node and edge labels such as "small" or "big". Moreover, the algorithm does not employ GED for computing the embeddings or the median, which implies that there is no direct link to generalized median graphs as introduced in Definition 1.

Another closely related problem is the common labeling problem [38-40]. This problem asks to find a multiple assignment between the nodes of the graphs in the collection and the elements of a virtual set of nodes such that the sum of costs between all pairs of graphs aligned by the assignment is minimized. An approximate median graph can then be constructed from the multiple assignment. If the edit costs are metric, the optimal SOD can be upper bounded in terms of the multiple assignment [41]. Moreover, if graphs have real-valued labels and the squared Euclidean distance is used for the edit costs, the approximate median corresponds to the generalized median. Since the common labeling problem is $N P$-hard, several heuristics have been proposed in $[39,40]$.

Finally, several recent works study the closely related problem to heuristically compute a graph that minimizes the Fréchet mean for graphs with real-valued labels, where the Fréchet mean is either defined based on the squared GED with specific edit costs [42], or in terms of the Gromov-Wasserstein distance for complete graphs [43,44]. Like the algorithm presented in this paper, these works employ block coordinate update from an initial candidate. While the obtained results are promising, the main drawback of these approaches is that the order of the computed representative is fixed by the order of the initial candidate.

## 3. Preliminaries

In this section, we introduce important concepts and notations. Table 1 provides a concise overview of the most frequent notations. The precise definitions are contained in the following subsections.

Table 1
Notation table.

| Syntax | Semantics |
| :--- | :--- |
| $\mathcal{L}_{V}$ | Set of node labels |
| $\mathcal{L}_{E}$ | Set of edge labels |
| $A \in \mathcal{A}_{n}$ | Adjacency matrix for graph of order $n$ |
| $\varphi \in \mathcal{L}_{V}^{n}$ | Vector of node labels for graph of order $n$ |
| $\Phi \in \mathcal{L}_{E}^{n \times n}$ | Matrix of edge labels for graph of order $n$ |
| $\mathbb{G}$ | All simple graphs with labels from $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$ |
| $\mathcal{G} \subset \mathbb{G}$ | Finite collection of graphs |
| $\pi \in \Pi_{n, n^{\prime}}$ | Node map from graph of order $n$ to graph of order $n^{\prime}$ |
| $\pi \in \Pi_{n}^{\mathcal{G}}$ | Node maps from graph of order $n$ to all graphs in $\mathcal{G}$ |

Table 2
Edit operations and edit cost functions.

| Edit operation type | Edit cost function |
| :--- | :--- |
| Substituting nodes | $c_{\mathrm{ns}}: \mathcal{L}_{V} \times \mathcal{L}_{V} \rightarrow \mathbb{R}_{\geq 0}$ |
| Deleting nodes | $c_{\mathrm{nd}}: \mathcal{L}_{V} \rightarrow \mathbb{R}_{\geq 0}$ |
| Inserting nodes | $c_{\mathrm{ni}}: \mathcal{L}_{V} \rightarrow \mathbb{R}_{\geq 0}$ |
| Substituting edges | $c_{\mathrm{es}}: \mathcal{L}_{E} \times \mathcal{L}_{E} \rightarrow \mathbb{R}_{\geq 0}$ |
| Deleting edges | $c_{\mathrm{ed}}: \mathcal{L}_{E} \rightarrow \mathbb{R}_{\geq 0}$ |
| Inserting edges | $c_{\mathrm{ei}}: \mathcal{L}_{E} \rightarrow \mathbb{R}_{\geq 0}$ |

### 3.1. Labeled graphs

In this paper, we consider simple graphs (directed or undirected) which may or may not have labels on the nodes and on the edges. Let $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$ be sets of node and edge labels, respectively. There is no restriction on the label types; the labels might be symbols, numbers, multi-dimensional vectors, strings, or anything else. Then, a graph $G$ of order $n$ is defined as a triplet $G:=(A, \varphi, \Phi)$ :

- $A:=\left(A_{i, j}\right)_{i, j=1}^{n} \in \mathcal{A}_{n}$ is a graph's adjacency matrix, where $\mathcal{A}_{n}:=\left\{A \in\{0,1\}^{n \times n} \mid \operatorname{diag}(A)=\mathbf{0}\right\}$ is the set of all adjacency matrices for simple graphs of order $n$.
- Nodes correspond to integers $i \in[n]:=\{1, \ldots, n\}$.
- Edges correspond to pairs $(i, j) \in[n] \times[n]$ with $A_{i, j}=1$.
- $\varphi:=\left(\varphi_{i}\right)_{i=1}^{n} \in \mathcal{L}_{V}^{n}$ is the vector of node labels.
- $\Phi:=\left(\Phi_{i, j}\right)_{i, j=1}^{n} \in \mathcal{L}_{E}^{n \times n}$ is the matrix of edge labels.

For all $n \in \mathbb{N}, \mathbb{G}_{n}\left[\mathcal{L}_{V}, \mathcal{L}_{E}\right]:=\left\{(A, \varphi, \Phi) \in \mathcal{A}_{n} \times \mathcal{L}_{V}^{n} \times\right.$ $\left.\mathcal{L}_{E}^{n \times n}\right\}$ denotes the set all the graphs of order $n$ generated from $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$. The set of all graphs for $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$ is defined as $\mathbb{G}\left[\mathcal{L}_{V}, \mathcal{L}_{E}\right]:=\bigcup_{n \in \mathbb{N}} \mathbb{G}_{n}\left[\mathcal{L}_{V}, \mathcal{L}_{E}\right]$. Since $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$ are arbitrary but fixed, we usually use the short-hand notations $\mathbb{G}_{n}:=\mathbb{G}_{n}\left[\mathcal{L}_{V}, \mathcal{L}_{E}\right]$ and $\mathbb{G}:=\mathbb{G}\left[\mathcal{L}_{V}, \mathcal{L}_{E}\right]$. Note that $A$ and $\Phi$ are symmetric for undirected graphs. Therefore, whenever undirected graphs are being studied, $\mathcal{A}_{n}$ and $\mathcal{L}_{E}^{n \times n}$ denote the sets of symmetric adjacency and edge label matrices, respectively. Also, $\varphi$ and $\Phi$ are by definition independent from each others.

### 3.2. Graph edit distance and node maps

The graph edit distance (GED) is classically defined as the minimum cost of an edit path $P$ from a source graph $G$ to a target graph $G^{\prime}[4,45]$. An edit path from a graph $G$ of order $n$ to a graph $G^{\prime}$ of order $n^{\prime}$ is a sequence of edit operations that transforms $G$ into a graph isomorphic to $G^{\prime}$. There are six edit operations: Substituting a node or and edge from $G$ by a node or an edge from $G^{\prime}$, deleting an isolated node or an edge from $G$, and inserting an isolated node or an edge between two existing nodes into $G^{\prime}$. As specified in Table 2, each type of edit operations comes with its own edit cost function. Note that the substitution functions respect $c_{\mathrm{ns}}(x, x)=0$ and $c_{\mathrm{es}}(y, y)=0$, for all $x \in \mathcal{L}_{V}$ and all $y \in \mathcal{L}_{E}$.

Intuitively, $\operatorname{GED}\left(G, G,{ }^{\prime}\right)$ can be defined as the minimum cost of an edit from $G$ to $G^{\prime}$, where the cost of an edit path is defined as the sum of the costs of its contained edit operations (cf. Definition 10 in Appendix A for the formal definition). Although this path based definition is conceptually very simple, it is impractical for algorithmic purposes. This is because, firstly, there are infinitely many edit paths from a source to a target graph, and, secondly, one has to solve the graph isomorphism problem for recognizing an edit path as such. Thus, algorithms for GED use an alternative definition based on the concept of error-correcting matchings [4], also called node maps [7,46].

Definition 2 (Node Map). Let $\epsilon$ be a special symbol that denotes dummy nodes, and $G$ and $G^{\prime}$ be graphs of order $n$ and $n^{\prime}$, respectively. A relation $\pi \subseteq([n] \cup\{\epsilon\}) \times\left(\left[n^{\prime}\right] \cup\{\epsilon\}\right)$ is called node map from $G$ to $G^{\prime}$, if and only if the following conditions hold:

- For each $i \in[n]$, there is exactly one $k \in\left[n^{\prime}\right] \cup\{\epsilon\}$ with $(i, k) \in \pi$. We denote this node by $\pi(i)$.
- For each $k \in\left[n^{\prime}\right]$, there is exactly one $i \in[n] \cup\{\epsilon\}$ with $(i, k) \in \pi$. We denote this node by $\pi^{-1}(k)$.

The set of all node maps from a graph of order $n$ to a graph of order $n^{\prime}$ is denoted by $\Pi_{n, n^{\prime}}$.

A node map $\pi \in \Pi_{n, n^{\prime}}$ can be used to define for all nodes and edges of graphs $G$ and $G^{\prime}$ of order $n$ and $n^{\prime}$ whether they have to be substituted, deleted, or inserted. Let $i, j \in[n], k, l \in\left[n^{\prime}\right]$, and $A_{i, j}=A_{k, l}^{\prime}=1$. If $\pi(i)=k, i$ has to be substituted by $k$; if $\pi(i)=\epsilon, i$ has to be deleted; and if $\pi^{-1}(k)=\epsilon, k$ has to be inserted. Similarly for the edges: If $(\pi(i), \pi(j))=(k, l),(i, j)$ is substituted by $(k, l)$; if $A_{\pi(i), \pi(j)}^{\prime}=0,(i, j)$ has to be deleted; and if $A_{\pi^{-1}(k), \pi^{-1}(l)}=0,(k, l)$ has to be inserted. The node map $\pi$ hence induces the edit cost
$c\left(\pi, G, G^{\prime}\right):=c_{V}\left(\pi, \varphi, \varphi^{\prime}\right)+c_{E}\left(\pi, A, \Phi, A^{\prime}, \Phi^{\prime}\right)$,
with node edit costs $c_{V}\left(\pi, \varphi, \varphi^{\prime}\right)$ and edge costs $c_{E}(\pi, A, \Phi$, $A^{\prime}, \Phi^{\prime}$ ). The node costs are defined as

$$
\begin{aligned}
c_{V}\left(\pi, \varphi, \varphi^{\prime}\right):= & \sum_{i \in[n]} \delta_{\pi(i)} c_{\mathrm{ns}}\left(\varphi_{i}, \varphi_{\pi(i)}^{\prime}\right) \\
& +\left(1-\delta_{\pi(i)}\right) c_{\mathrm{nd}}\left(\varphi_{i}\right) \\
& +\sum_{k \in\left[n^{\prime}\right]}\left(1-\delta_{\pi^{-1}(k)}\right) c_{\mathrm{ni}}\left(\varphi_{k}^{\prime}\right)
\end{aligned}
$$

where $\delta_{l}$ equals 1 just in case $l \neq \epsilon$, and 0 , otherwise [33]. Similarly, the edge costs are defined as

$$
\begin{aligned}
& c_{E}\left(\pi, A, \Phi, A^{\prime}, \Phi^{\prime}\right):= \\
& \alpha \cdot\left[\sum _ { i \in [ n ] j \in [ n ] } \left[\delta _ { \pi ( i ) } \delta _ { \pi ( j ) } \left[A_{i, j} A_{\pi(i), \pi(j)}^{\prime} c_{\mathrm{es}}\left(\Phi_{i, j}, \Phi_{\pi(i), \pi(j)}^{\prime}\right)\right.\right.\right. \\
& \quad+A_{i, j}\left(1-A_{\pi(i), \pi(j)}^{\prime}\right) c_{\mathrm{ed}}\left(\Phi_{i, j}\right) \\
& \left.\quad+\left(1-A_{i, j}\right) A_{\pi(i), \pi(j)}^{\prime} C_{\mathrm{ei}}\left(\Phi_{\pi(i), \pi(j)}^{\prime}\right)\right] \\
& \left.\quad+\left(1-\delta_{\pi(i)} \delta_{\pi(j)}\right) A_{i, j} c_{\mathrm{ed}}\left(\Phi_{i, j}\right)\right] \\
& \left.\quad+\sum_{k \in\left[n^{\prime}\right]} \sum_{l \in\left[n^{\prime}\right]}\left(1-\delta_{\pi^{-1}(k)} \delta_{\pi^{-1}(l)}\right) A_{k, l}^{\prime} c_{\mathrm{e}}\left(\Phi_{k, l}^{\prime}\right)\right]
\end{aligned}
$$

where $\alpha:=1 / 2$, if the graphs are undirected, and $\alpha:=1$, otherwise [33].

It has been shown that, under mild constraints that can be assumed to hold w.l.o.g. [4,5,7,46], the following node map based definition of GED is equivalent to the intuitive, edit path based definition:

Definition 3 (GED-Operational Definition). The graph edit distance from a graph $G$ of order $n$ to a graph $G^{\prime}$ of order $n^{\prime}$ is defined as $\operatorname{GED}(G, H):=\min _{\pi \in \Pi_{n, n^{\prime}}} c\left(\pi, G, G^{\prime}\right)$.

Definition 3 renders GED algorithmically accessible, because node maps can be handled more easily than edit paths. In particular, it implies that each node map yields an upper bound for GED.

### 3.3. Generalized median graphs and sum of distances

Definition 1 given above provides a very intuitive understanding of the generalized median graph problem, but does not provide us with a starting point for an efficient heuristic. Let $G \in \mathbb{G}$ be a graph of order $n$ and $\mathcal{G}:=\left\{G^{p} \mid p \in[|\mathcal{G}|]\right\} \subseteq \mathbb{G}$ be a finite collection of graphs. To come up with an alternative for Definition 1, we use the node map based definition of GED to re-write $\operatorname{SOD}(G, \mathcal{G})$ as a sum of independent minimizations. To this purpose, we define the sum of distances from a graph $G$ to a collection of graphs $\mathcal{G}$ given fixed node maps from $G$ to all graphs contained in $\mathcal{G}$ as

$$
\operatorname{SOD}(\pi, G, \mathcal{G}):=\sum_{p \in[|\mathcal{G}|]} c\left(\pi^{p}, G, G^{p}\right)
$$

where $\pi \in \Pi_{n}^{\mathcal{G}}:=\Pi_{n, n^{1}} \times \cdots \times \Pi_{n, n|\mathcal{G}|}$ is a vector that contains a node map $\pi^{p}$ from $G$ to each graph $G^{p} \in \mathcal{G}$. We can then express $\operatorname{SOD}(G, \mathcal{G})$ as
$\operatorname{SOD}(G, \mathcal{G})=\min _{\pi \in \Pi_{n}^{\mathcal{G}}} \operatorname{SOD}(\pi, G, \mathcal{G})$,
which immediately implies that $G^{\star} \in \mathbb{G}$ is a generalized median for $\mathcal{G}$ if and only if we have
$\operatorname{SOD}\left(G^{\star}, \mathcal{G}\right)=\min _{n \in \mathbb{N}} \min _{\pi \in \Pi_{n}^{\mathcal{G}}} \min _{G \in \mathbb{G}_{n}} \operatorname{SOD}(\pi, G, \mathcal{G})$,
Recalling that the constituents $A, \varphi$, and $\Phi$ of a graph $G=$ $(A, \varphi, \Phi)$ are defined independently, we eventually obtain the following alternative characterization of a generalized median graph:

Corollary 1. A graph $G^{\star} \in \mathbb{G}$ is a generalized median graph for a finite collection of graphs $\mathcal{G} \in \mathbb{G}$ in the sense of Definition 1 , if and only if the following equation holds:
$\operatorname{SOD}\left(G^{\star}, \mathcal{G}\right)=\min _{n \in \mathbb{N}} \min _{\pi \in \Pi_{n}^{\mathcal{G}}} \min _{\substack{A \in \mathcal{A n} \\ \varphi \in \mathcal{L}_{V}^{n} \Phi \in \mathcal{L}_{E}^{n \times n}}} \operatorname{SOD}(\boldsymbol{\pi}, G, \mathcal{G})$

## 4. Theoretical results

In this section, we prove several theoretical properties of the problem of computing generalized median graphs. All proofs of the presented theorems and propositions are contained in the appendix.

First, we show that generalized median graphs exist if median node and edge labels exist and the insertion and deletion costs are constant. More precisely, we prove the following Theorem 1:

Theorem 1. If the conditions (C1) and (C2) hold, then the generalized median graph problem has a solution.
(C1) The deletion and insertion costs $c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}$, and $c_{\mathrm{ei}}$ are constant.
(C2) The problem $\min _{x \in \mathcal{L}} \sum_{y \in L} c(x, y)$ has a solution for any nonempty multiset $L \subseteq \mathcal{L}$ and each $(\mathcal{L}, c) \in\left\{\left(\mathcal{L}_{V}, c_{\mathrm{ns}}\right),\left(\mathcal{L}_{\mathrm{E}}, c_{\mathrm{es}}\right)\right\}$.

The following Proposition 1 states that (C2) is also necessary for the existence of generalized median graphs. If it does not hold, we can construct instances that do not have a solution.

Proposition 1. If (C2) is not guaranteed to hold, then there is a space of graphs $\mathbb{G}$, edit costs $c_{\mathrm{ns}}, c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{es}}, c_{\mathrm{ed}}$, and $c_{\mathrm{e} \mathrm{i}}$, and a collection of graphs $\mathcal{G} \subset \mathbb{G}$, such that the generalized median graph problem does not have a solution.

Next, we show that generalized median graphs are in general non-unique. More precisely, we prove that it is possible to construct arbitrarily large instances of the generalized median graph problem such that each graph in the collection solves the problem.

Proposition 2. There is a space of graphs $\mathbb{G}$, edit costs $c_{\mathrm{ns}}, c_{\mathrm{nd}}, c_{\mathrm{ni}}$, $c_{\mathrm{es}}, c_{\mathrm{ed}}$, and $c_{\mathrm{e} i}$, such that, for each $n \in \mathbb{N}$, there is a collection $\mathcal{G} \subset \mathbb{G}$ with $|\mathcal{G}|=2^{\left({ }^{(2)}\right)}$, such that each graph $G \in \mathcal{G}$ is a generalized median graph for $\mathcal{G}$.

We also provide a formal proof of the $N P$-hardness of the problem of computing generalized median graphs. In [14], it is claimed that this result follows from the $N P$-hardness of GED. This, however, is not the case. The reason for this is that, while the NP-hardness of GED indeed immediately implies that the problem of computing the optimal SOD is $N P$-hard (see proof of Proposition 3 in Appendix D), it could in principle be the case that the generalized median graph which yields the optimal SOD can be found in polynomial time. Since computing $\operatorname{SOD}(G, \mathcal{G})$ is $N P$-hard even for fixed $G \in \mathbb{G}$, this would not contradict the $N P$-hardness of the problem of computing the optimal SOD. The following Theorem 2 states that this is not the case, i.e., that computing a generalized median graph is $N P$-hard even if we are not interested in its SOD.

Theorem 2. Even for unlabeled graphs and uniform edit costs, the problem of computing a generalized median graph is NP-hard.

Finally, we show that the closely related problem of computing the optimal SOD is not only hard to solve exactly, but also hard to approximate.

Proposition 3. Even for unlabeled graphs and constant edit costs, the problem of computing the optimal SOD is APX-hard and there is no polynomial time $\alpha$-approximation algorithm for any $\alpha$, unless the graph isomorphism problem is in $P$.

The question whether the graph isomorphism problem is in $P$ has been open for decades; the fastest currently available algorithm runs in quasi-polynomial time [47]. In fact, it is a prime candidate for an NP-intermediate problem that is neither in $P$ nor $N P$-complete. In view of this and because of Proposition 3, it is hence unrealistic to aim at polynomial time algorithms that compute approximate median graphs whose SODs can be bounded w.r.t. the optimum. All one can reasonably strive for are heuristics that yield tight SODs in practice.

## 5. GMG-BCU: A scalable algorithm for estimating generalized median graphs

In this section, we present the main contribution of this paper: the local search based generalized median graph estimator GMGBCU. We first give an overview of the algorithm (Section 5.1), then provide detailed explanations for the most important subroutines (Sections 5.2 to 5.3), and eventually discuss initialization strategies, termination criteria, convergence, and runtime complexity (Sections 5.4 to 5.6 ). GMG-BCU extends and improves the algorithm presented in [33] by introducing an extra optimization step w.r.t. the order of the median graph instead of optimizing only within a fixed order, and by considering the initialization as an input of the algorithm (the algorithm presented in [33] always uses medoid initialization).

### 5.1. Overview and decomposition into subproblems

Block coordinate update ( BCU ) is a standard optimization technique that considers blocks of variables, each representing a subproblem. Starting with initial values for at least one block, it alternately optimizes w.r.t. each block and repeats the process until stability. In our setting, the reformulation of the generalized median problem given in Corollary 1 naturally yields the following three blocks of variables:

- The order $n \in \mathbb{N}$ of the median graph.
- The vector of node maps $\pi \in \Pi_{n}^{\mathcal{G}}$ from the median to the graphs in the collection.
- The median graph's adjacency matrix $A \in \mathcal{A}_{n}$, node labels $\varphi \in \mathcal{L}_{V}^{n}$, and edge labels $\Phi \in \mathcal{L}_{E}^{n \times n}$.

Starting from an initial estimated median graph $G^{\star}$, our algorithm GMG-BCU hence minimizes the SOD by sequentially solving the following subproblems until a termination criterion is met:
(P1) Update the node maps $\pi:=\left(\pi^{p}\right)_{p \in[|\mathcal{G}|]} \in \Pi_{n}^{\mathcal{G}}$, keeping the median and the order fixed. That is, for all $p \in[|\mathcal{G}|]$, compute $\pi^{p}:=\arg \min _{\pi \in \Pi_{n}} c\left(\pi, G^{\star}, G^{p}\right)$.
(P2) Update the median graph $G^{\star}:=\left(A^{\star}, \varphi^{\star}, \Phi^{\star}\right) \in \mathbb{G}_{n}$, keeping the order and the node maps fixed. That is, compute $\varphi^{\star}:=\arg \min _{\varphi \in \mathcal{L}_{V}^{n}} \sum_{p \in[|\mathcal{G}|]} c_{V}\left(\pi^{p}, \varphi, \varphi_{p}\right)$ and $\left(A^{\star}, \Phi^{\star}\right):=$ $\arg \min _{(A, \Phi) \in \mathcal{A}_{n} \times \mathcal{L}_{E}^{n \times n}} \sum_{p \in[\mid \mathcal{G}]]} \mathcal{C}_{E}\left(\pi^{p}, A, \Phi, A_{p}, \Phi_{p}\right)$.
(P3) Update the order $n \in \mathbb{N}$.
Each step decreases the SOD, which ensures that GMG-BCU converges to a local optimum. To solve (P2), we have to assume that the constraints (C1) (insertion and deletion costs are constant) and (C2) (median node and edge labels exist) hold; and that we have access to an algorithm median-label that computes optimal or close-to-optimal median labels. How this can be done depends on the label domains $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$ and on the substitution cost functions $c_{\mathrm{ns}}$ and $c_{\mathrm{es}}$. In Section 5.2, we discuss how to implement median-label for standard choices of $\mathcal{L}_{V}, \mathcal{L}_{\mathrm{E}}, c_{\mathrm{ns}}$, and $c_{\text {es }}$.

Note that (C2) is really only a technical constraint, as violating it requires to choose the label domains and substitution costs in a very unnatural way (cf. Proof of Proposition 1 in D). Moreover, Proposition 1 implies that the entire problem of computing generalized median graphs is ill-posed if (C2) does not hold. In contrast to that, (C1) is a real constraint. If it does not hold, generalized median graphs might still exist, but GMG-BCU is not guaranteed to converge and hence should not be used. However, to the best of our knowledge, (C1) is respected in all application scenarios where GED is used to solve real-world problems [3]. Moreover, as pointed out in Section 2 above, most existing competitors make far more demanding assumptions (all graphs of the same order, real-valued scalars as node and edge labels, constant substitution costs). Under the assumption that the constraints are met, the three subproblems can be solved as follows:
Subproblem (P1). This subproblem is equivalent to $|\mathcal{G}|$ independent GED problems. Solving it is hence straightforward. Since exact GED algorithms are unusable even for relatively small graphs and collections, (P1) is relaxed by using a heuristic [GED] that computes a node map with induced upper bound for GED. The choice of this heuristic has a huge effect on the scalability of the method w.r.t. the size of the collection and the order of the contained graphs. In Section 7, we evaluate this effect empirically. Cf. [10] for an extensive survey on GED heuristics. Implementations of around 30 different heuristics are available in the open-source C++ library GEDLIB [48]. Note that it is mandatory
that the employed GED heuristic computes a node map. Consequently, approaches such as the recently proposed GNN based methods [11,12] that only compute estimates for GED cannot be used.
Subproblem (P2). This subproblem is usually computationally cheaper but more interesting from an algorithmic point of view. Since (C1) holds, Lemma 2 tells us that (P2) corresponds to finding the median label of a multiset of labels, for each node and each pair of nodes of the current median. By (C2), these problems have a solution, which we compute by calling the algorithm median-label described in Section 5.2.

Subproblem (P3). This subproblem is even trickier. Contrary to the other problems, it is not possible to update the order without modifying the node maps and the current median graph. We therefore propose to either remove nodes and their incident edges or add isolated nodes, together with their labels, such that the SOD is reduced and the other variables are impacted as little as possible. The proposed algorithm, denoted by update-order, is detailed in Section 5.3.
Macrostructure of the proposed algorithm. Algorithm 1 summarizes the main steps of the proposed algorithm GMG-BCU. After initializing the current median $G^{\star}$, the vector of distances $\mathbf{d}$, and the vector of node maps $\pi$ (lines 1 to 2 ), it iteratively updates the node maps (subproblem (P1), lines 4 to 6 ), then the median (subproblem (P2), lines 7 to 23), and finally the order (subproblem (P3), lines 24 to 25). Note that, due to the suboptimality of the heuristic 「GED], the node maps are updated only if they provide better distances than the best previously computed node maps. Also note that, due to its high computational cost, the procedure update-order is conditionally called only if the median graph $G^{\star}$ has not undergone any modification in the current iteration, i. e., if a local optimum has been reached for the current order. The only exception is the very first iteration, where the GMGBCU always calls update-order. This ensures that the algorithm converges towards a reasonable order in an early stage, which makes the algorithm a lot faster when the initial median is much smaller or larger than the optimum. Without this special treatment of the first iteration, it can happen that the algorithm unnecessarily spends a lot time to optimize the current median within the initial order, which can be far from optimal (especially if random initialization is chosen).

The computation of the median terminates once a suitably defined termination criterion is met (cf. Section 5.4 for details). Finally, the node maps and distances from the obtained median to the graphs in the collection $\mathcal{G}$ can optionally be tightened via a second heuristic $\lceil G E D\rceil^{\prime}$ that produces tighter upper bounds than the heuristic 「GED] employed during the main while-loop (lines 27 to 30 ). An analysis of GMG-BCU's runtime complexity is provided in Section 5.6.

### 5.2. Subproblem (P2): Updating the median graph within the current order

This section details subproblem (P2) for specific types of labels and substitution cost functions. For each node $i$ and each pair of nodes ( $i, j$ ), this problem asks to find a label which minimizes the sum of substitution costs to all the labels of a multiset $\mathcal{M}\left(\mathcal{L}_{i}\right.$ or $\mathcal{L}_{i, j}$ ). That is, we have to solve
$x^{\star}:=\arg \min _{x \in \mathcal{L}} \sum_{y \in \mathcal{M}} c_{\mathrm{ls}}(x, y)$
with $\left(\mathcal{M}, \mathcal{L}, c_{\text {Is }}\right)=\left(\mathcal{L}_{i}, \mathcal{L}_{V}, c_{\mathrm{ns}}\right)$ or $\left(\mathcal{L}_{i, j}, \mathcal{L}_{\mathrm{E}}, c_{\mathrm{es}}\right)$. We assume that we have access to an algorithm median-label that computes either the real median element of a multiset of labels or a good

```
Algorithm 1: GMG-BCU
    In: Set \(\mathcal{G} \subset \mathbb{G}\) of graphs, an initial graph \(G_{0} \in \mathbb{G}_{n}\).
    Out: Graph \(G^{\star} \in \mathbb{G}\) with \(\operatorname{SOD}\left(G^{\star}, \mathcal{G}\right) \leq \operatorname{SOD}\left(G_{0}, \mathcal{G}\right)\), vector of
            distances \(\mathbf{d}\), vector of node maps \(\pi\).
    \(G^{\star}:=\left(A^{\star}, \varphi^{\star}, \Phi^{\star}\right):=G_{0} ; n:=\) order of \(G^{\star}\);
    \(\mathbf{d}:=\left(d^{p}\right)_{p \in[|\mathcal{G}|]} ; \pi:=\left(\pi^{p}\right)_{p \in[|\mathcal{G}|]} ;\) it \(:=1\);
    while termination criterion not met do
        for \(p \in[|\mathcal{G}|]\) do
            \(\pi:=\lceil\operatorname{GED}\rceil\left(G^{\star}, G^{p}\right)\);
                if \(c(\pi)<d^{p}\) then \(d^{p}:=c(\pi) ; \pi^{p}:=\pi ;\)
        if nodes are labeled then
                for \(i \in[n]\) do
                \(L:=\emptyset ;\)
                for \(p \in[|\mathcal{G}|]\) do
                    if \(\pi^{p}(i) \neq \epsilon\) then append \(\varphi_{\pi^{p}(i)}^{p}\) to \(L\);
                \(\varphi_{i}^{\star}:=\) median-label \(\left(L, c_{\mathrm{ns}}\right)\);
        for \((i, j) \in[n]^{2}\) do
            \(L:=\emptyset\);
            for \(p \in[|\mathcal{G}|]\) do
                if \(\pi^{p}(i) \neq \epsilon\) and \(\pi^{p}(j) \neq \epsilon\) then
                    if \(A_{\pi^{p}(i), \pi^{p}(j)}^{p}=1\) then
                    append \(\Phi_{\pi^{p}(i), \pi^{p}(j)}^{p}\) to \(L\)
                if edges are labeled then
                \(\Phi_{i, j}^{\star}:=\) median-label \(\left(L, c_{\text {es }}\right) ;\)
                \(s:=\sum_{\phi \in L} c_{\text {es }}\left(\Phi_{i, j}^{\star}, \phi\right)\);
                \(A_{i, j}^{\star}:=\left(c_{\text {ei }}+c_{\text {er }}\right)|L|-c_{\text {er }}|\mathcal{G}|>s ;\)
            else \(A_{i, j}^{\star}:=\left(c_{\text {ei }}+c_{\text {er }}\right)|L|-c_{\text {er }}|\mathcal{G}|>0 ;\)
        if \(G^{\star}\) unchanged in current iteration or \(i t=1\) then
            \(\left(G^{\star}, \boldsymbol{\pi}, \mathbf{d}\right):=\) update-order \(\left(G^{\star}, \boldsymbol{\pi}, \mathbf{d}, \mathcal{G}, i t\right) ;\)
        it \(:=i t+1\);
    if tightening required by user then
        for \(p \in[|\mathcal{G}|]\) do
            \(\pi:=\lceil\mathrm{GED}\rceil^{\prime}\left(G^{\star}, G^{p}\right) ;\)
            if \(c(\pi)<d^{p}\) then \(d^{p}:=c(\pi) ; \pi^{p}:=\pi ;\)
    return \(G^{\star}, \mathbf{d}, \pi\);
```

approximation of it. For updating the topology of the current median, let $x^{\star}:=$ median-label $\left(\mathcal{L}_{i, j}, c_{l s}\right)$ for a pair of nodes $(i, j) \in[n]^{2}$. Lemma 2 tells us that by updating the adjacency matrix $A^{\star}$ as
$A_{i, j}^{\star}:=\left[\left(c_{\mathrm{ei}}+c_{\mathrm{ed}}\right)\left|\mathcal{L}_{i, j}\right|-c_{\mathrm{ed}}|\mathcal{G}|>\sum_{y \in \mathcal{L}_{i, j}} c_{\mathrm{es}}\left(x^{\star}, y\right)\right]$,
we obtain a new candidate median graph which is optimal for the current order and the current node maps. This implies that the SOD decreases whenever solving subproblem (P2) leads to modifications of the current median. In the remainder of this section, we present six examples of how to implement median-label for some specific label types and cost functions.
Symbolic labels with constant edit costs. If $c_{15}(x, y)=c_{s} \cdot\left(1-\delta_{x=y}\right)$, where $c_{\mathrm{s}}>0$ is a constant, any mode of $\mathcal{M}$ solves Eq. (1). That is, we can set $x^{\star}:=\arg \max _{x \in \mathcal{L}[\mathcal{M}]} h_{\mathcal{M}}(x)$, where $h_{\mathcal{M}}: \mathcal{M} \rightarrow$ $\{0, \ldots,|\mathcal{M}|\}, h_{\mathcal{M}}(x):=\sum_{y \in \mathcal{M}} \delta_{x=y}$ is the histogram of all the labels in $\mathcal{M}$, and $\mathcal{L}[\mathcal{M}]$ is the restriction of $\mathcal{L}$ to the elements appearing in $\mathcal{M}$. This case corresponds to the standard constant costs associated with graphs that represent chemical compounds. Since the size of $\mathcal{M}$ never exceeds the size of $\mathcal{G}$, the histograms
can be computed in $O(|\mathcal{G}|)$ time for each node $i$ and for each pair of nodes $(i, j)$. For each pair of nodes $(i, j)$, we also have to decide whether or not to include the respective edge in the median $G^{\star}$. Also note that Eq. (2) simplifies to
$A_{i, j}^{\star}:=\left[\left(c_{\mathrm{ei}}+c_{\mathrm{ed}}\right)\left|\mathcal{L}_{i, j}\right|-c_{\mathrm{ed}}|\mathcal{G}|>c_{\mathrm{es}}\left(\left|\mathcal{L}_{i, j}\right|-h_{\mathcal{L}_{i, j}}\left(\chi^{\star}\right)\right)\right]$,
which implies that updating $\varphi^{\star}$ and $\left(\Phi^{\star}, A^{\star}\right)$ requires $O(n|\mathcal{G}|)$ and $O\left(n^{2}|\mathcal{G}|\right)$ time, respectively.
Unlabeled edges. This case can viewed as a special case of the previous one with a unique label for all the edges, e.g., with $\mathcal{L}_{E}=\{1\}$. In this case, we have $h_{\mathcal{L}_{i, j}}(1)=\left|\mathcal{L}_{i, j}\right|$, for each pair of nodes $(i, j)$. Therefore, Eq. (2) can be further simplified to
$A_{i, j}^{\star}:=\left[\left(c_{\mathrm{ei}}+c_{\mathrm{ed}}\right)\left|\mathcal{L}_{i, j}\right|-c_{\mathrm{ed}}|\mathcal{G}|>0\right]$.
Real scalar-valued labels with absolute differences as edit costs. Assume that $\mathcal{L} \subseteq \mathbb{R}$ and that the substitution costs are given as $c_{\mathrm{ls}}(x, y)=|x-y|$. Then any $x^{\star} \in\left[y_{[(n+1) / 2\rfloor}, y_{[(n+1) / 27}\right] \cap \mathcal{L} \supseteq$ $\left\{y_{\lfloor(n+1) / 2\rfloor}, y_{\lceil(n+1) / 2\rceil}\right\}$ solves Eq. (1), where $\left(y_{s}\right)_{s=1}^{|\mathcal{M}|}$ is an ordering of $\mathcal{M}$. If $\mathcal{L}$ is a closed interval, $\chi^{\star}$ can be set to the median $x^{\star}:=$ $\left(y_{\lfloor(n+1) / 2\rfloor}+y_{\lceil(n+1) / 2\rceil}\right) / 2$.
Real vector-valued labels with (squared) euclidean distances as edit costs. If $\mathcal{L}$ is a compact subset of $\mathbb{R}^{m}$, the Euclidean norm $\|x-y\|_{2}$ or its square $\|x-y\|_{2}^{2}$ are typical choices for the substitutions costs $c_{15}(x, y)$. For $c_{\mathrm{ls}}(x, y)=\|x-y\|_{2}^{2}$, the optimal label $x^{\star}$ corresponds to the geometric mean $\chi^{\star}:=\left(\sum_{y \in \mathcal{M}} y\right) /|\mathcal{M}|$ of $\mathcal{M}$. For $c_{\mathrm{ls}}(x, y)=\|x-y\|_{2}, x^{\star}$ is $\mathcal{M}$ 's geometric median. While there is no closed-form solution for the geometric median, several numerical algorithms exist. In our experiments (Section 7), we used a modified version of Weiszfeld's algorithm [49,50].
Label sets of constant size. If $|\mathcal{L}|$ is finite and constant w.r.t. the size $|\mathcal{G}|$ of the graph collection, Eq. (2) can be solved exactly by computing $\sum_{y \in \mathcal{M}} c_{15}(x, y)$ for each $x \in \mathcal{L}$.
String labels with levenshtein distances as edit costs. If $\mathcal{L}$ is the set of all strings over a finite alphabet $\Sigma$ and $c_{\mathrm{ls}}$ is the Levenshtein distance, solving Eq. (1) is $N P$-hard even if $|\Sigma|=2$ [51]. However, several heuristics exist that compute close-to-optimal solutions in polynomial time $[52,53]$.

### 5.3. Subproblem (P3): Updating the order

Once the current median $G^{\star} \in \mathbb{G}_{n}$ and the node maps $\pi:=$ $\left(\pi^{p}\right)_{p \in[\mid \mathcal{G}]]}$ have been updated as described in the previous sections, the algorithm update-order aims at reducing the SOD by incrementally decreasing or increasing the order of $G^{\star}$. It does so by deleting one node and all its incident edges at a time, or by inserting an isolated node with a given label at a time. In other words, update-order iteratively performs a local search around ( $G^{\star}, \pi$ ) w.r.t. a minimal variation of the order. Hence, the SOD again decreases whenever update-order modifies the current median.

Algorithm 2 gives an overview of the algorithm. In a first step, update-order incrementally deletes nodes from the current median whose deletions lead to a reduced SOD (lines 2 to 6). In a second step, nodes are inserted incrementally as long as doing so decreases the SOD (lines 8 to 12). Note that the second step is carried out only in the first iteration of the main BCU or if no node was deleted in the first step. The reason for this specification is that, in the first iteration, the current median and the current node maps are still far from optimal and it might hence happen that is beneficial to both delete and insert nodes. In later iterations, this happens very rarely. Therefore, the computationally expensive insertion routine should be called only if the cheaper deletion routine did not find a node to delete. In the following Sections 5.3.1 and 5.3.2, we give detailed descriptions of the deletion and insertion routines.

```
Algorithm 2: update-order
    In: Set \(\mathcal{G} \subset \mathbb{G}\) of graphs, initial graph \(G^{\star} \in \mathbb{G}_{n}\), list of node
        maps \(\boldsymbol{\pi}\), list of distances \(\mathbf{d}\), iterator it.
    Ensures: Updates \(G^{\star}, \pi\), and \(\mathbf{d}\).
    \(n:=\) order of \(G^{\star}\);
    while \(\exists i \in[n]\) with \(\Delta_{i}^{-}<0\) do
        \(i^{\star}:=\arg \min _{i} \Delta_{i}^{-} ;\)
        delete \(i^{\star}\) from \(G^{\star}\);
        update \(\boldsymbol{\pi}\) and \(\mathbf{d}\);
        \(n:=n-1\);
    if \(a\) node was deleted and it \(>1\) then return;
    while \(\exists(z, \varphi) \in Z \times \mathcal{L}_{V}\) with \(\Delta_{z, \varphi}^{+}<0\) do
        \(\left(z^{\star}, \varphi^{\star}\right):=\arg \min _{(z, \varphi)} \Delta_{z, \varphi}^{+}\);
        add node with label \(\varphi^{\star}\) to \(G^{\star}\);
        use \(z^{\star}\) to update \(\pi\) and \(\mathbf{d}\);
        \(n:=n+1\);
```


### 5.3.1. Decreasing the order

Let $i \in[n]$ be any node of $G^{\star}$, and let $G^{\star-i} \in \mathbb{G}_{n-1}$ be the graph obtained from $G^{\star}$ by deleting $i$ and its incident edges. For each candidate median $G^{\star-i}$, we consider the collection of updated node maps $\tilde{\pi}_{i}:=\left(\tilde{\pi}_{i}^{p}\right)_{p \in[\mid \mathcal{G}]]}$. The variation of the SOD induced by removing node $i$ from $G^{\star}$ is hence given by
$\Delta_{i}^{-}:=\operatorname{SOD}\left(\tilde{\pi}_{i}, G^{\star-i}, \mathcal{G}\right)-\operatorname{SOD}\left(\pi, G^{\star}, \mathcal{G}\right)$.
Note that $\Delta_{i}^{-}$can be obtained without computing the entire induced cost of each mapping $\tilde{\pi}_{i}^{p} \in \tilde{\pi}_{i}$. A much more efficient way to compute this value consists in analyzing the local modifications of the edit operations induced by removing $i$ from $G^{\star}$ and shifting from node maps $\pi$ to $\tilde{\pi}_{i}$. Each node map $\pi^{p}$ that substitutes $i$ results in a node map $\tilde{\pi}_{i}^{p}$ that inserts it instead, and each node map $\pi^{p}$ that deletes $i$ results in a node map $\tilde{\pi}_{i}^{p}$ which ignore index $i$. The same holds for the edges that are incident to $i$. All these local modifications are summed up by the following formula:

$$
\begin{aligned}
& \Delta_{i}^{-}:=\sum_{p \in[|\mathcal{G}|]}\left[\delta_{\pi} p^{p}(i)\left(c_{\mathrm{ni}}-c_{\mathrm{ns}}\left(\varphi_{i}^{\star}, \varphi_{\pi}^{p} p_{(i)}\right)\right)-\left(1-\delta_{\pi} p_{(i)}\right) c_{\mathrm{nd}}\right. \\
& +\sum_{j \in[n]} A_{i, j}^{\star}\left[\delta _ { \pi ^ { p } ( i ) } \delta _ { \pi } p _ { ( j ) } A _ { \pi ^ { p } ( i ) , \pi ^ { p } ( j ) } ^ { p } \left(c_{\mathrm{ei}}\right.\right. \\
& \left.-c_{\mathrm{es}}\left(\phi_{i, j}, \phi_{\pi^{p}(i) \pi^{p}(j)}^{p}\right)\right) \\
& \left.\left.-c_{\mathrm{ed}}\left(1-\delta_{\pi p^{p}(i)} \delta_{\pi p^{p}(j)} A_{\pi p(i), \pi^{p}(j)}^{p}\right)\right]\right]
\end{aligned}
$$

### 5.3.2. Increasing the order

Checking whether augmenting the order of the current median might yield a lower SOD proves a more complex task. We allow the algorithm to add a single isolated node to the median, and the objective is to infer both the label and the assignments of the new node that minimize the variation of the SOD. If the minimal variation is negative, a new node will be added to the current median. For each graph $G^{p} \in \mathcal{G}$ and its current node map $\pi^{p}$, we define $I^{p}$ as the set of indices of nodes that are inserted in $\pi^{p}$, plus the dummy index $\epsilon$. Let $Z=I^{1} \times I^{2} \times \cdots \times I^{|\mathcal{G}|}$. Each element $z:=\left\{z^{1}, \ldots, z^{|\mathcal{G}|}\right\} \in Z$ encodes a configuration that describes how to map the new potential node in each graph of the dataset, where $z^{p}$ is the index of the node in $G^{p}$ to which the new potential node in $G^{\star}$ is mapped. In order to check whether augmenting the order of $G^{\star}$ yields a lower SOD, one should identify the couple $\left(z^{\star}, \varphi^{\star}\right) \in Z \times \mathcal{L}_{V}$ defined as follows:
$\left(z^{\star}, \varphi^{\star}\right):=\underset{(z, \varphi) \in Z \times \mathcal{L}_{V}}{\arg \min } \Delta_{z, \varphi}^{+}$

$$
\begin{equation*}
\Delta_{z, \varphi}^{+}:=\sum_{\substack{p \in[|\mathcal{G}|] \\ z^{p}=\epsilon}} c_{\mathrm{nd}}+\sum_{\substack{p \in[|\mathcal{G}|] \\ z^{p} \neq \epsilon}}\left(c_{\mathrm{ns}}\left(\varphi, \varphi_{z^{p}}^{p}\right)-c_{\mathrm{ni}}\right) \tag{4}
\end{equation*}
$$

$\Delta_{z, \varphi}^{+}$denotes the variation of the SOD induced by adding a node with index $\left|G^{\star}\right|+1$ and label $\varphi$ to $G^{\star}$ and setting $\pi^{p}\left(\left|G^{\star}\right|+\right.$ 1) $:=z^{p}$ in each assignment $\pi^{p}$. In other words, if $\Delta_{z, \varphi}^{+}<0$ for some couple ( $z, \phi$ ) (and a fortiori for the optimal couple ( $z^{\star}, \varphi^{\star}$ )), the SOD can be lowered by applying the modifications we just described.

The problem described by Eqs. (3) and (4) is intractable in the general case, but some efficient strategies can be derived for some specific labels and cost functions. We now present a polynomial optimal strategy for symbolic labels and an efficient heuristic strategy for the general case.

Symbolic node labels with constant edit costs. For graphs with symbolic node labels and constant node substitution costs $c_{\mathrm{ns}}$ it is possible to identify an optimal couple ( $z^{\star}, \varphi^{\star}$ ) in polynomial time. Let $z(\varphi)$ be the number of nodes with label $\varphi$ in a configuration $z$, and $z(\varepsilon)$ be the number of dummy nodes in it. Eq. (4) can then be rewritten as follows:
$\Delta_{z, \varphi}^{+}:=z(\varepsilon) c_{\mathrm{nd}}+(|\mathcal{G}|-z(\varepsilon))\left(c_{\mathrm{ns}}-c_{\mathrm{ni}}\right)-z(\varphi) c_{\mathrm{ns}}$
If we consider $z$ as a fixed parameter, the above expression is clearly minimized when $z(\varphi)$ is maximal. In other words, for any given configuration $z$, the label $\varphi^{\star}(z)$ that minimizes $\Delta_{z, \varphi}^{+}$is the most frequent label among nodes of $z$. This implies that we have $z^{\star}=\arg \min _{z \in Z} \Delta_{Z}^{+}$, where
$\Delta_{z}^{+}:=z(\varepsilon) c_{\mathrm{nd}}+(|\mathcal{G}|-z(\varepsilon))\left(c_{\mathrm{ns}}-c_{\mathrm{ni}}\right)-z\left(\varphi^{\star}(z)\right) c_{\mathrm{ns}}$
is the impact of the couple $\left(z, \varphi^{\star}(z)\right)$ on the SOD.
Since $\Delta_{z}^{+}$is minimal if and only if $z\left(\varphi^{\star}(z)\right)$ is maximal, an optimal configuration $z^{\star}$ must contain as many occurrences of the label $\varphi^{\star}(z)$ as possible. For a couple ( $z^{\star}, \varphi^{\star}$ ) to be optimal, $\varphi^{\star}$ must hence be selected as a label that appears in the greatest number of sets $I^{p}$. Moreover, for each set $I^{p}$ that contains a node $k$ with label $\varphi^{\star}$, we must set $z^{\star p}:=k$.

For the sets $I^{p}$ that do not contain any node with label $\varphi^{\star}$, the cases $c_{\mathrm{ns}} \leq c_{\mathrm{nd}}+c_{\mathrm{ni}}$ and $c_{\mathrm{ns}}>c_{\mathrm{nd}}+c_{\mathrm{ni}}$ have to be distinguished. In the first case, $\Delta_{z}^{+}$positively depends on $z(\varepsilon)$. In order to minimize $\Delta_{z^{\star}}^{+}$, an optimal configuration $z^{\star}$ must hence contain as few dummy nodes as possible. This is achieved by setting $z^{\star p}:=\epsilon$, if $I^{p}=\{\epsilon\}$, and arbitrarily setting $z^{\star p}:=k$, if $I^{p}$ contains a node $k \neq \epsilon$. In the second case, $\Delta_{z}^{+}$negatively depends on $z(\varepsilon)$. In order to minimize $\Delta_{z^{\star}}^{+}$, an optimal configuration $z^{\star}$ must contain as many dummy nodes as possible. This is achieved by setting $z^{\star p}:=\epsilon$ for all remaining sets $I^{p}$ that do not contain a node with label $\varphi^{\star}$.

The whole procedure runs in $O\left(\sum_{p \in|\mathcal{G}|}\left|I^{p}\right|\right)$ time, as each set $I^{p}$ must be scanned in order to identify the label $\varphi^{\star}$ that appears in the greatest number of sets.
General case. For the general case, we make use of the fact that, for each fixed $\varphi \in \mathcal{L}_{V}$, the optimal configuration $z_{\varphi}$ can be constructed as follows: For each $p \in[|\mathcal{G}|]$, if $I_{p}=\{\epsilon\}$, we must set $z_{\varphi}^{p}:=\epsilon$. Otherwise, let $k^{\star}:=\arg \min _{k \in I^{p} \backslash\{\epsilon\}} c_{\mathrm{ns}}\left(\varphi, \varphi_{k}^{p}\right)$. The minimization of $\Delta_{z, \varphi}^{+}$imposes to set $z_{\varphi}^{p}$ to $\epsilon$ if $c_{\mathrm{nd}}+c_{\mathrm{ni}} \leq c_{\mathrm{ns}}\left(\varphi, \varphi_{k^{\star}}^{p}\right)$ and to $k^{\star}$ otherwise. Moreover, for each fixed configuration $z \in$ $Z$, the optimal node label $\varphi_{z}$ can be computed as the median of the labels $\left\{\varphi_{z^{p}}^{p} \mid p \in[|\mathcal{G}|] \wedge z^{p} \neq \epsilon\right\}$ of all nodes that are substituted under $z$. That is, inferring $\varphi_{z}$ amounts to computing a median label, as described in Section 5.2. Given a set $C=\left\{\varphi_{1}, \ldots, \varphi_{K}\right\}$ of initial candidate labels, we hence obtain an estimate of the optimal solution by running the following BCU from each candidate:
(Step 1) Compute optimal configuration $z:=\arg \min _{\tilde{z} \in \mathcal{Z}} \Delta_{\tilde{z}, \varphi}^{+}$for current node label $\varphi$.
(Step 2) Compute optimal node label $\varphi:=\arg \min _{\tilde{\varphi} \in \mathcal{L}_{V}} \Delta_{z, \tilde{\varphi}}^{+}$for current configuration $z$.

The initial candidate set $C$ is obtained by running a $K$-medians algorithm on the set $\bigcup_{p \in[\mid \mathcal{G}]}\left\{\varphi_{k}^{p} \mid k \in I^{p} \wedge k \neq \epsilon\right\}$ of labels of all inserted nodes. Once all BCUs have terminated, the best encountered couple is returned.

### 5.4. Termination criteria and convergence

The algorithm GMG-BCU presented in the previous section can be run with various termination criteria. We consider the following ones:

- Global convergence: stop if no improving node map is found and the median $G^{\star}$ has not been modified in the current iteration.
- Median-wise convergence: stop if the median $G^{\star}$ has not been modified for a constant number $I^{\prime}$ of consecutive iterations.
- Time limit: stop if a time limit $T$ has been reached.
- Maximal number of iterations: stop if a maximal number of iterations I has been reached.

GMG-BCU should always be run with the global and the median-wise convergence criteria. Note that the median-wise convergence criterion ensures that the descent stops when it has converged median-wise, even if better and better node maps can still be found. This may happen with complex GED instances and non deterministic GED heuristics. Initial tests showed that it is a good choice to set the number of consecutive iterations without modification of the median to $I^{\prime}:=3$.

The time limit $T$ and the maximal number of iterations $I$ can be used in addition to the convergence criteria to achieve a desired tradeoff between runtime and accuracy. Since GMG-BCU is an anytime algorithm, it always returns a solution even if interrupted before convergence. However, the experiments reported in Section 7 indicate that enforcing a maximum number of iterations is usually not required, as GMG-BCU typically converges after few iterations. The following Proposition 4 states that, even if run only with the global convergence criterion, GMG-BCU is guaranteed to converge after finitely many iterations.

Proposition 4. If run with the global convergence criterion, GMG$B C U$ converges after at most $\left\lfloor\left(\operatorname{SOD}\left(G_{0}, \mathcal{G}\right)-\operatorname{SOD}^{\star}\right) / \varepsilon\right\rfloor$ iterations, where $G_{0}$ is the initial candidate graph, SOD ${ }^{\star}$ is the optimal SOD, and $\varepsilon$ is the convergence threshold used by the global convergence criterion.

### 5.5. Initialization

Since GMG-BCU is a local search algorithm, it can be run with various strategies for generating the initial candidate $G_{0}$. In this paper, we consider the following strategies:

- The medoid or set-median of the collection $\mathcal{G}$.
- Graphs with minimum, maximum, and mean order in the collection $\mathcal{G}$.
- A multi-start version which randomly picks a constant number $\kappa$ of initial graphs from $\mathcal{G}$, applies BCU to each of them, and selects a resulting graph with a minimum SOD.
Initializing with the medoid has the advantage that the initial SOD is already pretty low. However, it is costly in terms of runtime, since all pairwise distances between graphs in $\mathcal{G}$ must be computed. This can be avoided if we initialize with a graph of minimum, maximum, or mean order - of course, at the price of a higher initial SOD. The multi-start version yields a good tradeoff between runtime and accuracy. It is faster than medoid initialization (cf. Section 5.6) and achieves a better SOD than initializing with just one graph.


### 5.6. Complexity analysis

Let $n^{\max }:=\max _{p \in[|\mathcal{G}|]} n^{p}$ be the size of the largest graph in the collection $\mathcal{G}$, and $n^{\star}$ be the maximal size of the median $G^{\star}$ as the BCU runs. Note that, although for very exotic cost functions (deletion for free) it might happen that $n^{\star}=O\left(n^{\text {max }}|\mathcal{G}|\right)$, we usually have $n^{\star}=O\left(n^{\max }\right)$. Furthermore, let $I^{\star}$ be the maximal number of iterations required by one of the descents, and $\omega\left(n, n^{\prime}\right)$ and $\omega^{\prime}\left(n, n^{\prime}\right)$ be the complexities of upper bounding the GED from a graph of order $n$ to a graph of order $n^{\prime}$ using the heuristics $\lceil G E D\rceil$ and $\lceil G E D\rceil^{\prime}$ employed, respectively, during the BCU and during the final tightening phase. Finally, let $\omega^{\prime \prime}\left(n^{\star}, n^{\max },|\mathcal{G}|\right)$ be the complexity of updating the node and edge labels as well as the order in one iteration of the BCU. Then we can state the following proposition:

Proposition 5. $\quad G M G-B C U$ runs in $O\left(\delta_{\text {medoid }} \omega\left(n^{\max }, n^{\max }\right)|\mathcal{G}|^{2}+\right.$ $\left.\kappa I^{\star}\left[\omega\left(n^{\star}, n^{\max }\right)|\mathcal{G}|+\omega^{\prime \prime}\left(n^{\star}, n^{\max },|\mathcal{G}|\right)\right]+\delta_{\text {tightening }} \omega^{\prime}\left(n^{\star}, n^{\max }\right)|\mathcal{G}|\right)$ time, where $\kappa$ denotes the number of initial candidate graphs, and $\delta_{\text {medoid }}, \delta_{\text {tightening }} \in\{0,1\}$ indicate, respectively, whether or not medoid initialization and final tightening are employed.

Note that the complexity $\omega^{\prime \prime}\left(n^{\star}, n^{\max },|\mathcal{G}|\right)$ depends on the label spaces and on the edit cost functions and hence cannot be specified in more detail. In the case of symbolic labels and constant edit cost functions, $\omega^{\prime \prime}$ is linear in $|\mathcal{G}|$. The same holds if the sizes of the label spaces are constant w.r.t. $|\mathcal{G}|$. In the case of real-valued vectors, $\omega^{\prime \prime}$ comprises the complexity of Weiszfeld's algorithm and $K$-medians estimation for real-valued vectors. By enforcing a constant number of iterations, these subroutines can be set up to run in linear time w.r.t. $|\mathcal{G}|$, too. We hence obtain the following corollary, which states that GMG-BCU can be configured to run in linear time w.r.t. the size of the collection $\mathcal{G}$ :

Corollary 2. Assume that median node and edge labels can be computed in linear time w.r.t. $|\mathcal{G}|$, which, for instance, is the case if the labels are symbolic, if they are real-valued vectors, or if the label spaces are of constant size w.r.t. $|\mathcal{G}|$. Then GMG-BCU runs in linear time w.r.t. $|\mathcal{G}|$ if a constant maximal number of iterations I is enforced and $G M G-B C U$ is run with any initialization strategy other than medoid initialization.

## 6. Applications

In this section, we describe how to use our median graph estimator GMG-BCU for an application from bioinformatics, namely, the computation of representative graphs for differential analysis of microbiome data (Section 6.1). We also discuss how to use GMG-BCU as a subroutine in higher-order applications such as graph clustering (Section 6.2), classification (Section 6.3), and indexing (Section 6.4). Note that, since the main contribution of this paper is the heuristic GMG-BCU itself, these discussions will necessarily remain incomplete. They are mainly intended as proofs of concept which show that our new scalable algorithm GMG-BCU opens new possibilities for employing generalized median graphs in various application scenarios.

### 6.1. Computing representative graphs for differential microbiome data analysis

In differential microbiome analysis, microbiome data is used to gain insights into pathological traits. For instance, given the relative abundances of different types of microbes present in stool samples, recent works have individuated microbes with explanatory value for clinical variables such as case vs. control or treatment response vs. no response in type 2 diabetes [54] or inflammatory bowel disease [55]. Since microbiome data is
compositional, the relative abundances are incomparable across samples [56]. For this reason, the raw input data is usually normalized into log-transformed co-occurrence ratios [57], which is then fed into for downstream data analysis algorithms.

One commonly used approach for further processing the preprocessed data is the analysis of co-occurrence networks, where the nodes are annotated with the microbe types and the logtransformed co-occurrence ratios are used as edge weights [5759]. However, existing methods based on co-occurrence networks have been shown to perform poorly in practice, which can possibly be explained by the fact that microbial types are modeled in a binary fashion (identical vs. non-identical) and gradual (dis)similarities between them are hence ignored [60]. A natural way to overcome this problem is to define node and edge substitution costs as, respectively, normalized phylogenetic distances (i.e., genetic dissimilarities) between the microbes and absolute differences between the normalized log-transformed co-occurrence ratios. Representatives for all classes of the clinical variable of interest (e.g., one median each for controls and cases) can then be computed as generalized median graphs, and subsequently be used in downstream differential graph analysis.

Of course, this approach can be successful only if the obtained generalized median graphs are indeed good representatives of their classes, that is, if their SODs are as tight as possible. To achieve tight SODs, it is crucial that the employed heuristic can handle the features of the input graphs, i.e., is designed for graphs with varying order, constantly many symbolic node labels, and continuous edge labels. This is the case for our algorithm GMG-BCU but for none of the existing competitors.

### 6.2. Clustering

Let $\mathbb{O}$ be a collection of objects (real-valued vectors, strings, graphs, etc.), and $d_{\mathbb{O}}: \mathbb{O} \times \mathbb{O} \rightarrow \mathbb{R}$ be a distance measure. Two classical techniques for decomposing a collection $\mathcal{O} \subset \mathbb{O}$ into $K$ disjoint clusters are $K$-medoids and $K$-medians. $K$-medoids (suboptimally) computes a $K$-sized set $\mathcal{F}^{\star}=\left\{o_{i}^{\star} \mid i \in[K]\right\}$ of focal objects $o_{i}^{\star} \in \mathcal{O}$ that minimizes the expression $\operatorname{SOD}(\mathcal{F}, \mathcal{O}):=$ $\sum_{o \in \mathcal{O}} \min _{o_{i} \in \mathcal{F}} d_{\mathbb{O}}\left(o_{i}, o\right)$ among all $K$-sized sets $\mathcal{F}=\left\{o_{i} \mid i \in\right.$ $[K]\} \subseteq \mathcal{O}$ of focal objects. Each object $o \in \mathcal{O}$ is assigned to its closest focal object, and the $K$ clusters are defined as the sets of objects that are assigned to the same focal object. Kmedians works just like $K$-medoids, except for the fact that focal objects are now also allowed to be contained in $\mathbb{O} \backslash \mathcal{O}$. In the sequel, we briefly review implementations of $K$-medoids and $K$ medians (Section 6.2.1), and then discuss how to apply them to the problem of clustering a collection of graphs $\mathcal{G}$ (Section 6.2.2).

### 6.2.1. Implementing $K$-medoids and $K$-medians

The classical implementation of $K$-medoids is PAM (partitioning around medoids) [61]. Given an initial $K$-sized set of focal objects $\mathcal{F} \subseteq \mathcal{O}$, PAM computes the pair $\left(o_{i}^{\star}, o^{\star}\right) \in \mathcal{F} \times(\mathcal{O} \backslash \mathcal{F})$ that minimizes the cost delta $\Delta_{\mathcal{F}}\left(o_{i}, o\right):=\operatorname{SOD}(\mathcal{F}, \mathcal{O})-\operatorname{SOD}((\mathcal{F} \backslash$ $\left.\left.\left\{o_{i}\right\}\right) \cup\{o\}, \mathcal{O}\right)$ among all $\left(o_{i}, o\right) \in \mathcal{F} \times(\mathcal{O} \backslash \mathcal{F})$. If $\Delta_{\mathcal{F}}\left(o_{i}^{\star}, o^{\star}\right)>0, \mathcal{F}$ is replaced by $\left(\mathcal{F} \backslash\left\{o_{i}^{\star}\right\}\right) \cup\left\{0^{\star}\right\}$ and the process iterates. Otherwise, $\mathcal{F}$ is returned. The main drawback of PAM its runtime complexity is quadratic, because $d_{\mathbb{O}}$ has to be evaluated $|\mathcal{O}|^{2}$ times [62].

A faster implementation of $K$-medoids has been proposed in [63]. Given an initial $K$-sized set of focal objects $\mathcal{F} \subseteq \mathcal{O}$, the following variant of Lloyd's Algorithm [64] is run until the clusters converge or maximal number of iterations has been reached: (1) Assign each object $o \in \mathcal{O}$ to its closest focal object $o_{i} \in \mathcal{F}$. (2) Update each focal object $o_{i} \in \mathcal{F}$ as the medoid of all objects $o \in \mathcal{O}$ that are currently assigned to it. This algorithm is faster in practice, but in the worst case still requires $O\left(|\mathcal{O}|^{2}\right)$ evaluations of $d_{\mathbb{O}}$.
$K$-medians is typically implemented in a similar fashion [65]. The only difference is that, inside Lloyd's Algorithms, the focal $o_{i} \in \mathcal{F}$ is set to (an estimation of) the generalized median of all objects $o \in \mathcal{O}$. In the worst case, the standard implementation of $K$-medians requires $O(\omega(|\mathcal{O}|))$ evaluations of $d_{\mathbb{O}}$, where $\omega(\kappa)$ denotes the number of distance computations required to compute the generalized median for a collection of size $\kappa$. It hence inherits its runtime complexity from the algorithm employed to compute the generalized medians: If this algorithm runs in linear time w.r.t. $|\mathcal{O}|$, then so does the standard implementation of $K$-medians.

### 6.2.2. Clustering collections of graphs

Prima facie, the implementations of $K$-medoids presented in Section 6.2.1 can straightforwardly be applied to the task of clustering a collection of graphs $\mathcal{G}$ ( $\mathbb{G}$ and GED take the roles of $\mathbb{O}$ and $d_{\mathbb{O}}$, respectively). However, running $K$-medoids requires to carry out at least $O\left(|\mathcal{G}|^{2}\right)$ GED computations. Because of the complexity of computing GED, this is infeasible for large collections of graphs, even if suboptimal GED heuristics are used.

If, instead of using $K$-medoids, we use $K$-medians in combination with our heuristic GMG-BCU, we obtain a graph clustering algorithm that can be configured to require only $O(|\mathcal{G}|)$ GED computations and hence scales to large collections of graphs. To ensure the linear runtime behavior, we just have to run our median graph estimator from a constant number of randomly generated initial solutions, enforce a maximal number of iterations both for our median graph estimator and for the $K$-medians implementation, and use $K$-means++ initialization [66] for sampling the initial focal graphs. Note that none of the other median graph estimators suggested in the literature can be set up to yield a graph clustering heuristic that runs in linear time.

### 6.3. Classification and data reduction

Assume that we are given a collection $\mathcal{G}=\left\{G^{p} \mid p \in[|\mathcal{G}|]\right\}$ of data graphs, each of which is known to belong to a class $c l\left(G^{p}\right) \in$ $[N]$, where $N \in \mathbb{N}$. At query time, we are given a graph $H \in \mathbb{G}$ whose class is unknown, and we want to decide to which class $i \in[N]$ it should be assigned. A popular and very simple approach for this task is $k$ nearest neighbor ( $k$-NN) classification. Given a query graph $H$, we first determine the $k$ graphs in $\mathcal{G}$ that are closest to $H$ w.r.t. (a heuristically computed estimation of) GED, and then assign $H$ the class that occurs most frequently among them.

A drawback of $k$-NN classification is that, unless $\mathcal{G}$ is supported by an appropriate index structure (cf. Section 6.4 below), $|\mathcal{G}|$ GED computations have to be carried out at query time. One way to mitigate this problem is to partition $\mathcal{G}$ into the subsets $\mathcal{G}_{i}:=\left\{G^{p} \in\right.$ $\left.\mathcal{G} \mid \operatorname{cl}\left(G^{p}\right)=i\right\}$ of data graphs with class $i$, then run $K$-medians clustering on each $\mathcal{G}_{i}$ for some $K \ll|\mathcal{G}| / N$, and finally construct a set of representative graphs as the union $\bigcup_{i \in[N]} \mathcal{F}_{i}$ of the focal graphs obtained for each class. At query time, we can then run $k$ NN (or any other classification algorithm that benefits from data reduction) between the query graph $H$ and the $K \cdot N \ll|\mathcal{G}|$ representatives.

This approach is feasible for large collections of graphs only if the employed $K$-medians clustering algorithm runs sufficiently fast. In particular, it is highly desirable that the required number of GED computations is linear w.r.t. the size of the graph collection. As detailed in Section 6.2.2 above, this can be achieved by using $K$-medians clustering in combination with our algorithm GMG-BCU.

### 6.4. Indexing

As mentioned in the previous section, we are often interested in answering proximity queries such as $k$-NN or range queries (find all data graphs that are sufficiently close to the query graph $H$ ) over a collection $\mathcal{G}$ of data graphs. As argued in the previous section, one strategy to avoid that $\operatorname{GED}\left(H, G^{p}\right)$ has to be computed for each data graph $G^{p} \in \mathcal{G}$ is to use data reduction. Another option is to pre-compute an index structure that allows quick query answering.

In the remainder of this section, we elaborate on the second option. More precisely, we show that with the help of GMGBCU, one can construct metric trees [67] to index collections of graphs. We first provide exact definitions of graph proximity queries (Section 6.4.1), then briefly discuss existing index structures (Section 6.4.2) and metric trees (Section 6.4.3), and finally show how to use GMG-BCU based metric trees for processing graph proximity queries (Section 6.4.4).

### 6.4.1. Graph proximity queries

Given a set of objects $\mathbb{O}$ and a distance measure $d_{\mathbb{O}}: \mathbb{O} \times \mathbb{O} \rightarrow$ $\mathbb{R}_{\geq 0}, k$-NN and range queries are typically defined as follows:

Definition 4 ( $k$-NN Query). Given a collection $\mathcal{O} \subset \mathbb{O}$, a query object $q \in \mathbb{O}$, and a constant $k \in \mathbb{N}$, compute a $k$-sized result set $\mathcal{R} \subseteq \mathcal{O}$ such that, for each object $o \in \mathcal{O} \backslash \mathcal{R}$, there is an object $o^{\prime} \in \mathcal{R}$ with $d_{\mathbb{O}}\left(q, o^{\prime}\right) \leq d_{\mathbb{O}}(q, o)$.

Definition 5 (Range Query). Given a collection $\mathcal{O} \subset \mathbb{O}$, a query object $q \in \mathbb{O}$, and a range $\tau \in \mathbb{R}_{\geq 0}$, compute a result set $\mathcal{R} \subseteq \mathcal{O}$ such that $o \in \mathcal{R} \Leftrightarrow d_{\mathbb{O}}(q, o) \leq \tau$ holds for all objects $o \in \mathcal{R}$.

The problems with these definitions when applied to GED is that answering them requires to exactly compute the distance measure $d_{\mathbb{O}}$. This is practically impossible if $d_{\mathbb{O}}=$ GED. We hence have to come up with alternative definitions that account for the exponential complexity of computing GED. For $k$-NN queries, the natural thing to do is to replace GED by a proxy $\widetilde{\text { GED }}$ (i. e., a lower and an upper bound for GED) that can be computed efficiently:

Definition 6 ( $k$-NN Query for GED). Given a collection of graphs $\mathcal{G} \subset \mathbb{G}$, a query graph $H \in \mathbb{G}$, and a constant $k \in \mathbb{N}$, compute a $k$-sized result set $\mathcal{R} \subseteq \mathcal{G}$ such that, for all $G^{p} \in \mathcal{G} \backslash \mathcal{R}$, there is a $G^{p^{\prime}} \in \mathcal{R}$ with $\widetilde{\operatorname{GED}}\left(H, G^{p^{\prime}}\right) \leq \widetilde{\operatorname{GED}}\left(H, G^{p}\right)$, where $\widetilde{G E D}$ is a proxy for GED.

For range queries, there are two alternatives: We can either replace GED by a proxy $\widetilde{G E D}$ as before. Alternatively, we can require the query to return a partition $(\mathcal{V}, \mathcal{U}, \mathcal{F})$ of the input collection $\mathcal{G}$ such that $\mathcal{V}$ contains the graphs $G^{p} \in \mathcal{G}$ for which $\operatorname{GED}\left(H, G^{p}\right) \leq \tau$ has been verified, $\mathcal{F}$ contains the graphs $G^{p} \in \mathcal{G}$ that have been filtered, and $\mathcal{U}$ contains the graphs $G^{p} \in \mathcal{G}$ for which we are uncertain whether or not $\operatorname{GED}\left(H, G^{p}\right) \leq \tau$.

Definition 7 (GED Range Query - First Variant). Given a collection of graphs $\mathcal{G} \subset \mathbb{G}$, a query graph $H \in \mathbb{G}$, and a range $\tau \in \mathbb{R}_{\geq 0}$, compute a result set $\mathcal{R} \subseteq \mathcal{G}$ such that $G^{p} \in \mathcal{R} \Leftrightarrow \operatorname{GED}\left(H, G^{p}\right) \leq \tau$ holds for all $G^{p} \in \mathcal{G}$, where $\widetilde{G E D}$ is a proxy for GED.

Definition 8 (GED Range Query - Second Variant). Given a collection of graphs $\mathcal{G} \subset \mathbb{G}$, a query graph $H \in \mathbb{G}$, and a range $\tau \in \mathbb{R}_{\geq 0}$, compute a partition $(\mathcal{V}, \mathcal{U}, \mathcal{F})$ of $\mathcal{G}$ such that $G^{p} \in \mathcal{V} \Rightarrow$ $\operatorname{GED}\left(H, G^{p}\right) \leq \tau$ and $G^{p} \in \mathcal{F} \Rightarrow \operatorname{GED}\left(H, G^{p}\right)>\tau$ hold for all $G^{p} \in \mathcal{G}$.

### 6.4.2. Existing index structures

In the past years, several index structures that support GED range queries as defined in Definition 7 have been proposed in the literature [68-72]. However, all of these index structures are applicable only in very restricted scenarios:

- All existing index structures only support uniform edit costs, i.e., they assume all edit operations to have the same cost.
- Each existing index structure only supports one specific proxy GED for GED.

The first restriction constitutes a severe shortcoming, because, to the best of our knowledge, the assumption that the edit costs are uniform is not met in any application where GED is used to solve real-world problems [3]. The second restriction is highly problematic, too, because the supported proxies are much looser than other proxies for GED that have been proposed in the literature [10].

### 6.4.3. Metric trees

Metric trees are index structures that support proximity queries in pseudometric spaces $\left(\mathbb{O}, d_{\mathbb{O}}\right)$. Recall that for $\left(\mathbb{O}, d_{\mathbb{O}}\right)$ to be a pseudometric space, the distance $d_{\mathbb{O}}$ must respect the constraints $d_{\mathbb{O}}\left(o, o^{\prime}\right) \geq 0, d_{\mathbb{O}}\left(o, o^{\prime}\right)=d_{\mathbb{O}}\left(o^{\prime}, o\right)$, and $d_{\mathbb{O}}\left(o, o^{\prime}\right)+$ $d_{\mathbb{O}}\left(o^{\prime}, o^{\prime \prime}\right) \geq d_{\mathbb{O}}\left(0, o^{\prime \prime}\right)$ for all $o, o^{\prime}, o^{\prime \prime} \in \mathbb{O}$. It is easy to show that the following Proposition 6 holds for pseudometric spaces:

Proposition 6. Let $\left(\mathbb{O}, d_{\mathbb{O}}\right)$ be a pseudometric space, $\left\lfloor d_{\mathbb{O}}\right\rfloor$ and $\left\lceil d_{\circlearrowleft}\right\rceil$ be lower and upper bounds for $d_{\mathbb{O}}$, and $q, o, o_{i} \in \mathbb{O}$. Then we have $d_{\mathbb{O}}\left(q, o_{i}\right) \geq d_{\mathbb{O}}(q, o)-\left\lceil d_{\mathbb{O}}\right\rceil\left(o, o_{i}\right) \geq\left\lfloor d_{\mathbb{O}}\right\rfloor(q, o)-\left\lceil d_{\mathbb{O}}\right\rceil\left(o, o_{i}\right)$ and $d_{\mathbb{O}}\left(q, o_{i}\right) \leq d_{\mathbb{O}}(q, o)+\left\lceil d_{\mathbb{O}}\right\rceil\left(o, o_{i}\right) \leq\left\lceil d_{\mathbb{O}}\right\rceil(q, o)+\left\lceil d_{\mathbb{O}}\right\rceil\left(o, o_{i}\right)$.

The key idea behind metric trees is to organize a given collection $\mathcal{O} \subset \mathbb{O}$ in a tree-like structure. At query time, the inequalities stated in Proposition 6 are employed to filter or verify branches of the search tree. Various metric trees have been suggested in the literature; cf. [67] for an extensive survey. In the remainder of this section, we illustrate metric trees by describing the so-called monotonous bisector trees (MBST) presented in [73,74]. There are more efficient metric trees, but MBSTs are conceptually simple and hence perfectly suited for illustrating how metric trees work.

Definition 9 (Nodes of MBSTs). Let $\mathcal{O} \subset \mathbb{O}$ be a collection of objects. A node $\mathcal{N}$ of an MBST $\mathcal{T}$ for $\mathcal{O}$ is a 5-tuple of the form $\mathcal{N}=\left(o, \mathcal{C}, r, \mathcal{N}_{1}, \mathcal{N}_{2}\right)$, where $o \in \mathbb{O}$ is a focal object, $\mathcal{C} \subseteq \mathcal{O}$ contains (pointers to) all objects covered by $\mathcal{N}$, the radius $r \in \mathbb{R}_{\geq 0}$ upper bounds $d_{\mathbb{O}}\left(o, o_{i}\right)$ for all $o_{i} \in \mathcal{C}$, and $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are pointers to $\mathcal{N}$ 's children with $\mathcal{N}_{1} \cdot \mathcal{C} \cup \mathcal{N}_{2} \cdot \mathcal{C}=\mathcal{C}, \mathcal{N}_{1} \cdot \mathcal{C} \cap \mathcal{N}_{2} \cdot \mathcal{C}=\emptyset$, and $\mathcal{N}_{1} .0=0$, or $\mathcal{N}_{1}=\mathcal{N}_{2}=$ null if $\mathcal{N}$ is a leaf node.

MBSTs are constructed recursively from root to leafs. The root is initialized as ( $o, \mathcal{O}, r$, null, null), where $o$ is a suitably defined focal object (e.g., the medoid, the median, or the center of $\mathcal{O}$ ). If $|\mathcal{N} . \mathcal{C}|$ exceeds a size limit, a new focal object $o_{2}$ is computed, $\mathcal{N} . \mathcal{C}$ is partitioned into sub-clusters $\mathcal{C}_{1}:=\left\{0^{\prime} \in \mathcal{N} . \mathcal{C} \mid\right.$ $\left.d_{\mathbb{O}}\left(o, o^{\prime}\right) \leq d_{\mathbb{O}}\left(o_{2}, o^{\prime}\right)\right\}$ and $\mathcal{C}_{2}:=\mathcal{N} . \mathcal{C} \backslash \mathcal{C}_{1}$, the radii $r_{1}$ and $r_{2}$ are computed for $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, and $\mathcal{N}$ 's children are set to $\mathcal{N} . \mathcal{N}_{1}:=$ $\left(0, \mathcal{C}_{1}, r_{1}\right.$, null, null) and $\mathcal{N} . \mathcal{N}_{2}:=\left(o_{2}, \mathcal{C}_{2}, r_{2}\right.$, null, null). The construction routine is then recursively called on $\mathcal{N} . \mathcal{N}_{1}$ and $\mathcal{N} . \mathcal{N}_{2}$.

MBSTs naturally support range queries: In each iteration, a node $\mathcal{N}=\left(o, \mathcal{C}, r, \mathcal{N}_{1}, \mathcal{N}_{2}\right)$ is popped from a set OPEN, which is initialized with the root and, throughout the algorithm, contains all unprocessed nodes. Next, the distance $d_{\mathbb{O}}(q, o)$ between the query object $q$ and $\mathcal{N}$ 's focal object $o$ is computed, and four cases are distinguished:
(MBST-1) $d_{\mathbb{O}}(q, o)>\tau+r$
(MBST-2) $d_{\mathbb{O}}(q, o) \leq \tau-r$
(MBST-3) $\neg(1) \wedge \neg(2) \wedge \neg\left(\mathcal{N}_{1}=\mathcal{N}_{2}=n u l l\right)$
$($ MBST-4 $) \neg(1) \wedge \neg(2) \wedge\left(\mathcal{N}_{1}=\mathcal{N}_{2}=n u l l\right)$
Proposition 6 implies that the entire subtree rooted at $\mathcal{N}$ can be pruned, if we are in the case (MBST-1), and that it has been verified, if we are in the case (MBST-2). In the case (MBST-3), $\mathcal{N}$ is an inner node whose covered subtree cannot be pruned and has not been verified. Hence, $\mathcal{N}$ 's children $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are added to OPEN. In the case (MBST-4), $\mathcal{N}$ is a leaf whose covered data graphs cannot be pruned and have not been verified. Hence, $d_{\mathbb{O}}\left(q, o_{i}\right)$ has to be computed for all $o_{i} \in \mathcal{C}$.

Metric trees in general and MBSTs in particular also support $k$-NN queries. In fact, most existing $k$-NN algorithms that are designed for pseudometric spaces use range queries as their main building blocks and can hence be adapted to any metric tree [67]. In this paper, we therefore do not discuss how to use metric trees for answering $k$-NN queries, but instead refer to [67].

### 6.4.4. Using metric trees for graph proximity queries

In this section, we show how $K$-medians graph clustering allows to use metric trees for indexing graph collections. For the sake of simplicity, we again focus on MBSTs. Slight modifications of the proposed techniques can be used in combination with any metric tree that is defined for general pseudometric spaces.

If we want to use metric trees for indexing collections of graphs, we have to ensure that ( $\mathbb{G}, \mathrm{GED}$ ) is a pseudometric space. The following Proposition 7 states that this is indeed the case if the edit costs are symmetric. This is the case in most applications [3].

Proposition 7. If (C3) holds, GED is a pseudometric on $\mathbb{G}$.
(C3) The edit costs are symmetric, i. e., we have $c_{\mathrm{nd}}=c_{\mathrm{ni}}, c_{\mathrm{ed}}=c_{\mathrm{e}}$, $c_{\mathrm{ns}}\left(\varphi, \varphi^{\prime}\right)=c_{\mathrm{ns}}\left(\varphi^{\prime}, \varphi\right)$ for all $\varphi, \varphi^{\prime} \in \mathcal{L}_{V}$, and $c_{\mathrm{es}}\left(\varphi, \varphi^{\prime}\right)=$ $c_{\mathrm{es}}\left(\varphi^{\prime}, \varphi\right)$ for all $\varphi, \varphi^{\prime} \in \mathcal{L}_{\mathrm{E}}$.

For constructing an MBST for a collection of graphs $\mathcal{G} \subset \mathbb{G}$, we initialize the root as ( $G, \mathcal{G}, r$, null, null). $G$ is a heuristically computed generalized median graph for $\mathcal{G}$, and the radius $r$ is set to $r:=\max _{G^{p} \in \mathcal{G}}\lceil\operatorname{GED}\rceil\left(G, G^{p}\right)$, where $\lceil\mathrm{GED}\rceil\left(G, G^{p}\right)$ is a polynomially computable upper bound for $\operatorname{GED}\left(G, G^{p}\right)$ (e.g., the upper bound used by GMG-BCU). To split the collection of covered graphs of a node $\mathcal{N}=(G, \mathcal{C}, r$, null, null) with $|\mathcal{C}|>M$, we compute a new focal graph $G_{2}$ as a generalized median for the collection $\mathcal{C}_{\text {far }}:=\left\{G^{p} \in \mathcal{C} \mid\lceil\operatorname{GED}\rceil\left(G, G^{p}\right) \geq s+\rho \cdot(r-s)\right\}$ of graphs that are far away from $G$, where $s:=\min _{G^{p} \in \mathcal{C}}\lceil\operatorname{GED}\rceil\left(G, G^{p}\right)$ and $\rho \in(0,1]$ is a hyper-parameter. We then construct clusters $\mathcal{C}_{1}:=\left\{G^{p} \in \mathcal{C} \mid\lceil\operatorname{GED}\rceil\left(G, G^{p}\right) \leq\lceil\operatorname{GED}\rceil\left(G_{2}, G^{p}\right)\right\}$ and $\mathcal{C}_{2}:=$ $\mathcal{C} \backslash \mathcal{C}_{1}$, compute the radii $r_{1}:=\max _{G^{p} \in \mathcal{C}_{1}}\lceil\mathrm{GED}\rceil\left(G, G^{p}\right)$ and $r_{2}:=$ $\max _{G^{p} \in \mathcal{C}_{2}}\lceil\operatorname{GED}\rceil\left(G_{2}, G^{p}\right)$, and set $\mathcal{N} . \mathcal{N}_{1}:=\left(G, \mathcal{C}_{1}, r_{1}\right.$, null, null) and $\mathcal{N} . \mathcal{N}_{2}:=\left(G_{2}, \mathcal{C}_{2}, r_{2}\right.$, null, null).

GED range queries in the sense of Definition 8 can then be answered as follows. Since exactly computing GED is infeasible, at query time, we compute lower and upper bounds $\lfloor\operatorname{GED}\rfloor(H, G)$ and $\lceil\operatorname{GED}\rceil(H, G)$, where $H$ is the query graph and $G$ is the focal graph of our current MBST node $\mathcal{N}=\left(G, \mathcal{C}, r, \mathcal{N}_{1}, \mathcal{N}_{2}\right)$. We distinguish the four cases (MBST-1) to (MBST-4) with $d_{\mathbb{O}}(q, o)$ substituted by $\lfloor\operatorname{GED}\rfloor(H, G)$ and $\lceil\operatorname{GED}\rceil(H, G)$ in, respectively, (MBST-1) and (MBST-2). Proposition 6 implies that, in the cases (MBST1) and (MBST-2), we can, respectively, add $\mathcal{C}$ to the set $\mathcal{F}$ of all filtered graphs or to the set $\mathcal{V}$ of all verified graphs. In the case (MBST-3), we add $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ to OPEN. In the case (MBST4), we compute $\lfloor\operatorname{GED}\rfloor\left(H, G^{p}\right)$ and $\lceil\operatorname{GED}\rceil\left(H, G^{p}\right)$ for each data graph $G^{p} \in \mathcal{C}$, and add $G^{p}$ to $\mathcal{F}$, if $\lfloor\operatorname{GED}\rfloor\left(H, G^{p}\right)>\tau$, to $\mathcal{V}$, if $\lceil\operatorname{GED}\rceil\left(H, G^{p}\right) \leq \tau$, and to $\mathcal{U}$, otherwise.

GED range queries in the sense of Definition 7 can be processed similarly. The main difference is that, depending on
whether $\widetilde{G E D}$ is a lower or an upper bound for GED, we can use the inner nodes $\mathcal{N}=\left(G, \mathcal{C}, r, \mathcal{N}_{1}, \mathcal{N}_{2}\right)$ only for verifying or only for pruning: If $\widetilde{G E D}$ is a lower bound, we compute upper bounds $\lceil\operatorname{GED}\rceil(H, G)$ to verify the covered data graphs; if it is an upper bound, we compute lower bounds $\lfloor\mathrm{GED}\rfloor(H, G)$ to prune the subtree rooted an $\mathcal{N}$. Algorithms for answering GED $k$-NN queries in the sense of Definition 6 can be built upon algorithms for answering GED range queries in the sense of Definition 7. For the details, we again refer to [67].

Again note that, in theory, one could use metric trees to index collections of graphs without having access to a linear time median graph estimator such as GMG-BCU: For instance, if using MBSTs, one could define the new focal graph $G_{2}$ as the medoid of $\mathcal{C}_{\text {far }}$. However, just as for $K$-medoids graph clustering, the decisive disadvantage of this alternative approach is that it requires to carry out $O\left(|\mathcal{G}|^{2}\right)$ GED computations, which is practically infeasible for large collections of graphs.

## 7. Empirical evaluation

In this section, we report the results of an extensive empirical evaluation of GMG-BCU. In Section 7.1, we describe the setup of the experiments. In Section 7.2, we report how different initialization strategies and GED heuristics affect the performance of our algorithm. In Section 7.3, we compare our approach to state of the art methods for estimating generalized median graphs. In Section 7.4, we discuss how our algorithm performs when used for classification, clustering, and indexing as described in Section 6. Finally, Section 7.5 provides a brief summary of the most important experimental findings.

### 7.1. Experimental setup

### 7.1.1. Datasets

We tested on three widely used benchmark datasets, two datasets containing synthetically generated graphs, and one microbiome dataset from a biomedical application. Table 3 summarizes the most important properties of the datasets. In the following paragraphs, we describe them in more detail. All datasets and edit cost functions respect constraints (C1) to (C3).

Benchmark datasets. We tested on the widely used benchmark datasets letter, aids, and muta from the IAM Graph Database Repository [75]. The graphs in AIDs and muta represent molecules that do or do not exhibit activity against HIV and mutagenicity, respectively. They have symbolic labels both on the nodes and on the edges. The graphs in LETTER represent distorted drawings of all capital roman letters that can be drawn with straight lines only. They have two-dimensional Euclidean node labels and unlabeled edges. We used the following edit cost functions suggested in [28,76]: For aids and muta, we used constant node and edge substitution cost functions $c_{\mathrm{ns}} \equiv 4$ and $c_{\mathrm{es}} \equiv 1$, node insertion and deletion costs $c_{\mathrm{ni}}=c_{\mathrm{nd}}=2$, and edge deletion and insertion $\operatorname{costs} c_{\mathrm{ei}}=c_{\mathrm{ed}}=1$. For letter, we set the node and edge insertion and deletion costs to $c_{\mathrm{ni}}=c_{\mathrm{nd}}=0.675$ and $c_{\mathrm{ei}}=$ $c_{\text {ed }}=0.425$, and used two different node substitution costs, namely Euclidean costs $c_{\mathrm{ns}}\left(\varphi, \varphi^{\prime}\right)=0.75 \cdot\left\|\varphi-\varphi^{\prime}\right\|_{2}$ and squared Euclidean costs $c_{\mathrm{ns}}\left(\varphi, \varphi^{\prime}\right)=0.75 \cdot\left\|\varphi-\varphi^{\prime}\right\|_{2}^{2}$. All constants are chosen as suggested in [28,76]. In the sequel, letter-eucl and letter-squared denote, respectively, the variants of letter with Euclidean and squared Euclidean node substitution costs.

Synthetically generated datasets. We also tested on the two synthetically generated datasets s-mol and aids-edit to evaluate scalability (s-mOL) and quality (aids-EDIT). The dataset s-mol contains $5 \cdot 10^{4}$ synthetic molecule graphs, which were generated as follows: In a first step, the order $n$ of the graph $G$ was randomly selected from the range $\{10, \ldots, 15\}$. Subsequently, we randomly generated a Prüfer sequence of length $n-2$, constructed $G$ as the corresponding tree on $n$ nodes, and randomly selected node labels (modeling atoms) from $\{1, \ldots, 5\}$ and edge labels (modeling valence) from $\{1,2\}$. For the tests on $s$-mol, we used the same edit cost functions [28,76] as for aids and muta. The aids-edit dataset was generated such that we (almost) know the optimal SOD for each sub-collection. This was achieved as follows: In a first step, we randomly selected a seed graph $G_{0}$ from the AIDs dataset. Subsequently, we generated all graphs $H$ that can be reached from $G_{0}$ via exactly one edit operation, computed lower bounds for $\lfloor\operatorname{GED}\rfloor\left(H_{1}, H_{2}\right)$ for each pair $\left(H_{1}, H_{2}\right)$ of generated graphs, and created a conflict graph $X$ with edges $\left(H_{1}, H_{2}\right)$ for all $\left(H_{1}, H_{2}\right)$ with $\lfloor\operatorname{GED}\rfloor\left(H_{1}, H_{2}\right)=0$. In the last step, we heuristically computed a maximum independent set $S$ for $X$ and put all 542 surviving graphs $H \in S$ in the dataset aids-Edit. If used with uniform edit costs, this construction ensures that all graphs contained in AIDsedit are at distance 1 from $G_{0}$ and at distance at least 1 from each other. Therefore, the optimal SOD for each sub-collection $\mathcal{G}$ of aIDS-EDIT is lower-bounded by $|\mathcal{G}|-1$ and upper-bounded by $|\mathcal{G}|$.
Microbiome dataset. Finally, we tested on the real-world dataset IBD which contains graphs that model the gut microbiome of 133 patients with inflammatory bowel disease (IBD) and 6 controls [77]. The graphs and edit costs were derived from the raw data as described in Section 6.1 above. The IBD patients are further subdivided into a group of patients who responded to hematopoietic stem cell transplantation (HSCT) and a group of patients who did not respond to HSCT.

### 7.1.2. Test protocol and implementation

For each dataset $\mathcal{D}$ except IBD and each $p \in\{10,20, \ldots, 90\}$, we randomly sampled five collections ( $\left.\mathcal{D}_{i}^{p}\right)_{i \in[5]}$ containing $p \%$ of the graphs. For each $p$, we ran the tests on all five collections and aggregated the results. First, we evaluated various configurations of GMG-BCU on the datasets Letter-eucl, aids, and muta. We then selected the three best performing configurations and compared them against the state of the art on these three datasets and additionally on LETTER-SQUARED, AIDS-EDIT, and s-MOL. Subsequently, we compared the IBD prototypes computed by the configurations of GMG-BCU to those computed by the state of the art, and preliminarily evaluated the performance of one GMG-BCU configuration within heuristics for graph clustering, classification and indexing. All methods were implemented in C++ and were parallelized to run in six threads. They are distributed on GitHub along with all datasets and test scripts: https://github.com/dbblumenthal/ gedlib/. Experiments were run on a machine with 80 Intel(R) Xeon(R) Gold $6148 \mathrm{CPU} @ 2.40 \mathrm{GHz}$ processors with two cores each and 384 GB of main memory running GNU/Linux.

### 7.2. Evaluation of different configurations of $G M G-B C U$

In a first set of experiments, we evaluated different configurations of GMG-BCU. We used three different heuristics for computing the node maps and upper bounds 「GED $\rceil$ during the main while-loop of our algorithm: BRANCH-FAST [8], 2-REFINE [9], and IPFP $[46,78,79]$. We selected these heuristics, because it has been shown in [10] that all of them provide upper bounds that are Pareto optimal on the range from computationally-cheap-but-rather-loose to tight-but-computationally-expensive (with BRANCH-FAST yielding the cheapest and IPFP yielding

Table 3
Overview of test datasets.

| Dataset | \# Graphs | \# Classes | \# Nodes |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | min | max | mean | std | median |
| LETTER | 2250 | 15 | 1 | 9 | 4.7 | 1.3 | 5 |
| AIDS | 1500 | 2 | 2 | 95 | 15.7 | 13.8 | 11 |
| MUTA | 4299 | 2 | 4 | 98 | 29.2 | 14.6 | 27 |
| s-mol | 50000 | 1 | 10 | 15 | 12.5 | 1.7 | 13 |
| AIDS-EDIT | 542 | 1 | 32 | 33 | 32.1 | 0.3 | 32 |
| IBD | 139 | 3 | 23 | 190 | 95.8 | 44.5 | 91.0 |
| Dataset | Labels |  | \# Edges |  |  |  |  |
|  | Nodes | Edges | min | max | mean | std | median |
| LETTER | vectors | none | 0 | 9 | 4.5 | 1.6 | 5 |
| AIDS | symb. | symb. | 1 | 103 | 16.2 | 15.1 | 11 |
| MUTA | symb. | symb. | 3 | 105 | 30.1 | 15.4 | 28 |
| s-mol | symb. | symb. | 9 | 14 | 11.5 | 1.7 | 12 |
| AIDS-EDIT | symb. | symb. | 32 | 34 | 33.2 | 0.4 | 33 |
| IBD | symb. | scalars | 28 | 5529 | 710.8 | 736.1 | 499 |

the tightest upper bound). We tested medoid, minimum, mean, and maximum order initialization, as well as random initialization where the number of initial solutions was varied across the set $\{1,2,4,8,16,32\}$. Each configuration was initially run with a time limit of 10 min and was tested with and without tightening, where IPFP was chosen to compute the improved final upper bounds $\lceil G E D\rceil^{\prime}$. Subsequently, the three overall best configurations were run with varying time limits between 1 min and 10 min .

Number of initial solutions for randomly initialized configuration. Fig. 1 shows the effect of varying the number of initial solutions and the GED heuristic used during the BCU on randomly initialized configurations on the $\left(\mathcal{D}_{i}^{90}\right)_{i \in[5]}$ collections. On LeTter, the choice of the GED heuristic had little influence on the SOD; on AIDS, 2-REFINE and IPFP yielded tighter SODs than BRANCHFAST; and on MUTA, using 2-REFINE led to the best SODs. Using IPFP on muta resulted in loose SODs, because the time limit was almost always exceeded already during the first iteration of the BCU. For all GED heuristics, increasing the number of initial solutions to a value higher than eight had no significant marginal gain. For all other experiments, we therefore fixed the number of initial solutions for randomly initialized configurations to eight.

Number of iterations. The first row of Fig. 2 shows that the maximal number of iterations of the configurations. To improve the readability of the plots, we only show the results of those configurations that were not Pareto dominated on at least one dataset. We see that the maximal number of iterations mainly depends on the label types. Since the graphs contained in aids and muta have symbolic node and edge labels, the label domains $\mathcal{L}_{V}$ and $\mathcal{L}_{E}$ are finite, which leads to a very small number of iterations. Graphs contained in letter are labeled with Euclidean coordinates, i.e., $\mathcal{L}_{V}$ is continuous, which increases the number of iterations. In contrast to that, the average size of the graphs turns out not to increase the maximal number of iterations. Although LETTER graphs are smaller than aIDS and muTA graphs, GMG-BCU required more iterations on Letter-eucl than on muta and aids. Another important observation is that, on all datasets, the number of iterations is independent of the size of the graph collection $\mathcal{G}$, of the initialization strategy, and also of the GED heuristic used during the BCU. (The low number of iterations of configurations that use medoid initialization on MUTA and AIDs is due to the fact that these methods exceeded the time limit during initialization.) Unless medoid initialization is employed, the runtime behavior of GMG-BCU is hence linear in the size of $\mathcal{G}$, even if run without a maximal number of iteration.

Effect of algorithm used during descent. The second row of Fig. 2 shows how the non-dominated configurations performed w.r.t. mean runtime and SOD. Interestingly, the dominated configurations include all configurations that use IPFP during the BCU, although IPFP has been shown to produce tighter upper bounds for GED than BRANCH-FAST and 2-REFINE [9,10]. The reason for this is that IPFP is by far the slowest of these heuristics and therefore very often reached the time limit already after very few iterations of the BCU. Most GED heuristics led to pretty similar SODs on all datasets; in terms of SOD, GMG-BCU is hence robust w.r.t. the choice of this heuristic. On letter-eucl, the best configuration used BRANCH-FAST during the BCU; on AIDS and м м observation is that, on LETTER-EUCL, different GED heuristics did not have a great effect on the runtime. The reason for this is that the graphs contained in LETTER are very small and that their node labels are Euclidean coordinates (cf. Table 3). In this setting, computing node maps via any GED heuristic is fast and evaluating median-label(•) hence becomes the dominant operation. This operation is the same for all GED heuristics. On the other datasets, computing the node maps is the dominant operation. Therefore, configurations that use the fast GED heuristic BRANCH-FAST during the BCU and do not carry out the IPFP-based tightening clearly outperformed all other configurations in terms of runtime.
Effect of initialization type. The second row of Fig. 2 also shows that, on all datasets, randomly initialized configurations with tightening computed the tightest SODs, and that also among the fast configurations without tightening the best results were achieved with random initialization. In view of these findings, we included the following three configurations in the time limit tests and in the comparison against the state of the art:

> GMG-BCU (I) Random initialization, BRANCH-FAST during BCU, with tightening (yielded best mean SOD on LETTER).

GMG-BCU (II) Random initialization, 2-REFINE during BCU, with tightening (yielded best mean SODs on AIDS and muta).
GMG-BCU (III) Random initialization, BRANCH-FAST during BCU, without tightening (yielded best mean SOD among fast configurations).

Effect of time limit. Fig. 3 shows how varying the time limit affects the performance of the three selected configurations GMG-BCU (I), GMG-BCU (II), and GMG-BCU (III). Both on letter-eucl and on mUTA, we observe that, even if interrupted before regular termination, the SODs do not increase dramatically. This implies that, if computation time is critical, GMG-BCU can safely be run


Fig. 1. Effect of number of initial solutions used for random initialization on mean SODs at termination with time limit set to 10 min .


Fig. 2. Effect of configurations with time limit set to 10 min . Configurations that were dominated on all benchmark datasets are not displayed. Since tightening does not affect the maximal number of iterations, in the first row, we only show the results for the configurations without tightening if both the version with and the version without tightening were not dominated on all datasets.
with a small time limit and still returns an estimated median graph of good quality. On AIDS, all configurations except GMG-BCU (II) with time limits of 1 and 2 min terminated regularly.

### 7.3. Comparison against the state of the art

We compared GMG-BCU (I), GMG-BCU (II), and GMG-BCU (III) to LINEAR [18,29], BEST-LINEAR [18,29], TRIANGULAR [32], and BEST-TRIANGULAR [32]. We selected these methods, because they are the most competitive generic state of the art approaches, as detailed in Section 2. Moreover, we compared against the first prototype of our algorithm presented in [33] (denoted as PROTOTYPE in the sequel). Recall that GMG-BCU improves PROTOTYPE in that it allows initialization strategies other than medoid initialization and includes the heuristic update-order to optimize the order of the computed median graph.

### 7.3.1. Runtime and scalability

Fig. 4 shows how the compared methods performed w.r.t. runtime and scalability. On all datasets except the two variants
of LETTER, GMG-BCU (III) was orders of magnitudes faster than all tested competitors. Moreover, the results for AIDS and AIDS-EDIT clearly show that also the other two configurations GMG-BCU (I) and GMG-BCU (II) scale better to large collections of graphs than the competitors. On muta, this is less visible, because here all tested algorithms except GMG-BCU (III) reached the time limit of 10 min already on pretty small collections. On the largest dataset s-mol, all competitors reached the time limit already on the smallest sub-collections. In contrast to that, the fast configuration GMG-BCU (III) terminated in around a minute even on the largest sub-collections containing 45000 graphs.

The results for the two variants letter-eucl and letter-SQuared of the letter dataset are very different. Here, the tested competitors were significantly faster than the three configurations of GMG-BCU. There are two reasons for this. Firstly, the Letter graphs are very small (cf. Table 3), which implies that computing node maps - the dominant operation in the state of the art approaches - is cheap. Secondly, the node labels of the LETTER graphs are Euclidean coordinates, i.e., the node label domain $\mathcal{L}_{V}$ is continuous. GMG-BCU optimizes over this domain,


Fig. 3. Effect of time limit on SOD and on the number of runs which terminated regularly for configurations GMG-BCU (I), GMG-BCU (II), and GMG-BCU (III). The results for aIDs are not displayed, because here all configurations except GMG-BCU (II) with time limits of 1 and 2 min terminated regularly.


Fig. 4. Performance of GMG-BCU configurations w.r.t. runtime in comparison to state of the art heuristics and the first prototype of our algorithm presented in [33]. All heuristics were run with a time limit of 10 min .
which leads to an increased number of iterations w.r.t. instances with symbolic node labels (cf. Fig. 2). In contrast to that, the state of the art approaches always select the labels of the estimated median graph as (interpolations between) labels that are present in the graph collection. This improves the runtime, but negatively affects the quality of the estimated median graph, as detailed below.

When comparing the variants of GMG-BCU to the preliminary version PROTOTYPE presented in [33], we observe that PROTOTYPE was faster than all three GMG-BCU variants only on the two letter datasets, but was slower than GMG-BCU (III) on all other datasets and scaled worse to large graph collections than all three GMG-BCU variants. Again, this is as expected: Since PROTOTYPE uses medoid initialization and does not use update-order, it requires to compute $|\mathcal{G}|^{2}$ node maps for initialization and then terminates quickly as soon as the candidate median has converged within the initial order. Consequently, PROTOTYPE has a worse asymptotic runtime behavior than the three configurations of GMG-BCU and is faster only on small graph collections containing very small graphs such as letter-eucl and letter-Squared.

### 7.3.2. Quality

Fig. 5 shows how varying the size of the graph collection affects the compared algorithms' deviations from the theoretically known optimal SOD (plot for aIDs-EDIT) or from the best SOD obtained by one of the tested algorithms (plots for all other datasets). As expected, the three configurations of GMGBCU computed tighter SODs than the competitors on the two letter datasets with continuous node label domains. On the chemical datasets aIDs, MUTA, and s-mOL, all computed SODs were similar with GMG-BCU (II) performing slightly better than the other algorithms and configurations, on average. However, as indicated by the missing or partial curves in Fig. 5, all state of the art approaches failed to compute any results on the larger subcollections of мUTA and on all sub-collections of the large dataset s -mol, because they reached the time limit while computing the initial GED based graph embeddings. In contrast to that, also the slower configurations GMG-BCU (I) and GMG-BCU (II) always returned an estimated median graph even if interrupted before regular termination, because GMG-BCU is an any-time algorithm. Moreover, on AIDS, muta, and s-mol, all three configurations of GMG-BCU always yielded SODs which deviated from the best SOD by at most $11 \%$.

* GMG-BCU (I) + GMG-BCU (II) $\times$ GMG-BCU (III) $\square$ PROTOTYPE $\bigcirc$ LINEAR $\square$ BEST-LINEAR $\triangle$ TRIANGULAR $\diamond$ BEST-TRIANGULAR


Fig. 5. Mean deviations from theoretically known optima (AIDS-EDIT) or best computed SODs (all other datasets). Missing or partial curves for the state of the art heuristics indicate that they reached the time limit of 10 min while computing the graph embeddings and hence did not return any candidate median. Similarly, missing curves for the prototype of our algorithm presented in [33] indicate that it reached the time limit during initialization and hence did not return a median graph.

On AIDS-EDIT, the SOD of the best performing algorithm GMGBCU (I) exceeded the theoretically known optimal SOD by a factor of around 2 (i.e., deviated from the optimum by around $100 \%$ ). The SODs computed by the other algorithms and configurations were significantly looser. To correctly interpret these results, recall that, by construction, aIDs-Edit is a very special dataset, since all contained graphs are extremely similar and at most one edit operation away from the optimal median. Because of this, already one incorrect node assignment in each of the node maps leads to a relative error of at least 2, even if the optimal median is found. Therefore, the empirical approximation factor of 2 is actually a pretty good result. The special structure of the AIDS-EDIT dataset also explains the poor performance of GMGBCU (II), which yielded the tightest SODs on all but one of the other datasets. The reason is that GMG-BCU (II) uses the GED heuristic 2-REFINE, which computes node maps via local search from randomly initialized solutions. This randomized approach yields excellent results on natural GED instances [9], but fails to detect the fine-grained differences between the synthetic graphs contained in AIDS-EDIT.

The comparison of the three GMG-BCU variants to PROTOTYPE yields two findings. Firstly, PROTOTYPE failed to compute any medians on the larger sub-collections of muta as well as on all s-mol sub-collections, because it reached the time limit during initialization. Secondly, and more interestingly, whenever PROTOTYPE did computed a median graph, it was outperformed in terms of quality even by the fast configuration GMG-BCU (III). This shows the effectiveness of the sub-routine update-order employed by GMG-BCU: Even though GMG-BCU (III) starts the local search from worse initial candidate medians than PROTOTYPE, it eventually finds a better solution because it is not restricted to the order of the initial candidates.

### 7.4. Performance of $G M G-B C U$ in application scenarios

In a third set of experiments, we evaluated how GMG-BCU performs when used for computing representatives for microbiome data graphs, and when used as a sub-routine within higher-order
algorithms for graph clustering, classification, and indexing. The prototype computation tests were carried out on the IBD dataset, the tests for clustering, classification, and indexing on the benchmark datasets letter-EUCL, AIDS, and muTA. Just as the expositions in Section 6.2 to 6.4, the latter tests are intended as proofs of concept. Carrying out in-depth empirical evaluations is the task of future work, whose dedicated focus is the development of graph clustering, classification, or indexing techniques. For the IBD prototype tests, we used the configuration GMG-BCU (I), which yielded the best empirical approximation ratio on aids-edit. For all other application tests, we used the configuration GMG-BCU (III), i. e., the configuration that, on average, computed the tightest SODs among all fast configurations.

### 7.4.1. Computation of representatives for IBD graphs

Table 4 shows the quality of the representatives for the three sub-groups of the IBD dataset computed by GMG-BCU and state of the art heuristics. For each sub-group, we show the obtained SODs and the deviations in percent from the best SOD. GMGBCU computed the best representatives on all sub-groups; the SODs of the representatives computed by best competitor BESTTRIANGULAR were between $10 \%$ and $15 \%$ looser. Like on the LETTER datasets, GMG-BCU outperformed the state of the art in terms of SOD, because the IBD graphs have continuous (edge) labels, and, unlike the competitors, GMG-BCU optimizes the labels of the estimated median over the continuous domain. Since the IBD dataset only contains 139 graphs, all heuristics terminated within a couple of seconds on all sub-groups.

To assess whether the obtained results are meaningful from a biological point of view, we had a closer look at the median graphs computed by GMG-BCU. It is well known that the diversity of the gut microbiome is decreased in IBD patients [80]. This is reflected in the computed median graphs: While the median graph for the control group contains 169 different OTUs, this number decreases to 67 for the HSCT responders and to 49 for the HSCT non-responders, i.e., the IBD patients with the most severe disease courses. We also had a look at the set $O_{0}$ of OTUs that are present in the control group median but missing

Table 4
Quality of representatives for IBD graphs．

| Method | Controls |  | HSCT responders |  | HSCT non－responders |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SOD | Deviation in \％ | SOD | Deviation in \％ | SOD | Deviation in \％ |
| GMG－BCU | 4737.1 | 0.0 | 28005.1 | 0.0 | 11222.7 | 0.0 |
| LINEAR | 5456.2 | 15.2 | 32548.2 | 16.2 | 13384.4 | 19.3 |
| TRIANGULAR | 5456.2 | 15.2 | 32474.7 | 16.0 | 12999.9 | 15.8 |
| BEST－LINEAR | 5456.2 | 15.2 | 31207.3 | 11.4 | 12421.7 | 10.7 |
| BEST－TRIANGULAR | 5456.2 | 15.2 | 30932.7 | 10.5 | 12341.4 | 10.0 |

in the medians for the two IBD subgroups，and at the set $O_{1}$ of OTUs that are present in the one of the IBD medians but missing in the median for the control group．Interestingly，many OTUs contained in $O_{0}$ fall into the families Ruminococcaceae and Bacteroidaceae，for which reduced abundances have been observed in IBD patients［81］．At the same time，$O_{1}$ contains OTUs from the families Veillonellaceae and Coriobacteriaceae，for which increased abundances in IBD patients have been reported［81］． Finally，we analyzed set $O_{3}$ of OTUs present in the median for the HSCT responders but absent in the median for the non－ responders．In line with the findings reported in［77］，$O_{3}$ contains butyrate－producing bacteria from the Clostridiales order，as well as sulfate－reducing deltaproteobacteria．

## 7．4．2．Clustering

To evaluate the clustering performance，we clustered the $90 \%$ sub－collections of letter－eucl，aids，and muta with $K$－medians clustering（cf．Section 6．2）．We used $K$－means＋＋initialization and set the maximum number of iterations of Lloyd＇s algorithm to 10．For all datasets，we set $K$ to the number of different classes， i．e．，$K=2$ for muta and aids，and $K=15$ for letter－eucl．We recorded the runtime，the SOD，and the adjusted Rand index（ARI） w．r．t．the ground truth clustering．ARI measures the similarity between two clusterings［82］．Its range is［ $-1,1$ ］，and it evaluates to 1 if the two clusterings are identical．To have a baseline against which to compare，we also recorded these metrics for the very first clustering obtained by the $K$－means＋＋initialization．

Table 5 shows the mean outcomes of the experiments across the five test collections．On all datasets，$K$－medians clustering based on our BCU reduced the overall SOD by more than $30 \%$ w．r．t．the initial clustering obtained by $K$－means＋＋initialization． On letter－eucl and aids，$K$－medians clustering significantly im－ proved the ARI．This was not the case on muta，which can be explained by the fact that，on this dataset，tightness of bounds for GED is only very weakly correlated with clustering and classifica－ tion performance［10］．Finally，the overall runtime was a couple of hours on Letter－eucl，a couple of minutes on muta，and a couple of seconds on AIDs．This is due to the facts that we computed 15 classes on Letter－eucl，but only 2 on aids and muta，and that computing the median labels is much more expensive than on AIDS and MUTA（cf．Section 7.2 above）．

## 7．4．3．Classification and data reduction

Next，we tested how our algorithm performs when used for classification and data reduction as explained in Section 6．3．First， we split the benchmark datasets into disjoint collections of data and query graphs that we constrained to be balanced w．r．t． the classes．For each dataset and each class，we then computed 10 representatives of the data graphs via 10 －medians cluster－ ing．Finally，we ran the following 1－NN query specifications（cf． Definition 6）for each query graph：（a）determine the nearest neighbor of each query graph among all data graphs；（b）deter－ mine the nearest neighbor from the set of representatives．Both specifications were set up to use the upper bound computed by BRANCH－FAST as the proxy GED for GED．

Table 6 shows the mean classification coefficients（i．e．，the proportion of correctly classified query graphs）and the mean
query times．On all datasets，determining the nearest neighbor only among the set of representatives led to a speed－up of at least one order of magnitude．At the same time，the mean classification coefficient deteriorated only on mUTA，stayed unchanged on aIDS， and even slightly improved on letter－eucl．Computing the rep－ resentatives took a couple of minutes on AIDS and mUTA and a couple of hours on Letter－EUCL．

## 7．4．4．Indexing

Finally，we tested how median based MBSTs as introduced in Section 6.4 perform at processing GED range queries in the sense of Definition 8 ．We again split the benchmark datasets into disjoint collections of data and query graphs．Subsequently， we computed median based MBST indices for the data graphs． Finally，for each query graph，we answered GED range queries for thresholds $\tau_{p} \in\left\{\tau_{0.01}, \tau_{0.025}, \tau_{0.05}, \tau_{0.075}, \tau_{0.1}\right\}$（a）with the help of the pre－computed indices，and（b）via linear scans against all data graphs．To define the thresholds，we first estimated the GEDs between all query graphs as the means between the lower and the upper bounds returned by BRANCH－FAST．Subsequently，the estimated edit costs were sorted in increasing order，and $\tau_{p}$ was defined as the mean of the entries at positions $\lfloor p \cdot$ length $(a)\rfloor$ and $\lceil p \cdot$ length $(a)\rceil$ in the sorted array of estimated edit costs $a$ ．This construction mirrors the fact that，when issuing range queries， one is typically interested in retrieving objects that are close to the query object．All configurations of the range queries were set up to use the upper bound computed by IPFP and the lower bound returned by the linear programming based algorithm ADJ－ LP suggested in［45］as，respectively，the upper and lower bounds「GED〕 and \GED」for GED（cf．Section 6．4．4）．We selected these methods，because in［10］they are reported to produce very tight bounds for GED at affordable computational costs．

Fig． 6 shows the results of the indexing experiments．On all datasets，using median based MBSTs significantly reduced the mean query time．We also see that the runtime gain is especially high for small thresholds－that is，the thresholds one is typically interested in．This is not surprising，because more data graphs can be filtered for small thresholds．Building the index took a couple of minutes on aIDS and mUTA and a couple of hours on LETTER－EUCL．

## 7．5．Upshot of the experiments

The extensive experiments we reported in this section re－ vealed that the proposed algorithm GMG－BCU clearly outperforms state of the art heuristics for computing generalized median graphs．The most important empirical findings are summarized in the following paragraphs．

## 7．5．1．Configuration of the proposed algorithm

Initialization．The best tradeoff between runtime and quality is achieved if GMG－BCU is initialized with a small number of ran－ domly generated candidates．

Termination criteria．Running GMG－BCU with a maximal number of iterations is unnecessary，because GMG－BCU typically converges after a small number of iterations which is independent of the

Table 5
Results of clustering experiments.

| Dataset | GMG-BCU |  |  | K-means++ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ARI | SOD | Runtime in s | ARI | SOD | Runtime in s |
| LETTER-EUCL (90\%) | 0.62 | 4437.8 | 11899.4 | 0.26 | 6388.8 | 2.9 |
| AIDS (90\%) | 0.43 | 47220.2 | 30.8 | 0.19 | 77540.0 | 0.5 |
| muta ( $90 \%$ ) | 0.00 | 224711.0 | 213.1 | 0.00 | 347107.8 | 1.7 |

Table 6
Results of classification experiments.

| Dataset | GMG-BCU representatives |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Classification coefficient | Query time in s |  | Classification coefficient | Query time in s |  |  |  |  |  |
| LETTER-EUCL $(90 \%)$ | 0.92 | $2.07 \mathrm{e}-3$ | 0.90 | $2.54 \mathrm{e}-2$ |  |  |  |  |  |  |
| AIDS $(90 \%)$ | 0.98 | $1.68 \mathrm{e}-3$ | 0.98 | $5.26 \mathrm{e}-2$ |  |  |  |  |  |  |
| MUTA $(90 \%)$ | 0.70 | $2.13 \mathrm{e}-3$ | 0.80 | $5.45 \mathrm{e}-1$ |  |  |  |  |  |  |

* Query Against GMG-BCU Based MBST $\times$ Linear Scan


Fig. 6. Results of indexing experiments.
size of the graph collection $\mathcal{G}$. In contrast to that, the execution time of one iterations increases linearly with the size of $\mathcal{G}$. To control the maximal runtime of GMG-BCU, it is hence better to run it with a time limit. Since GMG-BCU quickly finds solutions of good quality, this time limit can safely be set to a small value, if necessary.
Heuristic used during BCU. The choice of the GED heuristic used during the BCU has only a small effect on the SOD but, on some datasets, a tremendous effect on the runtime. Therefore, it is recommendable to use GED heuristics that are optimized for speed rather than for tightness of the obtained upper bounds for GED.
Final tightening. If fast GED heuristics are used during the BCU, the final SOD can be improved by tightening the final node maps via more expensive GED heuristics. However, this configuration comes at the price of a significantly increased runtime and should hence only be used if runtime is not critical.

### 7.5.2. Comparison to state of the art

Runtime. Whenever computing node maps between the input graphs is computationally more expensive than computing median labels, GMG-BCU can be configured to run orders of magnitudes faster than all competitors. State of the art approaches are faster only when used on relatively small datasets that contain very small graphs with continuous labels, but then compute looser SODs than our algorithm (cf. next paragraph).
Quality. If used for graphs with continuous labels, GMG-BCU computes tighter SODs than all evaluated competitors. If used for graphs with symbolic labels and constant edit costs, all obtained SODs are similar.

### 7.5.3. Performance in application scenarios

Computing representative graphs for differential microbiome data analysis. GMG-BCU clearly computes the best representatives for
all three sub-groups of the IBD dataset. The SODs of the representatives computed by state of the art heuristics are at least $10 \%$ looser than the SODs of the representatives computed by GMG-BCU.

Clustering. On all test datasets except muta, $K$-medians clustering based on GMG-BCU yields a much better ARI than a randomized baseline that uses $K$-means++ initialization only. The poor performance on MUTA can be explained by the fact that, as reported in [10], the mUTA dataset seems to be poorly suited for GED based clustering techniques.
Classification and data reduction. On all test datasets, 1-NN can be sped-up by orders of magnitude if run against classrepresentatives obtained via GMG-BCU based $K$-medians clustering. At the same time, the classification coefficient drops only on mUTA and stays unchanged or even improves on the other test datasets.

Indexing. On all test datasets, GMG-BCU based MBSTs significantly speed up processing of GED range queries. This result is especially interesting, because, to the best of our knowledge, all existing indexing techniques that are designed to support GED range queries accept only uniform edit costs.

## 8. Conclusions and future work

In this paper, we presented a new algorithm GMG-BCU for estimating generalized median graphs. Unlike all existing approaches, GMG-BCU is designed to converge to a local optimum and is hence tightly linked to the definition of a generalized median graph. Moreover, it is generic, as it can be configured to use any GED heuristic and works for arbitrary node and edge labels as long as (exact or approximate) algorithms for computing median labels are available and the insertion and deletion costs are constant. Last but not least, GMG-BCU scales to large collections of graphs, because it can be configured to run in linear
time w.r.t. the size of the graph collection and always returns a solution even if interrupted during the optimization.

We also proved that generalized median graphs are NP-hard to compute and APX-hard to approximate, that no polynomial $\alpha$-approximation algorithm exists unless the graph isomorphism problem is in $P$, that they exist if median labels exist and the insertion and deletion cost are constant, and that they are in general non-unique. Moreover, we provided proofs of concept of how to beneficially employ generalized median graphs for applications such as differential microbiome analysis, clustering, classification and data reduction, and indexing. Extensive experiments showed that our algorithm GMG-BCU clearly outperforms state of the art median graph estimators and also yields promising results when used for the aforementioned applications.

In future work, we will further explore how to beneficially employ GMG-BCU for differential microbiome data analysis. Here, the idea is to systematically compare the obtained generalized median graphs for the classes of the clinical variable of interest and hence individuate features that are predictive and/or causative for specific conditions. Moreover, we will build a compression tool for graph collections on top of GMG-BCU.
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## Appendix A. Path based definition of the graph edit distance

Let $P_{\mathrm{ns}} \subset[n] \times\left[n^{\prime}\right], P_{\mathrm{nd}} \subset[n]$, and $P_{\mathrm{ni}} \subset\left[n^{\prime}\right]$ be the sets of, respectively, node substitutions, deletions, and insertions contained in an edit path $P$ from a graph $G$ of order $n$ to a graph $G^{\prime}$ of order $n^{\prime}$. Similarly, let $P_{\text {es }} \subset([n] \times[n]) \times\left(\left[n^{\prime}\right] \times\left[n^{\prime}\right]\right)$, $P_{\mathrm{ed}} \subset[n] \times[n]$, and $P_{\mathrm{ei}} \subset\left[n^{\prime}\right] \times\left[n^{\prime}\right]$ be the sets of, respectively, edge substitutions, deletions, and insertions. Then the cost of the edit path $P$ is defined as

$$
\begin{aligned}
c(P):= & \underbrace{\sum_{(i, k) \in P_{\mathrm{ns}}} c_{\mathrm{ns}}\left(\varphi_{i}, \varphi_{k}^{\prime}\right)}_{\text {node substitutions }}+\underbrace{\sum_{((i, j),(k, l)) \in P_{\mathrm{es}}} c_{\mathrm{es}}\left(\Phi_{i, j}, \Phi_{k, l}^{\prime}\right)}_{\text {edge substitutions }} \\
& +\underbrace{\sum_{i \in P_{\mathrm{nd}}} c_{\mathrm{nd}}\left(\varphi_{i}\right)+\sum_{(i, j) \in P_{\mathrm{ed}}}^{\sum_{\mathrm{ed}}\left(\Phi_{i, j}\right)}}_{\text {node and edge deletions }} \\
& +\underbrace{\sum_{k \in P_{\mathrm{ni}}} c_{\mathrm{ni}}\left(\varphi_{i}^{\prime}\right)+\sum_{(k, l) \in P_{\mathrm{ei}}}^{\sum_{\mathrm{ei}}\left(\Phi_{i, j}^{\prime}\right)}}_{\text {node and edoe insertions }}
\end{aligned}
$$

which leads to the following definition of GED:

Definition 10 (GED - Path Based Definition). The graph edit distance from a graph $G$ to a graph $G^{\prime}$ is defined as $\operatorname{GED}\left(G, G^{\prime}\right):=$ $\min _{P \in \Psi_{G, G^{\prime}}} c(P)$, where $\Psi_{G, G^{\prime}}$ is the set of all edit paths from $G$ to $G^{\prime}$. Recall that an edit path $P$ from $G$ to $G^{\prime}$ is a sequence of edit operations transforming $G$ into a graph isomorphic to $G^{\prime}$, and that its cost $c(P)$ is defined as the sum of the costs of the contained edit operations.

## Appendix B. Proof of Theorem 1

The proof starts with Lemma 1, which shows that if (C1) holds, then for any graph with a sufficiently large order, there is always a graph of smaller order with a smaller SOD.

Lemma 1. Let $\mathcal{P}_{\text {fin }}(\mathbb{G})$ be the set of all finite multisets of $\mathbb{G}$ and assume that (C1) holds. Then there is a function
$N: \mathcal{P}_{\text {fin }}(\mathbb{G}) \times \mathbb{R}_{\geq 0}^{4} \rightarrow \mathbb{N}$
such that for all $\left(\mathcal{G},\left(c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}\right)\right) \in \mathcal{P}_{\text {fin }}(\mathbb{G}) \times \mathbb{R}_{\geq 0}^{4}$ and all graph $G \in \mathbb{G}$ of order $n>N\left(\mathcal{G},\left(c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}\right)\right)$ there is a graph $\mathrm{G}^{\prime} \in \mathbb{G}$ of order $n^{\prime} \leq N\left(\mathcal{G},\left(c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}\right)\right)$ with $\operatorname{SOD}\left(G^{\prime}, \mathcal{G}\right) \leq \operatorname{SOD}(G, \mathcal{G})$.

Proof. We construct a function $N$ that meets the requirements of the lemma. Let $(\mathcal{G}, C) \in \mathcal{P}_{\text {fin }}(\mathbb{G}) \times \mathbb{R}_{\geq 0}^{4}$, with $C=\left(c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}\right)$. We distinguish the following three cases:

Case (1) $c_{\mathrm{nd}}=c_{\mathrm{ed}}=0$
Case (2) $c_{\text {nd }}>0$
Case (3) $c_{\text {nd }}=0 \wedge c_{\text {ed }}>0$
Case (1) Let $G^{\prime}$ be the disjoint union of all the graphs contained in $\mathcal{G}$. Since nodes and edges can be deleted for free, we have $\operatorname{SOD}\left(G^{\prime}, \mathcal{G}\right)=0$. So we can define
$N(\mathcal{G}, C):=\sum_{p \in[|\mathcal{G}|]} n^{p}$.
Case (2) Let $G$ be any graph of order $n>\max _{p} n^{p}$. To transform $G$ into each $G^{p}$, at least $n-n^{p}>0$ nodes must be deleted with non-zero cost. So its SOD is bounded from below by
$\operatorname{SOD}(G, \mathcal{G}) \geq \sum_{p \in[|\mathcal{G}|]} c_{\mathrm{nd}}\left(n-n^{p}\right)=c_{\mathrm{nd}}\left(n|\mathcal{G}|-\sum_{p \in[|\mathcal{G}|]} n^{p}\right)$.
This is an increasing function in the order $n$ of $G$. If $n$ is taken large enough, e.g., such that $c_{\mathrm{nd}}\left(n|\mathcal{G}|-\sum_{p} n^{p}\right) \geq U B\left(\mathcal{G},\left(c_{\mathrm{ni}}, c_{\mathrm{ei}}\right)\right)$, where $U B$ is defined as

$$
\begin{aligned}
U B\left(\mathcal{G},\left(c_{\mathrm{ni}}, c_{\mathrm{ei}}\right)\right): & =\operatorname{SOD}\left(G_{\emptyset}, \mathcal{G}\right) \\
& =c_{\mathrm{ni}} \sum_{p \in[|\mathcal{G}|]} n^{p}+c_{\mathrm{ei}} \sum_{p \in[|\mathcal{G}|]} e^{p}
\end{aligned}
$$

and $e^{p}$ denotes the number of edges contained in $G^{p} \in \mathcal{G}$, then the SOD is greater for $G$ than for the empty graph $G_{\emptyset}$. So we can define
$N(\mathcal{G}, C):=\left\lceil\frac{1}{|\mathcal{G}|}\left(\frac{1}{c_{\mathrm{nd}}} U B\left(\mathcal{G},\left(c_{\mathrm{ni}}, c_{\mathrm{ei}}\right)\right)+\sum_{p=1}^{|\mathcal{G}|} n^{p}\right)\right\rceil$.
Case (3) By using analogous arguments to the ones employed in Case (2), we can show that if a graph $G$ contains more than

$$
\begin{aligned}
N^{\prime}(\mathcal{G}, C): & =\max \left\{\binom{n^{\star}}{2},\right. \\
& \left.\left\lceil\frac{2}{|\mathcal{G}|}\left(\frac{U B\left(\mathcal{G},\left(c_{\mathrm{ni}}, c_{\mathrm{ei}}\right)\right)}{c_{\mathrm{ed}}}+\sum_{p \in[|\mathcal{G}|]}\binom{n^{p}}{2}\right)\right]\right\}
\end{aligned}
$$

non-isolated nodes, where $n^{\star}:=\max _{p \in[|\mathcal{G}|]} n^{p}$, then $\operatorname{SOD}\left(G_{\emptyset}, \mathcal{G}\right)<$ $\operatorname{SOD}(G, \mathcal{G})$ holds. Now we define
$N(\mathcal{G}, C):=N^{\prime}(\mathcal{G}, C)+\sum_{p \in[|\mathcal{G}|]} n^{p}$.
Let $G \in \mathbb{G}$ be a graph of order larger than $N(\mathcal{G}, C)$, and $V_{\mathrm{i}}$ and $V_{\mathrm{n}-\mathrm{i}}$ be the sets of $G$ 's isolated and non-isolated nodes, respectively. If $\left|V_{\mathrm{n}-\mathrm{i}}\right|>N^{\prime}(\mathcal{G}, C)$, we are done. Otherwise, we construct a graph $G^{\prime}$ as follows: $G^{\prime}$ contains $G^{\prime}$ s induced subgraph on $V_{\mathrm{n}-\mathrm{i}}$. Moreover, for each node $i$ in each graph $G^{p} \in \mathcal{G}, G^{\prime}$ contains an isolated node with label $\varphi_{i}^{p}$. It is easy to see that $\operatorname{GED}\left(G^{\prime}, G^{p}\right) \leq \operatorname{GED}\left(G, G^{p}\right)$ holds for each $G^{p} \in \mathcal{G}$. Moreover, by construction, $G^{\prime \prime}$ s order does not exceed $N(\mathcal{G}, C)$, and we are done.

Since the bound $N$ for the order does not depend on substitution cost, the search space for the order variable $n$ in Corollary 1 can be reduced to $[N]$. Also note that, since the edge labels are independent of the node labels, the third minimization in Corollary 1 can be decomposed into two independent minimizations:

$$
\begin{aligned}
\operatorname{SOD}\left(G^{\star}, \mathcal{G}\right)= & \min _{n \in \mathbb{N}} \min _{\pi \in \Pi_{n}^{\mathcal{G}}}[\underbrace{\min _{\varphi \in \mathcal{L}_{V}^{n}} \sum_{p \in[|\mathcal{G}|]} c_{V}\left(\pi^{p}, \varphi, \varphi^{p}\right)}_{(\mathrm{E} 1)} \\
& +\underbrace{\min _{(A, \Phi) \in \mathcal{A}_{n} \times \mathcal{L}_{E}^{n \times n}} \sum_{p \in[|\mathcal{G}|]} c_{E}\left(\pi^{p}, A, \Phi, A^{p}, \Phi^{p}\right)}_{(\mathrm{E})}]
\end{aligned}
$$

The following Lemma 2 shows that, if condition (C1) holds, then condition (C2) ensures that the subproblems (E1) and (E2) have a solution. In other word: the median graph exists if median labels for the substituted nodes and edges exist.

Lemma 2. Assume that (C2) holds. Then the following statements hold:

- A vector of node labels $\varphi^{\star} \in \mathcal{L}_{V}^{n}$ solves subproblem (E1), if $\varphi_{i}^{\star}=\underset{p}{\arg \min _{x \in \mathcal{L}_{V}} \sum_{y \in \mathcal{L}_{i}} c_{\mathrm{ns}}(x, y) \text { holds for all } i \in[n] \text {, where }, ~(i) ~}$ $\mathcal{L}_{i}:=\left\{\varphi_{\pi^{p}{ }_{(i)}}^{p} \mid p \in[|\mathcal{G}|] \wedge \pi^{p}(i) \neq \epsilon\right\}$ is the multiset of labels of i's substituted nodes.
- A pair $\left(A^{\star}, \Phi^{\star}\right) \in \mathcal{A}_{n} \times \mathcal{L}_{E}^{n \times n}$ solves subproblem (E2), if $\Phi_{i, j}^{\star}=$ $\arg \min _{y \in \mathcal{L}_{\mathrm{E}}} \sum_{z \in \mathcal{L}_{i, j}} c_{\mathrm{es}}(y, z)$ and $A_{i, j}^{\star}=\left(\sum_{z \in \mathcal{L}_{i, j}} c_{\mathrm{es}}\left(\Phi_{i, j}^{\star}, z\right)<\right.$ $\left.\left(c_{\mathrm{ei}}+c_{\mathrm{ed}}\right)\left|\mathcal{L}_{i, j}\right|-c_{\mathrm{ed}}|\mathcal{G}|\right)$ hold for all $(i, j) \in[n] \times[n]$, where $\mathcal{L}_{i, j}:=\left\{\Phi_{\pi^{p}(i), \pi^{p}(j)} \mid \pi^{p}(i) \neq \epsilon \wedge \pi^{p}(j) \neq \epsilon \wedge A_{\pi^{p}(i), \pi^{p}(j)}^{p}=1\right\}$ is the multiset of labels of $(i, j)$ 's substituted edges.

Proof. By removing the constant terms in the expression of $c_{V}$, we obtain that the subproblem (E1) is equivalent to the following minimization problem:
$\underset{\varphi \in \mathcal{L}_{V}^{n}}{\arg \min } \sum_{i \in[n]} \sum_{p \in[|\mathcal{G}|]} \delta_{\pi^{p}(i)} c_{\mathrm{ns}}\left(\varphi_{i}, \varphi_{\pi^{p}(i)}^{p}\right)$
Since the sum over $p$ is positive and independent for each $i$, this problem is equivalent to
$\sum_{i \in[n]}^{\arg \min } \sum_{x \in \mathcal{L}_{V}} c_{\mathrm{ns}}(x, y)$,
which implies the first part of the lemma by definition of $\mathcal{L}_{i}$.
For showing the second part of the lemma, note that, by removing the constant terms in $c_{E}$, we obtain that the subproblem (E2) is equivalent to the minimization problem
$\underset{(A, \Phi) \in \mathcal{A}_{n} \times \mathcal{L}_{E}^{n \times n}}{\arg \min } \sum_{i \in[n]} \sum_{j \in[n]} f_{i, j}\left(A_{i, j}, \Phi_{i, j}\right)$,
where the functions $f_{i, j}:\{0,1\} \times \mathcal{L}_{E} \rightarrow \mathbb{R}_{\geq 0}$ are defined as follows:

$$
\begin{aligned}
f_{i, j}(x, y): & =x \sum_{p \in[|\mathcal{G}|]} \delta_{\pi^{p}(i)} \delta_{\pi^{p}(j)} A_{\pi^{p}(i), \pi^{p}(j)}^{p} c_{\mathrm{es}}\left(y, \Phi_{\pi^{p}(i), \pi^{p}(j)}^{p}\right) \\
& +x \cdot c_{\mathrm{ed}} \sum_{p \in[|\mathcal{G}|]} 1-\delta_{\pi^{p}(i)} \delta_{\pi^{p}(j)} A_{\pi^{p}(i), \pi^{p}(j)}^{p} \\
& +(1-x) \cdot c_{\mathrm{ei}} \sum_{p \in[|\mathcal{G}|]} \delta_{\pi^{p}(i)} \delta_{\pi^{p}(j)} A_{\pi^{p}(i), \pi^{p}(j)}^{p} \\
= & x \sum_{z \in \mathcal{L}_{i, j}} c_{\mathrm{es}}(y, z)+x\left(|\mathcal{G}|-\left|\mathcal{L}_{i, j}\right|\right) c_{\mathrm{ed}} \\
& +(1-x)\left|\mathcal{L}_{i, j}\right| c_{\mathrm{ei}}
\end{aligned}
$$

For all pairs $(i, j) \in[n] \times[n]$, these functions are positive and independent from each others. Therefore, the optimization problem given in Eq. (B.1) is equivalent to the problem
$\sum_{i \in[n]} \sum_{j \in[n]} \underset{\underset{x, y}{ }(x) \in\{0,1\} \times \mathcal{L}_{E}}{\arg \min } f_{i, j}(x, y)$.
The variable $x$ can only take two values. If $x=0$ (no edge), we have $f_{i, j}(0, y)=c_{\text {ei }}\left|\mathcal{L}_{i, j}\right|$ for each $y \in \mathcal{L}_{E}$. If $x=1$, then $f_{i, j}(1, y)$ is minimized by any
$y^{\star}:=\underset{y \in \mathcal{L}_{E}}{\arg \min } \sum_{z \in \mathcal{L}_{i, j}} c_{\text {es }}(y, z)$
By definition of $\mathcal{L}_{i, j}$, this yields the second part of the lemma.
We are now in the position to prove Theorem 1.
Proof of Theorem 1. Using (C1) and Lemma 1, the order $n$ of the median graph is bounded by $N\left(\mathcal{G},\left(c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}\right)\right)$. Moreover, it has been shown in [83] that $\left|\Pi_{n, n^{\prime}}\right| \leq\left(n+n^{\prime}\right)$ ! holds for all $n, n^{\prime} \in \mathbb{N}$, which implies that $\Pi_{n}^{\mathcal{G}}$ is finite for each order $n$. Therefore, (C2) and Lemma 2 imply that the optimal median graph $(A, \varphi, \Phi)$ can be determined by enumerating all $n \in[N]$ and all $\pi \in \Pi_{n}^{\mathcal{G}}$. This concludes the proof.

## Appendix C. Proof of Theorem 2

Our proof uses a polynomial reduction from the maximum common edge subgraph problem (MCES). Given two unlabeled, undirected graphs $G_{1}$ and $G_{2}$ of equal order, MCES asks to compute a common subgraph $\bar{G}$ of $G_{1}$ and $G_{2}$ with a maximum number of edges. MCES is known to be NP-hard [84]. To facilitate notations, throughout this section, we use the notation $|G|$ to denote the number of edges of a graph $G$. We start the proof with two lemmata.

Lemma 3. Let $\mathbb{G}$ be the set of all undirected, unlabeled graphs. If the edit costs are uniform, i. e., if $c_{\mathrm{nd}}=c_{\mathrm{ni}}=c_{\mathrm{ed}}=c_{\mathrm{ei}}=1$, GED is a metric on $\mathbb{G}$.

Proof. The lemma immediately follows from the definition of GED. A formal proof can be found in [45].

Lemma 4. Let $G_{1}$ and $G_{2}$ be unlabeled graphs of the same order. If the edit costs are uniform, it holds that $\operatorname{GED}\left(G_{1}, G_{2}\right)=\left|G_{1}\right|+\left|G_{2}\right|-$ $2|\bar{G}|$, where $\bar{G}$ is a maximum common edge subgraph for $G_{1}$ and $G_{2}$.

Proof. Since the graphs $G_{1}$ and $G_{2}$ have the same order, any optimal edit path between them performs edit operations on the edge set only. This implies the following simple observations:

- Given any edit path $P$ from $G_{1}$ to $G_{2}$, the graph $G(P)$ obtained by applying only the edge deletion operation of $P$ is a common edge subgraph of $G_{1}$ and $G_{2}$.
- For each common edge subgraph $G$ of $G_{1}$ and $G_{2}$, the edit path $P(G)$ from $G_{1}$ to $G_{2}$ obtained by first deleting all edges of $G_{1} \backslash G$ and then inserting all edges of $G_{2} \backslash G$ is a valid edit path, and its cost is $\left|G_{1}\right|+\left|G_{2}\right|-2|G|$.
Combining these observations implies that there is a bijective relation between the set of common edge subgraphs and the set of unordered edit paths. Finding a common edge subgraph with maximal size hence amounts to finding an edit path with minimal cost and vice versa. This proves the lemma.

We are now ready to prove Theorem 2.
Proof of Theorem 2. Let $\left(G_{1}, G_{2}\right)$ be an instance of MCES and $n$ be the order of $G_{1}$ and $G_{2}$. We construct an instance ( $\mathbb{G}, \mathcal{G}, c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}$ ) of the generalized median graph problem as follows:

- $\mathbb{G}$ is the set of all unlabeled undirected graphs.
- The collection $\mathcal{G}$ is defined as $\mathcal{G}:=\left\{G_{1}, G_{2}, G_{3}\right\}$, where $G_{3}$ is a graph with $n$ isolated unlabeled nodes.
- The edit costs are uniform.

Let $\bar{G}$ be a maximum common edge subgraph of $G_{1}$ and $G_{2}$ and $G^{\star}$ be a generalized median graph for ( $\mathbb{G}, \mathcal{G}, c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}$ ). We have to show that $\bar{G}$ is a generalized median graph for ( $\mathbb{G}, \mathcal{G}, c_{\mathrm{nd}}, c_{\mathrm{ni}}, c_{\mathrm{ed}}, c_{\mathrm{ei}}$ ) and that $G^{\star}$ is a maximum common edge subgraph of $G_{1}$ and $G_{2}$. This is the case if and only if the following claims are true:
Claim (1) It holds that $\operatorname{SOD}\left(G^{\star}\right)=\operatorname{SOD}(\bar{G})$.
Claim (2) $G^{\star}$ is a common subgraph of $G_{1}$ and $G_{2}$ and it holds that $\left|G^{\star}\right|=|\bar{G}|$.
We first prove Claim (1). Since $\operatorname{SOD}\left(G^{\star}\right) \leq \operatorname{SOD}(\bar{G})$ holds by choice of $G^{\star}$, it suffices to show the inequality $\operatorname{SOD}\left(G^{\star}\right) \geq \operatorname{SOD}(\bar{G})$. By definition of SOD, we have

$$
\begin{aligned}
\operatorname{SOD}\left(G^{\star}\right) & =\operatorname{GED}\left(G^{\star}, G_{1}\right)+\operatorname{GED}\left(G^{\star}, G_{2}\right)+\operatorname{GED}\left(G^{\star}, G_{3}\right) \\
& \geq\left(\operatorname{GED}\left(G_{1}, G_{2}\right)+\operatorname{GED}\left(G_{1}, G_{3}\right)\right. \\
& \left.+\operatorname{GED}\left(G_{2}, G_{3}\right)\right) / 2
\end{aligned}
$$

where the inequality follows from Lemma 3. By noting that $\operatorname{GED}\left(G_{1}, G_{3}\right)$ and $\operatorname{GED}\left(G_{2}, G_{3}\right)$ are equal to $\left|G_{1}\right|$ and $\left|G_{2}\right|$, respectively, and applying Lemma 4 to the inequality above, we obtain the following lower bound for the $\operatorname{SOD}\left(G^{\star}\right)$ :
$\operatorname{SOD}\left(G^{\star}\right) \geq\left|G_{1}\right|+\left|G_{2}\right|-|\bar{G}|$
On the other hand, the SOD of a maximum common subgraph $\bar{G}$ amounts to

$$
\begin{aligned}
\operatorname{SOD}(\bar{G}) & =\operatorname{GED}\left(\bar{G}, G_{1}\right)+\operatorname{GED}\left(\bar{G}, G_{2}\right)+\operatorname{GED}\left(\bar{G}, G_{3}\right) \\
& =\left|G_{1} \backslash \bar{G}\right|+\left|G_{2} \backslash \bar{G}\right|+|\bar{G}|=\left|G_{1}\right|+\left|G_{2}\right|-|\bar{G}|,
\end{aligned}
$$

which exactly matches the lower bound on the optimal SOD given by Eq. (C.1). We hence have $\operatorname{SOD}(\bar{G}) \leq \operatorname{SOD}\left(G^{\star}\right)$, as required.

Next, we prove Claim (2), i.e., show that $G^{\star}$ is a common subgraph of $G_{1}$ and $G_{2}$ with $\left|G^{\star}\right|=|\bar{G}|$. We first bound the cardinality of $G^{\star}$ by

$$
\begin{align*}
\left|G^{\star}\right| & =\operatorname{GED}\left(G^{\star}, G_{3}\right)  \tag{C.2}\\
& =\operatorname{SOD}\left(G^{\star}\right)-\left(\operatorname{GED}\left(G^{\star}, G_{1}\right)+\operatorname{GED}\left(G^{\star}, G_{2}\right)\right) \\
& \leq \operatorname{SOD}(\bar{G})-\operatorname{GED}\left(G_{1}, G_{2}\right) \\
& =\left|G_{1}\right|+\left|G_{2}\right|-|\bar{G}|-\left(\left|G_{1}\right|+\left|G_{2}\right|-2|\bar{G}|\right)=|\bar{G}|,
\end{align*}
$$

where the inequality again follows from Lemma 3.
Let $\bar{G}_{1}$ be a maximum common edge subgraph of $G_{1}$ and $G^{\star}$, and $\bar{G}_{2}$ be a maximum common edge subgraph of $G_{2}$ and $G^{\star}$.

Since $\operatorname{GED}\left(G^{\star}, G_{1}\right)=\left|G^{\star}\right|+\left|G_{1}\right|-2\left|\bar{G}_{1}\right|$, and $\operatorname{GED}\left(G^{\star}, G_{2}\right)=$ $\left|G^{\star}\right|+\left|G_{2}\right|-2\left|\bar{G}_{2}\right|$, we have

$$
\begin{aligned}
\operatorname{SOD}\left(G^{\star}\right) & =\left|G_{1}\right|+\left|G_{2}\right|+3\left|G^{*}\right|-2\left(\left|\bar{G}_{1}\right|+\left|\bar{G}_{2}\right|\right) \\
& \geq\left|G_{1}\right|+\left|G_{2}\right|-|\bar{G}|+2\left(2\left|G^{\star}\right|-\left(\left|\bar{G}_{1}\right|+\left|\bar{G}_{2}\right|\right)\right) \\
& \geq \operatorname{SOD}(\bar{G})+2\left(2\left|G^{\star}\right|-\left(\left|\bar{G}_{1}\right|+\left|\bar{G}_{2}\right|\right)\right),
\end{aligned}
$$

which, by plugging in the equation $\operatorname{SOD}(\bar{G})=\operatorname{SOD}\left(G^{\star}\right)$, eventually leads to
$2\left|G^{\star}\right| \leq\left|\bar{G}_{1}\right|+\left|\bar{G}_{2}\right|$.
Since both $\bar{G}_{1}$ and $\bar{G}_{2}$ are subgraphs of $G^{\star}$, we have $\left|\bar{G}_{1}\right| \leq\left|G^{\star}\right|$ and $\left|\bar{G}_{2}\right| \leq\left|G^{\star}\right|$. By combining these upper bounds on $\left|\bar{G}_{1}\right|$ and $\left|\bar{G}_{2}\right|$ with Eq. (C.3), we obtain $\left|G^{\star}\right|=\left|\bar{G}_{1}\right|=\left|\bar{G}_{2}\right|$ and hence $G^{\star}=\bar{G}_{1}=\bar{G}_{2}$. Therefore, $G^{\star}$ is a subgraph of both $G_{1}$ and $G_{2}$, which implies $\left|G^{\star}\right| \leq|\bar{G}|$ by choice of $\bar{G}$. Together with Eq. (C.2), this concludes the proof.

## Appendix D. Proofs of propositions

Proof of Proposition 1. Let $\mathcal{L}_{V}=\mathbb{R} \backslash\{0\}$ be the set of node labels, $\mathcal{L}_{E}=\{1\}$ be the set of edge labels, $c_{\mathrm{ns}}(x, y):=(x-y)^{2}$ be the node substitution costs, all other edit costs be equal to a constant $c>2$, and $\mathcal{G}:=\left\{G_{x}, G_{y}\right\}$ be the collection of graphs, where $G_{x}$ and $G_{y}$ each contain just one isolated node with labels $x=-1$ and $y=1$, respectively. Assume that there is a generalized median graph $G^{\star}$. Then $G^{\star}$ contains just one isolated node, because otherwise we have $\operatorname{SOD}\left(G^{\star}, \mathcal{G}\right) \geq 2 \cdot c>4=\operatorname{SOD}\left(G_{x}, \mathcal{G}\right)$. Let $z \in \mathcal{L}_{V}$ be the label of $G^{\star}$ 's unique node. Since $0 \notin \mathcal{L}_{V}$, we know that $z \neq 0$. Let $G^{\prime}$ be a graph with just one isolated node with label $z / 2$. Then easy algebra shows that we have $\operatorname{SOD}\left(G^{\prime}, \mathcal{G}\right)<\operatorname{SOD}\left(G^{\star}, \mathcal{G}\right)$. This contradicts the assumption that $G^{\star}$ is a generalized median graph.

Proof of Proposition 2. Consider any order $n$ and any vector of pairwise different node labels $\varphi=\left(\varphi_{i}\right)_{i=1}^{n}$. Now consider the set $\mathcal{G}_{n, \varphi}:=\left\{\left(A, \varphi, 1_{n \times n}\right) \mid A \in \mathcal{A}_{n}\right\}$ of graphs with unlabeled edges generated from $\varphi$. Since $\varphi$ is fixed and contains different labels, $\mathcal{G}_{n, \varphi}$ contains exactly $2^{\left(n^{2}-n\right) / 2}=\left|\mathcal{A}_{n}\right|$ graphs. Furthermore, assume that, for all $x \neq y \in \varphi$, we have $c_{\mathrm{ns}}(x, y)=c_{\mathrm{nd}}=c_{\mathrm{ni}} \gg$ $c_{\mathrm{ed}}=c_{\mathrm{ei}}=c>0$.

First, notice that any graph outside of $\mathcal{G}_{n, \varphi}$ has labeled nodes different from $\varphi$, and so its SOD to $\mathcal{G}_{n, \varphi}$ is very large (as node substitution, deletion and insertion have a very high cost). Then, remark that the SOD of any graph in $\mathcal{G}_{n, \varphi}$ always equals to $c\left(n^{2}-\right.$ $n) \cdot 2^{\left(\left(n^{2}-n\right) / 2\right)-2}$. Indeed, for each pair ( $G, G^{\prime}$ ) of graphs of $\mathcal{G}_{n, \varphi}$, there is a unique node map that has a non-infinite cost, the one that maps each node label in $G$ to the same label in $G^{\prime}$ (no node insertion nor deletion), i.e. the identity. Thus, for any graph in $\mathcal{G}_{n, \varphi}$, the contribution of the nodes to the sum of distances amounts to 0 ( $c_{V}=0$ from $c_{\mathrm{ns}}=0$ ).

Regarding edges, note that for any pair of nodes, $\mathcal{G}_{n, \varphi}$ has $2^{\left(\left(n^{2}-n\right) / 2\right)-1}$ graphs where there is an edge between these two nodes, or $2^{\left(\left(n^{2}-n\right) / 2\right)-1}$ graphs where there is none. Hence, for any pair of nodes, its contribution to sum of distances amounts exactly to $c \cdot 2^{\left(\left(n^{2}-n\right) / 2\right)-1}$, whether this pair corresponds to an edge of $G$ or not. If this pair corresponds to an edge, then $2^{\left(n^{2}-n / 2\right)-1}$ of the node maps that count in the sum of distances delete this edge, if on the other hand this pair does not correspond to an edge, then $2^{\left(n^{2}-n / 2\right)-1}$ of the node maps insert an edge.

Proof of Proposition 3. The proposition follows from the respective results for GED demonstrated in [85] and the fact that, as long as the edit costs are metric, the equation SOD ${ }^{\star}:=$
$\min _{G \in \mathbb{G}} \operatorname{SOD}\left(G,\left\{G_{1}, G_{2}\right\}\right)=\operatorname{GED}\left(G_{1}, G_{2}\right)$ holds for all graphs $G_{1}, G_{2} \in \mathbb{G}$. To show this equation, first note that we have SOD $^{\star} \leq$ $\operatorname{SOD}\left(G_{1},\left\{G_{1}, G_{2}\right\}\right)=\operatorname{GED}\left(G_{1}, G_{1}\right)+\operatorname{GED}\left(G_{1}, G_{2}\right)=\operatorname{GED}\left(G_{1}, G_{2}\right)$. Assume now that $\operatorname{SOD}^{\star}=\operatorname{SOD}\left(G^{\star},\left\{G_{1}, G_{2}\right\}\right)<\operatorname{GED}\left(G_{1}, G_{2}\right)$, and let $P_{\star \rightarrow 1}$ and $P_{\star \rightarrow 2}$ be optimal edit paths from $G^{\star}$ to $G_{1}$ and from $G^{\star}$ to $G_{2}$, respectively. Since the edit costs are metric, inverting the edit operations along $P_{\star \rightarrow 1}$ yields an edit path $P_{1 \rightarrow \star}$ from $G_{1}$ to $G^{\star}$ with $\operatorname{cost} c\left(P_{1 \rightarrow \star}\right)=c\left(P_{\star \rightarrow 1}\right)$. This implies the contradiction $\operatorname{GED}\left(G_{1}, G_{2}\right) \leq c\left(P_{1 \rightarrow \star} \circ P_{\star \rightarrow 2}\right)=c\left(P_{1 \rightarrow \star}\right)+c\left(P_{\star \rightarrow 2}\right)=$ SOD $^{\star}<$ $\operatorname{GED}\left(G_{1}, G_{2}\right)$.

Proof of Proposition 4. The proposition follows from the fact the, in the each iteration, the SOD is improved by at least $\varepsilon$.

Proof of Proposition 5. The proposition follows from the fact that, in each iteration of BCU, we have to call 「GED $\rceil$ exactly $|\mathcal{G}|$ times to compute upper bounds between the current median and all the graphs contained $\mathcal{G}$.

Proof of Proposition 6. The proposition follows from the definition of a pseudometric space.

Proof of Proposition 7. The proposition follows from (C3) and the path-based Definition 10 of GED.
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