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A B S T R A C T   

Controllable large-scale synthesis of two-dimensional materials (2DMs) such as graphene is a prerequisite for 
industrial applications. Chemical vapor deposition (CVD) is currently the most widespread synthesis method as it 
is efficient and easy to automatize. The process itself is quite complex and poorly understood, but it is generally 
believed to involve a number of distinct steps such as hydrocarbon decomposition into surface-bound in-
termediates, diffusion on the catalytic substrate, generation of nucleation points and, finally, graphene growth. 
In situ monitoring and tailoring of such a complex procedure is beneficial for understanding the growth kinetics 
and, eventually, for controlling the graphene growth. Herein, we report on a novel metrology system based on in 
situ reflectance spectroscopy that has been developed for real-time monitoring of surface changes during gra-
phene growth on Cu foils at high operating temperatures. The implementation of this technique for extracting 
kinetic parameters of the growth process is presented. Furthermore, a microkinetic model of graphene growth 
based on density-functional theory (DFT) and the hindered translator / rotator model for enthalpy and entropy 
corrections is constructed and used to obtain a microscopic understanding of the apparent activation energy and 
related rate-determining steps in graphene growth.   

1. Introduction 

Graphene is a perfect 2D crystal of covalently bonded carbon atoms 
and comprises the basis of all graphitic structures. Since its isolation in 
2004 [1], it has attracted a great deal of scientific and technological 
interest because of its remarkable physical and mechanical properties, 
which result from its defect-free crystalline structure and the sp2 hy-
bridization. Monolayer graphene was first produced by micro-
mechanical exfoliation [1] of highly oriented pyrolytic graphite 
(HOPG), but such a technique is time consuming, difficult to reproduce 
and provides only small amounts of high-quality graphene. Thus, large 
quantities of graphene sheets, required for most applications, cannot be 
obtained from this method. 

Automated production of reasonable-quality graphene can be 
attained by CVD [2], which is currently the only available method that 
yields graphene of wafer dimensions. Furthermore, continuous growth 
by roll-to-roll methods has also been demonstrated recently [3,4]. The 
prospect of large-scale synthesis of graphene and other 2DMs via CVD 
has, indeed, facilitated the use of 2DMs in applications such as flexible 
electronics, gas sensors, energy storage etc. [5–7]. However, unlike 

mechanical exfoliation, the CVD graphene growth is a complex chemical 
process that involves a series of mass transport and surface reaction steps 
[8]. These are a) transport of gas-phase species (typically methane (CH4) 
and hydrogen (H2)) to and from the catalyst surface, b) methane 
adsorption and decomposition into hydrogen (which recombines on the 
surface to form H2(g)) and active carbon or hydrocarbon species, c) 
diffusion of active species on the catalyst surface, d) generation of crit-
ical size nucleation points and, finally, e) epitaxial growth and merging 
of graphene domains to form a continuous graphene sheet. 

The majority of graphene CVD processes employ as the catalyst 
polycrystalline Cu foils. To date, many theoretical [9–16] and experi-
mental studies [17–21] have been conducted in order to elucidate the 
mechanism of graphene growth on Cu. In particular, aspects such as the 
role of hydrogen in CVD growth [9,11,15,16,20] , the rate-limiting steps 
[21], the role of carbon segregation versus surface adsorption [17], the 
concentrations of the reactants [22,23], and the overall pressure in the 
reactor (typically categorized as low-pressure (LP) or ambient-pressure 
(AP) CVD) [12] have been intensively discussed. Studies of the reac-
tion mechanism often proceed by proposing a mechanism, which is then 
fit to available experimental data [14,21]. A major drawback of this 
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approach is that fitting can provide a good description of the experiment 
even when based on wrong assumptions about e.g. the reaction mech-
anism or the active site model [24,25]. In general, it is often very 
difficult or even impossible to accurately measure the forward and 
reverse rate constants of individual reaction steps, especially for quite 
complex chemical reactions such as CVD graphene growth. This makes 
theoretical investigations, e.g. DFT calculations, invaluable as a sup-
plement to experiments since they can provide independent estimates of 
thermodynamic and kinetic parameters such as the free energy of for-
mation of possible surface intermediates as a function of the reaction 
conditions (temperature, gas-phase pressures) [16,26,27] or barriers for 
individual reaction steps [9,15]. 

Due to the complexity of the CVD process, it is vital to monitor and 
eventually control the stepwise reactions in order to tailor the final 
product to specific requirements. As mentioned above, the effects of 
various parameters such as temperature, pressure, precursor flow rate 
etc. upon CVD synthesis are not fully understood and most users rely on 
empirical recipes that are normally assessed by post-production (ex situ) 
characterization [28,29]. Most of the characterization techniques 
available at elevated temperatures are not easily adapted to in situ 
measurements though [30]. This is due to the spatial confinements of 
the reactor cell and the extreme experimental conditions. For instance, 
Raman spectroscopy, which is the main characterization tool operating 
in the visible, is challenging since black body radiation at high tem-
peratures swarms the weak inelastic scattering. Certain limited reports 
for in situ characterization do exist, but they are primarily concerned 
with growth on nickel foils [31,32]. Losurdo et al. have e.g. used in situ 
spectroscopic ellipsometry (SE) to study the kinetics of graphene growth 
on nickel [31]. However, SE demands high structural stability, which is 
difficult to adjust to a CVD system. Lately, a number of studies on CVD 
growth of transition metal dichalcogenides employing in situ reflectance 
measurements have come to the front [33]. Other, albeit ex situ, dif-
ferential reflectivity measurements have also been reported such as the 
work of Kaplas et al. on determining the thickness of graphene grown on 
Cu using room-temperature CVD [34]. 

In the work presented here we have embarked on a systematic 

campaign to assess the feasibility of in situ reflectometry at high oper-
ating temperatures in an attempt to retrieve useful information about 
the graphene quality and the reaction kinetics in real time. We have 
applied this technique to a conventional CVD furnace (see experimental) 
that co-feeds methane and hydrogen in Ar carrier gas on Cu foils at high 
temperatures (~1270Κ). Upon reaction initiation, reflectance fluctua-
tions on the surface of Cu are monitored and analysed in situ. As 
demonstrated below, the collected data has helped us to understand the 
kinetics of the process and to quantify the number of graphene layers 
formed, and thus confirmed that differential reflectance spectroscopy 
can be employed for monitoring the growth in real time. Finally, by 
combining the experimental results with DFT-based computer simula-
tions, we were able to show that the initial steps of methane decompo-
sition are the rate-limiting steps and responsible for the apparent 
activation energy of the growth process of about 2.3–2.5 eV. The com-
bined results also allow us to propose a new hypothesis about the role of 
hydrogen during CVD growth, namely that it acts as a catalyst activator 
at low hydrogen contents and as an etching agent at high hydrogen 
contents. 

2. Materials and methods 

CVD Growth. Graphene growth was performed in a commercially 
available cold wall CVD reactor (AIXTRON Black Magic Pro, Germany). 
For a typical process, polycrystalline Cu foil (JX Nippon Mining & 
Metals, 35 μm-thick, 99.95%) was cleaned by isopropanol to remove any 
organic contamination and then introduced into the CVD chamber. After 
the closure of the chamber and its pumping to 0.1 mbar, the Cu foil was 
annealed for 30 min in an environment of 10% of hydrogen in argon at a 
total pressure of 25 mbar at 1050 ◦C. The volumetric gas flow rates were 
adjusted with digital flowmeters for the highest possible accuracy. Af-
terwards, CH4 was introduced into the chamber and the growth phase 
was initiated. The growth temperature was set between 1020 ◦C and 
1070 ◦C. 

Reflectometry. In situ reflection spectra were acquired with an 
EpiTT reflectometer supplied by Laytec and adapted to the AIXTRON 

Fig. 1. In situ reflectance spectra recorded in the AIXTRON BM reactor as a function of time and temperature of (a) the 3 laser lines (405 nm, 633 nm and 950 nm) 
and (b) the R405/R950 ratio during annealing of Cu foil, (c) the 3 laser lines (405 nm, 633 nm and 950 nm) and the R405/R950 ratio for the combined annealing and 
graphene growth phases and (d) the differential reflectance during graphene growth. During the growth phase the partial pressures of methane and hydrogen were 
0.04 and 2.27 mbar, respectively. The dashed black lines indicate the temperature (right y-axis). 
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CVD reactor. It is equipped with three different wavelengths (405 nm, 
633 nm and 950 nm) generated by a high brightness LED light source 
which is delivered on the specimen surface through optical fibre. The 
spot size is 2.7 mm. 

Raman spectroscopy. Raman microscopy was employed to assess 
ex situ the quality of the graphene grown on the CVD reactor. Raman 
spectra were collected with an InVia Renishaw spectrometer with 2400 
& 1200 grooves/mm grating using a 100X lens (0.85NA) and a 514 nm 
excitation laser line. Laser power was 0.5 mW and acquisition time 10 s. 
Raman mapping has been performed on an area of 40x40 μm2 at a step of 
1 μm. All Raman peaks were fitted using Lorentzian functions. 

3. Results and discussion 

As discussed above, in situ reflectometry might be a useful tool to 

monitor the graphene growth process by retrieving information about 
the graphene quality and the reaction kinetics in real time. Fig. 1a shows 
a typical reflectance spectrum in which the changes of reflectance dur-
ing annealing of the Cu foil are demonstrated. In brief, the main factors 
for the observed changes in reflectance are attributed to the reduction of 
the Cu surface and the morphological changes due to surface rear-
rangement. It is well known that an oxidized Cu foil reflects less 
compared to bare Cu [34,35], so the removal of surface Cu oxides during 
heating in 10% of hydrogen in Ar gas mixture should result in an 
increment of the reflectance intensity. Furthermore, at high tempera-
tures the Cu surface becomes smooth because of the high mobility of the 
surface Cu atoms, which also results in higher reflectance values. When 
both processes are completed, the reflectance values reach a plateau 
since no more chemical or morphological changes beyond the steady- 
state thermal dynamics are occurring. Therefore, in situ reflectivity can 
be adopted for the control of the Cu substrate and for defining the 
appropriate starting point of the growth process. Regarding the different 
wavelengths employed in our experiments, based on theoretical calcu-
lations the 950 nm wavelength is almost unaffected by the reduction of 
the surface Cu oxides and thus the changes to the reflectance are prob-
ably due to the morphological changes on the surface. In contrast, the 
405 nm reflectance is sensitive both to the changes in morphology, but 
also to the occurring chemical changes [34]. More detailed, the 

Table 1 
Calculated reflectance for 405 nm and 950 nm of Cu and native Cu oxide/Cu 
substrates.   

405 nm 950 

Cu  0.477  0.989 
Native Cu oxide/Cu  0.213  0.984  

Fig. 2. (a) Ex situ Raman contours of Int(2D), Int(G), Int(2D)/Int(G), Int(D)/Int(G), FWHM(2D) and Pos(G) obtained from a CVD graphene sheet and (b) their 
statistical analysis. The scale bar is 10 μm. 
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reflectivity of a metal substrate coated with a homogeneous film of 
thickness h can be expressed by the following equation [34]: 

R =

⃒
⃒
⃒
⃒

r12 + r23exp(2iβ)

1 + r12r23exp(2iβ)

⃒
⃒
⃒
⃒

2

(1) 

Here r12 =
(1− ncopper native oxide)
(1+ncopper native oxide)

, r23 =
(ncopper native oxide − ncopper )
(ncopper native oxide+ncopper )

, β =

2πncopper native oxide*h
λ , h is the thickness of native copper oxide and λ is the laser 

wavelength. 
By inserting the values of optical constants (refractive index n and 

extinction coefficient k) of copper [36] and native copper oxide (that is 
mainly Cu2O and CuO) [37] (figure SX) to eq.1 and assuming that the 
thickness of native copper oxide is around 5 nm [38], the reflectance can 
be calculated. In table 1 the calculated values of reflectance for Cu and 
native Cu oxide at 405 nm and 950 nm are presented, respectively, in 
which it is clear that the reflectance at 950 nm wavelength is almost 
unaffected by the reduction of the surface Cu native oxides. In the case of 
405 nm the changes to the reflectance are much more apparent and thus, 
this wavelength can be used to monitor the oxidation changes on the 
surface of Cu foil. 

If we now assume that the effect of morphology upon the 405 nm and 
950 nm reflectance is quite similar, we can use the ratio R405/R950 as an 
index for the chemical changes occurring at the surface. The R405/R950 
ratio as a function of time and temperature is shown in Fig. 1b. The 
shape of the curve corroborates our initial assumption since the main 
transition occurs at around 400 ◦C, which is the critical temperature for 
the initiation of the reduction of the surface Cu oxides [35]. 

In Fig. 1c the evolution of the reflectance for all wavelengths (405 
nm, 633 nm, 950 nm) and the R405/R950 ratio are presented during both 
the annealing and graphene growth phases. As mentioned above, the 
R405/R950 was employed so as to exclude the variation of the reflectance 
caused by morphological changes. In our case, when methane is fed to 
the reactor a slight decrease of the R405/R950 ratio is observed due to the 
presence of graphene on the Cu surface. We ascribe this reduction of the 

reflectance to the different optical constants of graphene and Cu. In 
order to monitor the subtle changes occurring to the R405/R950 ratio 
during graphene growth, we introduce the differential reflectance 
defined as the relative changes of the R405/R950 ratio prior and after 
graphene growth. 

ΔR
R0

=

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

RGr(405)
RGr(950)

−
RCu(405)
RCu(950)

RCu(405)
RCu(950)

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

The differential reflectance recorded during graphene growth, see 
Fig. 1d, shows a gradual increase with time followed by the formation of 
a plateau. Since, as discussed above, only chemical changes are recorded 
by the R405/R950 ratio, the variation of the differential reflectance is 
clearly due to the emergence and growth of graphene on the surface. It is 
important to underline at this point that the most significant changes to 
the differential reflectance occur during the first seconds of the process, 
in agreement with previous work [39]. Comparing the experimental 
plateau values of the differential reflectance with those that have been 
derived from theoretical studies, aspects such as the quality of the gra-
phene and the number of graphene layers can be investigated. In our 
case the grown graphene sheets seem to be monolayers as the found 
plateau value of around 2% is in good agreement with theoretical pre-
dictions for monolayer graphene (1.8%) (see SI). These results are of 
paramount importance and give us the opportunity for in situ monitoring 
of the quality and structural characteristics of graphene grown by CVD 
processes. 

3.1. Quality control with Raman spectroscopy 

With the objective to fully validate these present findings, we con-
ducted ex situ Raman spectroscopy measurements on the grown gra-
phene. The Raman spectrum of graphene consists of three main peaks; 
the G peak (~1582 cm− 1) which is present in all sp2 carbon materials 

Fig. 3. The evolution of the differential reflectance ΔR/R0 with time during graphene growth for various growth temperatures and (a) PH2/PCH4 = 96, (b) PH2/PCH4 
= 168. (c) The calculated average growth rates for the two different gas mixtures and (d) the natural logarithm of the growth rate, r, as a function of the inverse 
temperature (Arrhenius plot) with the derived apparent activation energy (Eapp) for both cases. 
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and corresponds to the in-plane doubly degenerate Eg phonon in the 
center of Brillouin zone, the D peak which is activated by the presence of 
defects by a double resonant process of transverse optical phonons 
around the K-point of the Brillouin zone, and the 2D peak (second order 
of D peak) arising from a double resonant 2-phonon process, which does 
not require the presence of defects [40]. The combination of the D, G, 
and 2D peak characteristics, provides different information about gra-
phene such as: (1) the defect density through the ratio of intensities of 
the D and G peaks (Int(D)/Int(G)) [41], (2) the number of layers through 
the full-width-half-maxima (FWHM) and shape of the 2D peak and the 
Int(2D)/Int(G) ratio and, finally, (3) the residual stresses through the 
positions of the G and 2D peaks (Pos(G), Pos(2D)) and the FWHM of the 
2D peak [42,43]. Fig. 2 presents our detailed Raman mapping together 
with related statistical analysis of produced graphene that has previ-
ously been transferred onto a SiO2 substrate. This investigation reveals 
that the sheet is continuous without cracks or tears in the examined area. 
The Int(D)/Int(G) ratio is found to be extremely small (~0.04), which 
confirms the low defect density of the produced graphene [41]. The 
presence of monolayer graphene throughout is confirmed through the 
Int(2D)/Int(G) ratio that takes the value of ~ 2.7 and the shape of the 2D 
peak, which is a single Lorentzian with FWHM around 31 cm− 1 [40]. 
Finally, the presence of residual stresses in the grown graphene due to 
cooling from high temperatures and transfer can be determined by the 
shift of the G peak and was found to be compressive by − 0.07% biaxial 
strain. 

3.2. Growth kinetics 

The recorded reflectance spectra can furthermore be used to extract 
information about the kinetics of graphene growth. This is of great in-
terest since information in the literature is scarce and there is an evident 
industrial interest in kinetic control as it relates to automated production 
and energy consumption. As mentioned above, when the hydrocarbon 
source is fed to the reactor, the differential reflectance increases with 
time and after a while it reaches a plateau. This means that no more 
changes to the surface are occurring, and thus, it can be safely assumed 
that the growth has terminated. In Fig. 3a and b the values of ΔR/R0 as a 
function of time are presented for different experimental conditions 
characterized by the growth temperature and the ratio of the hydrogen 
and methane pressures (PH2/PCH4) fed to the reactor. It can be observed 
that the time it takes to reach the plateau depends on the experimental 
conditions, and this information has been used to calculate the average 
growth rate of graphene (Fig. 3c) for the different growth scenarios. As 
expected, it can be observed that the richer the methane gas mixture 
(PH2/PCH4 = 96 vs 168) or the higher the temperature, the higher the 
growth rate. Fig. 3d shows the Arrhenius plots constructed based on the 
growth rates in Fig. 3c. From the slope of these plots we calculate values 
of the apparent activation energy Eapp of 2.58 eV and 2.55 eV for the two 
gas ratios, respectively. These values are in good agreement with the 
value obtained by Kim et al. (2.6 ± 0.5 eV) in a previous experimental 
study that employed much more cumbersome ex situ scanning electron 
microscopy (SEM) characterization to obtain the growth rates (quanti-
fied through the area of the surface covered by graphene flakes after a 
defined growth time) [21,29]. Minor changes in the differential reflec-
tance that are presented in Fig. 3 are due to minor fluctuations in gra-
phene quality. It is widely known that CVD is a rather complex process 
[8,44] and even under exactly the same growth protocols, minor vari-
ations in graphene quality can be observed. For that reason, represen-
tative specimens have been tested ex-situ with Raman spectroscopy and, 
as expected, differences in peak G and 2D positions (Figs. S2, S3 and S4) 
and defect density (ID/IG) (Table ST2) can be observed. Those differ-
ences in graphene strain level and defect density affect the optical 
properties [45–48] and thus the reflectance characteristics. 

3.3. Microkinetic modelling 

In order to gain a microscopic understanding of the apparent acti-
vation energy and related rate-determining steps in graphene growth, 
we constructed a microkinetic model based on literature input param-
eters (energies and frequencies of important intermediates and transi-
tion states (TSs), see Supporting Information (SI) for details) calculated 
from DFT [9,15]. Previous detailed kinetic Monte Carlo (KMC) model-
ling of the entire graphene growth process on Cu(111) (including 
methane dissociation, surface diffusion, graphene nucleation and edge 
attachment) has shown that methane decomposition is likely the rate- 
determining step [15]. We therefore made use of a simplified effective 
reaction scheme that resolves only the methane decomposition steps and 
directly converts the decomposed product (a surface C atom) into 
graphene:  

1) CH4(g) ⇌ CH3* + H*                                                                         

2) CH3* ⇌ CH2* + H*                                                                           

3) CH2* ⇌ CH* + H*                                                                            

4) CH* ⇌ C* + H*                                                                                

5) C* ⇌ C(g)                                                                                         

6) 2H* ⇌ H2(g)                                                                                    

Graphene is here modelled as a gas-phase species C(g) with highly 
negative free energy, i.e. it acts as a carbon sink that removes decom-
posed methane from the surface. This approximation allows us to solve 
the rate equations related to methane decomposition at steady state and 
to neglect all details related to how the graphene grows from the 
decomposed products. As a steady state solver, we here used the CatMAP 
software package [49]. 

The enthalpy and entropy corrections to the DFT energies are derived 
using the ideal gas approximation for the gas-phase species (methane 
and hydrogen) and the hindered translator / rotator (HTR) model pro-
posed by Campbell et al. [50] for the adsorbates and TSs. The latter 
model is used as implemented in the ASE software package [51] with 
some minor additional implementations described in our previous work 
[16] and includes a more realistic representation of the potential energy 
landscape that takes into account diffusion and rotation barriers (further 
details are given in the SI). The refined corrections from the HTR model 
are highly important for modelling CVD growth of graphene on Cu, as 
temperatures are very high and many intermediates have very low 
diffusion and rotation barriers [16]. 

Following the standard approach, the enthalpies U and Gibbs free 
energies G are expressed as formation energies ΔUf and ΔGf with respect 
to methane and hydrogen according to the following equation (shown 
here for ΔGf): 

ΔGf(T,PH2,PCH4) = GCu+ads(T) − GCu(T) − GCH4(T,PCH4) −
(y

2
− 2
)

GH2(T,PH2)

Here, GCu+ads and GCu are the Gibbs free energies of the adsorbate on 
the Cu surface and of the clean Cu surface, respectively, GCH4 and GH2 
are the Gibbs free energies of methane and hydrogen, respectively, and y 
is the number of hydrogen atoms in the adsorbate. As discussed in detail 
in our previous work and in the ASE documentation, U contains the DFT- 
calculated formation enthalpies, the zero-point energy (ZPE) corrections 
as well as temperature-dependent corrections from the finite population 
of translational, rotational and vibrational modes. G furthermore con-
tains the entropies of translational, rotational and vibrational modes 
and, for the gas-phase species, also pressure corrections to the entropy. 
Enthalpy and entropy corrections to the Cu surface are not taken into 
account, as these are assumed to be equal with and without the 
adsorbate. 
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In Fig. 4a and b we show the calculated formation enthalpies and 
formation Gibbs free energies for the adsorbates and TSs involved in 
methane decomposition. Whereas the enthalpies show an increasing 
trend with the reaction progress, the free energies show a decreasing 
trend. The latter trend is caused by the highly negative free energy of the 
gas-phase hydrogen that is produced as the methane molecule de-
composes. Note that hydrogen atoms adsorbed to Cu(111) are highly 
unstable and immediately recombine to form H2(g) under CVD condi-
tions, thus driving the reaction towards methane decomposition. The 
TSs for CH4(g) and CH3* decomposition have almost equal Gibbs free 
energies and represent the highest free energy barriers to be overcome 
along the reaction pathway. As confirmed by actually solving the 
microkinetic model and calculating Campbell’s degree of rate control 
(DRC) Xi [52] (see below), these are indeed the rate-determining steps. 

In Fig. 4c we show the Arrhenius plot calculated by solving the 
microkinetic model over the experimentally covered temperature range. 
From the slope the theoretical apparent activation energy Eapp is calcu-
lated to be 2.33 eV, which is in quite good agreement with the experi-
mental value of about 2.55 eV derived above. Eapp can be related to the 

DRCsXiXi =

(

∂(lnr)
∂(− ΔGf,i/RT)

)

ΔGf,j∕=i 

(where r is the reaction rate and R is the gas constant) and formation 
enthalpies ΔUf,i of the adsorbates and TSs i using the following formula 
proposed by Campbell et al. [53]:Eapp = RT +

∑

i
XiΔUf,i 

We find that the only species with non-negligible (abs(Xi) > 0.02) 
DRC are the TSs for CH4(g) and CH3* decomposition, for which we find 
values of about 0.4 (CH3-H) and 0.6 (CH2-H). The corresponding ΔUf,i 

values are 1.48 eV (CH3-H) and 2.61 eV (CH2-H). Eapp is thus found to 
have a value that is in between the formation enthalpies of the CH3-H 
and CH2-H TSs (plus the small RT correction that amounts to 0.11 eV at 
1318 K) since these are the TSs of the dominant rate-determining steps. 
It should be noted here that when several reaction steps are rate- 
determining, the apparent activation energy is highly sensitive to 
small changes to the energetics. A perfect agreement with the experi-
mentally measured Eapp of 2.55 eV could in fact be achieved by either 
increasing the enthalpy of the CH2-H TS or decreasing the enthalpy of 
the CH3-H TS by only 0.1 eV. Uncertainties of this order of magnitude 
are within the expected DFT error (typically estimated as around 0.2 eV 
[54]), and we can therefore conclude that the theoretical Eapp is in very 
good agreement with experiment within the model uncertainties. Also, 
the exact partial pressures used can lead to small changes to Eapp. For 
instance, when using the methane and hydrogen partial pressures cor-
responding to the red data points in Fig. 3d (PH2/PCH4 = 96) we obtain 
an Eapp of 2.56 eV, which is however still in very good agreement with 
experiment. We note that Kim et al. excluded methane decomposition as 

the rate-determining step and origin of their measured Eapp based on the 
DFT-calculated activation enthalpies (barriers) of the methane decom-
position steps, which are all significantly lower (around 1.7–1.9 eV) 
than the measured Eapp [21,29]. However, as we have shown here this 
apparent discrepancy can be resolved by realizing that Eapp in fact de-
pends on the formation enthalpies (with respect to gas-phase methane 
and hydrogen) of the rate-determining methane decomposition TSs (as 
explained through the formula proposed by Campbell et al. [53]), and 
not on the barriers of the individual steps. The danger of simply equating 
experimentally measured Eapp values with individual activation barriers 
of elementary steps has been highlighted before [53,55]. 

Apart from the apparent activation energy, it is also interesting to 
compare the actual growth rate predicted from the kinetic model with 
experiment. A rough estimate of the time it would take to form a com-
plete graphene monolayer can be made from the inverse of the theo-
retical reaction rate (with units per site per second), thereby assuming 
that every decomposed methane molecule immediately covers its reac-
tion site with graphene. For the considered temperature range this re-
sults in times of 60–130 s, which is in quite good agreement with the 
times required to reach the plateau in the experimental data in Fig. 3b. 
However, since the theoretical model does not take into account the 
slowdown of the growth rate as the graphene begins to cover the active 
surface sites, it may be more appropriate to compare it to the experi-
mental values derived using only the initial, linear part of the experi-
mental growth curves. This analysis is presented in the SI and would lead 
to an experimental apparent activation energy of 2.13 eV (Fig. S5) and 
growth times of around 30 s, which, however still remains within the 
uncertainties of the theoretical model, considering that a typical DFT 
error of 0.2 eV would lead to an uncertainty in the growth time of about 
a factor of five at 1318 K. In this connection, we note that we also carried 
out test calculations using the simpler harmonic approximation as 
implemented in ASE for the free energy corrections of the adsorbates 
and TSs (not shown), which, however did not lead to results that could 
be reconciled with experiment within the estimated model un-
certainties. As stated above, appropriately accounting for diffusion and 
rotation barriers through the HTR model is thus imperative at the high 
growth temperatures. We further note that previous modelling results 
have suggested that graphene growth may proceed directly from the 
partially decomposed CH intermediate, instead of from the surface C 
atom [15]. Our results change very little if this alternative mechanism is 
considered, as the CH decomposition is not one of the dominant rate- 
determining steps. However, the fact that the C and CH intermediates 
are observed to have very similar Gibbs free energies (see Fig. 4b) cor-
roborates that CH could indeed be an important active species for the 
further graphene growth. 

Fig. 4. Calculated formation enthalpies ΔUf (a) and Gibbs free energies ΔGf (b) of the intermediates and TSs involved in methane decomposition on Cu(111) using 
CH4(g) and H2(g) as reference. (c) Arrhenius plot calculated from the kinetic model in the experimentally covered temperature range (1293–1343 K) with derived 
theoretical apparent activation energy Eapp. The temperature used in (a) and (b) is 1318 K and the gas-phase pressures used in (b) and (c) are 0.04 mbar for CH4 and 
6.7 mbar for H2, which corresponds to the experimentally used pressures for the blue data points in Fig. 3d. 
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3.4. Role of hydrogen 

Another important open question in graphene CVD growth concerns the 
role of hydrogen, which is typically co-fed into the reactor together with the 
hydrocarbon reactant during graphene growth. Vlassiouk et al. employed ex 
situ SEM characterization to investigate the effect of the hydrogen partial 
pressure on the reaction rate and found a ‘bell-shaped’ dependence where 
intermediate hydrogen pressures gave rise to a maximum in the growth rate 
[56]. Our unique in situ monitoring capabilities and the resulting quantifi-
cation of the differential reflectance during the growth allow us study the 
influence of the hydrogen pressure on the growth kinetics at much reduced 
experimental effort (see Fig. 5a) and to confirm the ‘bell-shape’ of the curve 
(see Fig. 5b). Vlassiouk et al. speculated that active hydrogen atoms on the 
Cu surface might promote the activation of physisorbed methane and 
thereby cause the initial increase of the reaction rate with the hydrogen 
pressure at low hydrogen content. However, in view of our detailed inves-
tigation of the chemical and morphological changes that occur at the Cu 
surface during the initial catalyst preparation phase where Cu is annealed in 
a hydrogen-rich atmosphere, we find it more likely that the primary role of 
hydrogen at very low hydrogen contents is to keep the catalyst surface in its 
activated state. Oxygen (but also other contaminants) that might be present 
in the gasses fed to the reactor passivate the Cu surface active sites and 
thereby reduce its catalytic activity. Therefore, we speculate that the pres-
ence of hydrogen removes surface contamination such as oxides and thereby 
improves the catalytic activity of the Cu surface, resulting in increasing 
growth rates. On the other hand, when the hydrogen concentration is high it 
mainly acts as an etching reagent and thus causes a reduction in the growth 
rate. This second declining part of the curve in Fig. 5b can also be repro-
duced with our microkinetic model (see Fig. S6). We also note that the 
concentration of atomic hydrogen at the Cu(111) surface obtained in our 
microkinetic model is extremely low (8∙10-3 per Cu site), which thus makes 
it unlikely that surface hydrogen atoms should influence the kinetics of 
methane adsorption as proposed by Vlassiouk et al [56]. 

4. Conclusions 

In this study we demonstrated the viability of a novel metrology 
system based on in situ reflectance spectroscopy to retrieve information 
about the graphene quality and the reaction kinetics during the CVD 
growth process on Cu foils. We found that the completion of the growth 
process can be identified by the reflectance reaching a plateau, the value 
of which allowed us to determine that monolayer graphene had been 
produced. The latter was further confirmed by ex situ Raman spectros-
copy that revealed the characteristics of a continuous monolayer sheet 
with a low number of defects. The in situ monitoring capabilities 
furthermore allow for the efficient investigation of the influence of a 
number of growth parameters such as the temperature and the methane 

and hydrogen partial pressures on the growth kinetics. A good agree-
ment with previous results obtained from much more tedious and in-
direct ex situ investigations was found for the apparent activation energy 
and the dependence of the growth rate on the hydrogen partial pressure. 
We provided a new interpretation of the microscopic origin of these 
experimental observations through the establishment of a reductionist 
first-principles microkinetic model for graphene growth. In particular, 
we showed that the sole consideration of the methane dissociation steps 
is sufficient to obtain a good agreement with both the experimental 
apparent activation energy and the overall growth rate. This implies that 
the subsequent diffusion and growth steps are likely not rate- 
determining, which was also the conclusion reached in a recent 
detailed KMC study [15]. These latter steps could, nevertheless, still be 
important for other characteristics of graphene growth such as the 
shapes of the grown flakes [10]. The value of the apparent activation 
energy (about 2.3–2.5 eV) could be explained from the finding that the 
first two dissociation steps (i.e. the steps from CH4(g) to surface-bound 
CH2*) are both partly rate-limiting. Furthermore, the combined exper-
imental and theoretical results led us to propose that hydrogen plays a 
rather complex role in the CVD process, i.e. it acts as a catalyst activator 
at low hydrogen contents and as an etching reagent at high hydrogen 
contents. Our results thus offer a detailed understanding of graphene 
growth via CVD and highlight that differential reflectance spectroscopy 
is a vital tool for in situ characterization and monitoring of the growth. 
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.cej.2021.129434. 

Fig. 5. (a) The evolution of the differential reflectance ΔR/R0 with time during graphene growth for different hydrogen partial pressure and (b) the calculated 
growth rate. The methane partial pressure was kept constant at 0.04 mbar and the growth temperature was 1050 ◦C. 
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