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Summary

Background

In the face of climate change, a better understanding and representation of processes at the land
surface is needed, for example, to improve projections of the carbon balance of terrestrial ecosystems
with increasing temperatures. While expert models provide valuable insights into land surface
processes, these models are often coarse-grained, inflexible, and biased towards prior knowledge.
Nevertheless, physically-based models are still the pivotal tool for performing long-term projections
and to gather scientific insights into and challenge existing knowledge of land surface processes on
the global scale.

As an alternative to expert models, machine learning provides a more flexible and data-adaptive
pathway to model Earth observation data: In the past decade, particularly deep learning approaches
outperformed expert models in many domains in and outside of the Earth sciences. This success is
rooted in the ability of deep neural networks to learn highly non-linear representations of structured
data in an end-to-end setting, i.e., with minimal expert interaction.

A major challenge in modeling vegetation and hydrology are the complex temporal interactions
(dynamic memory effects) of the involved processes. While the representation of memory effects in
physically-based models is still an issue, specialized neural network architectures, such as recurrent
neural networks (RNNs), can learn them from data. Nevertheless, deep neural networks are still not
widely used in global-scale land surface modeling. On the one hand, this is owed to their missing
physical consistency, resulting in poor model performance when conducting out-of-distribution
predictions. This is, for example, the case when performing long-term predictions into a warmer
climate regime. On the other hand, the missing physical interpretability limits trust in these models
and hampers scientific understanding.

There are, however, approaches to gather scientific insights using machine learning via explana-
tions. Within the of field explainable machine learning, a range of approaches were developed
to visualize and describe model properties and decisions. Such methods can be used by domain
experts for the discovery of new knowledge or linkages, i.e., to improve scientific understanding or
to challenge existing theories. Explainable machine learning is also gathering momentum in the
Earth sciences, where the presence of complex, non-linear processes often justifies the usage of
machine learning algorithms.

Explainable machine learning does not solve the problem of physical inconsistency and com-
monly only provides qualitative insights. Recently, neural networks were successfully combined
with physically-based modeling in so-called hybrid models. From a machine learning perspective,
adding prior knowledge increases the model robustness by constraining the solution space to
physically plausible solutions. From the physical perspective, hybrid modeling allows learning
uncertain or less known processes in physically-based models from data, which can decrease model
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biases. Hybrid models also provide additional insights: The outputs of the neural network, which
are then used as an input to the physical equations, can be directly interpreted as latent variables
and coefficients. However, hybrid models are still experimental and their applicability for dynamic,
large-scale modeling has not been explored yet.

Research questions (RQs)

The overarching goal of this thesis is to assess the potential of deep neural networks to represent
dynamic memory effects in Earth observation data, and to identify pathways to account for and
identify them. More specifically, the research questions are:
RQ1 Can recurrent neural networks learn global-scale ecosystem behavior?
RQ2 Can dynamic memory effects in Earth observations be identified using explanatory ap-

proaches?
RQ3 What is the promise of global-scale hybrid modeling and what are its challenges and oppor-

tunities?

RQ1 The first research question addresses the applicability of RNNs to large-scale ecosystem
modeling. While RNNs have been used in regional studies and for modeling spatially sparse
global data, a systematic assessment for global scale, spatially continuous data is missing. In the
context of the overarching goal of this thesis, I focus on the representation of dynamic memory
effects under heterogeneous conditions. This question is specifically addressed in Chapter 2, but
is also further explored throughout Chapter 3. In Chapter 2, a long short-term memory (LSTM)
model, a commonly used RNN architecture, is employed to emulate a global physically-based
dynamic land surface model. The model represents dynamic memory effects of precipitation on
evapotranspiration via a soil moisture state. By using model outputs from a physically-based model,
issues with data quality and observability can be ruled out. By evaluating the model simulations in
a controlled setting, the capability of an RNN to capture memory effects and to represent spatial
patterns is explored and discussed.

RQ2 The second question targets the identifiability of memory effects using explanations. It
is addressed in Chapter 3, where I present a novel permutation-based explanatory approach to
quantify memory effects, i.e., the impact of antecedent environmental conditions on the current
system behavior. The model-agnostic approach allows to qualitatively assess memory effects by
comparing different models that account for consecutively larger memory via sequential block-
permutation. As a proof-of-concept, the method is used to quantify memory effects of climate
variations on vegetation state using global Earth observation data.

RQ3 In Chapter 4, I assess the applicability of the hybrid approach to end-to-end large-scale
environmental modeling. Hybrid modeling was only used in a few small-scale experiments so far
and the feasibility for the representation of more complex and diverse modeling settings has not
yet been assessed. As a proof-of-concept, I present a dynamic, global-scale hybrid model of the
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hydrological cycle. To account for dynamic memory effects, an LSTM is employed to simulate
latent hydrological variables and coefficients, which are then used as inputs to simple hydrological
balance equations.

Key results

RQ1 An LSTM network was able to represent the global vegetation dynamics to a satisfying
degree. While there were minor discrepancies between the simulations of the physically-based
model and the LSTM predictions, the major temporal and spatial patterns aligned well. These
results imply that LSTMs are well suited to learn hydrological and vegetation dynamics without
using prior knowledge. This is a significant finding, as it allows to use RNNs as a an out-of-the-box
solution to model global-scale land surface processes, as done in Chapter 3 and 4.

RQ2 The patterns of vegetation state memory effects discovered with the novel block-permutation
aligned well with results from existing (linear and local) approaches and agreed with prior knowl-
edge. Compared to existing approaches, the proposed method allows using data-adaptive models
that can learn complex temporal interactions across scales, e.g., RNNs.

RQ3 The hybrid model yielded reasonable latent variables and coefficients, which were eval-
uated and compared to estimates from physically-based models. The model does not only yield
interpretable hydrological quantities, but it also showed improved local adaptivity compared to
physically-based approaches. The demonstration of the feasibility of hybrid modeling for large-
scale dynamical modeling of Earth system processes is a novelty, opening avenues for a broad
application in the Earth sciences. Further research is needed to better understand the strengths and
weaknesses of the hybrid approach, which are discussed in detail within this thesis.

Conclusion

This work assesses the potential of RNNs for vegetation and hydrological modeling at the global
scale and demonstrates avenues towards explainable and interpretable approaches, with special
emphasis on the representation of dynamic memory effects. I show that RNNs are capable to
learn heterogeneous land surface processes and demonstrate that explainable machine learning
can be used to gather qualitative insights into ecosystem processes. I also show that more detailed
insights are possible through hybrid modeling. The presented approaches are not intended to
replace physically-based models, but rather, they provide alternative, data-driven insights into
the Earth system. In this thesis, I identify a range of questions and challenges that need to be
addressed, such as the problem of equifinality in hybrid modeling. This work is a first step towards
data-driven yet interpretable environmental modeling and introduces methods that may find broad
application in Earth system modeling.

v





Zusammenfassung

Hintergrund

Angesichts des Klimawandels sind ein besseres Verständnis und eine präzisere Darstellung der
Prozesse an der Landoberfläche erforderlich, um beispielsweise die Prognosen für die Kohlenstoff-
bilanz terrestrischer Ökosysteme bei steigenden Temperaturen zu verbessern. Expertenmodelle
bieten zwar wertvolle Einblicke in die Prozesse an der Landoberfläche, doch sind diese Modelle
oft grobkörnig, unflexibel und durch möglicherweise falsches oder unvollständiges Vorwissen
beeinflusst. Dennoch sind physikalisch basierte Modelle nach wie vor das zentrale Instrument für
die Durchführung langfristiger Projektionen und die Gewinnung wissenschaftlicher Erkenntnisse
über die Prozesse an der Landoberfläche im globalen Maßstab.

Als Alternative zu Expertenmodellen bietet das maschinelle Lernen einen flexibleren Weg
zur Modellierung von Erdbeobachtungsdaten. In den letzten Jahren haben insbesondere Ansätze
des Deep Learning Expertenmodelle in vielen Bereichen innerhalb und außerhalb der Geowis-
senschaften abgelöst. Dieser Erfolg beruht auf der Fähigkeit tiefer neuronaler Netze, hochgradig
nichtlineare Repräsentationen strukturierter Daten in einem “end-to-end” Setting zu erlernen, also
mit minimaler Experteninteraktion.

Eine große Herausforderung bei der Modellierung von Vegetation und Hydrologie sind die
komplexen zeitlichen Wechselwirkungen (dynamische Memoryeffekte) der involvierten Prozesse.
Während die Repäsentation solcher Memoryeffekte in physikalisch basierten Modellen immer noch
ein Problem darstellt, können spezialisierte neuronale Netzarchitekturen, wie zum Beispiel rekur-
rente neuronale Netze (RNNs), diese aus Daten erlernen. Dennoch werden tiefe neuronale Netze bei
der Modellierung von Landoberflächen im globalen Maßstab noch nicht breit eingesetzt. Das liegt
zum einen an ihrer fehlenden physikalischen Konsistenz, die zu einer schlechten Modellleistung
bei der Durchführung von Vorhersagen außerhalb der Verteilung der Trainingsdaten führt. Dies
ist zum Beispiel der Fall, wenn langfristige Vorhersagen in ein wärmeres Klimaregime gemacht
werden. Andererseits schränkt die fehlende physikalische Interpretierbarkeit das Vertrauen in diese
Modelle ein und erschwert es, wissenschaftliche Erkenntnisse abzuleiten.

Es gibt jedoch Ansätze, wissenschaftliche Erkenntnisse mit Hilfe von maschinellem Lernen über
Explanations zu gewinnen. Im Bereich des erklärbaren maschinellen Lernens wurde eine Reihe
von Ansätzen zur Visualisierung und Beschreibung von Modelleigenschaften und -entscheidungen
entwickelt. Solche Methoden können von Domänenexperten zum Entdecken neuer Fakten verwen-
det werden, also um das wissenschaftliche Verständnis zu verbessern oder bestehende Theorien
zu überprüfen. Das erklärbare maschinelle Lernen gewinnt auch in den Geowissenschaften an
Bedeutung, wo das Vorhandensein komplexer, nichtlinearer Prozesse häufig den Einsatz von
Algorithmen des maschinellen Lernens rechtfertigt.

Das erklärbare maschinelle Lernen löst nicht das Problem der physikalischen Inkonsistenz
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Zusammenfassung

und liefert in der Regel nur qualitative Erkenntnisse. Kürzlich wurden neuronale Netze erfol-
greich mit der physikalischen Modellierung in sogenannten Hybridmodellen kombiniert. Aus
der Perspektive des maschinellen Lernens erhöht das Vorwissen die Robustheit der Modelle, in-
dem es den Lösungsraum auf physikalisch plausible Lösungen einschränkt. Aus physikalischer
Sicht ermöglicht die hybride Modellierung das Erlernen von unsicheren oder weniger bekannten
Prozessen in physikalisch basierten Modellen aus Daten, was die Anpassungsfähigkeit an die
beobachteten Daten erhöht. Hybride Modelle liefern auch zusätzliche Erkenntnisse: Die Ausgaben
des neuronalen Netzes, die dann als Eingabe für die physikalischen Gleichungen verwendet werden,
können direkt als latente Variablen und Koeffizienten interpretiert werden. Hybride Modelle
befinden sich jedoch noch im Versuchsstadium, und ihre Anwendbarkeit für die dynamische, groß
angelegte Modellierung wurde noch nicht untersucht.

Forschungsfragen (Research Questions, RQs)

Das übergeordnete Ziel dieser Arbeit ist es, das Potenzial tiefer neuronaler Netze zur Darstellung
dynamischer Memoryeffekte in Erdbeobachtungsdaten zu bewerten und Wege zu finden, diese zu
berücksichtigen und zu identifizieren. Die Forschungsfragen lauten im Speziellen:
RQ1 Können rekurrente neuronale Netze das Verhalten von Ökosystemen im globalen Maßstab

lernen?
RQ2 Können dynamische Memoryeffekte in Erdbeobachtungen mit Hilfe von Methoden des

erklärbaren maschinellen Lernens identifiziert werden?
RQ3 Was verspricht die hybride Modellierung auf globaler Ebene und was sind ihre Heraus-

forderungen und Chancen?

RQ1 Die erste Forschungsfrage bezieht sich auf die Anwendbarkeit von RNNs für die Model-
lierung von Ökosystemen im großen Maßstab. Während RNNs in regionalen Studien verwendung
fanden, fehlt eine systematische Bewertung für räumlich kontinuierliche Daten auf globaler Ebene.
Im Rahmen des übergeordneten Ziels dieser Arbeit konzentriere ich mich auf die Darstellung
von dynamischen Memoryeffekten unter heterogenen Bedingungen. Diese Frage wird speziell in
Kapitel 2 behandelt, wird aber auch in Kapitel 3 weiter untersucht. In Kapitel 2 wird ein Long
Short-Term Memory (LSTM) Modell, eine häufig verwendete RNN Architektur, zur Emulation
eines globalen physikalisch basierten dynamischen Landoberflächenmodells eingesetzt. Das Mod-
ell stellt dynamische Memoryeffekte von Niederschlägen auf die Evapotranspiration über einen
Bodenfeuchtespeicher dar. Durch die Verwendung von Modellsimulationen eines physikalisch
basierten Modells können Probleme mit der Datenqualität und der Beobachtbarkeit ausgeschlossen
werden. Durch die Evaluierung der Modellsimulationen in einer kontrollierten Umgebung wird die
Fähigkeit eines RNN zur Erfassung von Memoryeffekten und zur Darstellung räumlicher Muster
veranschaulicht und diskutiert.

RQ2 Die zweite Frage zielt auf die Identifizierbarkeit von Memoryeffekten durch Explanations.
Sie wird in Kapitel 3 behandelt, in dem ich einen neuartigen permutationsbasierten Methode
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vorstelle, mit dem sich die Auswirkungen vorangegangener Umweltbedingungen auf das aktuelle
Systemverhalten (Memoryeffekte) quantifizieren lassen. Im Vergleich zu bestehenden Ansätzen
erlaubt die vorgeschlagene Methode die Verwendung von datenadaptiven Modellen, die komplexe
zeitliche Interaktionen über Skalen hinweg erlernen können, wie beispielsweise LSTMs. Als Mach-
barkeitsstudie wurde die Methode zur Quantifizierung der Memoryeffekte von Klimaschwankungen
auf Vegetation unter Verwendung globaler Erdbeobachtungsdaten getestet.

RQ3 In Kapitel 4 bewerte ich die Anwendbarkeit des hybriden Ansatzes für die dynamische
Umweltmodellierung in großem Maßstab. Die hybride Modellierung wurde bisher nur in einigen
wenigen Experimenten in kleinem Maßstab eingesetzt, und die Durchführbarkeit für die Darstel-
lung komplexerer und vielfältigerer Modellierungssituationen wurde noch nicht bewertet. Zur
Evaluierung das Konzepts stelle ich ein hybrides Modell des Wasserkreislaufs auf globaler Ebene
vor. Um dynamische Memoryeffekte zu berücksichtigen, wird ein LSTM verwendet, um latente
hydrologische Variablen und Koeffizienten zu simulieren, die dann in einfachen hydrologischen
Bilanzgleichungen verwendet wurden.

Schlüsselergebnisse

RQ1 Ein LSTM war in der Lage, die globale Vegetationsdynamik in zufriedenstellendem Maße
darzustellen. Es gab zwar geringfügige Diskrepanzen zwischen den Simulationen des physikalisch
basierten Modells und den Vorhersagen von LSTM, aber die wichtigsten zeitlichen und räum-
lichen Muster stimmten gut überein. Diese Ergebnisse deuten darauf hin, dass LSTMs geeignet
sind, hydrologische und vegetationsbezogene Dynamiken ohne Verwendung von Vorwissen zu
erlernen. Dies ist eine wichtige Erkenntnis die es rechtfertigt, RNNs zur Modellierung von Lan-
doberflächenprozessen im globalen Maßstab zu verwenden, wie etwa in den Kapiteln 3 und 4
dieser Dissertation.

RQ2 Die mit der neuartigen Block-Permutation entdeckten Muster der Memoryeffekte des
Vegetationszustandes stimmten gut mit den Ergebnissen anderer (linearer und lokaler) Ansätze
sowie auch mit dem bestehenden Vorwissen überein. Im Vergleich zu bestehenden Ansätzen
erlaubt die vorgeschlagene Methode die Verwendung von datenadaptiven Modellen, die komplexe
zeitliche Interaktionen über Skalen hinweg erlernen können, wie zum Beispiel RNNs.

RQ3 Das hybride Modell lieferte plausible latente Variablen und Koeffizienten, die bewertet und
mit Schätzungen aus physikalisch basierten Modellen verglichen wurden. Das Modell simulierte
nicht nur interpretierbare hydrologische Größen, sondern wies auch eine verbesserte lokale Anpas-
sungsfähigkeit im Vergleich zu physikalisch basierten Ansätzen auf. Der Nachweis der Durch-
führbarkeit hybrider Modelle für die großmaßstäbliche dynamische Modellierung von Erdsystem-
prozessen ist ein Novum und eröffnet Wege für eine breite Anwendung in den Geowissenschaften.
Weitere Forschung ist notwendig, um die Stärken und Schwächen des hybriden Ansatzes besser zu
verstehen, die in dieser Arbeit ausführlich diskutiert werden.
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Zusammenfassung

Fazit

Diese Arbeit bewertet das Potenzial von RNNs für die Modellierung von Vegetation und Hydrolo-
gie auf globaler Ebene und zeigt Wege zu erklärbaren und interpretierbaren Ansätzen auf, wobei
der Schwerpunkt auf der Darstellung dynamischer Memoryeffekte liegt. Ich zeige, dass RNNs in
der Lage sind, heterogene Landoberflächenprozesse zu erlernen, und demonstriere, dass erklärbares
maschinelles Lernen verwendet werden kann, um qualitative Erkenntnisse über Ökosystemprozesse
zu gewinnen. Des Weiteren zeige ich, dass hybride Modellierung aufgrund der hohen Interpretier-
barkeit zum Prozessverständnis beitragen kann. Die vorgestellten Ansätze sollen physikalisch
basierte Modelle nicht ersetzen, sondern vielmehr alternative, datengetriebene Einblicke in das
System Erde ermöglichen. Darüber hinaus werden eine Reihe von Fragen und Herausforderungen
identifiziert, die angegangen werden müssen, wie beispielsweise das Problem der Äquifinalität bei
der hybriden Modellierung. Diese Arbeit ist ein erster Schritt in Richtung datengesteuerter und
dennoch interpretierbarer Umweltmodellierung und stellt Methoden vor, die in Zukunft eine breite
Anwendung in den Geowissenschaften finden können.
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1. Introduction

1.1. Motivation

The study of our planet in the so-called Earth sciences has changed drastically in the past decade:
With unprecedented computational power, growing amounts of Earth observation data, advances in
methodology, and an increase in interdisciplinary and global collaborations, the field is growing and
flourishing (Bonan and Doney, 2018). Despite the progress, many challenges persist, among which
the detailed understanding and predictability of the terrestrial ecosystems are of the most urgent
ones in the face of climate change (Kawamiya et al., 2020). In the physically-based large-scale
modeling of the Earth system, the representation of vegetation and hydrology is still a major source
of uncertainty (Jia et al., 2019). While the reasons for these uncertainties are manifold, key issues
are the high degree of abstraction and limited flexibility of physically-based models (Reichstein
et al., 2019). Nevertheless, such expert models provide valuable insights and long-term projections
(Fisher and Koven, 2020).

Due to the growing amounts of Earth observation data and computational resources, machine
learning provides an alternative to physically-based approaches (Camps-Valls et al., 2020). In the
past decade, deep neural networks replaced expert models in many domains, e.g., natural language
processing (Young et al., 2018), or computer vision (Voulodimos et al., 2018). The promise of deep
learning is simple: Instead of relying on complicated expert systems, highly adaptive algorithms
learn to solve complex tasks from data. In deep neural networks, this is achieved through a set of
hierarchical, non-linear feature extractors (LeCun et al., 2015). In contrast to traditional machine
learning (i.e., shallow learning), deep learning systems can solve complex tasks in an end-to-end
setting, meaning that a model is learned solely from data and with minimal expert intervention.

Today, deep learning is widely used with Earth observation data. Applications range from land
cover classification to parameter retrieval, to gap-filling of data products used in environmental
models or for diagnosis of the Earth system (Camps-Valls et al., 2021; Ma et al., 2019; Yuan
et al., 2020; Zhu et al., 2017). Especially the capacity to learn temporal dependencies in complex
time-series with model architectures such as the recurrent neural network (RNN) could have major
benefits for dynamic land surface modeling: The ability to learn ecosystem dynamics (so-called
ecological memory effects) from data rather than relying on incomplete or wrong prior knowledge
has arguably a large potential (Bergen et al., 2019; Camps-Valls et al., 2021; Karpatne et al., 2019;
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1. Introduction

Reichstein et al., 2019; Zhu et al., 2017), particularly since current physically-based models still
struggle to represent them (Ogle et al., 2015; Reichstein et al., 2018).

Despite its potential, the application of machine learning and deep neural networks in particular
for the global-scale modeling of land surface dynamics is rather uncommon. There are two main
reasons for this: First, a major drawback of representing environmental processes with statistical
models is their physical inconsistency. The problem of inconsistency explicitly expresses when
performing out-of-distribution prediction, i.e., when the statistical properties of the training and
the test data diverge. This is, for example, the case when performing long-term projections in a
changing climate regime. Second, deep neural networks are not physically interpretable. This
does not only limit the trust in them, but also makes it difficult to use them to gather scientific
understanding (Reichstein et al., 2019; Roscher et al., 2020).

Therefore, we have models like RNNs that are well suited to represent ecological memory effects,
but the possibilities to use them to gain scientific insights are limited. The overarching goal of this
thesis is to contribute to filling this gap.

1.2. Ecosystem modeling

Terrestrial ecosystems consist of living organisms and their physical environment on the land
surface1. They are complex dynamical systems, which expresses in a highly non-linear interplay
between system components across magnitudes of temporal and spatial scales (Bonan, 2015).
Terrestrial ecosystems are an interface between the land surface and the atmosphere through
their exchange of energy, momentum, gases, and aerosols. The terrestrial vegetation has been
acknowledged to play a pivotal role in the mitigation (or local amplification) of climate change
(Heimann and Reichstein, 2008). However, the complex processes and feedback loops of vegetation-
atmosphere interactions are still not well understood on the global scale (Friedlingstein et al., 2014;
Jia et al., 2019; Walker et al., 2021).

1.2.1. Ecosystem models

Ecosystem modeling deals with the numerical representation of ecosystems with the aim to better
understand their functioning, but also to simulate their behavior under future—or more generally:
different—conditions (Hall and Day, 1977). Small-scale ecosystem modeling involves targeted
measurements and experiments, whereas large-scale models rely on Earth observation data, and
the possibilities for performing experiments are very limited (Carpenter et al., 1995). Thus, the
process of model development can be seen as a reverse-engineering of a system with incomplete,
infrequent, and uncertain observations with very limited capabilities of interaction—altogether, a

1Within this thesis, I use the term ecosystem as a synonym for terrestrial ecosystem. Although ecosystems include all
forms of life, I focus on vegetation.
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1.2. Ecosystem modeling

difficult undertaking. Nowadays, a plethora of models and model types exist, sometimes focusing
on a specific part (e.g., hydrology or vegetation) or attempting to represent the entirety of the land
surface (so-called land surface models, LSMs)2.

It is evident that an exact representation of such complex systems is not feasible. Consequently,
an ecosystem model is a heavily abstracted representation of the reality, and the level of detail is
constrained by many factors such as the availability, resolution, and quality of observations, expert
knowledge, and computational capacity (Fisher and Koven, 2020).

An accurate representation of land surface processes has a range of applications with high
societal relevance. However, ecosystem models are still affected by large uncertainties and as a
consequence, key questions regarding the consequences of climate change are yet to be answered.
It is, for example, still not clear how much of the anthropogenic carbon emissions can be mitigated
by terrestrial ecosystems in the future, or how vegetation reacts to a warming climate or an increase
in atmospheric carbon concentration (Kawamiya et al., 2020).

1.2.2. Challenges in ecosystem modeling

As a consequence of these uncertainties, state-of-the-art ecological and hydrological models show
large disagreements across scales (Bonan and Doney, 2018; Fisher and Koven, 2020; Haddeland
et al., 2011; Schellekens et al., 2017). The persisting uncertainties can be attributed to two major
factors: data and system complexity (Bonan, 2015; Reichstein et al., 2019). To better understand
the role of these factors, we first take a closer look at a high-level mathematical representation of a
dynamical system. Therefore, we use a discrete-time state-space notation: An dynamical system
can be characterized by its state

st = f (st−1,xt) (1.1)

at time t and an evolution function f that describes how the system state is altered by external
factors (forcings) xt in interaction with the previous state st−1. The output function g further allows
to define a system response (output)

yt = g(st) , (1.2)

which depends on the state st (and sometimes also on the forcings xt, omitted here). In land surface
modeling, the evolution function f and the output function g are usually non-linear due to the

2I use the term ecosystem modeling to loosely refer to the representation of the land surface with emphasis on vegetation,
as the term land surface modeling denotes a component of an Earth system model (ESM) that resolves the coupled
fluxes of carbon, energy, and water (Fisher and Koven, 2020). Due to the strong links between vegetation and
the hydrological cycle (Humphrey et al., 2018; Jung et al., 2017), I do not specifically differentiate between the
modeling of vegetation and hydrology.
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b)
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Time

Figure 1.1.: Global Earth observation data products are often composed of different satellite over-
passes, aggregated in space and time. The different spatial and temporal resolutions
render the integration from different sources (here: a, b, and c, with different spatial
(left) and temporal (right) resolutions) difficult and mask sub-resolution processes in
unforeseen ways. RGB Image source: MODIS (Vermonte, 2015).

complexity of the involved processes (Camps-Valls et al., 2020). In the next two sections, we take
a closer look at the relevance of data (Section 1.2.3) and system complexity (Section 1.2.4) in
ecosystem modeling.

1.2.3. Earth observation data

The high-level mathematical representation in Equation 1.1 and 1.2 underlines the relevance of
data. To force a dynamic model, we require external dynamic factors x (the forcings), which are
seen as independent from the system. We also need observations of the model outputs y, either for
model tuning, validation, or both. It can also be an advantage to have measurements of system
states, either to as a further means for validation, or to directly use the observations instead of
modeling them.

Earth observation data is evolving quickly in terms of quantity and quality (Guo et al., 2015).
With decades-long measurements available on different spatial and temporal scales, the community
can draw from a wide range of observational products. Still, data is a limiting factor in many
aspects. Even though we know the most important forcings that drive ecosystem behavior, we will
never have a complete, accurate, and precise representation of them. Rather, we rely on spatially
and temporally aggregated or sparse observations from space or sophisticated data assimilation
products, both affected by biases and uncertainties. The aggregated Earth observation datasets
may mask small-scale patterns and are difficult to use in practice due to their heterogeneous
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Figure 1.2.: The heterogeneity of the land-surface: RGB composite of the dimensionality-reduced
datasets of soil properties, land-cover, and elevation highlights local and regional
land-surface gradients. The reduction is based on the t-SNE algorithm (Hinton and
Roweis, 2002).

resolution and coverage (Figure 1.1). These shortcomings affect both the model simulations and
the conclusions drawn from the model parameters and simulations.

Another challenge is the measurability of certain processes or states on a global scale. The
observation of soil moisture with satellite or airborne remote sensing, for example, is limited to
the top soil layers (Mohanty et al., 2017) and the direct measurement of the carbon budget of
ecosystems is restricted to site-level (Baldocchi et al., 2001; Jung et al., 2020). This restricted
observability is one of the main constraints in ecosystem modeling (Bonan and Doney, 2018), and
even with novel satellite missions with a higher spatial and temporal resolution, it seems that we
can only—quite literally—scratch on the surface.

1.2.4. Modeling complex ecosystems

Next to data limitations, the vast complexity of ecosystems poses a major challenge in their
numerical representation. An ecosystem is a dynamical and adaptive system, and its behavior
(f in Equation 1.1) often seems complex and stochastic (Hantson et al., 2016; Reichstein et al.,
2014). It has been acknowledged long ago that ecosystems are not the sum of loosely connected
sub-components. Rather, ecosystems are shaped by the continuous interplay of chemical, physical,
biological, and anthropogenic processes (Bianchi, 2020), which results in the heterogeneous land
surface as we know it (Figure 1.2). Ecosystem processes span several magnitudes of temporal
and spatial scales, from submillimeter and –second range (e.g., photosynthesis) to centurial and
global (e.g., adaption of vegetation to warming climate) extent. These complex processes lead
to highly non-linear interactions across time scales and result in lagged ecosystem responses to
environmental changes, so-called memory effects.
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Figure 1.3.: In a dynamic system, the forcings (external inputs) xt at time t can have a
quasi-instantaneous impact on the output (system response) yt. The lagged impact of
antecedent forcings xt on yt+k with time lag k are called dynamic memory effects, or
lag effects.

In a dynamic system, the external factors (forcings) xt can have a quasi-instantaneous impact on
the response yt. In addition, xt can have a delayed impact on yt+k with time lag k (Figure 1.3).
These lagged impacts are called (dynamic) memory effects. From Equation 1.1, it becomes evident
that these memory effects can only be propagated through the system state s. This is why we
sometimes call this state the system’s memory, as is encodes past events.

Memory effects are omnipresent in nature (Ogle et al., 2015): A long period of below-average
precipitation, for example, may cause lower soil misture or even groundwater depletion, causing
water stress in vegetation. This may expose vegetation to the risk of forest fires, diseases, or make
the more vulnerable to insects outbreaks. It can take months, years or even decades for vegetation
to recover from a drought and its consequences (Besnard et al., 2019). The representation of such
processes is extremely challenging as it requires obserations of the forcings x, a proper description
of the processes f shaping the system state or observations thereof, and observations of the system
responses y with the corresponding function g.

Ecosystem and hydrological models consist of a mixture of physical, semi-empirical, and empir-
ical components (Fisher and Koven, 2020). The models are defined by their structure (the causal
connections) and the process parameterization (the representation of a process). Uncertainties in
the model structure may introduce errors that emerge from a mismatch between the causal structure
of the model and the real-world system (Butts et al., 2004). This mismatch can introduce biases in
parameter estimates and simulations due to compensation effects (Engelhardt et al., 2014; Gupta
et al., 2012; Refsgaard et al., 2006). Similarly, the process parameterization introduces errors,
owing to wrong or incomplete knowledge, data limitations, and aggregation effects. For example,
the physics of snow crystals formation is well known on microscopic scales (Libbrecht, 2005), but
we have neither the computational power nor the required small-scaled observations to feed the
physical equations. Thus, the physically complex process of snow formation is parameterized such
that it can be computed at the model scale. A common approach in global hydrological models is
to simply assume all precipitation below a temperature threshold is snowfall (e.g., Van Der Knijff
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et al., 2010). Such heuristics can be found in all ecological and hydrological models, and while
they work decently in many cases, they arguably do not do justice to the complexity of the real
world.

The parameterization of a process implies that certain parameters need to be set (e.g., the
snow temperature threshold from above). Parameters can be retrieved from direct observations
(e.g., observed temperature threshold in experiments) or from prior knowledge (e.g., freezing
point of 0 ◦C). Furthermore, parameters can be found computationally by inverse modeling. In
inverse modeling, model parameters are adjusted such that a model generates outputs close to
observed values, given some input values (e.g., Sood and Smakhtin, 2015). In physically-based
modeling, parameterizations are often rigid and coarse-grained, which introduces a mismatch
between simulations and observations.

Physically-based models remain the primary tool for advancing the understanding of processes
on large scales and for performing long-term projections and scenarios (Bonan and Doney, 2018).
However, advances in knowledge, data, and computational power did not directly translate into
the reduction of model uncertainty as expected. It seems that increasing model complexity and
resolution alone leads to a dead end, and new paradigms are needed (Reichstein et al., 2019).

1.3. Learning from data

1.3.1. Deep learning and neural networks

Deep learning has been the backbone of modern computer vision (Voulodimos et al., 2018) and
natural language processing (Young et al., 2018) and enabled breakthroughs in several other
research and engineering disciplines. The great success was fueled by a tremendous growth in
computational power and data availability. Nowadays, data-driven algorithms outperform expert
systems in various tasks (Goodfellow et al., 2016). This success is owed to the flexibility of
deep learning algorithms to learn complex representation from structured data without relying on
domain knowledge, but also on the availability of data (LeCun et al., 2015).

In the most common machine learning setting—called supervised learning—, we are given
tuples of (xi, yi) with input features xi ∈ X and the labels (or targets) yi ∈ Y , building the training
set  = {(x1, y1),… , (xn, yn)} of n samples. The goal in supervised learning is to learn a mapping
from the input features to the targets by the function f ∶ X → Y by minimizing a loss function
l ∶ Y × Y → R+. The function f is found by minimizing

f ∗ = arg min
f∈

N
∑

i=1
l(f (xi), yi) , (1.3)

where  is the hypothesis space.
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x3

y1

y2

Low to high level representation
Figure 1.4.: A feed-forward neural network with n hidden layers. The sequential processing of the

input features x leads to a high-level hidden representation at the layer n from which a
linear mapping yields the predictions y.

So-called shallow machine learning algorithms still require the user to provide hand-crafted input
features, whereas deep learning algorithms are capable of learning high-level representations of the
input data end-to-end. The representation is a learned mapping of the input achieved through a set
of simpler, sequentially arranged non-linear transformations (Goodfellow et al., 2016), exemplified
here with a fully-connected neural network in Figure 1.4. Neural networks are highly data-adaptive,
and the performance scales well with increasing data size, which is not necessarily the case for
other statistical learning algorithms (LeCun et al., 2015; Lipton et al., 2015).

A fully-connected neural network, as illustrated in Figure 1.4, is a universal function approximator
(Csanád Csáji, 2001; Hornik et al., 1989) that requires minimal assumptions and minimal prior
knowledge about the modeling problem. In other words, it has a minimal inductive bias (Baxter,
2000; Mitchell, 1980). It is often beneficial to encode some prior assumptions into the model
architecture to improve generalizability and facilitate model training. A convolutional neural
network (CNN), for example, introduces an inductive bias through the assumption of a spatially
localized structure (Elsayed et al., 2020). A further example of an inductive bias is the selection
of input features. Inductive biases restrict the hypothesis space  and ideally improve the data
efficiency and generalizability of a model. The choice of assumptions often depends on domain
knowledge, which seems sometimes trivial (e.g., using a CNN for image classification), but usually
requires expert knowledge and a careful model development process.
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1.3. Learning from data

1.3.2. Recurrent neural networks

A number of deep learning-based approaches exist to deal with sequential data, such as Earth
observation time series. A widely used concept is the RNN, which represents a system’s state and
learns its evolution in time from data. It is defined by a state transition function

ht = �(W xxt +W hht−1 + bh) (1.4)

and an output function

ŷt = W yht + by . (1.5)

The input xt ∈ RM is the tth element of a sequence x ∈ RT×M of T elements with M input
features. Equivalently, yt ∈ RD is the tth element of the labels y ∈ RT×D with label dimensionality
D. The hidden state ht ∈ RR represents the system state at time t and has dimensionality R, a
hyperparameter corresponding to the number of recurrent neurons. The learned input weights
W x ∈ RR×M and recurrent weights W h ∈ RR×R are multipied with the input and the previous
hidden state, respectively, and a learned bias bh ∈ RR is added. The sigmoid activation function �
is used to introduce non-linearity. The hidden state ht is mapped to one or multiple outputs ŷt,
which are compared to the observations y for supervision. This operation involves another set
of learnable parameters, namely the output weights W y ∈ RD×R and the output bias by ∈ RD.
Overall, the model performs a mapping of the input space X ∈ RT×M to the label space Y ∈ RT×D.
The model parameters � = {W x,W h, bh,W y, by} are optimized using backpropagation through
time (Goodfellow et al., 2016) with the aim to minimize the cost J in respect to a training dataset
of n total (xi, yi) tuples and a loss function l:

minimize
�

J (�) = 1
n

n
∑

i=1
l(ŷi, yi) . (1.6)

Note that this concept is closely related to the discrete state-space notation introduced in Sec-
tion 1.2.2: The system state is updated using an evolution function (Equation 1.4) and the state is
mapped to the labels using an output function (Equation 1.5). Consequently, the hidden state ℎt of
the RNN can be understood as a complex system state containing relevant information to compute
the future system behavior in interaction with the concurrent external factors xt. This loose and
flexible concept provides a powerful approach to represent dynamic systems if process knowledge
or observability of the system state is limited, as assumptions are minimal.

Basic RNNs as presented here are not often used in practice as they are not capable of learning
long-term sequential dependencies (Lipton et al., 2015). Rather, more sophisticated architectures
are used, such as the long short-term memory (LSTM) model (Hochreiter and Schmidhuber, 1997),

9



1. Introduction
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Figure 1.5.: The long short-term memory (LSTM) model with data input xt at time t, the hidden
state ht, cell state ct, and the model output ŷt. The model contains four linear layers
with non-linear activations (sigmoid � and hyperbolic tangent tanh) and pointwise
operators. The hidden state ht is mapped to a prediction ŷt using another linear layer.
The cell state ct caries long-term information.

illustrated in Figure 1.5. I use the term RNN herein to refer to the general concept of the recurrent
neural network.

When modeling heterogeneous ecohydrological processes, it is crucial to account for memory
effects, i.e., delayed system responses to antecedent conditions (Ogle et al., 2015). RNNs have been
shown to be able to represent such temporal dependencies in regional studies (e.g., rainfall-runoff
modeling in Northern America, Kratzert et al., 2018). To properly represent processes of the
land surface, a wide range of factors representing soil, vegetation, or other landscape features
are relevant (Beck et al., 2016; Jung et al., 2020). Such factors may also change over time—for
example, soils are in constant progression—, but assuming constant values for such slow processes
is usually sufficient. A key advantage of a purely data-driven approach is the flexibility to use such
variables without prescribing their interactions explicitly.

1.3.3. Deep learning for ecosystem modeling

Nowadays, deep learning is applied broadly in the Earth sciences. Two major reasons for its
success are the growing availability of data and the ability to exploit spatio-temporal structures in
data. Applications range from object detection, image recognition, and semantic representation, to
anomaly/change detection and time-series regression (Zhu et al., 2017), for example for landscape
prediction from climate (Requena-Mesa et al., 2018), rainfall-runoff modeling (Kratzert et al., 2018),
crop field identification (Rußwurm and Körner, 2017), or modeling of global-scale ecosystem
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Figure 1.6.: Physically-based versus machine learning models: While physically-based models

are primarily based on prior knowledge and offer interpretability, machine learning
models are capable of learning from data in flexible ways, but in turn suffer from
limited interpretability and physical consistency. New approaches are needed to close
the gap between knowledge and data-driven methods.

responses (Kraft et al., 2021). For an extensive review of applications of deep learning in the Earth
sciences, I refer to Camps-Valls et al. (2021).

So far, deep learning has only been marginally considered for scientific applications with the
aim to improve system understanding or for making long-term predictions of complex systems
(e.g., meteorological forecasts or climate projection). This is owed to the low interpretability of
deep neural networks. As a consequence, the capabilities for gaining scientific knowledge from,
and including prior knowledge into them, are limited. This leaves a gap between physically-based
models, which are both interpretable and physically consistent but prone to biases, and machine
learning approaches, which can make use of large amounts of data more efficiently (Figure 1.6).
Hence, the domain of Earth system modeling was largely untouched by the current developments
in deep learning until recently (Reichstein et al., 2019). However, novel approaches provide an
opportunity to gather scientific insights using explanatory approaches (Section 1.3.4). Furthermore,
the fusion of the more rigid expert models and the flexible data-driven approaches in so-called
hybrid models (Section 1.4) opens avenues for the combination of data- and knowledge-driven
methods, and may motivate two communities to share ideas and knowledge.

1.3.4. Explainable machine learning

Machine learning models are broadly applied nowadays, but their low interpretability imposes
challenges and limitations. Closely related, the limited explainability renders model debugging and
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development difficult, limits our trust in them (Lipton, 2018), and hampers the usage of machine
learning models for improving scientific understanding (Roscher et al., 2020). Therefore, they are
often not considered for scientific applications with a focus on system understanding (Camps-Valls
et al., 2020; Karpatne et al., 2018; Reichstein et al., 2019). Various approaches exist to tackle
these shortcomings via explanations, subsumed under the term of explainable machine learning,
or sometimes explainable artificial intelligence (XAI). The field is growing quickly (Arrieta et al.,
2020; Biran and Cotton, 2017; Miller, 2019), but a concise terminology is still missing and basic
terms, such as transparency, interpretations, and explanations are not well defined. For example,
some authors use the terms interpretability and explainability interchangeably (e.g., Miller, 2019),
others use the terms distinctively (e.g., Arrieta et al., 2020; Roscher et al., 2020), or state that an
all-purpose definition does not exist (Rudin, 2019).

According to Roscher et al. (2020), a machine learning algorithm is considered transparent if
the model functioning and training can be described and design choices can be motivated. In this
sense, neural networks are not in-transparent per se, as we can write them down as a function, we
can motivate our design choices, and we understand how the model optimization algorithms work.

Interpretations aim at presenting properties of a model in understandable terms and require a
model and data (Roscher et al., 2020). To enhance the interpretability of neural networks, a set
of tools and concepts have been developed (Arrieta et al., 2020; Lipton, 2018). A well-known
example is the use of saliency maps, where input features (e.g., pixels in image classification
tasks) are highlighted to show which parts are most relevant for the model decision. Similarly,
attention-based models allow to visualize what the model is focusing on (e.g., Vig, 2019). Other
approaches, such as local interpretable model-agnostic explanations (LIME, Ribeiro et al., 2016),
use surrogate models to provide additional insights.

Explanations, which rely on interpretations, are “a set of statements usually constructed to
describe a set of facts which clarifies the cause, context, and consequences of those facts” (Drake,
2018). Their purpose is to answer one of the “what?”, “how?”, and “why?” questions, e.g., “Why
did that event happen?” (Miller, 2019). Adadi and Berrada (2018) identify four use cases of
explanations: justification (of a decision), control (to discover model vulnerabilities and flaws),
improvement (of a model), and discovery (of new facts). From a scientific perspective, the discovery
of new facts is arguably the most interesting use case. This can be achieved through a profound
understanding of the machine learning approach (transparency), interpretations of the model
behavior, and expert knowledge (Roscher et al., 2020).

1.4. Hybrid modeling

Hybrid modeling combines concepts from machine learning and physically-based modeling (Fig-
ure 1.7). The fusion of the two paradigms allows to build data-driven yet partially interpretable
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(a) Machine learning (b) Hybrid modeling (c) Physically-based modeling
Figure 1.7.: Hybrid modeling (b) combines concepts from machine learning (a) and physically-

based modeling (c). In end-to-end machine learning (a), a model learns a mapping
from the input features to the output (observed labels) from data. In physically-
based modeling (c), the processes are pre-described physically or conceptually in
interpretable terms, or empirically from prior observations. Usually, physically-based
models represent (non-observed) latent variables or coefficients, which emerge from
the model and may be used as data products or to improve system understanding. In
hybrid models (b), such latent variables or coefficients can be estimated by a machine
learning algorithm in a flexible and data-adaptive way.

and physically consistent models (Camps-Valls et al., 2021; de Bézenac et al., 2019; Reichstein
et al., 2019). After Reichstein et al. (2019), hybrid modeling denotes the replacement of a physical
submodel with machine learning. More generally, in hybrid modeling, parts of a mechanistical or
conceptual model are parameterized or replaced by machine learning.

Consider a process y = q(x1, x2). In its simplest form, we can denote a hybrid model of q as an
inner process

p = gML(x1) , (1.7)

represented by a machine learning model gML that simulates a latent variable p, and an outer
process

y = fphys(p, x2) , (1.8)

where fphys is a physically-based function with a known structure. The variables x1 and x2 are the
forcings and/or static variables, here they are univariate for simplicity.

Offline and online hybrid modeling

The parameterization may be performed offline, i.e., the machine learning model gML is trained
in advance and fixed at model run-time, or online, meaning that gML is trained end-to-end as a
component of the entire model. In the offline mode, we deal with two separate modeling problems:
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In the first step, a machine-learning model is trained to approximate the inner process (Equation 1.7).
This requires observations or simulations of p, but they are often not available. Offline hybrid
modeling is commonly used to emulate certain processes for computational efficiency (e.g., Rasp
et al., 2018). Hereinafter, I focus on online hybrid modeling, and hybrid modeling refers to the
online case.

Parameters, variables, and coefficients

A precise differentiation between the parameters �ML, �f , and the intermediate outputs p (strictly
speaking also parameters to fphys that depend on data) and their conceptual meaning is important:
Variables are quantities that can be observed independently from the experiment, which are to be
brought into a relationship by a model. Parameters are constant quantities that define the model
behavior, which “stand for inherent properties of nature” (Bard, 1974). Within the parametric
hybrid modeling context, I use the term ML parameter to refer to the non-interpretable parameters
of the machine learning model (�ML), whereas the term physical parameters is used to refer to
constant, global parameters (�f ) of the physically-based module. These parameters are found
through model optimization and do not depend on data, i.e., they are fixed after model training.
Parameters that depend on data (i.e., they are an output of gML) are referred to as coefficients.
These learned coefficients can vary in space, time, or along any other data dimension. Outputs of
gML that are physical quantities (e.g., a flux such as evaporation or a state such as groundwater) are
referred to as latent variables if they are not used for supervision. Note that this terminology is
used in S4 Kraft et al. (2022), but not in S3 Kraft et al. (2020).

Parametric and non-parametric approaches

Hybrid modeling denotes a broad concept, which renders a categorization challenging. I differenti-
ate between parametric and non-parametric hybrid modeling, where (non-)parametric refers to the
physical submodel (Figure 1.8). If the model is non-parametric, only the parameters �ML of the
machine learning model gML need to be optimized. In this case, the optimization problem can be
described as a minimization problem over a set of i ∈ {1,… , n} training samples, denoted as

�∗ = argmin
�=(�ML)

n
∑

i=1
l(fphys(x1,i, gML(x2,i,�ML)), yi) , (1.9)

here exemplified using the simple hybrid model defined in Equations 1.7-1.8. In the parametric
case, the optimization is extended to parameters �f of fphys:

�∗ = argmin
�=(�ML,�f )

N
∑

i=1
l(fphys(x1,i, gML(x2,i,�ML),�f ), yi) . (1.10)
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Process
y = q(x1, x2)

Inner function unknown

Outer function unknown

Hybrid modeling
y =

fphys(x1, gML(x2))

fphys: parameters unknown

fphys: parameters known

a) Parametric hybrid modeling
fphys and gML are learned

b) Non-parametric hybrid modeling
fphys is fixed, gML is learned

Machine learning
y =

gML(x1, fphys(x2))
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Figure 1.8.: Online hybrid modeling is the combination of machine learning and physically-based
modeling in an end-to-end training setting. A hybrid model of the process q depending
on x1 and x2 uses a machine learning model gML to represent subprocesses of q, pro-
viding latent variables as input to, or coefficients for a physically-based submodel fphys
(top branch). If fphys has tunable parameters itself, we call the approach parametric
(a), else non-parametric (b). If the output of a physically-based model fphys is used as
input to a machine learning model gML (c), we deal with classical machine learning
with precomputed features (bottom branch).

Assuming that gML is a neural network, as is commonly the case, the optimization can be done by
using standard gradient descent with backpropagation (Goodfellow et al., 2016), given that fphys is
differentiable. A parametric hybrid model can still be optimized by using backpropagation: The
optimizer can concurrently update the parameters �ML and �f .

Non-parametric hybrid modeling denotes a special case, where fphys is purely physical (based
on first principles) or parameters are known/fixed during model training. In this case, only the
ML parameters are optimized. A prominent example of a non-parametric hybrid model—the first
application of hybrid modeling in Earth sciences to my knowledge—combines a convolutional
deep neural network (CDNN) with fluid dynamics to predict sea surface temperature (SST, de
Bézenac et al., 2019). Based on k past fields of SST ({It−k−1,⋯ , It}), a deep convolutional
neural networks simulates a motion field (equivalent to Equation 1.7), which is fed into physical
equations of advection and diffusion (equivalent to Equation 1.8), yielding the next SST field, It+1
(Figure 1.9). Instead of directly predicting the SST using the CDNN, physical process knowledge
was used to restrict the hypothesis space. The authors could show that the model outperforms
purely deep learning–based as well as a purely physically-based models.

The approach yields the coefficient !̂t, the estimate of the motion field per time step t. This
offers several opportunities: It allows to further regularize the model by adding soft constraints on
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Figure 1.9.: Sea surface temperature (SST) prediction using a non-parametric hybrid model (de
Bézenac et al., 2019): fields of SST are fed into a convolutional deep neural network
(CDNN) to simulate a latent motion field further used in physical equations of diffusion
and advection (warping scheme) to predict the next SST field. ©IOP Publishing.
Reproduced with kind permission from IOP Publishing and the authors. All rights
reserved.

!̂t to the loss function, e.g., by assuming a certain spatial smoothness of !̂t, or by penalizing large
changes between !̂t−1, and !̂t (i.e., temporal smoothness). In addition, the latent variables can be
used for quality control. When the model is applied to unseen data, the motion field may be used
as a diagnostics tool for model reliability, e.g., through expert validation. Furthermore, the motion
field could be used as data product for other purposes, for example, as input to a physically-based
model. Last but not least, the !̂t can help experts to better understand processes related to sea
surface temperature or motion.

In the above example, no physical parameters needed to be tuned. However, in ecohydrolog-
ical modeling, the processes can almost never be represented with pure physics. An example
was provided in the introduction (Section 1.2): Snow formation is well understood physically,
but a representation with first principles would require enormous computational resources and
high-resolution data as input to the equations. Similar problems exist in other domains, such as
oceanography or atmosphere modeling (e.g., O’Gorman and Dwyer, 2018; Rasp et al., 2018). An
example of parametric hybrid modeling is presented in Chapter 4.

Accounting for memory effects in hybrid modeling

For the representation of land surface processes, non-dynamical models may not suffice due to
memory effects. As not all relevant system states can be observed and used as an input, a non-
dynamical model cannot represent memory effects adequately. We can extend the non-dynamical
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hybrid model (Equations 1.7 and 1.8) to introduce a system state, i.e., to account for memory
effects. To represent implicit, non-physical memory effects (which we may not be able to explicitly
represent in a physical manner or of which we are not aware), we can use a recurrent neural network

ht = gRNN(ht−1, [xt, st−1]) , (1.11)

which takes the concatenated forcings xt and the previous time step’s physical states st−1, together
with its own hidden previous state ht−1 (see Section 1.3.2 for more details on RNNs) as inputs.
At each time step, the RNN yields an updated hidden state ht. Note that this state is difficult to
interpret and used by the RNN to account for memory effects. Furthermore, we use an output
mapping function

pt = gout(ht) , (1.12)

which yields (latent) variables and/or coefficients pt required by the physical model

yt, st = fphys(pt,xt, st−1) . (1.13)

In addition, the physical model fphys takes forcings xt and the past states st−1 as input and yields
the outputs yt but also updates the physical states st. Note that the two different model states ht
and st play a different role: The hidden state of the gRNN is not physical, i.e., we cannot link its
values to real-world quantities. This state implicitly accounts for memory effects that are neglected
in the physical model fphys. The physical states st are interpretable, and we can constrain them
to, for example, obey mass conservation laws. The above approach is just one way to account for
memory effects in a hybrid model, but applications do, to my best knowledge, not yet exist beyond
the studies presented in Chapter 4.

Challenges and opportunities

In physically-based modeling, coefficients are often assumed constant globally or across classes
of similar instances. It is, for example, common to parameterize dynamic global vegetation
models (DGVMs) by plant functional types (PFTs) instead of using spatially explicit coefficients
(Sitch et al., 2003), i.e., coefficients are defined per vegetation group. Furthermore, it is common
practice to calibrate models per spatial or logical unit. For example, hydrological models are often
calibrated per catchment (e.g., Van Der Knijff et al., 2010), or catchments with similar properties
are parameterized jointly (Beck et al., 2016). These approaches are sometimes sufficient, e.g., if it
makes sense to assume a constant value globally. However, the discretization often leads to model
biases since the environmental processes are fine-grained and heterogeneous in reality (Reichstein
et al., 2019). The flexibility of hybrid models to use spatially or temporally varying coefficients that
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Hybrid modeling Physically-based modeling
Model

structure

Process
parameterization

Calibration

Prediction /
simulation

Forcing data

Expert knowledge

Expert knowledge

Machine learning

Training data

Expert knowledge

Expert knowledge

Parameter
optimization

Training data

Figure 1.10.: Hybrid modeling versus physically-based modeling. The central column represents
the modeling steps, from model structure (causal connections), to process parame-
terization (processes representation), to optional calibration (parameter tuning), and
finally, the simulations based on forcing data. In physically-based modeling (right
collumn), expert knowledge is used to design the model structure and to define the
process parameterization. Parameters are either taken entirely from data and prior
knowledge, or partially calibrated using optimization techniques. In hybrid modeling
(left collumn), machine learning can be used in a more flexible way to parameterize
processes and calibrate parameters, or to replace parts of the model structure.

are linked to data offers new pathways to improve environmental models: Not only is it possible
to calibrate a physically-based model in a spatially and temporally explicit way, but we can also
replace entire parameterizations or components of the model structure with a machine learning
model as illustrated in Figure 1.10.

This flexibility of hybrid modeling offers a variety of opportunities for model development, e.g.,
to replace uncertain processes with machine learning. But they also come at a cost: The modeling
problem may already be underconstrained in physically-based models with only a few parameters,
and this issue becomes even more severe when several coefficients are tuned simultaneously
with a highly data-adaptive model. The lack of identifiability occurs when different parameter
combinations lead to the same result. In environmental modeling, the term equifinality is more
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1.5. Scope and thesis outline

common, referring to the case where identifiability is lacking (Beven and Freer, 2001). The issue
of equifinality is an outstanding challenge in hybrid modeling.

1.5. Scope and thesis outline

In this thesis, I investigate the potential of deep learning and hybrid modeling for global-scale
ecohydrological modeling. The main goal is to contribute to the exploration of the gap between
physically-based modeling and machine learning, as illustrated in Figure 1.6.

The chapters are arranged along four key first-author publications, which focus on different
aspects of the broader research question. Chapter 2 assesses the capability of RNNs to represent
global ecosystem dynamics. This requires a model to be flexible enough to represent temporal
ecohydrological dependencies in interaction with heterogeneous land surface conditions. To
exclude potential confounding factors such as data quality and availability, the study is based
on simulated data from a physically-based land surface model. In Chapter 3, the concept is
applied to real-world observations. In addition, a model agnostic explanatory approach to identify
temporal dependencies (i.e., memory effects) is introduced and critically discussed. The explanatory
approach can provide high-level qualitative insights into ecological memory effects and thereby
contribute to populating the gap between the physically-based and the machine learning paradigm.
Chapter 4 consists of two studies that represent a large step towards the combination of physically-
based modeling and machine learning in a dynamic hybrid model at global scale. In Chapter 5,
I summarize the contributions of this thesis to the current research landscape, discuss how the
presented studies help to close the gap between physically-based modeling and machine learning,
and what prospects arise from it.

More specifically, the research questions (RQs) are:

RQ1 Can recurrent neural networks learn global-scale ecosystem behavior? (Chapter 2)

RQ2 Can dynamic memory effects in Earth observations be identified using explanatory ap-
proaches? (Chapter 3)

RQ3 What is the promise of global-scale hybrid modeling and what are its challenges and oppor-
tunities? (Chapter 4)

1.6. List of publications

First-author publications

The following first-author publications are contained in this thesis.
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A summary of the content and the original publication is provided in Chapter 2.
S2 B. Kraft, M. Jung, M. Körner, C. Requena Mesa, J. Cortés, and M. Reichstein (2019). “Iden-

tifying Dynamic Memory Effects on Vegetation State Using Recurrent Neural Networks.”
In: Frontiers in Big Data 2. ISSN: 2624-909X. DOI: 10.3389/fdata.2019.00031

A summary of the content and the original publication is provided in Chapter 3.
S3 B. Kraft, M. Jung, M. Körner, and M. Reichstein (2020). “Hybrid Modeling: Fusion of a

Deep Learning Approach and a Physics-Based Model for Global Hydrological Modeling.” In:
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information
Sciences. Vol. XLIII-B2-2020. Copernicus GmbH, pp. 1537–1544. DOI: 10.5194/isprs-

archives-XLIII-B2-2020-1537-2020

A summary of the content and the original publication is provided in Chapter 4.
S4 B. Kraft, M. Jung, M. Körner, S. Koirala, and M. Reichstein (2022). “Towards hybrid

modeling of the global hydrological cycle.” In: Hydrology and Earth System Sciences 26.6,
pp. 1579–1614. DOI: 10.5194/hess-26-1579-2022

A summary of the content and the original publication is provided in Chapter 4.

Second-author publications

The following second-author publications are not contained in this thesis.

1. C. Requena-Mesa, M. Reichstein, M. Mahecha, B. Kraft, and J. Denzler (2018). “Predicting
Landscapes as Seen from Space from Environmental Conditions.” In: IGARSS 2018 - 2018
IEEE International Geoscience and Remote Sensing Symposium, pp. 1768–1771. DOI:
10.1109/IGARSS.2018.8519427

2. M. Reichstein, S. Besnard, N. Carvalhais, F. Gans, M. Jung, B. Kraft, and M. Mahecha
(2018). “Modelling Landsurface Time-Series with Recurrent Neural Nets.” In: IGARSS
2018 - 2018 IEEE International Geoscience and Remote Sensing Symposium, pp. 7640–7643.
DOI: 10.1109/IGARSS.2018.8518007

3Not peer-reviewed

20

https://doi.org/10.3389/fdata.2019.00031
https://doi.org/10.5194/isprs-archives-XLIII-B2-2020-1537-2020
https://doi.org/10.5194/isprs-archives-XLIII-B2-2020-1537-2020
https://doi.org/10.5194/hess-26-1579-2022
https://doi.org/10.1109/IGARSS.2018.8519427
https://doi.org/10.1109/IGARSS.2018.8518007


2. Global ecosystem modeling using recurrent
neural networks

This section is based on

B. Kraft, S. Besnard, and S. Koirala (2021). “Emulating Ecological Memory with
Recurrent Neural Networks.” In: Deep Learning for the Earth Sciences: A Com-
prehensive Approach to Remote Sensing, Climate Science and Geosciences. Ed. by
G. Camps-Valls, D. Tuia, X. X. Zhu, and M. Reichstein. 1st edition. Hoboken, NJ:
Wiley & Sons. ISBN: 978-1-119-64614-3
Non-final author proof copy.

Copyright The right to republish the book chapter has been granted by the rightsholder (John
Wiley & Sons). The full license agreement is provided in Appendix A.

2.1. Study summary

RNNs have been broadly tested and applied on sequential modeling problems. Although various
studies demonstrated their usefulness in the context of Earth observation data, global studies
focusing on physical land-surface processes did not exist. The main reason for the lack of studies
is the limited range of applications: Currently, long-term forecasting of land-surface processes
using neural networks is not competitive to physically-based or sophisticated data assimilation
approaches, and insights are limited due to the low interpretability of neural networks.

For studies such as Kraft et al. (2022), however, it is essential to know the capabilities and
limitations of RNNs to represent land-surface processes under a broad range of conditions. Due to
uncertainties and biases commonly present in Earth observation data, the study presented here
uses simulations from a physically land-surface model to control for confounding factors, such as
data deficiencies or incomplete predictors.

We used global simulations of daily evapotranspiration from the MATSIRO land-surface model,
which uses meteorological forcings and a set of land-surface properties as input. The ecological
memory is represented by a single latent state variable, which is soil moisture. To emulate the
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2. Global ecosystem modeling using recurrent neural networks

processes related to evapotranspiration, we used an LSTM, which ideally learns the interactions of
meteorological forcings and static variables across time scales.

We could show that an RNN is able to emulate the physically-based model when fed with the
same forcings, which means that the interaction of meteorological forcings and static variables
could be learned and generalized to unseen conditions. This study presents a proof-of-concept that
underlines the data adaptivity of RNNs and the applicability to global Earth observation data.

Contribution The study was conducted in close cooperation with the co-authors. Data processing
was equally done by all authors, while the model was implemented by me. All authors contributed
equally to the analysis and writing.

2.2. Emulating ecological memory with recurrent neural networks

Please turn to the next page.
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Chapter 18

Emulating Ecological Memory With

Recurrent Neural Networks

Abstract

Ecosystem processes are driven both by contemporary and antecedent environmental and

land surface conditions through ecological memory e↵ects. This chapter provides an insight

into the relevance of memory e↵ects in the Earth system and presents an experimental case

study to use an Recurrent Neural Network (RNN) model to emulate a physical model. In

addition to introducing an experimental design suitable for such purposes, we demonstrate

that an RNN is largely capable of learning the memory e↵ects encoded in a physical model. A

non-temporal fully connected model cannot reproduce such memory e↵ects, especially during

anomalous conditions (e.g. climate extremes).

18.1. Ecological memory e↵ects: concepts and

relevance
Ecological memory can be broadly defined as the encoding of past environmental conditions in

the current ecosystem state that a↵ects its future trajectory. The consequent e↵ects, known

as memory e↵ects, are the direct influence of ecological memory on the current ecosystem

functions [Peterson, 2002, Ogle et al., 2015]. Such memory e↵ects are prevalent across several

spatial and temporal scales. For example, at the seasonal scale, the variability of spring tem-
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perature a↵ects ecosystem productivity over the subsequent summer and autumn [Buermann

et al., 2018]. Inter-annually, moisture availability over previous year is linked to contempo-

rary ecosystem carbon uptake [Aubinet et al., 2018, Barron-Ga↵ord et al., 2011, Ryan et al.,

2015]. Furthermore, less frequent and large extreme events (e.g., heat waves, frost, fires, insect

outbreaks) can lead to short-term phenological changes [Marino et al., 2011] or long-term dam-

age to the ecosystem with diverse e↵ects on present and future ecosystem dynamics [Larcher,

2003, Lobell et al., 2012, Niu et al., 2014]. This evidence highlights the relevance of short to

long-term temporal dependencies on past environmental conditions in terrestrial ecosystems.

However, due to the large spectrum of the environmental conditions and their consequent ef-

fects on the ecosystem, quantifying and understanding the strength and persistence of memory

e↵ects is often challenging.

Ecological memory e↵ects may comprise direct and indirect influences of external and

internal factors [Ogle et al., 2015] that are either concurrent or lagged in time. For instance,

a drought may directly decrease ecosystem productivity, with indirect concurrent e↵ects on

loss of biomass due to the drought-induced fire (t2 in Fig. 18.1). Additionally, ecosystems

may not only be responding to concurrent factors, but also to the lagged e↵ects of past

environmental conditions. A drought event can further impact the ecosystem productivity for

months to years through a direct but lagged e↵ect. On the other hand, indirect lagged e↵ects

involve from external factors that a↵ect the ecosystem productivity during a drought, e.g.,

disturbances like tree mortality and deadwood accumulation (t3 in Fig. 18.1), which may lead

to insect outbreaks with further influences on the ecosystem (t4 and t5 in Fig. 18.1).

Memory e↵ects are not exclusive to ecosystem productivity, but encompass a large number

of Earth system processes of carbon [Green et al., 2019] and water cycles [Humphrey et al.,

2017]. A key variable that encodes memory e↵ects in Earth system is the soil moisture. Soil

moisture is controlled by instantaneous and long-term climate regimes, vegetation properties,

soil hydraulic properties, topography, and geology. As such, soil moisture exhibits complex

variabilities in space, time, and along soil depth. Owing to this central role but large complex-

ity, most physical models are built around the parameterization of moisture storage, which in

390

2. Global ecosystem modeling using recurrent neural networks

24



t1 t2 t3 t4 t5 t6

Figure 18.1: Schematic diagram illustrating the temporal forest dynamics during and post-
disturbance: drought occurring in t1 and t2 conditions fire event in t2 and insect outbreaks
in t4.

turn a↵ects the responses of land surface to environmental conditions. Nevertheless, physical

models have inherent uncertainties due to di↵erences in structure and complexity and input

data as well as unconstrained model parameters.

Several data-driven methods have therefore been developed to address the shortcomings

of physical models for understanding Earth system processes as observed in the data. But,

the data-driven methods may also be limited by data quality and availability. For example,

the vegetation state over the land surface can be observed with satellite remote sensing. Yet,

state variables such as soil moisture, which have imprints of ecological memory, are di�cult

to measure beyond meaningful soil depths and across larger scales. This poses a key challenge

in capturing the memory e↵ects using conventional data-driven methods. As such, dynamic

statistical methods, such as RNNs [LeCun et al., 2015], may address these shortcomings,

as they do not necessarily require measurements or observations of state variables. In this

context, RNNs have a large potential for bringing the data-driven estimates on par with

Earth system models with regards to capturing the ecological memory e↵ects on land surface

responses. This chapter focuses on this aspect and demonstrates the capabilities of RNNs to

quantify memory e↵ects with and without the use of state variables.
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18.2. Data-driven approaches for ecological mem-

ory e↵ects

18.2.1. A brief overview of memory e↵ects

Conceptually, the memory e↵ects on a system response Yt, at time t, encompass the influences

of forcing Xt�k in previous k � 1 time steps. As such, the memory e↵ects propagate through

time via the system state St, at every time step, which can be expressed as

St = f(St�1, Xt) . (18.1)

The response Yt is, in turn, a function of St as

Yt = g(St) . (18.2)

The St encodes all memory e↵ects needed to compute Yt, and it can be interpreted as the

ecological memory. From a data-driven perspective, the memory St emerges solely from the

e↵ects of ‘unobserved’ previous states that are not directly encoded in any given observations

[Jung et al., 2019]. For example, if instantaneous vegetation state (e.g., vegetation greenness)

and current climatic conditions (e.g., air temperature or rainfall) are included in the observed

state Ot, their e↵ects are not necessarily encoded in St. Therefore, St can be mathematically

expressed as

St = f(St�1, Xt, Ot) . (18.3)

392

2. Global ecosystem modeling using recurrent neural networks

26



18.2.2. Data-driven methods for memory e↵ects

Following Equation 18.3, several data-driven statistical methods have been employed to ac-

count for ecological memory and quantify their e↵ects on ecohydrological responses. Given

the lack of observed state variables, a common practice is to use hand-designed features, such

as lag or cumulative variables of past time-steps, in sequence-agnostic machine learning meth-

ods (e.g., random forest, feed-forward networks) [Tramontana et al., 2016, Papagiannopoulou

et al., 2017]. Although these methods generally work well, they do not capture the long-term

dependencies of ecohydrological processes on past environmental conditions and interactions

among di↵erent variables, as well as their complex temporal dynamics [Lipton et al., 2015].

Alternatively, Bayesian non-linear mixed-e↵ects methods that consider joint probability dis-

tributions of di↵erent variables, have shown promising avenues to represent interactions and

understand environmental and biological memory [Ogle et al., 2015, Liu et al., 2019].

Lastly, dynamic deep learning methods, such as RNNs, are capable of extracting temporal

features. As such, they can represent ecosystem responses to past environmental conditions

and capture ecological memory e↵ects. In RNNs, analogous to Equation 18.1, a hidden state St

is updated from the past state St�1 and concurrent observations Xt. Owing to that, dynamic

methods have been successfully applied in sequence learning (e.g., speech recognition) and

land cover classification [Rußwurm and Körner, 2017].

With the increasing availability of remote sensing and climate data that span several

decades, new avenues to employ temporally dynamic statistical methods like RNNs have

been opened for exploring and understanding the known and unknown temporal dynamics

of Earth system processes. In fact, such methods have already been applied to dynamically

incorporate the e↵ects of recent and past vegetation and climate dynamics on, for instance,

ecosystem productivity [Reichstein et al., 2018], and the memory e↵ects therein [Kraft et al.,

2019]. Compared to static methods, the dynamic methods improve the prediction of seasonal

dynamics of net carbon dioxide fluxes, with varying degrees of memory e↵ects across di↵erent

climate and ecosystem types [Besnard et al., 2019].

393

2.2. Emulating ecological memory with recurrent neural networks

27



18.3. Case study: emulating a physical model

using recurrent neural networks

As shown in previous studies, RNNs can potentially learn ecological memory [Reichstein et al.,

2018, Besnard et al., 2019, Kraft et al., 2019]. It is, however, unclear under what conditions

the RNNs can emulate the ecosystem responses, and to what extent the ecological memory

play a role in defining these responses. Using RNNs for such questions in the real-world data

is often challenging due to the data availability (e.g., gaps in the remote sensing data), data

uncertainty, and data inconsistency. Despite the limitations in data quality, the RNNs provide

useful insights on ecosystem responses to past environmental conditions, albeit with inherent

uncertainties. The validation of RNNs prediction would require more data including those

from natural control and factorial experiments, but such data are hardly available.

To address this issue, we implement a series of experiments on a complete set of simulated

data, i.e., a simulation from a physical land surface model, to test whether—and to what

extent—an RNN can learn ecological memory and simulate its e↵ects on ecohydrological

processes. The physical model simulation circumvent known limitations in measured Earth

observation data, such as noise and biases, limited length of the time-series with potentially

limited representation of the full range of environmental conditions, or incomplete set of

variables. It should be noted that the physical model simulations are not the observed reality,

but they provide a viable test bed for evaluating RNNs. Given the same input data, RNNs

should be able to replicate the underlying processes included in the physical model. Such an

exercise provides a robust assessment on the usefulness of dynamic statistical models for Earth

system science. More specifically, in this upcoming sections, we demonstrate the capabilities

of RNNs to:

1. emulate global spatio-temporal distributions of daily Evapotranspiration (ET) simula-

tions from a physical land surface model;

2. quantify the e↵ect of land surface states (e.g., soil moisture state) that are not directly

provided as input to RNN;
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3. evaluate capability of RNNs to capture the seasonal dynamics of ET under normal and

extreme climatic conditions.

18.3.1. Physical model simulation data

The test data set for the RNN experiments was obtained from the simulations of a physically-

based global land surface model, the MATSIRO [Takata et al., 2003, Koirala et al., 2014]. The

MATSIRO is a land surface scheme of an Earth system model that simulates the water and

energy budget over the land surface using physically-based representations of hydrological

fluxes such as runo↵, ET, and a cascade of storage components including snow, soil and

groundwater. In the MATSIRO model, the hydrological fluxes are diagnosed based on the

prognostic variation of hydrological storages. As such, memory e↵ects of past climatic and

environmental conditions on current fluxes are explicitly considered through their dependence

on storage. In essence, the temporal variations of storage variables are constrained by physical

mass balance equations, and can be represented as

St = f(St�1, Xt, Zt) , (18.4)

where Xt represents the input drivers controlling the soil moisture St, such as precipitation,

vegetation activity, and soil characteristics, and Zt represents the output fluxes such as runo↵

and ET.

The output variables, Zt, at any time, are non-linear and complex functions of climatic

conditions and moisture storage, and thus include the memory e↵ects of past conditions.

Nevertheless, due to physical constraints of the mass balance equations, the model responses

are mathematically tangible and depend exclusively on the input data and physical processes

equations in the model. A brief overview of the input variables and their features are provided

in Table 18.1.
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Table 18.1: Data sets used in MATSIRO model simulation

Variables Native resolution

spatial temporal

Spatial Plant functional types, soil
texture

0.5 degree -

Spatial,

seasonal

and inter-

annual

Rainfall, snowfall, air
temperature, snowfall,
downward shortwave and
long-wave radiation, wind
speed, specific humidity,
surface pressure, Cloud
cover, leaf area index

0.5 degree daily

18.3.2. Experimental design

To assess the capability of an RNN to emulate the MATSIRO model, we implemented experi-

ments to predict ET and its dependence on ecological memory provided through soil moisture.

To do so, we also use the exact set of input variables (Table 18.1) from MATSIRO simulations.

Di↵erent RNN model setups were contrasted in a 2⇥ 2 factorial experiment design (Table

18.2). All RNN setups use at least the meteorological drivers and the static variables as inputs.

We used the Long Short-Term Memory (LSTM) architecture [Hochreiter and Schmidhuber,

1997], capable of learning long-term dependencies and therefore accounting for ecological

memory e↵ects. If the temporal model without soil moisture (LSTM¬SM) is capable of learning

the memory e↵ects implicitly, its performance should be on par with a temporal model with

soil moisture as an additional input (LSTMSM), as ET is only dependent on soil moisture

state in the MATSIRO model (cf. Section 18.3.1). In addition, two non-temporal models based

on multiple Fully Connected (FC) layers were trained, one without soil moisture (FC¬SM),

and one with soil moisture as input (FCSM). While both models do not have access to past

observations conceptually, the latter can use the concurrent soil moisture state. Contrasting

the FC models allows to assess the local importance of soil moisture.

The predictions from four model set-ups were evaluated against the MATSIRO simulation

at global and regional scales. At the grid-scale, the overall performances were evaluated using

the Nash-Sutcli↵e model e�ciency coe�cient (NSE) [Nash and Sutcli↵e, 1970] and the Root
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Table 18.2: Factorial experimental design: the four models are trained individually to assess
the capability of an LSTM to learn ecological memory (LSTMSM, with soil moisture vs.

LSTM¬SM, without soil moisture as input) and to quantify the local relevance of soil moisture
for ET (FCSM vs. FC¬SM). The temporal models learn a mapping from the concurrent and past
features Xt to the target Yt, while the non-temporal models have access to the concurrent
features Xt only. St is the ecosystem state, i.e., soil moisture.

model type

temporal non-temporal

model

input

w/ SM LSTMSM Yt = f(Xt, St) FCSM Yt = f(Xt, St)

w/o SM LSTM¬SM Yt = f(Xt) FC¬SM Yt = f(Xt)

Mean Square Error (RMSE) [Omlin and Reichert, 1999]. Globally, the performance are also

summarized across di↵erent temporal (daily, daily anomalies, daily seasonal cycle, interannual

variation) scales. At the regional scale, our evaluation focused on the capability of LSTM

to simulate temporal ET dynamics in two focus regions: the humid Amazon and semi-arid

Australia [Boening et al., 2012]. In these two example cases, the mean seasonal cycle for

the period 2001-2013 and seasonal anomalies observed during climate extreme events (2005

drought in the Amazon [Phillips et al., 2009] and the 2010 La Niña in Australia [Boening

et al., 2012]) were evaluated. Table 18.3 summarizes the main features of the evaluations.

Table 18.3: Summary of the scope of the experiments.

Objective Regions

assessed

Period assessed Input used

Analysis 1 Use of RNNs for
emulating physi-
cal models

global 2001-2013 Original input + soil
moisture physical
model outputs

Analysis 2 Simulating sea-
sonal dynamics
under normal
and extreme
conditions

Amazon
basin and
Australia

2001-2013, 2005 and 2010 Original input + soil
moisture physical
model outputs
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18.3.3. RNN setup and training

As described in the previous section, two di↵erent RNN models were used: a temporal model

(LSTM) and a non-temporal model (FC), i.e., with stacked fully connected layers. All setups

had the same input features as the MATSIRO model, and optionally soil moisture as added as

an input variable (see Table 18.1). The models were trained on the MATSIRO ET simulations,

with Mean Square Error (MSE) as a loss function.

The LSTM takes the multivariate time-series and static variables as input, which is fol-

lowed by a hyperbolic tangent activation and a linear layer that maps the LSTM output at

each time step to a single value: the predicted ET. The FC models consists of several fully

connected layers, each followed by a non-linear activation function, except for the output

layer, where no activation function is used. The FC model takes the static variables and only

a single time-step of the time-series as input.

The final model architectures (Table 18.4) were selected using a hyper-parameter optimiza-

tion approach: the Bayesian optimization hyper-band algorithm [Falkner et al., 2018]. The

state-of-the-art optimization algorithm e�ciently finds optimal hyper-parameters by com-

bining an early stopping mechanism (dropping non-promising runs early) and a Bayesian

sampling of promising hyper-parameters, wit h a surrogate loss model for the existing sam-

ples.To prevent over-fitting of the hyper-parameters, we used only every 6th latitude/longi-

tude grid-cell (approximately 3% of the data) during hyper-parameter optimization. To avoid

over-fitting of the residuals caused by temporal auto-correlation and to test how the model

generalizes, the data were split into two sets: training data from 1981 to 1999 inclusive and

test data from 2000 to 2013 inclusive. For both sets, an additional period of 5 years was used

for model warm-up. For all four setups, the hyper-parameter optimization and model training

were carried out independently.
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Table 18.4: The model and training parameters from hyper-parameter optimization and their
ranges searched. Both LSTM models (SM vs ¬SM) consist of several LSTM layers, followed
by multiple fully connected layers. The non-temporal FC models consist of several stacked
fully connected layers. In all setups, dropout was enabled for the input data and between all
layers. Note that a dropout of 0.0 means that no dropout is applied.

Parameter Search range SM ¬SM
LSTM

dropout (input) (0.0, 0.5) 0.0 0.0
LSTM number of layers (1, 3) 2 1
LSTM hidden size (50, 300) 300 200
LSTM dropout (0.0, 0.5) 0.4 0.3
FC number of layers (2, 6) 3 5
FC hidden size (50, 300) 300 300
FC activation {ReLU, softplus, tanh} ReLU ReLU
FC dropout (0.0, 0.5) 0.3 0.1
learning rate (0.001, 0.0001) 0.001 0.001
weight decay (0.01, 0.0001) 0.01 0.01
FC

dropout (input) (0.0, 0.5) 0.0 0.0
FC number of layers (2, 6) 6 4
FC hidden size (50, 600) 200 200
FC activation {ReLU, softplus, tanh} ReLU ReLU
FC dropout (0.0, 0.5) 0.0 0.0
learning rate (0.001, 0.0001) 0.01 0.01
weight decay (0.01, 0.0001) 0.001 0.001

18.4. Results and discussion

18.4.1. The predictive capability across scales

In this section, we evaluate the performances of the di↵erent RNN setups against the MAT-

SIRO simulations. In general, it is evident that the LSTM model setups perform consider-

ably better than the FC models (Fig. 18.2). In fact, outside the tropical humid regions, the

LSTM models achieve a systematically higher predictive capacity than the FC models. The

LSTM models have a higher median NSE (LSTMSM: 0.98, LSTM¬SM: 0.97) and lower RMSE

(LSTMSM: 0.15, LSTM¬SM: 0.19) than the FC models (NSE of FCSM: 0.93, FC¬SM: 0.89,

and RMSE of FCSM: 0.28, FC¬SM: 0.33). However, within the tropical humid regions, all se-

tups have lower performance than in other regions (median NSE of 0.78, 0.75, 0.69, 0.57 and
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median RMSE of 0.45, 0.48, 0.55, 0.61 for LSTMSM, LSTM¬SM, FCSM, and FC¬SM, respec-

tively). This may be possibly associated with a larger variability in the water fluxes leading

to a low signal-to-noise ratio in this region.

It can be hypothesized that an LSTM model can learn the ecological memory e↵ect of

soil moisture, even when soil moisture is not included as an input variable. Along this line,

we find that the LSTMSM and LSTM¬SM setups perform better compared to FC setups.

This provides evidence that the two LSTM model architectures, with or even without soil

moisture, are suitable for learning information content related to unseen state variable, such

as soil moisture.

Yet, di↵erentiating LSTMSM and LSTM¬SM setups does not provide information on where

the ecological memory of soil moisture is the strongest. We, therefore, plot the di↵erences in

term of predictive capacity between the model set-ups with and without soil moisture as an

input variable (Figure 18.3). As expected, contrasting LSTM¬SM with LSTMSM shows no

substantial di↵erences across the globe between the two LSTM models (first row of Fig. 18.3),

suggesting no apparent memory e↵ects of soil moisture on ET responses. On the other hand,

the comparison of the FC models (second row of Fig. 18.3) suggested that the performances of

the model with and without soil moisture can vary significantly in space. This is also reflected

in the global model performance (NSE): While the 75th percentile of the temporal (LSTM¬SM:

0.98) versus the non-temporal (FC¬SM: 0.95) models are similar, the 25th percentile di↵ers

largely (LSTM¬SM: 0.94, FC¬SM: 0.86). This shows that the LSTM¬SM model is capable

of learning heterogeneous global dynamics, while the FC¬SM model struggles in particular

regions, which are, as we argue here, the ecosystems exhibiting strong memory e↵ects. The

di↵erences in FC¬SM model and the FCSM setups were mostly apparent in water-limited

regions. In these mostly semi-arid regions, the memory e↵ects through soil moisture that are

present, and influential [Koirala et al., 2014], in the MATSIRO simulations cannot be well

reproduced by FC models, especially when soil moisture is not provided as an input variable.

We further investigated the performances of the model experiments across di↵erent tem-

poral scales in training and test sets (Fig. 18.4). As it has been shown in Fig. 18.2, the two
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Figure 18.2:Global distributions of performances of di↵erent model setups based on

daily model predictions from the test dataset. Nash-Sutcli↵e model e�ciency coe�cient
(NSE) is shown in the left and Root Mean Square Error (RMSE) in the right column for the
temporal LSTM and non-temporal FC models with (SM) and without (¬SM) soil moisture,
respectively. The inset histogram represents the global distribution of the metrics.
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Figure 18.3: Di↵erence maps of Nash-Sutcli↵e model e�ciency coe�cient (NSE)

and Root Mean Square Error (RMSE) for the LSTM (first row) and FC (sec-

ond row) models. For the LSTM models, di↵erences in NSE or RMSE were computed as
LSTM¬SM - LSTMSM, while for the FC models, di↵erences were computed as FC¬SM - FCSM.
While the SM models receive the ecosystem state (soil moisture) as input, the ¬SM do not
have access to the state. Red colors indicate that the SM model performs better than ¬SM.
The inset histogram represents the global distribution of the di↵erences.

LSTM models (shown in the blue box-plots) were able to learn the spatio-temporal daily

patterns with NSE values close to 1 and a low variation across di↵erent grid-cells. We further

found that the performance of LSTM models are relatively weaker for the predictions of daily

and annual anomalies than that for mean daily seasonal cycle. The performances of the LSTM

models were still good with a median NSE of 0.91 (LSTMSM) and 0.88 (LSTM¬SM) for the

anomalies.

The FC models performed worse than the LSTM models on the daily time series, partic-

ularly when soil moisture was not used as an input variable (FC¬SM). The decomposition of

the daily time series into mean seasonal cycle and anomalies suggested that the lower per-

formance of the FC models compared to the LSTM models, was mostly controlled by weaker

performance with regards to anomalies (median NSE of 0.75 for FCSM and 0.63 for FC¬SM).
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The mean seasonal cycle was captured similarly well in the LSTM and FC models (median

NSE from 0.97 to 1.00, where lowest is FC¬SM and highest is LSTMSM), although with a

larger variability across grid-cells, with a 25th to 75th percentile of 0.95 to 1.00 (FCSM) and

0.82 to 0.99 (FC¬SM) versus 1.00 to 1.00 (LSTMSM) and 0.97 to 1.00 (LSTM¬SM). The model

performances for anomalies were substantially lower for FC models compared to the LSTM

models. These results suggest that ecological memory e↵ects appear to be especially relevant

for improving the model performance of capturing the daily and annual anomalies.
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Figure 18.4: Box and whisker plots showing grid-level model performances across

time-scales (i.e. daily, daily seasonal cycle, daily anomalies, and annual anomalies)

for the training and test sets. Daily seasonal cycle are calculated as the mean of each
day across di↵erent years, daily anomalies are calculated as the di↵erence between daily raw
estimates and the mean of each day and annual anomalies are calculated as the di↵erence
between mean annual and mean estimates within each grid-cell. Nash-Sutcli↵e model e�ciency
coe�cient (NSE) and Root Mean Square Error (RMSE) are shown. The whiskers represent
the 1.5 · inter-quartile range (IQR) of the spatial variability of the model performances.

Surprisingly, the FCSM model performed worse than the LSTMmodels, particularly for the

403

2.2. Emulating ecological memory with recurrent neural networks

37



anomalies, even though the only relevant state variable for a given time step, SMt, was known

to the model. This contradiction may be associated with several factors. First, in MATSIRO

simulation, the ET is based on the transient soil moisture with losses and gains within a

day between the SMt�1 and SMt. In the experiment here, SMt�1 was used as an input for

the FCSM model, and as such, one would expect some minor di↵erences. Additionally, albeit

hypothetical, the FC may not have enough capacity to extract high-level features for an

instantaneous mapping from the concurrent time step of the input data, while the LSTM

models can learn complex representations from a series of past time steps. Therefore, the

LSTM can learn part of the ecological memory e↵ects through temporal dynamics of soil

moisture in addition to instantaneous soil moisture, compared to information used by the

FCSM. This also extends to potential utilization of distribution of input data by LSTM model,

which has access to full global distribution of all the input data.

18.4.2. Prediction of seasonal dynamics

We have shown evidences of capabilities of RNN models in emulating a land surface model

globally across di↵erent temporal scales. But, it is also worthwhile to analyze whether the

model experiments can emulate a temporal dynamics in normal and extreme/anomalous cli-

matic condition or not. This is an important factor, as extreme conditions are rare and only

represent a fraction of the full data, that RNN models uses to learn about the dynamics.

In general, for the mean seasonal cycles of 2001-2013, the FC models is farther from the

MATSIRO simulations in both the Amazon and Australian regions (Fig. 18.5, top row). But,

not all the models perform well under all conditions. For example, in humid Amazon, the

LSTMSM performs the best across all months, while other models performs relatively worse

in drier condition (July-Dec). The mean seasonal variations of the residuals (second row) show

that the LSTM models can better learn temporal dynamics of ET than FC models, as the

residuals for these models (blue lines) is closer to zero over the entire year. The FC models

have larger residuals, with particularly high values for FC¬SM model, especially during the

dry season in the Amazon basin and over the growing season in Australia (August to May).
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Figure 18.5: Seasonal cycle (first row), seasonal variation of the residuals (second

row) and seasonal anomaly (third row) in the Amazon region (first column) and

Australia (second column). Seasonal residuals were computed as ET residualsi = [ET
MATSIROi - mean(ET MATSIRO)] - [ET predictedi - mean(ET predicted)], where i is a
monthly observation. Seasonal anomalies are shown for the years 2005 and 2010 for the Ama-
zon region and Australia, respectively.

The high values in the seasonal patterns of residuals in Australia for the FC¬SM experiment

but not in the FCSM model suggested an apparent importance of soil moisture in controlling

ET in this region.

We further investigate the performance of LSTM models under two extreme climatic

conditions: 2005 drought in the Amazon, and the 2010 La Niña in Australia (Fig. 18.5, bottom
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row). The LSTMSM (dashed blue line) and LSTM¬SM (solid blue line) models can reproduce

the MATSIRO simulation of strong seasonal anomalies even under the extreme conditions

(second row). As also shown in the previous sections, the FCSM model cannot reproduce the

seasonal anomalies as well as the LSTM models.

18.5. Conclusions

This chapter provided an overview of ecological memory e↵ects in the Earth system, along

with a case for the application of a deep learning method, the RNNs, for representing eco-

logical memory e↵ects. The case study used the simulations of a physical model as a pseudo-

observation to evaluate the capabilities of RNNs models to predict ET and ecological memory

e↵ects therein.

The LSTMmodel was able to capture the ecological memory e↵ects inherent in the physical

model. Moreover, the di↵erence in the performances of the LSTM model with and without

soil moisture state was found to be negligible. This appeared to be consistent from daily to

annual temporal scales, and over most regions globally. This finding demonstrated that the

LSTM, through its hidden states, is indeed able to learn the memory e↵ects that are explicitly

encoded in the state variables of a physical model.

We further found that the LSTM was able to predict the soil moisture-ET dynamics even

during anomalous climatic conditions demonstrating that the predictions of the LSTM are

general and universally applicable under wide range of environmental conditions. This was

true for seasonal responses of ET to the 2005 dry spell in the Amazon, and 2010 La Niña event

in Australia. The non-temporal FC models generally performed worse, especially with regards

to anomalies when soil moisture was not given as input (FC¬SM). Under the assumption that

the physical model is analogous to the reality, the poorer performance of the model can be

interpreted as the importance of memory e↵ects of soil moisture on ET. The relatively weaker

performance of the FC model, that has access to soil moisture (FCSM), compared to the

LSTM architectures could not be explained conceptually. We hypothesize that access to the
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distribution of the past climate observations in the LSTM models may be associated with its

better performance.

In summary, our results based on simulations of a physical model demonstrated the use-

fulness of LSTM model architecture for learning the dynamics and the ecological memory

of unobserved state variables, such as soil moisture. This justifies the need, and provides

confidence, for use of dynamic statistical model, such as LSTM, when investigating tempo-

rally dependent ecohydrological processes using often limited observation-based data set. The

coupling of dynamic data-driven methods either with physically-based models (i.e., hybrid

modeling, or with complementary machine learning approaches (e.g., convolutional neural

networks, paves the way for a better understanding of the known as well as unknown Earth

system processes.

407

2.2. Emulating ecological memory with recurrent neural networks

41



408

2. Global ecosystem modeling using recurrent neural networks

42



Bibliography

Marc Aubinet, Quentin Hurdebise, Henri Chopin, Alain Debacq, Anne De Ligne, Bernard

Heinesch, Tanguy Manise, and Caroline Vincke. Inter-annual variability of Net Ecosystem

Productivity for a temperate mixed forest: A predominance of carry-over e↵ects? Agricul-

tural and Forest Meteorology, 262:340–353, 2018. doi: 10.1016/j.agrformet.2018.07.024.

Greg A Barron-Ga↵ord, Russell L Scott, G Darrel Jenerette, and Travis E Huxman. The

relative controls of temperature, soil moisture, and plant functional group on soil co2 e✏ux

at diel, seasonal, and annual scales. Journal of Geophysical Research: Biogeosciences, 116,

2011. doi: 10.1029/2010JG001442.

Simon Besnard, Nuno Carvalhais, M. Altaf Arain, Andrew Black, Benjamin Brede, Nina

Buchmann, Jiquan Chen, Jan G. P. W. Clevers, Löıc P. Dutrieux, Fabian Gans, Martin
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Hirma Ramı́rez-Angulo, Agust́ın Rudas, Rafael Salamão, Natalino Silva, John Terborgh,

and Armando Torres-Lezama. Drought sensitivity of the amazon rainforest. Science, 323:

1344–1347, 2009. doi: 10.1126/science.1164033.

M. Reichstein, S. Besnard, N. Carvalhais, F. Gans, M. Jung, B. Kraft, and M. Mahecha.

Modelling Landsurface Time-Series with Recurrent Neural Nets. In IGARSS 2018 - 2018

412

2. Global ecosystem modeling using recurrent neural networks

46



IEEE International Geoscience and Remote Sensing Symposium, pages 7640–7643, 2018.

doi: 10.1109/IGARSS.2018.8518007.

Marc Rußwurm and Marco Körner. Temporal Vegetation Modelling Using Long Short-Term

Memory Networks for Crop Identification from Medium-Resolution Multi-spectral Satellite

Images. In 2017 IEEE Conference on Computer Vision and Pattern Recognition Workshops

(CVPRW), pages 1496–1504, 2017. doi: 10.1109/CVPRW.2017.193.

Edmund M Ryan, Kiona Ogle, Tamara J Zelikova, Dan R LeCain, David G Williams, Jack A

Morgan, and Elise Pendall. Antecedent moisture and temperature conditions modulate the

response of ecosystem respiration to elevated co 2 and warming. Global change biology, 21:

2588–2602, 2015. doi: 10.1111/gcb.12910.

Kumiko Takata, Seita Emori, and Tsutomu Watanabe. Development of the minimal advanced

treatments of surface interaction and runo↵. Global and Planetary Change, 38:209–222,

2003. doi: 10.1016/S0921-8181(03)00030-4.

Gianluca Tramontana, Martin Jung, Christopher R. Schwalm, Kazuhito Ichii, Gustau Camps-
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3. Quantifying ecological memory effects using
explanations

This section is based on

B. Kraft, M. Jung, M. Körner, C. Requena Mesa, J. Cortés, and M. Reichstein (2019).
“Identifying Dynamic Memory Effects on Vegetation State Using Recurrent Neural
Networks.” In: Frontiers in Big Data 2. ISSN: 2624-909X. DOI: 10.3389/fdata.

2019.00031

Copyright This paper was published in an open-access journal under the terms and conditions
of the Creative Commons Attribution License1. The copyright remains with the authors.

3.1. Study summary

This chapter contains a peer-reviewed study that demonstrates the capability of RNNs to represent
ecological memory effects of climate variations on vegetation state on the global scale. Furthermore,
a permutation-based approach to identify memory effects is introduced: The time-series data
is blocked and permuted during model training to interrupt the sequential order, limiting the
ecological memory the RNN can learn. The impact of memory effects (past meteorological
forcings on vegetation state) is quantified by comparing the performance of models accounting for
different temporal context. Previous studies derived their insights from simple linear or shallow
machine learning models that require manually designed input features. In contrast, our approach
requires minimal prior knowledge and profits from the data adaptiveness of RNNs.

The patterns we found fall in line with prior knowledge. The results agreed to the findings from
previous studies in general, while local patterns differed. The presented approach constitutes a first
try to use the flexibility of deep learning models to gather insight into ecological memory despite
their low interpretability.

The approach can easily be applied to other domains and is especially useful when dealing
with complex systems or limited process understanding. Still, the insights remain qualitative and

1https://creativecommons.org/licenses/by/4.0/
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3. Quantifying ecological memory effects using explanations

high-level, and the attribution of memory effects to specific meteorological variables is not possible
using the presented approach, a challenge that may be addressed in future studies.

Contribution While the challenge to identify memory effects using RNNs was given by the
supervisors, I took the major steps towards method development, always in close interaction with
the co-authors. A co-author conducted a statistical test for the significance of the results on cell
level. All co-authors contributed in meetings, where results and next steps were discussed regularly.
The manuscript was written in collaboration.

3.2. Identifying dynamic memory effects using recurrent neural
networks

Please turn to the next page.
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Vegetation state is largely driven by climate and the complexity of involved processes

leads to non-linear interactions over multiple time-scales. Recently, the role of temporally

lagged dependencies, so-called memory effects, has been emphasized and studied

using data-driven methods, relying on a vast amount of Earth observation and climate

data. However, the employed models are often not able to represent the highly non-linear

processes and do not represent time explicitly. Thus, data-driven study of vegetation

dynamics demands new approaches that are able to model complex sequences. The

success of Recurrent Neural Networks (RNNs) in other disciplines dealing with sequential

data, such as Natural Language Processing, suggests adoption of this method for Earth

system sciences. Here, we used a Long Short-Term Memory (LSTM) architecture to fit

a global model for Normalized Difference Vegetation Index (NDVI), a proxy for vegetation

state, by using climate time-series and static variables representing soil properties and

land cover as predictor variables. Furthermore, a set of permutation experiments was

performed with the objective to identify memory effects and to better understand the

scales on which they act under different environmental conditions. This was done by

comparing models that have limited access to temporal context, which was achieved

through sequence permutation during model training. We performed a cross-validation

with spatio-temporal blocking to deal with the auto-correlation present in the data and to

increase the generalizability of the findings. With a full temporal model, global NDVI was

predicted with R2 of 0.943 and RMSE of 0.056. The temporal model explained 14%more

variance than the non-memory model on global level. The strongest differences were

found in arid and semiarid regions, where the improvement was up to 25%. Our results

show that memory effects matter on global scale, with the strongest effects occurring in

sub-tropical and transitional water-driven biomes.

Keywords: memory effects, lag effects, recurrent neural network (RNN), long short-termmemory (LSTM) network,

normalized difference vegetation index (NDVI)
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1. INTRODUCTION

In the past decades, terrestrial ecosystems have been recognized
to play a key role in the global carbon cycle as a sink of
atmospheric CO2, acting as a buffer for human carbon emissions
(Bonan, 2015). Links between terrestrial carbon uptake to short-
and midterm climate variations are still poorly understood and
therefore, identifying driving mechanisms of vegetation state is
crucial (Reichstein et al., 2013).

While the large-scale spatial distribution of vegetation
mainly depends on climatologies, short-term dependencies of
vegetation dynamics on climate variability are more complex
(Papagiannopoulou et al., 2017a). This complexity expresses in
dynamic interactions on multiple temporal scales, generating
patterns that can only be understood and predicted considering
antecedent ecosystem states and environmental conditions
(Chave, 2013; De Keersmaecker et al., 2015; Seddon et al., 2016).
These time-lagged impacts, so-called memory effects, have long
been neglected, but have gained attention recently (Frank et al.,
2015; Ogle et al., 2015).

Recently, different studies investigated memory effects to
understand how vegetation reacts to climate on global level
and how vulnerable ecosystems are toward weather extremes.
Still, a profound comprehension of the involved processes
is lacking (Ogle et al., 2015). Nevertheless, progress toward
a better understanding was made. Seddon et al. (2016), for
example, used an auto-regressive approach to model vegetation
state as a function of temperature, water availability, cloud
cover and the past vegetation state to determine sensitivity
of vegetation toward and importance of the climate drivers.
Similarly, De Keersmaecker et al. (2015) deployed a multiple
linear regression model to analyze ecosystem resistance and
resilience. They modeled anomalies of Normalized Difference
Vegetation Index (NDVI), a proxy for vegetation state (Tucker,
1979), as a function of temperature anomalies, a drought index
and past NDVI anomalies. Liu et al. (2018) used multiple linear
regression to investigate the sensitivity of vegetation toward
climate variability and to assess water memory effects. Wu
et al. (2015) analyzed the impact of temperature, precipitation
and solar short-wave irradiation on vegetation state, using
a linear regression framework with lagged variables. In the
mentioned studies, the learned model coefficients were linked
to memory effects or the closely related ecosystem resilience.
These studies provided important insights into memory effects,
meteorological drivers of vegetation and its sensitivity toward
environmental conditions. However, there is evidence that linear
models are not able to adequately represent the temporal
interactions inherent to ecosystem processes (Papagiannopoulou
et al., 2017a). Thus, non-linear approaches that can cope
with this complexity, are worthwhile exploring. To this
end, Papagiannopoulou et al. (2017a) developed a Granger
causality framework based on random forests to analyze the
impact of climate drivers on anomalies of vegetation state
and showed that non-linear approaches are needed to model
vegetation dynamics. Other non-linear approaches to study
global vegetation dynamics, however, have not been tested to
our knowledge.

We take this opportunity to test the applicability of a state-
of-the-art machine learning model to study global memory
effects: Recurrent Neural Networks (RNNs). RNNs maintain a
hidden state representing the system’s memory (Werbos, 1990;
Goodfellow et al., 2016). This memory evolves through time
and is accessed for making predictions in interaction with
concurrent factors. The model learns during training what share
of information must be retained, forgotten and updated in
order to predict the target variable and thus learns a complex
representation of the modeled system. A widely used instance
of the RNN model is the Long Short-Term Memory (LSTM)
network (Hochreiter and Schmidhuber, 1997; Greff et al., 2017)
that solves some of the shortcomings of the standard RNN.
LSTMs have been proven to perform excellently on sequential
data, for example in speech recognition (Graves et al., 2013),
energy load forecasting (Marino et al., 2016), or crop field
classification (Rußwurm and Körner, 2017, 2018). LSTMs model
time explicitly and can learn interactions on multiple time-scales
(Lipton et al., 2015; Reichstein et al., 2019) and can easily be
extended in a modular fashion. Further, LSTMs allow the usage
of raw time-series as input rather than lagged and aggregated
features. For an introduction to Deep Learning and related terms
we refer to Goodfellow et al. (2016), also available online (https://
www.deeplearningbook.org/). For Deep Learning in the context
of Earth system sciences, we recommend Reichstein et al. (2019).

In this study, we model NDVI using precipitation,
temperature, short-wave irradiation and relative humidity,
together with static variables representing land cover and soil
properties as predictor variables. To quantify memory effects,
we test and extend a time-series permutation approach that has
been contemplated by Reichstein et al. (2018) and applied to
CO2 fluxes at site level by Besnard et al. (2019). By permuting
the feature and target time-series in unison during model
training, the model is restricted to learn instantaneous effects
only, which allows to quantify the model improvement when
including memory effects. Here, we extend this method by using
a block-permutation approach: By successively permuting the
time-series while keeping blocks of a given length in original
order during training, we limit the access to past observations
of meteorological time-series to a specific length. The different
models are then analyzed and compared to improve our
understanding of memory effects. We consider this study a
“proof of concept” that introduces a new approach for using
machine learning for process understanding.

2. MATERIALS AND METHODS

2.1. Vegetation Data (NDVI)
The Global Inventory Monitoring and Modeling System
(GIMMS) NDVI 3g v1 (update of the NDVI 3g v0 dataset, Pinzon
and Tucker, 2014) is a widely used, 15-daily global product
based on data collected by the Advanced Very High Resolution
Radiometer (AVHRR) that spans the period of July 1981 to
December 2015. We used 33 years of the data from 1983 to 2015
(792 time-steps) in order to match the cross-validation scheme
described later. To match other data used in this study and to
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reduce noise as well as observations gaps, the NDVI data was
aggregated from its original spatial resolution of 0.083 to 0.5◦.
Only non-interpolated observations with good quality were used,
and pixel-time-steps were dropped if more than 50% missing
data was present at aggregation level. Also, aggregated pixels with
more than 50%missing data in the time dimension were rejected,
which mainly removes high latitude regions. Finally, pixels with
more than 20% water are dropped to exclude coastal areas,
and such with more than 50% barren were removed to exclude
deserts. This speeds up model training while only locations with
a marginal vegetation signal are removed.

2.2. Explanatory Variables
A total of 27 explanatory variables were used of which 6
were dynamic and 21 static. The dynamic variables 2 m air
temperature (mean, minimum, and maximum), 2 m relative
humidity and incoming short-wave radiation from ERA-Interim
(Dee et al., 2011) and precipitation from the Multi-Source
Weighted-Ensemble Precipitation (MSWEP) global precipitation
dataset version 2.0 (Beck et al., 2019) were temporally aggregated
to match the 15-daily NDVI data. Static variables used are
Available Water Capacity from the Harmonized World Soil
Database version 1.1 (FAO/IIASA/ISRIC/ISSCAS/JRC, 2009)
and Water Table Depth (Fan et al., 2013, provided by the
Global Water Scarcity Information Service: http://glowasis.
eu). In addition, Land Cover Fractions (LCF) for the classes
Water, Evergreen Needleleaf Forest, Evergreen Broadleaf Forest,
Deciduous Needleleaf Forest, Deciduous Broadleaf Forest, Mixed
Forest, Closed Shrublands, Open Shrublands, Woody Savannas,
Savannas, Grasslands, Permanent Wetlands, Croplands, Urban
and Built-up, Cropland/Natural vegetation mosaic, Snow and
ice, Barren or Sparsely Vegetated were derived from Moderate
Resolution Imaging Spectroradiometer (MODIS) MCD12Q1
collection 5 (Friedl et al., 2010). Finally, C4 fractions for
the classes Croplands and Croplands/Natural Vegetation mosaic
were obtained from Monfreda et al. (2008). All data was
aggregated to 0.5◦ resolution. For an analysis of the effect of
using static variables as predictors on the model performance
and patterns of memory effects, we refer the reader to the
Supplementary Material, section 1.

2.3. Modeling Approach
To model global vegetation dynamics, we chose an RNN
architecture. RNNs efficiently encode information seen at past
time-steps. This property emerges from its hidden state h,
representing the memory of the network (Goodfellow et al.,
2016). Information is extracted context-based from the state
h⟨t−1⟩ and is used together with predictor X⟨t⟩ to compute
output h⟨t⟩, which is also the input for the next time-step. An
extensively reported issue with the standard RNN is the vanishing
and exploding gradient problem (Pascanu et al., 2013), which
limits its power to capture long-term dependencies. Thus, more
complex models, such as the LSTM are used in practice to
circumvent this issue (Greff et al., 2017).

The model architecture is illustrated in Figure 1. To find an
optimal set of hyper-parameters for the model, we performed
a grid search (searched range reported in brackets). The 27
predictor variables were standardized and each time-step was

FIGURE 1 | The proposed model: At its core, it consists of a standard Long

Short-Term Memory (LSTM) network. In addition, the input variables X⟨t⟩ (a

time-step t from the time-series concatenated with the static variables) are fed

through two fully connected layers, yielding X∗⟨t⟩. X∗⟨t⟩ is concatenated to the

hidden state of the last time step h⟨t−1⟩ and then passed through the LSTM’s

internal layers. The cell c⟨t⟩ bypasses the non-linear transformations to

maintain long-term dependencies. The output h⟨t⟩ is passed through a fully

connected layer to map the LSTM’s output to a single value, ˆNDVI∗⟨t⟩, the

prediction for time-step t. Figure adapted from colah.github.io/posts/2015-08-

Understanding-LSTMs.

passed through a fully connected neural network with 2 (1–
3) layers, each consisting of 128 (32–256) nodes. Dropout
regularization of 0.1 (0.0–0.4) was applied after both layers. The
output was used as input for a single (1–3) LSTM layer with
a hidden size of 256 (32–512) nodes. A fully connected layer

was attached to the output in order to map h⟨t⟩ to ˆNDVI
⟨t⟩
.

We used a mini-batch size of 20 (10–100) and Adam optimizer
(Kingma and Ba, 2014) with a learning rate of 0.001 (0.0001–
0.1) and Mean Squared Error (MSE) as objective function. Early
stopping was used as regularization to avoid over-fitting on the
training data. The model was implemented in PyTorch v0.4
(Paszke et al., 2017).

2.4. Cross-Validation
To achieve a biased-reduced assessment of memory effects of
climate variables on vegetation, we performed a k-fold cross-
validation with spatial and temporal blocking. In a simple k-
fold cross-validation, the data samples are randomly divided
into k sets and each of them is used consecutively either for
model training, validation or testing. Since most environmental
variables are structured in space and time (Legendre, 1993), a
random partitioning of the samples would possibly introduce a
biased estimation of memory effects: Neglected covariates, as well
as the model itself, often lead to residuals that are structured
in space and time. The model can overfit the emerging residual
dependency structure using predictor variables (Roberts et al.,
2017) and as a consequence, we would overestimate memory
effects of climate variables. Therefore, we performed a spatio-
temporal cross-validation.

We subdivided the spatial and temporal domain into
consecutive blocks and assigned all elements of a block to
one of the cross-validation sets. The choice of the block
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size is a trade-off between data limits, computational
requirements and autocorrelation requirements (Roberts
et al., 2017). Spatial blocking was done by subdividing
the global raster into blocks of 5 × 5 pixels. Each 5 × 5
block was randomly assigned to one of 4 spatial folds. To
account for temporal autocorrelation, the time-series were
split into 4-folds of 9 years, overlapping by 1 year. The
overlapping corresponds to the warmup period which is
applied as the LSTM’s state is initialized as zero and has to
encode some of the time-series history first before becoming
fully effective. The cross-validation scheme is illustrated
in Figure 2.

Model training was done by iteratively using 2 spatial sets
for training, 1 for validation and 1 for testing. For each of these
combinations, 1 temporal block was used for validation and test
while the other 3 were used for training. Note that we did not
separate validation and test set in the temporal domain to not
further reduce the sample size used for training, which is one

FIGURE 2 | Spatio-temporal cross-validation scheme: The 4 temporal folds

consist of 9 years of 15 daily consecutive data, each overlapping by 1 year, the

warmup period. While the temporal partitioning is fixed, the spatial blocking is

random; consecutive blocks of 5 × 5 pixels are assigned to 1 of 4 spatial folds

( ). Each color represents one spatial fold. 2 of the 4 spatial folds

are used for training, 1 for validating and 1 for testing. For a given setting (e.g.,

training: , validating: , testing: ), 3 of the temporal folds are used

for training and the remaining temporal fold is used for validation and testing.

Both the spatial and temporal folds are iterated until each pixel time-step is

predicted once (in the test set). The entire cross-validation is repeated 10 times

with changing anchor point (such that the points covered by one 5 × 5 block

are varying) and random assignment of the blocks to one of the spatial folds.

of the above-mentioned trade-offs. As the model performance
showed a low sensitivity toward the hyperparameters, we expect
that this had a low impact on the results.

As the random assignment of the spatial blocks to the cross-
validation sets may not be ideal (e.g., underrepresentation of
some regions in the training set), anchor point of the spatial
blocks and their assignment to the sets were varied randomly
in 10 repetitions. For each of these repetitions, independent
predictions for the test sets were retrieved. Each fold contained
about 37% of the data for training (10,300,000 observations) and
6% for validation (1,650,000 observations). With the 4 folds from
temporal, the 4 folds from spatial blocking and the 10 repetitions
we ended up with 160 independent runs per model. We used the
median of the 10 runs as final predictions.

2.5. Model Evaluation
To assess the model’s predictive performance, we used the Root
Mean Squared Error (RMSE) and the R2. We decomposed the
raw time-series (NDVIRAW) into the median seasonal cycle
(NDVIMSC) and the anomalies (NDVIANO). NDVIMSC was
calculated pixel-wise as the median of the time-series across
all years and NDVIANO as the difference of NDVIRAW and
NDVIMSC. The decomposition was derived individually for the
observations and the predictions. To quantify global model
performance and memory effects, we used robust metrics based
on R2 and RMSE. First, we aggregated the observed and
predicted time-series per hydro-climatic biome (b), as defined by
Papagiannopoulou et al. (2018), by using the pixel-area weighted
average (yielding R2b and RMSEb). The biome-specific metrics
were then aggregated to global level using the biome-area (Ab)
weighted mean:

R2global =
1

A

B∑

b=1

R2b ∗ Ab

RMSEglobal =
1

A

B∑

b=1

RMSEb ∗ Ab

where A is the total area. This aggregation was done because
NDVIANO has a low signal-to-noise ratio compared to NDVIMSC

and NDVIRAW, which has two causes: First, NDVIANO has a
weaker signal (lower amplitude) than NDVIMSC and NDVIRAW
in most cases. Second, NDVIMSC was calculated as the median
over several years, which lowers the impact of noise while this is
not the case for NDVIRAW and NDVIANO. In order to compare
model performance among the different decompositions, we
prefer a metric that corrects for this imbalance. R2global and

RMSEglobal reflect how large-scale NDVI patterns are reproduced
while keeping the impact of data noise low.

2.6. Identification of Memory Effects
To quantify memory effects, we trained multiple models
with limited access to temporal context: During training, the
dynamic features (climate variables) and the target (NDVI)
time-series were permuted at each training step in unison,
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keeping n antecedent elements in original order, referred to as
model Mn (Figure 3). Validation and prediction were done on
non-permuted time-series. We use the case n = 1 for illustration:
Here, NDVIt is a function of X = {Xt−1,Xt}, which includes
the instantaneous effect (t → t) plus one past observation
(t − 1 → t), hence memory of length n = 1, corresponding to
15 days. There are two special cases, the fullmemory model Mfull,
where no permutation is done and M0, which is the non-memory
model where the time-series are permuted randomly without
blocking. To assess memory effects of different lengths, multiple
models Mn with n = {full, 0, 1, 2, 3, 4, 5, 6} corresponding to
{full, 0, 15, 30, 45, 60, 75, 90} days were computed. This choice
was based on preliminary experiments, showing that the model
performance was flattening after a lag of 90 days and the need
to restrict the number of model runs. Note that although the
permutation does destroy the order of the time-series before
element t − n, the model can still learn from the distribution of
the previous values.

We used the metric Memn = R2n − R20 to quantify
memory effects, where n denotes the number of antecedent
observations being included. Mem is the difference in

A

C

B

FIGURE 3 | Permutation scheme for Mfull (A), M0 (B), and M1 (C). For model

Mn, permutation is done at each training step in order to restrict the memory n

observations into past. The feature (X ) and target (y) time-series are permuted

in unison. ht represents the hidden state of the model at time-step t. Mfull

learns the full memory effects as the time-series are not permuted, M0 only

learns instantaneous effects, the time-series are permuted randomly. For M1,

blocks of size 2 are permuted randomly and the first block starts at position

randomly chosen from {0, . . . , n} to vary the elements covered by the blocks.

During training, only the last element of each block is used in the loss

calculation as n antecedent elements must be in original order, which is not the

case for other elements.

R2 between two models describing the impact of giving
more temporal context on the model performance. For
brevity, Mem refers to the total memory effects derived from
Mfull and M0.

To determine pixels of significant memory effects, we
performed a permutation test. Our test statistic is the memory
effect Mem and our null hypothesis was that Mem is equal to 0–
meaning that on average, the models have the same performance.
Each prediction can be labeled as coming from M0 and Mfull,
and under the null hypothesis, they are exchangeable. For the
permutation test, we permuted these labels 999 times (for all
pixels simultaneously) and calculated each test statistic for each
pixel at each permutation. The p-value is the proportion of
test statistics that are as extreme as our observed test statistic.
Since the permutation test was done on each pixel, we incurred
in the multiple testing problem: As we perform thousands of
simultaneous tests, it is more likely to observe significance just
by chance. This was addressed by using the distribution of the
maximum statistic to determine the threshold of significance at
each pixel (Cortés et al. in preparation). At each permutation,
we saved the maximum of the absolute value of the test
statistic amongst all pixels, max(|Mem|). With the original data’s
maximum, these form the distribution of the maximum statistic.
The threshold for significance at the pixel level was determined
by the 90th percentile of this distribution.

3. RESULTS

3.1. Model Performance
First, we take a look at the global model performance of the full
memory model Mfull and the non-memory model M0. Therefore,
pooled—all pixels and time-steps combined—metrics RMSE and
R2 were calculated. Mfull achieved an RMSE of 0.056 compared to
model M0 with an RMSE of 0.068. This is an error reduction of
14%. The R2 increased by 2.8% from 0.916 to 0.943 from M0 to
Mfull. As the global variability of NDVI is largely caused by spatial
variability (68%), we also looked at the R2 after removing the
mean from each time-series. There, the improvement was 8.8%
from 0.807 to 0.878.

The spatial variability of the model performance for Mfull is
illustrated in Figure 4. A high R2 in terms of NDVIRAW and
NDVIMSC is achieved in the northern temperate and boreal
regions, eastern South America, as well as Savanna and Steppe
ecosystems of Africa—regions of distinct seasonal NDVI signal.
In contrast, rainforests and dry regions, where the seasonal cycle
is less pronounced, show lower values of R2, as errors take larger
effects due to lower overall variance. For NDVIANO, R2 is lower
in general but achieves values between 0.25 and 0.4 in arid and
semiarid regions. The RMSE of NDVIRAW and NDVIMSC is
distributed more homogeneously, low values are found in arid
regions due to the low vegetation signal.

3.2. Global Memory Effects
Global memory effects based on the aggregated R2global for

NDVIRAW, NDVIMSC and NDVIANO are shown in Table 1.
While Mfull performs better in all cases, memory effects on
NDVIANO are stronger than on NDVIMSC in terms of absolute
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FIGURE 4 | Global model performance of the full memory model Mfull based on NDVI time-series from 1984 to 2015 in terms of R2 (top row) and RMSE (bottom row)

for the raw time-series (RAW, left column), median seasonal cycle (MSC, center column) and anomalies (ANO, right column). The histograms are area-weighted.

TABLE 1 | Model performance of models Mfull and M0 for NDVIRAW, NDVIMSC,

and NDVIANO.

NDVIRAW NDVIMSC NDVIANO

R2
global M0 0.848 0.881 0.323

Mfull 0.904 0.928 0.465

% increase 6.3 6.3 30.6

Mem 0.06 0.06 0.14

RMSEglobal M0 0.025 0.017 0.018

Mfull 0.017 0.008 0.015

% decrease 28.9 50.9 15.0

The metrics were calculated from area-weighted, per bioclimatic region aggregated

time-series.

and relative increases of explained variance. Yet, note that for
the seasonal cycle, the fraction of unexplained variance is halved
from 12 to 7%, which is also reflected in the 50% decrease of the
RMSEglobal in Table 1.

Figure 5 shows the spatial variability of memory effects.
Significant effects were detected in transitional and sub-tropical
biomes in general and—to a lower extent—mid-latitude water-
driven climates, while the weak effects in temperate, boreal and
rainforest climates were not significant on pixel basis. Accounting
for antecedent climate conditions improves R2 for NDVIMSC

mainly in the tropical belt. However, these effects were not
found to be significant. Finally, hotspots of significant memory
effects for NDVIANO are similar to those of NDVIRAW, but more
concentrated on arid and semiarid regions. Some areas show
negative memory effects, especially in the case of NDVIMSC. Note
that a small number of pixels has negative correlations, which is
not reflected by the R2. However, these negative correlations are
close to zero (not shown) and thus neglectable.

3.3. Biome-Specific Memory Effects
To understand how vegetation state is affected by antecedent
climate under different environmental conditions, we take a look
at biome-specific memory effects and how they change along
climatic gradients.

First, we illustrate the predicted time-series for the different
models with a regional example exhibiting strong memory effects
(Figure 6): The Chobe National Park is located in Northern
Botswana (∼ 19◦S 24◦E) and has a transitional water-driven
climate with a distinct dry and wet season, the latter starting in
October and ending in April. The selected area is—compared to
its surroundings—only marginally affected by wildfires (see Fox
et al., 2017 for further details). Both models, Mfull andM0 predict
the overall patterns well, however, Mfull performs considerably
better. During low vegetation activity outside the raining season,
the models perform equally with comparable variability of the
error. In the rainy season when vegetation is active, the anomalies
are stronger in general. Here, the full memory model Mfull

performs best, followed byM1. The error variation of M0 is larger
during this period, whilst Mfull errors have the lowest variation.

We further tested the impact of memory length on model
performance on global as well as on biome level compared to
baseline M0 (Figure 7), based on the permutation approach. In
general, themodel performance is increasing withmore temporal
context in a saturating way. Even if the model performance
is not strictly increasing in all cases with longer memory,
a positive (asymptotic) relationship was found. Some biomes
show a small drop in model performance with increasing
memory length. We must keep in mind that the global MSE
is minimized in model training. The different models may
invest in reducing MSE in different regions as long as the
global cost decreases, thus we only expect the global model
performance to increase strictly, while regional discrepancies
are expected. On global level, memory effects on NDVIRAW,
NDVIMSC, and NDVIANO are congruent. Transitional and sub-
tropical biomes show strong yet highly variable memory effects
on NDVIMSC. Distinct memory effects on NDVIANO are found in
water-driven ecosystems.

Furthermore, we look at memory effects in the climate space
of mean annual precipitation and temperature (Figure 8). For
NDVIRAW, we observe increasing memory effects with higher
mean temperature, similar to NDVIMSC. Below a threshold of
around 14◦C, memory effects are barely present. For NDVIMSC,
precipitation seems to play a minor role. In contrast, memory
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FIGURE 5 | Global memory effects based on NDVI time-series from 1984 to 2015 for the raw time-series (RAW, top), median seasonal cycle (MSC, center) and

anomalies (ANO, bottom). Values represent the difference in R2 between the full memory model (Mfull ) and the non-memory (M0). Black striped areas indicate

significant memory effects after accounting for the multiplicity (α = 0.1). The histograms are area-weighted.
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FIGURE 6 | Model predictions for a 10 × 5 pixel area located in the Chobe national park, Botswana (∼ 19◦S 24◦E). The time-aggregated absolute error and its

standard deviation over all pixels of M0, M1, Mfull are shown in the top row, time aggregated observed NDVI in middle row (note that the MSC is contained in the RAW

plot), and a subset of the observed and predicted NDVI time-series from 1990 to 2015 in the bottom row.

FIGURE 7 | Global and biome-specific mean and interquartile range (Q1–Q3) of memory effects (Mem) for NDVIRAW (mean removed), NDVIMSC (mean removed) and

NDVIANO. The x axis represents the memory length, the number of days that are taken into account by the model. The shown R2 reflect the performance of the full

memory model (Mfull ). See Papagiannopoulou et al. (2018) for biome definition.

effects on NDVIANO are higher with lower mean precipitation
and higher temperatures. We see low memory effects above
700 mm annual precipitation and again, mean temperatures
below 14◦C.

Finally, we show the inter-biome mean and variation of
memory effects per month separately for the Northern and
Southern Hemisphere (Figure 9). In other words, this is the
increase in explained variance across years per month from the
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FIGURE 8 | Memory effects (Mem) in the climate space, annual precipitation vs. temperature for NDVIRAW (left), NDVIMSC (middle), and NDVIANO (right). The spatial

variability of NDVIRAW and NDVIMSC has been removed, i.e., the mean of each pixel’s time-series has been subtracted prior to calculating Mem. Gray cells represent

cases with <10 values.

non-memory model M0 to the full memory Mfull model. Note
that we only display the results for NDVIRAW, as NDVIANO
yields the same results and the approach is not applicable to
NDVIMSC. In boreal regions, the patterns are widely consistent,
with small or no memory effects in winter, stronger effects in
the start of the growing season and moderate effects at peak
vegetation activity with a peak toward autumn. The transitional
and sub-tropical water-driven biomes exhibit stronger memory
effects in the Southern Hemisphere, with high values from
December to May. The respective energy-driven regions show
low memory effects in general. Furthermore, we see remarkable
differences between the water and temperature-driven mid-
latitudes: The water-driven regions show opposite patterns in
Northern and Southern hemisphere, strongest memory effects
occur in summer during the growing season. In temperature-
driven regions, however, we see a distinct peak in the beginning
of the growing season in spring and substantially lower memory
effects during the remaining time of active vegetation. The topics,
finally, show no memory effects of monthly variations.

4. DISCUSSION

4.1. Memory Effects on Vegetation State
We found memory effects on global scale with a bigger impact
on the anomalies of vegetation state than on the seasonal cycle
and generally lower impact on boreal and temperate climates
and tropical rainforests. We detected large regional variations of
memory effects and linked them to hydro-climatic biomes and
climate gradients.

Our results shown in Figure 7 suggest that sub-monthly,
short-term memory effects play a dominant role while the
impact of mid-term memory is weaker. For temperature and
energy-driven ecosystems, lower memory effects on vegetation
anomalies were found, which aligns with findings by Wu et al.
(2015), Seddon et al. (2016), and Papagiannopoulou et al.
(2017b). In water-driven regions, except for the boreal climates,

we observe strong memory effects on vegetation anomalies,
which was also found by the aforementioned studies.

We found evidence that ecosystems in colder climates with a
mean temperature below 10–15◦C are less affected by memory
effects in general (Figure 8). Above this threshold, memory
effects on the median seasonal cycle of vegetation state do
not depend on mean annual precipitation, whereas effects on
the anomalies are stronger with an annual rainfall below 700
mm. The strongest memory effects are found in sub-tropical
and transitional ecosystems (Figure 5). The effect is similar for
the seasonal cycle between energy and water-driven subregions,
while the anomalies are much stronger affected by past climate in
respective water-driven regions.

Sub-tropical water-driven regions—containing the arid and
semiarid regions of the world (Papagiannopoulou et al., 2018)—
are mainly shaped through patterns of precipitation, events that
often occur in short pulses, followed by dry phases of varying
length (Snyder and Tartowski, 2006). Through the limited water
availability, vegetation dynamics in these regions largely depend
on water storage in soils. Anomalies in soil moisture can last
over several months (Koster et al., 2004), potentially leading to
strong memory effects. While small precipitation pulses often
cannot penetrate soil layers below 20–30 cm, clustered events in
interaction with lower temperatures can refill deeper soil water
storage. This resource can be accessed by deeper rooted plants,
some even specialize on extracting water from different soil
layers through the season (Schwinning and Ehleringer, 2001).
This buffering of precipitation events in soil combined with large
anomalies of precipitation can lead to strong memory effects,
which is reflected in our results.

Similar patterns occur in transitional water-driven
ecosystems, building the transition from arid and semiarid
regions to humid climates. These ecosystems are still largely
limited by water availability (Papagiannopoulou et al., 2018) and
exhibit a higher vegetation density than sub-tropical regions.
Arid and to a lower extent semiarid ecosystem are sparsely
vegetated and thus, a generally low vegetation signal is observed.
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FIGURE 9 | Monthly biome-specific memory effects for the Northern [N] and Southern [S] Hemisphere. The metric reflects how much better the full memory model

(Mfull ) explains the variance across years per month compared to the non-memory model (M0). Cases with less that 10 pixels are not shown. See Papagiannopoulou

et al. (2018) for biome definition.

The small variations in the NDVI and thus the low signal-to-
noise ratio may mask effects that we try to identify. In arid and
semiarid ecosystems of the Southern Hemisphere, the memory
effects are occurring during active vegetation phase in the rainy
season (Figure 9), which is also the case in the regional example
shown in Figure 6. In the Northern Hemisphere, however, the
link between precipitation and memory effect is less evident.

In the boreal and mid-latitude water-limited biomes, we see
patterns of strong memory effects in spring (Figure 9). This
is supposedly related to snowmelt and phenological effects of
temperature. To determine when the snow cover disappeared or
the top layer of the soil thawed, a certain amount of temporal
context is needed, leading to relatively strong memory effects.
Further, vegetation greenup timing in these ecosystems depends
on the history of temperatures during previous months, which
is often modeled as temperature sums in phenological models.
In addition, some plants require chilling before warming effects
can be effective (Migliavacca et al., 2012). Since the start of
the growing season itself has a lagged impact on productivity
after spring, e.g., as a consequence of more or less accumulated
biomass, we see an impact of memory effects related to the
spring vegetation dynamics lasting until around June. The length
of memory effects (Figure 7) is similar for all boreal biomes
with a maximum length of 15–30 days and stronger effects on
vegetation anomalies than on the median seasonal cycle. This is
counter-intuitive, as we would expect to see a strong dependency
of the phenology on antecedent weather patterns due to the
aforementioned cumulative temperature effects. However, the

seasonal variations are well-predicted by both models (R2 >

0.95), hence we see only small memory effects, even if a large
fraction of the non-explained variance of the non-memory
model is explained additionally by the full memory model.
Moderate memory effects are observed in the remaining growing
season, we expect that an increasing drought stress in boreal
regions could alter the temporal dependencies in the future
(Barichivich et al., 2014).

4.2. Time-Series Permutation Approach
An evaluation of the presented approach is challenging because
there is no ground-truth of memory effects. However, we
can assess the plausibility of the results in consideration
of our understanding of ecosystem processes. We looked
at biome-specific monthly memory effects and showed a
regional example, where the full memory model performs
best and a model with shorter memory length still performs
better than the non-memory model. The differences in
model performance were associated with periods of active
vegetation, where predictions were better and more robust
when including more memory. In contrast, dry seasons with
barely any vegetation activity or winter periods in boreal
regions are captured equally by all models. This suggests
that the found memory effects are not just an artifact
but are indeed linked to vegetation dynamics. Furthermore,
we looked at the length of memory effects and found
that models accounting for longer temporal context perform
better. The found relationships between climate gradients
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and memory effects align well with prior knowledge about
ecosystem functioning.

Another way to evaluate the time-series permutation
approach is a comparison with other studies. This turns out to be
challenging as these studies (e.g., De Keersmaecker et al., 2015;
Wu et al., 2015; Seddon et al., 2016; Papagiannopoulou et al.,
2017b; Liu et al., 2018) use other predictor variables with different
spatial and temporal resolution and different approaches (e.g.,
global vs. pixel-wise optimized). Due to some similarities in the
study design and presentation of results, we can conduct a direct
comparison to Wu et al. (2015): They employed a linear model
with the lagged predictor variables temperature, precipitation
and solar radiation to model monthly global NDVI on pixel
basis. The authors used the regression coefficients to interpret
drivers of and memory effect on vegetation state. Based on a
visual inspection of the spatial model performance, our model
(Figure 4) seems to perform better in terms of R2, even if trained
globally and spatio-temporal cross-validation was applied (see
section 4.3.2 for further discussion). The found patterns of
memory effects align in general, the same major hotspots are
detected, yet our results indicate more wide-spread memory
effects. It is possible that the regions we detected in addition
are characterized by strong non-linear climate-vegetation
interactions (Foley et al., 1998; Bonan, 2015; Papagiannopoulou
et al., 2017a) and cannot be represented by a linear model
as a consequence.

Papagiannopoulou et al. (2017a) (and the follow-up study
Papagiannopoulou et al., 2017b) take a different approach based
on a non-linear Granger causality framework: They quantified
the model improvement from a model that uses past NDVI
anomalies only compared to a model that uses climate variables
in addition. The 4,571 (3,197 in the follow-up) climate variables
include lagged and cumulative features and extreme indices. In
a comparison, we must keep in mind that the reported “Granger
causality on vegetation” may not be directly comparable to our
memory effects metrics and that the temporal resolution of
the time-series differ. While—based on a visual inspection—
the main patterns of memory effects on the NDVI anomalies
(Papagiannopoulou et al., 2017a) seem widely congruent with
our findings (Figure 4, anomalies), the most striking difference
are the significantly lower effects we found in the Sahel.
Interestingly, this is also the region where the LSTM model
performs worse than the pixel-wise trained random forest model.
These discrepancies may attribute to the different resolutions of
the time-series, or to the global vs. pixel-wise modeling approach
(further discussed in section 4.3.2).

A drawback of the presented permutation approach is that we
cannot attribute memory effects to single variables. Yet, we linked
the strongest memory effects to water-limited ecosystems, which
was also found by previous studies. We can conclude that, even
though results are similar, we see regional differences, and that
further development and discussion of the different approaches
is needed.

Another way of identifying memory effects may be to apply
the permutation approach after the training. In other words, the
LSTM which has learned the dynamic effects in the data will be
given a permuted time-series in the prediction. This resembles

the permutation approach for studying variable importance with
other machine learning approaches like random forests.

4.3. Advantages and Limitations
4.3.1. Data Limitations
Remote sensing data is inherently affected by errors related
to data processing, the sensor, atmospheric effects and scene
properties (Friedl et al., 2001). As a consequence, some regions—
for example such with a complex topography—exhibit larger
measurement errors, which affects the reliability of the results.
Alike, the climatic reanalysis datasets used as predictor variables
are affected by uncertainties linked to the underlying datasets
and the modeling approach. A further limitation is the spatial
and temporal resolution of the data. It is possible—yet not
well-understood—that the temporal resolution (15 days) masks
important short-term ecological processes that may propagate
to longer temporal scales. Similarly, the spatial resolution of
0.5◦ integrates finer-grained local variations, leaving us with a
smoothed signal.

Furthermore, the NDVI’s dynamic range is limited since
the signal saturates with dense vegetation. This poses an issue
especially in dense forest areas like rainforests, where the
NDVI shows little to no seasonality (Huete et al., 2006) and
the anomalies mainly reflect noise. Thus, the results regarding
rainforest areas should be taken with a grain of salt.

In addition, the model is limited by the choice of predictor
variables: Ecosystem processes are highly complex and vegetation
state depends on a vast number of factors, like nutrient
availability (Fisher et al., 2012), human and natural disturbances
(Reichstein et al., 2013; Trumbore et al., 2015), surface and sub-
surface water flow (Koirala et al., 2017) and many others that are
not included in the model. As a consequence, the interactions of
the climate with those variables are neglected.

4.3.2. Global Modeling Approach
While previous studies looking into memory effects or related
topics (e.g., De Keersmaecker et al., 2015; Wu et al., 2015; Seddon
et al., 2016; Papagiannopoulou et al., 2017a,b; Liu et al., 2018)
trained a model per pixel, we used a global modeling approach:
A main objective of this study was to test the applicability of
LSTMs to represent global vegetation dynamics. This choice was
motivated by the great success of LSTMs in many other domains:
LSTMs are dynamic models that are able to capture dependencies
on multiple scales and—in theory—of unlimited length. LSTMs
can be applied to raw time-series opposed to approaches that
work on lagged and aggregated features (Lipton et al., 2015).
This renders the approach fully data-driven, as no feature design
choices are necessary. Furthermore, such a model can be easily
extended in a modular fashion to include spatial context using
Convolutional Neural Networks, for example. In this sense, the
presented approach is generic. As such models can easily have
thousands of parameters, they require large amounts of data to
be trained. The length of satellite observation time-series (in our
case ∼800 time-steps) is far away from being sufficient. With a
global modeling approach, the dataset is much bigger and more
adequate for a deep learning approach. Moreover, this approach
achieves a unified global predictive model.
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The global modeling approach was further motivated by
the fact that the datasets are autocorrelated in space. We
follow Roberts et al. (2017), who suggest that spatial cross-
validation should be performed in all cases when dealing with
environmental datasets. Especially for machine learning methods
with high flexibility, overfitting is a problem that needs to
be addressed. This choice, however, has a negative side-effect:
The model’s ability to adapt to local characteristics is limited
and thus, some specificities cannot be learned. Rather, the
model learns generalizable memory effects and therefore, the
estimates of memory effects are conservative. In an effort to
counter this issue, we included static variables that should help
the model to implicitly link local differences to environmental
conditions. In section 1 of the Supplementary Material, we
showed that adding static variables improvedmodel performance
and made the predictions more robust. Furthermore, including
these variables leads to a finer-grained picture of memory effects.
This indicates that the global model learns specific local system
behavior by linking it to actual local conditions rather than
by “memorizing.”

A further drawback of the global modeling scope is that
the model—with the objective to reduce global loss—trades off
different regions: To reduce the loss, the model may invest
more of its capacity in better represented areas while neglecting
under-represented regions. We expect that this is also the reason
for the “negative” memory effects; from a theoretical point
of view, knowing more about past environmental conditions
cannot result in inferior predictions. We investigated this
issue in section 2 in the Supplementary Material, where the
globally trained model was compared to a model optimized
for a single biome only. The memory effects and length were
qualitatively similar. However, the geographic distribution of
the memory effects on the median seasonal cycle showed
substantial differences, while the patterns for the anomalies
were more congruent. Thus, we recommend interpreting the
memory effects regarding the median seasonal cycle with
caution. This problem could be reduced by using higher
resolution data and adding covariates that reflect these
local variabilities better, e.g., human factors and additional
soil properties.

4.4. Applications
RNNs are still rarely used to model Earth observation time-
series. As shown here, RNNs are well-suited to model such
data, as they are able to extract complex features from raw
data with the benefit of rendering feature design unnecessary.
Other than for diagnostic modeling, RNNs can also be used
for upscaling of fluxes, gap-filling or benchmarking of physical
models, for example. The time-series permutation approach
presented here can easily be applied to other fields where
a profound understanding of memory effects is pivotal, such
as hydrology.

4.5. Conclusion
In this study, we have tested the applicability of an LSTMnetwork
to model Earth system variables using multivariate predictors.

We used 33 years of climate variables together with static soil
and land cover features to model 15 daily satellite based NDVI
observations. The model was able to learn the global spatial and
temporal variability of vegetation dynamics to a satisfying degree.
This demonstrates the great capabilities of LSTMs, which are still
rarely used in Earth system sciences, yet their potential is known
from other disciplines.

Furthermore, we used a time-series permutation approach
to identify memory effects of climate on vegetation state. Our
results confirm findings from previous studies and highlight
some new aspects of memory effects: While the geographic
distribution widely agrees with other studies, we linked memory
effects to climate gradients and took a closer look at their
biome-specific temporal occurrence and length. The presented
approach requires minimal prior knowledge of the domain
and can be combined with powerful machine learning models.
These properties render the approach into a useful tool that
expands existing methods, possibly serving as a benchmark for
approaches being able to do a more detailed analysis of variable
contributions to memory effects.
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4. Hybrid modeling: combining data- and
knowledge-driven approaches

This section is based on

B. Kraft, M. Jung, M. Körner, and M. Reichstein (2020). “Hybrid Modeling: Fusion
of a Deep Learning Approach and a Physics-Based Model for Global Hydrological
Modeling.” In: The International Archives of the Photogrammetry, Remote Sensing
and Spatial Information Sciences. Vol. XLIII-B2-2020. Copernicus GmbH, pp. 1537–
1544. DOI: 10.5194/isprs-archives-XLIII-B2-2020-1537-2020

and

B. Kraft, M. Jung, M. Körner, S. Koirala, and M. Reichstein (2022). “Towards hybrid
modeling of the global hydrological cycle.” In: Hydrology and Earth System Sciences
26.6, pp. 1579–1614. DOI: 10.5194/hess-26-1579-2022

Copyright Both papers were published in an open-access journal under the terms and conditions
of the Creative Commons Attribution License1. The copyright remains with the authors.

4.1. Study summary

The following sections demonstrate the potential of global-scale hybrid modeling of the hydrological
cycle. The basic concept is outlined in the first study (Kraft et al., 2020) and further developed and
assessed in the second study (Kraft et al., 2022). By combining statistical modeling with physical
knowledge, we developed a partially interpretable hybrid model that allows insights into the global
water cycle. On the global level, the hybrid model performed on par with a set of physically-based
models and achieved better local adaptivity. The improved adaptivity is a key strength of the hybrid
approach and is enabled by the data-adaptivity of the RNN.

For the first time, a data-driven yet physically consistent partitioning of water storage components
was achieved. The partitioning agreed with physically-based patterns, especially in regions where

1https://creativecommons.org/licenses/by/4.0/
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the hydrological processes are better understood and more certain. In other regions, especially
the transitional zones, the hybrid model diagnosed larger soil moisture and a lower groundwater
variability compared to the physically-based models.

The successful implementation of a global-scale hybrid model gives rise to a number of applica-
tions, which are discussed in Chapter 5.

Contribution The idea for both studies was developed together with the co-authors in the
framework of my doctoral studies. The success of the project was highly uncertain as similar
approaches do not exist yet, and thus, expertise from all the co-authors was required. While
the conceptual development of the approach was a team effort, I implemented the model and
conducted the analysis of the result. During the model development, I acquired unique conceptual
and technical expertise in the field of hybrid modeling. I took the lead in manuscript writing,
but the co-authors contributed significantly, especially in the interpretation of the hydrological
simulations.

4.2. Hybrid modeling: fusion of a deep learning approach and a
physics-based model for global hydrological modeling

Please turn to the next page.
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ABSTRACT:

Process-based models of complex environmental systems incorporate expert knowledge which is often incomplete and uncertain.
With the growing amount of Earth observation data and advances in machine learning, a new paradigm is promising to synergize the
advantages of deep learning in terms of data adaptiveness and performance for poorly understood processes with the advantages of
process-based modeling in terms of interpretability and theoretical foundations: hybrid modeling. Here, we present such an end-to-
end hybrid modeling approach that learns and predicts spatial-temporal variations of observed and unobserved (latent) hydrological
variables globally. The model combines a dynamic neural network and a conceptual water balance model, constrained by the water
cycle observational products of evapotranspiration, runoff, snow-water equivalent, and terrestrial water storage variations. We show
that the model reproduces observed water cycle variations very well and that the emergent relations of runoff-generating processes
are qualitatively consistent with our understanding. The presented model is—to our knowledge—the first of its kind and may
contribute new insights about the dynamics of the global hydrological system.

1. INTRODUCTION

Process-based models of the Earth and its subsystems have been
key to diagnose, predict, and understand environmental pro-
cesses and change for decades. Such models are based on con-
ceptualizations and abstractions of many individual processes
according to expert understanding. They are forced, evaluated,
and occasionally tuned using environmental observations. The
rapidly growing amount of Earth observation data, however,
does not necessarily translate into better process models, as
process representations are predefined rather than learned from
data. Due to advances in machine learning, complex patterns
and relationships in multivariate datasets can now be recognized
with high accuracy and further exploited. These models typi-
cally need large amounts of training data, while they are agnos-
tic to the physical meaning and consistency among variables.
It is, thus, promising to explore a synergistic combination of
machine learning and process-based approaches for modeling
in Earth system sciences (Reichstein et al., 2019). The hybrid
approach is still in its infancy and we are aware of one appli-
cation on Earth observation data only: de Bézenac et al. (2019)
predicted future sea-surface temperature fields by using a con-
volutional encoder-decoder network to learn a motion field that
was fed into a physical model of advection and diffusion.

We present an end-to-end global hybrid hydrological model
that couples long short-term memory (LSTM, Hochreiter and
Schmidhuber, 1997) networks with a traditional conceptual wa-
ter balance model that is trained jointly on a set of water cycle
observations: total water storage (TWS), runoff (Q), evapotran-
spiration (ET), and snow water equivalent (SWE). The model
is forced by the meteorological variables precipitation, air tem-
perature, and net radiation. From a deep learning perspective,
the hybrid approach can be seen as a regularization of the neural
∗ Corresponding author

network, constraining the solution space to physically plausible
results. Furthermore, the hydrological states (pools) and fluxes
(inflows and outflows) of the conceptual water balance model
remain interpretable and are still largely data-driven, as they
are informed by the neural network.

In this study, we provide a proof-of-concept and test the ap-
plicability of hybrid modeling to learn a representation of the
global water cycle from data. We explore the robustness of the
approach based on independent cross-validations which include
the full training set-up.

2. GLOBAL DATASETS

2.1 Total Water Storage Anomalies (TWS)

The Gravity Recovery & Climate Experiment (GRACE) Mas-
con Equivalent Water Height RL06 with Coastal Resolution Im-
provement (CRI) v1 (Watkins et al., 2015; Wiese et al., 2016;
Wiese et al., 2018) represents variations in global water stor-
ages, i.e., groundwater, soil moisture, surface water, snow, and
ice for land pixels. The product has a native spatial resolution of
3◦ but is delivered at 0.5◦. For this study, all time series datasets
were aggregated to 1◦ resolution, but still, the TWS data may
not represent local grid-scale variabilities properly. The TWS
data is available from April 2002 to June 2016 covering irregu-
lar, roughly monthly periods. As we observed some outliers in
the dataset, observations −500 > tws > 500 were removed.

2.2 Evapotranspiration (ET)

Monthly ET data was retrieved from the global FLUXCOM-RS
product (Jung et al., 2019; Tramontana et al., 2016), which is
based on upscaling of FLUXNET (Baldocchi et al., 2001) eddy
covariance data. The upscaling is achieved using an ensemble
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of machine learning models, each learning a mapping from re-
mote sensing (RS) observations to the site-level fluxes, which
can then be upscaled to global scale. The ET was derived from
the latent energy estimates, assuming a constant latent heat of
vaporization of 2.45 MJ mm−1.

2.3 Total Runoff (Q)

GRUN v1 is a global gridded dataset providing estimates
of monthly total runoff with a native spatial resolution of
0.5◦ (Ghiggi et al., 2019). The authors used random forests
to model local discharge observations from small catchments
as a function of climate data and generalized the learned rela-
tionships to retrieve global estimates.

2.4 Snow Water Equivalent (SWE)

Daily SWE was retrieved from GlobSnow v2 (Luojus et al.,
2014; Takala et al., 2011) and aggregated from 0.25◦ to 1◦ spa-
tial resolution. The product only covers the Northern Hemi-
sphere and pixel time-steps with no snow are encoded as miss-
ing values. As the absence snow is important information that
we do not want to discard, the SWE product was enriched using
8 d MODIS snow cover fractions (SCF) disaggregated to daily
using nearest neighbor (Hall and Riggs, 2016). SWE with miss-
ing data were set to 0 if: a) more than 24 consecutive days were
missing for SWE and b) the mean SCF over ±12 days was be-
low 10 %. This gap-filling mainly assigned zero SWE to previ-
ously missing values in the Southern Hemisphere and Northern
Summer. Note that some mountainous regions were masked out
in the GlobSnow product. The SWE signal is known to saturate
at 100–150mm (Larue et al., 2017).

2.5 Meteorological Forcing

As time-varying model inputs, we used three meteorological
forcing datasets, each on daily resolution: Net radiation is ob-
tained from the SYN1deg Ed3A product (Doelling, 2017) of
the Clouds and the Earth’s Radiant Energy Systems (CERES)
program (Wielicki et al., 1996). The precipitation data was re-
trieved from the Global Precipitation Climatology Project daily
1◦ dataset (GPCP-1DD) v1.2 (Huffman et al., 2012). Air tem-
perature was obtained from the CRUNCEP v8 dataset, a com-
bined product of the observation-based Climate Research Unit
(CRU) and the National Center for Environmental Prediction
(NCEP) reanalysis data (Harris et al., 2014; Viovy, 2018).

2.6 Static Datasets

A number of static datasets were used to represent the spatial
variability of surface and subsurface environmental conditions.
To represent topography, we used the digital elevation model
from GTOPO30 (DOI/USGS/EROS, 1997). Furthermore, we
used variables from the soilgrids dataset (Hengl et al., 2017):
absolute depth to bedrock and the average across all soil lay-
ers of bulk density, coarse fragments, clay, silt, and sand con-
tent. Land cover fractions were derived from the Globland30
dataset (Chen et al., 2015) for the classes water bodies, wet-
lands, artificial surfaces, tundra, permanent snow and ice, grass-
lands, barren, cultivated land, shrublands, and forests. In ad-
dition, a wetland dataset was used that contains fractions of
groundwater-driven wetlands, regularly flooded wetlands, and
the intersection of the them (Tootchi et al., 2019).

These 22 variables were aggregated from their mostly finer na-
tive spatial resolution to 1

30
◦ to keep information on the spatial

variability inside a 1◦ model pixel. To reduce the size of the
stacks (30 (lat. pixels) × 30 (lon. pixels) × 22 (variables) =
19 800 values per model cell) and ultimately the number of pa-
rameters in the model, we reduced the dimensionality of the
static variables in a pre-processing step. A simple convolu-
tional autoencoder was used for this, consisting of an encoder
network, a bottleneck layer, and a decoder network. The en-
coder layers extract features from the input stack with consec-
utively smaller capacity. The final representation is the bottle-
neck layer, with a vector of size 30. The decoder, which has the
reverse structure of the encoder network, maps the bottleneck
layer back to the input stack. By minimizing the reconstruction
loss, the model is forced to find a low-dimensional representa-
tion of the stack.

2.7 Masking & Bioclimatic Regions

Figure 1. The masked out cells (‘excluded’) and the bioclimatic
regions used for model evaluation: Cold Northern Hemisphere

(‘ColdNH’), Temperate Northern Hemisphere (‘TemperateNH’),
‘Tropic’, ‘Subtropic’ and remaining Southern Hemisphere

regions (‘SH’).

To retrieve valid land pixels with a clear signal of TWS, ET,
and Q, cells with more than 50 % water bodies, 10 % permanent
snow or ice, 10 % artificial surfaces, and 10 % bare land were
removed. Further, regions with strong anthropogenic ground-
water withdrawal were discarded, as the model does not account
for these effects. After applying these criteria, the dataset con-
sisted of 11 026 spatial samples. Note that some grid-cells were
masked out further due to missing values in the SWE dataset,
e.g., some mountainous areas. The excluded cells are shown in
Figure 1 along with five bioclimatic regions used in the model
evaluation.

3. GLOBAL HYBRID HYDROLOGICAL MODELING

3.1 The Hybrid Hydrological Model

The hybrid model represents the major states and fluxes of the
hydrological cycle (see Box 1). The model learns a mapping
from the meteorological features (X) to the target variables (y).
To predict yt at time t, it has access to the present and past
observations X≤t and a set of static variables.

3.2 Self-Paced Multi-Task Learing

To combine the four loss terms corresponding to the target vari-
ables, we used self-paced task uncertainty weighing (Kendall
et al., 2018), as done in state-of-the-art multi-task learning
(e.g. Liebel and Körner, 2018). By optimizing an uncertainty
term σ for each task (Equation 1), the different uncertainties
inherent to the target variables are compensated dynamically.
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Box 1: The end-to-end hybrid hydrological model
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A Input data
The meteorological time series (Section 2.5), encoded
static variables (Section 2.6) and physically interpretable
states groundwater (GW, g)a and cumulative water deficit
(CWD, c) are fed into the LSTM.

B The LSTM layer
The LSTM updates the hidden states h〈t〉LSTM and c〈t〉LSTM at
each time-step.
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C Multi-task layer
The multi-task layer, comprising of independent feed-
forward layers (NN), yields interpretable variables: evapo-
transpiration (ET, e), snow water equivalent (SWE, s), and
fractions (α) defining how the liquid water input (winp) is
partitioned into the fluxes of fast runoff (winp · αqf

→ qf),
soil recharge (winp · αc → rc), and groundwater
recharge (winp · αg→ rg). The current winp is the precipita-
tion (p) minus snow accumulation or plus snow melt (∆s).
I addition, a fraction αe determines the source pool from
which e is taken from. If αe=1, e is taken from the soil, if
αe=0, e is taken from the groundwater.
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D Water balance model
The hydrological block implements water balance equa-
tions. The physical state variables g and c are updated at
each time-step using a combination of the above latent vari-
ables and variables derived here. When c = 0, the soil
is fully water-saturated, negative values indicate a water
deficit. If c > 0, the soil capacity is exceeded and over-
flow occurs (coverflow). Note that for the model evaluation, c
is transformed such that a deficit is denoted by positive val-
ues. The base runoff (Qb, qb) is defined as g times a learned
global fraction αqb

. The total runoff (Q, q) is the sum of
qb and qf. The total water storage (TWS, w) anomalies are
calculated as the sum of s, g, and c, minus the mean of w
to get the variation around 0. The units are mm for state
variables and mm d−1 for fluxes.
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L =

n∑
i

1

2 · σ2
i

Li + log(σi) =

n∑
i

wi Li + ri (1)

where wi is a weight for the task i of n total tasks, recipro-
cal to the task uncertainty σi and ri is a regularization term to
prevent the uncertainty from converging to infinity. In prac-
tice, the uncertainty is encoded as s := log(σ2) to assert nu-
merical stability and to have an unbound parameter s. Hence,
w = 0.5 · exp(−s) and r = 0.5 · s.

We added a further constraints (Cg) to penalize negative val-
ues for groundwater (GW). In preliminary experiments, we ob-
served that the model can easily reach a loss Cg = 0, and, thus,
s converged to minus infinity. To prevent this, a constant of
0.1 was added: Cg = mean(−min(g, 0)) + 0.1, where g is a
simulated groundwater time series.

3.3 Model Selection & Training

The model was trained end-to-end and simultaneously on
global observation-based products of TWS, SWE, ET, and Q
using the backpropagation algorithm (Goodfellow et al., 2016).
We used the root mean square error (RMSE) as the objective
function. The model was implemented in PyTorch v1.4 (Paszke
et al., 2017).

The time series were split into two periods, 2002-01 to 2008-12
for training and 2009-01 to 2014-12 for validation and testing.
The feature time series were extended by selecting ten random
years from the features of the respective periods for model spin-
up to obtain steady physical model states (GW and soil cumula-
tive water deficit (CWD)), before the actual evaluation period.
Furthermore, a warmup period of one year was added to both
time-ranges to have some temporal context even for the start of
the periods. In addition, the samples were split into mutually
exclusive regular grids for the hyperparameter (HP) optimiza-
tion and the cross-validation (Fig. 2). These measures were
taken to reduce overfitting due to spatial and temporal autocor-
relation (Roberts et al., 2017).

For the model selection, we used the Bayesian optimization
hyper-band (BOHB) algorithm (Falkner et al., 2018) from the
Ray.tune framework (Liaw et al., 2018). BOHB is a state-of-
the-art method for HP optimization that combines an early stop-
ping mechanism (dropping non-promising runs) and a Bayesian
surrogate model that suggests new HPs. Here, we used samples
from one of the four spatial grids. To match the cross-validation
scheme, the samples were split into five folds, of which three
were used for training and one for validation. The final HPs
are reported in Table 1. The remaining three grids were used to
perform three independent cross-validations: in each, one fold
was withheld for testing (5 % of the grid-cells) and the remain-
ing four folds (20 % of the grid-cells) were iterated such that
each fold was used for validation once. The test set predictions
used for the model evaluation are referred to as cvi,f , where
i ∈ {1, 2, 3} is the cross-validation and f ∈ {1, 2, 3, 4} is the
fold index.

3.4 Model Evaluation

First, the model fit was quantified regarding the temporal pat-
terns aggregated by the bioclimatic regions (Figure 1) using the
Pearson correlation coefficient (r) and the Nash–Sutcliffe model
efficiency coefficient (NSE). The NSE ranges from −∞ to 1, a

Model architecture
layer num. layers hidden size dropout
static encoding 2 (1, 2) 100 (50, 100) 0.2 (0.0, 0.5)
LSTM 1 (−) 100 (50, 200) −
task branches 1 (1, 3) 100 (50, 200) 0.2 (0.0, 0.5)

Optimizer parameters
learning rate 10−2 (10−2, 10−4)
task weight learning rate 10−2 (10−2, 10−4)
weight decay 10−5 (10−2, 10−5)
grad. clipping 0.6 (0.1, 1)

Table 1. Model architecture and optimizer hyperparameters with
range limits searched in brackets (lower, upper). The static

encoding layer extracts features of the static input which are fed
into the LSTM together with the meteorological forcing time
series. The single-layer LSTM is followed by multiple task

branches. The learning rate defines the step size of the optimizer
(with an independent learning rate for the task weights), weight

decay adds L2 regularization (preventing large parameter values)
and gradient clipping counteracts exploding gradients.

Figure 2. Regional example of the data splitting for the
hyperparameter tuning and cross-validation. The grid-cells are
split into four mutually exclusive, regular grids (colored). The

grid-cells of each set are separated by a buffer to reduce the
spatial autocorrelation between the samples. The samples of

each grid were then split randomly into 5 sets of which one was
used for testing and the remaining four were iterated such that
each set was used as validation set once. One of the four grids

was used for hyperparameter optimization. Following this
scheme, three separate cross-validations (cvi∈{1,2,3}) are

performed, each yielding four predictions on the test set. Note
that some grid-cells are masked out (grey), see Section 2.7 for

more details.

negative NSE indicates that the model fit is worse than just tak-
ing the observed mean as prediction, 1 is a perfect fit (Nash
and Sutcliffe, 1970). The evaluation was performed based on
the test sets which have not been used for HP optimization or
model training. From the three cross-validations, only one of
the four runs was used and combined into one unified dataset,
i.e., cvi∈{1,2,3},f=1. Then, we aggregated the time series per
bioclimatic regions using the mean of all respective grid-cells.
We then calculated r and NSE for each bioclimatic region.

Then, the robustness of the simulated latent variables was as-
sessed. As the proposed hybrid model has a high degree of
freedom compared to conceptual models, it is crucial to check
if repeated runs lead to similar results. Robust model predic-
tions increase the trust in the latent variable estimates. The ro-
bustness of the model was assessed using the simulations from
the cross-validation. In addition, we assess the plausibility of
the non-observed (latent) estimates based on our process under-
standing. For the evaluation of the latent variables, we cannot
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Figure 3. The model performance based on the test set by bioclimatic regions. The four target variables evapotranspiration (ET), snow
water equivalent (SWE), runoff (Q), total water storage (TWS), as well as the TWS interannual variability (IAV) are shown. The TWS
IAV is calculated as the deviation from the mean seasonal cycle, for observations and the predictions independently. The shaded areas
indicate the 0.2− 0.8 quantiles of the spatial variablity. For each region and variable, the Pearson correlation coefficient (r) and the

Nash–Sutcliffe model efficiency coefficient (NSE) are shown.

rely on a ground-truth. Rather, the patterns are confronted with
domain knowledge. Exemplarily, we take a closer look at the
liquid water input (winp) partitioning through fast runoff frac-
tion (αqf

), soil recharge fraction (αc), and groundwater recharge
fraction (αg). These fractions are known to depend strongly on
the water status of the soil (CWD) with, e.g., more fractional
runoff under wet conditions. As the fractions are learned from
data and no constraints were imposed, we evaluated their re-
lationship with CWD qualitatively and quantitatively using the
Spearman’s rank correlation coefficient (rs).

4. RESULTS & DISCUSSION

4.1 Model Performance by Bioclimatic Regions

The observed and simulated time series and the model perfor-
mance per bioclimatic region are shown in Figure 3. The hybrid
model has learned the temporal patterns of the target variables.
The seasonality was represented well with varying performance
among bioclimatic regions and variables. Remember that ET
and Q are upscaled from point measurements and products of
machine learning algorithms themselves. The ET product, for
example, is known to be affected by systematic biases due to
biases in the underlying site measurements and an incomplete
spatial sampling (Jung et al., 2020). For that reason, the trust
in these variables, especially the interannual variability (IAV),
is limited. Similarly, the SWE product is affected by biases due

to a signal saturation above 100–150mm (Larue et al., 2017).
Therefore, and also because TWS explicitly depends on all the
other target variables, we use the observation-based TWS as the
main reference for assessing the model performance.

The response of TWS to precipitation can be strongly delayed
due to buffering effects of snow mass, soil moisture, or ground-
water. This expresses in a lag between the seasonality of pre-
cipitation and TWS, but also single precipitation events cause
a delayed response in the TWS (Humphrey et al., 2016). The
model fit the seasonal patterns of TWS well, especially in the
Tropics, Subtropics, and the Northern Hemisphere (NSE>0.8).
In the temperate and more clearly in the cold Northern Hemi-
sphere, the predictions exhibited a phase-shift compared to the
observations. This means that the model struggled to discharge
the input of water at an adequate pace. Similar phase-shifts can
be observed in conceptual models (e.g. Schellekens et al. (2017)
and Trautmann et al. (2018)) and the phenomenon is still under
investigation. A reason for this mismatch could be a missing
implementation of lateral fluxes between grid-cells or buffering
effects of surface water storages like wetlands. In Figure 3, we
also show the interannual variability (IAV) of TWS, calculated
as the deviation from the mean seasonality. The IAV signal re-
flects how the model can deal with anomalous conditions, like
strong precipitation events or droughts. The model was able to
predict the timing and strength of the major TWS anomalies.
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Figure 4. Regional mean time series of repeated model simulations of total water storage (TWS) and the latent variables groundwater
(GW), soil cumulative water deficit (CWD), fast runoff (Qf), and ET partitioning fraction (αe), defining to what share

evapotranspiration is extract form the soil versus groundwater. The lines represent the mean value of a single cross-validation test set.
The lines are colored by cross-validation run index, i.e., lines with the same color come from one cross-validation run and represent

the same grid-cells. The repeated runs give an impression of the model robustness.

Figure 5. Density plot of the soil cumulative water deficit (CWD) versus the liquid water input (winp) partitioning fast runoff fraction
(αqf ), soil recharge fraction (αc), and groundwater recharge fraction (αg). The fractions define how much of winp goes into the
respective fluxes. The relationships is quantified using the mean Spearman’s rank correlation coefficient (rs) over all folds, the

standard deviation is shown in brackets. For the density plot, on single fold (cvi=1,f=1) was used. The lines represent the binned
median, i.e., the median of the fractions over a range of CWD values, of the individual cross-validation test sets. The lines are colored

by cross-validation run index, i.e., lines with the same color come from one cross-validation run and represent the same grid-cells.
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4.2 Model Robustness & Latent Variables

A challenge in hybrid modeling is to find the right balance be-
tween constraining the model sufficiently to avoid equifinalities
and to allow it enough flexibility to adapt to the data. This act
of balance requires domain knowledge and a careful evaluation
of the results. Based on a set of repeated model runs from the
cross-validations, we assess the robustness of the simulations.
While the RMSE varied only marginally (1.42± 0.03) and the
target variables predictions were robust, the stability of the
latent variable simulations was lower among cross-validation
folds (Figure 4).

The robustness of the latent variable simulations varied among
the bioclimatic regions. This indicates that the optimization
problem was underconstrained under certain conditions and
different pathways lead to a similar solution in terms of tar-
get variables. We take a closer look at the SH regions and
note that the mean CWD varied substantially among the model
runs. Note that, here, the snow mass is neglectable and thus,
TWS is partitioned between GW and CWD. TWS, however,
reflects the anomalies of the total water column and thus, the
absolute values of GW and CWD are not constrained through
this relationship. Thus, further constraints were added to the
model: through the base runoff (Qb) being a constant fraction
of GW and the ET partitioning, the solution space is reduced.
Similarly, the absolute values of CWD are constrained by the
CWDoverflow and the ET partitioning. Under certain conditions,
however, these constraints are not sufficient: in a hydrological
regime where soil moisture and groundwater are not limited,
for example, the model fails to learn from which pool the ET
is extracted. Likewise, if the soil is never or only rarely water-
saturated and CWD overflow (CWDoverflow) does not occur, the
mean CWD is not constrained.

In other regions, the simulations were more stable. In the Trop-
ics and Subtropics, GW, CWD, and the ET partitioning fraction
(αe) were estimated more robustly, even if we see some outliers.
In the TemperateNH and ColdNH regions, the GW simulations
were rather stable, but we see a varying offset of CWD. Here,
the model struggled again to yield robust estimates of αe with
even opposite seasonal patterns. This suggests overall that po-
tential groundwater access by plants via ET is not well con-
strained in the current set-up.

The relationship between winp partitioning fractions and CWD
and its robustness is shown in Figure 5. These patterns follow,
to a certain degree, simple hydrological laws: if the soil is wet,
for example, we expect to see a decrease in soil recharge frac-
tion (αc), an increase in groundwater recharge fraction (αg),
and a larger fast runoff fraction (αqf

). Insofar, the patterns align
with our prior knowledge. However, the fractions were not es-
timated robustly, which also reflects in rather large variations
in rs, especially in the cold Northern Hemisphere. There, the
relationship was less pronounced, which could be caused by
snowmelt dynamics adding complexity.

4.3 Limitations

The cross-validation scheme was designed to have global cov-
erage and reduce spatial and temporal autocorrelation between
samples of the training, validation and test set. Due to a lim-
ited amount of samples, we made a compromise between data
limitations and autocorrelation requirements (Roberts et al.,
2017). Similarly, aggregating the daily predictions to match the
monthly target variables may introduce leakage, as the target

variables can influence the feature time series (e.g. ET→ pre-
cipitation). Further, we noted that some cross-validation runs
did not converge ideally. Thus, the assessment of the robust-
ness does not only reflect the model robustness, but also the
robustness of the training process.

5. CONCLUSION

We presented a global end-to-end hybrid hydrological model
that combines artificial neural networks and a conceptual
model. To our knowledge, the presented approach is the first ap-
plication of the hybrid approach to model global environmental
systems. The approach opens doors to novel data-driven sim-
ulations, attribution, and diagnostic assessments of water cycle
variations globally and is applicable to other fields. Our ex-
periments have shown that a major challenge remains to suffi-
ciently constrain the model to retrieve interpretable simulations
of non-observed (latent) variables. Under certain conditions,
the simulations are unstable but we can infer general patterns
of the water cycle using this data-driven approach. Thus, fur-
ther refinement of the model is required. This iterative process
of model improvement, evaluation, and discussion is part of the
scientific process that leads ultimately to a better understanding
of the subject of investigation.
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Koskinen, J., and Bojkov, B. (2011). “Estimating northern hemisphere snow wa-
ter equivalent for climate research through assimilation of space-borne radiometer
data and ground-based measurements.” In: Remote Sensing of Environment 115.12,
pp. 3517–3529. DOI: 10.1016/j.rse.2011.08.014.

Tootchi, A., Jost, A., and Ducharne, A. (2019). “Multi-source global wetland maps
combining surface water imagery and groundwater constraints.” In: Earth System
Science Data 11.1, pp. 189–220. DOI: 10.5194/essd-11-189-2019.

Tramontana, G., Jung, M., Schwalm, C. R., Ichii, K., Camps-Valls, G., Ráduly, B.,
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Abstract. State-of-the-art global hydrological models
(GHMs) exhibit large uncertainties in hydrological simu-
lations due to the complexity, diversity, and heterogeneity
of the land surface and subsurface processes, as well as
the scale dependency of these processes and associated
parameters. Recent progress in machine learning, fueled by
relevant Earth observation data streams, may help overcome
these challenges. But machine learning methods are not
bound by physical laws, and their interpretability is limited
by design.

In this study, we exemplify a hybrid approach to global hy-
drological modeling that exploits the data adaptivity of neu-
ral networks for representing uncertain processes within a
model structure based on physical principles (e.g., mass con-
servation) that form the basis of GHMs. This combination
of machine learning and physical knowledge can potentially
lead to data-driven, yet physically consistent and partially in-
terpretable hybrid models.

The hybrid hydrological model (H2M), extended from
Kraft et al. (2020), simulates the dynamics of snow, soil
moisture, and groundwater storage globally at 1◦ spatial res-
olution and daily time step. Water fluxes are simulated by an
embedded recurrent neural network. We trained the model
simultaneously against observational products of terrestrial
water storage variations (TWS), grid cell runoff (Q), evapo-
transpiration (ET), and snow water equivalent (SWE) with a
multi-task learning approach.

We find that the H2M is capable of reproducing key pat-
terns of global water cycle components, with model perfor-
mances being at least on par with four state-of-the-art GHMs
which provide a necessary benchmark for H2M. The neural-
network-learned hydrological responses of evapotranspira-
tion and grid cell runoff to antecedent soil moisture states
are qualitatively consistent with our understanding and the-

ory. The simulated contributions of groundwater, soil mois-
ture, and snowpack variability to TWS variations are plausi-
ble and within the ranges of traditional GHMs. H2M identi-
fies a somewhat stronger role of soil moisture for TWS varia-
tions in transitional and tropical regions compared to GHMs.

With the findings and analysis, we conclude that H2M pro-
vides a new data-driven perspective on modeling the global
hydrological cycle and physical responses with machine-
learned parameters that is consistent with and complemen-
tary to existing global modeling frameworks. The hybrid
modeling approaches have a large potential to better leverage
ever-increasing Earth observation data streams to advance
our understandings of the Earth system and capabilities to
monitor and model it.

1 Introduction

Physically based global hydrological models (GHMs) are an
essential tool to understand, monitor, and forecast the water
cycle, with an array of societal implications (Jiménez Cis-
neros et al., 2014). Yet, GHMs and land surface models face
many challenges related to process representations and pa-
rameterizations, resulting in large uncertainties (Schellekens
et al., 2017). The existing state-of-the-art GHMs still dis-
agree across all spatial and temporal scales, which may be
attributed to limited, biased, and uncertain data, the hetero-
geneity of considered processes, or a lack of process under-
standing (Haddeland et al., 2011; Beck et al., 2017). While
global water cycle observations are increasing rapidly, a thor-
ough integration with a GHM to overcome uncertainties is
rarely facilitated due to the model complexity and computa-
tional expenses, even though some GHMs use data, e.g., river
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discharge, to calibrate model parameters (e.g., Van Beek et
al., 2011).

Different pathways have been proposed to utilize addi-
tional Earth observation data in hydrological modeling. For
instance, physically based models benefit from using spa-
tially explicit parameters, which can be retrieved from Earth
observation data. It is, for example, common to use spa-
tiotemporally varying leaf area index as a model parame-
ter (e.g., Van Der Knijff et al., 2010) to account for vege-
tation dynamics. Furthermore, upscaling of locally estimated
or measured parameters to global scale – such as catchment
parameters (Beck et al., 2016) or soil properties (Hengl et
al., 2017) – can improve model accuracy. Using model–data
integration approaches, it has been shown that relatively sim-
ple conceptual hydrological models can yield state-of-the-art
performance when calibrated simultaneously on multiple ob-
servational data constraints (Trautmann et al., 2018), which
opens new avenues for targeted, partially data-driven experi-
ments to parameterize hydrological processes.

Other approaches to integrate additional observations and
physically based models have been developed in the domain
of data assimilation (McLaughlin, 2002; Reichle, 2008).
While classic data assimilation aims to correct model states
or provide initial conditions using additional observational
data (Sun et al., 2016), promising concepts exist to learn
time-varying model parameters from data (Moradkhani et
al., 2005; Geer, 2021). If system understanding and out-of-
sample performance (e.g., long-term prediction) are not cen-
tral, then the use of (purely data-driven) deep learning ap-
proaches has been proposed and applied recently in hydrol-
ogy, and experimental methods for gaining (so far only qual-
itative) insights exist (Shen et al., 2018).

Recently, it has been proposed to fuse process models
with machine learning into one end-to-end modeling system
in the so-called hybrid modeling approaches (Reichstein et
al., 2019). The hybrid approaches aim at harvesting the in-
formation in Earth observation data efficiently by replacing
uncertain parameters and processes with a machine learn-
ing model, while still maintaining model interpretability and
physical consistency. Furthermore, the approach facilitates
the incorporation and integration of information from mul-
tiple data sources, which is a bottleneck in GHMs. Hybrid
modeling can be employed to improve the predictability of
the Earth system or components thereof, such as sea surface
temperature (de Bézenac et al., 2019) or subgrid atmospheric
processes (Rasp et al., 2018). Alternatively, but not mutually
exclusive, hybrid modeling can leverage the flexibility of ma-
chine learning models with the goal to retrieve data-driven,
yet interpretable, physical coefficients and latent variables.

One of the key hydrological data products for diagnosing
and understanding global land water cycle variations is total
terrestrial water storage (TWS). The TWS is an observation-
based rasterized product that integrates all water storage
components and is used for calibration and validation of
process-based models (Güntner et al., 2007; Schellekens et

al., 2017; Trautmann et al., 2018; Scanlon et al., 2019) and
in data-driven studies (Humphrey et al., 2016; Andrew et
al., 2017; Rodell et al., 2018). An attribution of TWS vari-
ations to its components is still unclear, as current model
simulations do not produce consistent spatiotemporal pat-
terns due to uncertainties in the model structure and pro-
cess description, forcing data, and parameter values (Günt-
ner, 2008). Such attribution is not trivial, especially as con-
tiguous observations of the storage components are not avail-
able separately on a global scale (e.g., groundwater) or lim-
ited (e.g., soil moisture, where satellite observations are only
representative of the top soil layers). Thus, decomposition
of TWS components is either done with large-scale hydro-
logical modeling (Schellekens et al., 2017), locally using in
situ data (e.g., Swenson et al., 2008), or with data-driven ap-
proaches without a strict constraint on physical consistency
(Andrew et al., 2017).

This study aims to complement and bridge the previous
global-scale hydrological modeling and observation-based
syntheses by comprehensively evaluating the potential of hy-
brid modeling at the global scale. In particular, it provides
a much-needed data-driven perspective on the global water
cycle and its spatiotemporal variability based on carefully
designed cross-validation analysis, together with a crucial
consideration of the basic physical principle of mass con-
servation. To do so, we have further developed the model
proposed by Kraft et al. (2020), especially with regards to
model robustness and physical consistency. The overarching
goal of this study is to provide a comprehensive description
and assessment of the applicability of the hybrid modeling
approach as a potential novel avenue for global hydrologi-
cal simulation. Particular emphasis are put on benchmark-
ing against and complementing state-of-the-art hydrologi-
cal models and assessing the plausibility and interpretability
of the machine-learning-based data-driven hydrological re-
sponses going beyond the typical focus on predictive skills.
Furthermore, we examine the potential applications and lim-
itations on a challenging use case of decomposing the con-
tributions of different water storage components to the varia-
tions of TWS.

We first describe the datasets used, the hybrid hydrologi-
cal model (H2M), and the model training and evaluation ap-
proach in Sect. 2. We then show the H2M performance in
Sect. 3.1 and present the benchmarking against a set of GHM
simulations from the eartH2Observe ensemble in Sect. 3.2.
Section 3.3 provides the data-driven perspective on hydro-
logical responses, followed by Sect. 3.4, which focuses on
the TWS decomposition. Additional plausibility and inter-
pretability of the H2M simulations are presented in Sects. 4.1
and 4.2. Last, we provide a more general assessment of
the challenges and opportunities of the hybrid approach in
Sect. 4.3.
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2 Data and methods

2.1 Datasets

2.1.1 Meteorological forcing

A total of three time-varying meteorological datasets were
used to force H2M as follows (Table 1):

i. Precipitation observations, obtained from the Global
Precipitation Climatology Project dataset (GPCP-1DD)
v1.2 (Huffman et al., 2012),

ii. Net radiation, provided by the SYN1deg Ed3A product
(Doelling, 2017) of the Clouds and the Earth’s Radi-
ant Energy Systems (CERES) program (Wielicki et al.,
1996), and

iii. Air temperature, obtained from CRUNCEP v8 dataset,
a product of the observation-based Climatic Research
Unit (CRU) and the National Centers for Environmental
Prediction (NCEP) reanalysis data (Harris et al., 2014;
Viovy, 2018).

To test the impact of the model forcings on the compari-
son with GHMs (Sect. 3.2), we carried out additional H2M
simulation with forcing datasets from the WATCH Forcing
Data–ERA-Interim (WFDEI) dataset (Weedon et al., 2014)
in an independent setup (Appendix D).

2.1.2 Static variables

A set of temporally static variables was used to represent land
surface characteristics as follows (Table 1):

i. The soil properties from the SoilGrids dataset (Hengl et
al., 2017), including absolute depth to bedrock and the
average (along depth) of the bulk density, coarse frag-
ments, clay, silt, and sand (six variables in total).

ii. The land cover fractions from the GlobeLand30 dataset
(Chen et al., 2015) for the 10 classes of water bodies,
wetlands, artificial surfaces, tundra, permanent snow
and ice, grasslands, barren, cultivated land, shrublands,
and forests.

iii. The digital elevation model from GTOPO30 (DOI/US-
GS/EROS, 1997).

iv. The fractions of groundwater-driven wetlands, regularly
flooded wetlands, and the intersection of them (Tootchi
et al., 2019), i.e., a total of three variables.

These 20 static variables were spatially aggregated from
their finer resolution to 1/30◦ to maintain sub-grid varia-
tions, yielding a block of 30 latitude cells times 30 longitude
cells times 20 variables, i.e., a total of 18 000 values per 1◦

grid cell, which is the spatial resolution of the forcing data.
Due to the high dimensionality of the static variables, the

data were compressed in a preprocessing step using a sim-
ple convolutional auto-encoder, consisting of an encoder, a
bottleneck layer, and a decoder. The encoder is a stack of
consecutively smaller convolutional neural network (CNN)
layers that reduce the input block to a vector of size 30, i.e.,
the bottleneck layer. This process is then reverted in the de-
coder model, mapping the vector back to the input data. The
CNN model is optimized to reconstruct the input data but is
forced to find a low-dimensional representation enforced by
the bottleneck (e.g., Goodfellow et al., 2016). The resulting
compressed dataset consists of 30 latent variables per grid
cell that encode the original high-dimensional data (18 000),
which is then used as an input to H2M (Sect. 2.2.2). Note
that this preprocessing step was done independently from the
training of H2M.

2.1.3 Observational constraints

In total, four observational hydrological variables were used
to constrain H2M. The datasets were aggregated to a com-
mon spatial resolution of 1◦ (Table 1). Due to differences in
temporal coverage of the data products, a common period of
February 2002 to December 2014 was selected.

i. The monthly TWS observations from the Gravity Re-
covery and Climate Experiment (GRACE) Mascon
Equivalent Water Height RL06 with Coastal Resolution
Improvement (CRI) v1 (Watkins et al., 2015; Wiese et
al., 2016, 2018) reflect vertically integrated variations
in the water storage. These include the total variations
in all storage components, including groundwater, soil
moisture, surface water, biosphere-bound water, snow,
and ice. To minimize the effect of outliers on the H2M
performance, the TWS observations outside the range
of −500 to 500 mm were excluded.

ii. Monthly ET estimates were obtained from the global
FLUXCOM-RS product (Tramontana et al., 2016; Jung
et al., 2019), which is based on machine-learning-driven
estimates that are upscaled from site-level FLUXNET
eddy covariance measurements (Baldocchi et al., 2001)
to a global scale using a range of satellite-based
drivers. ET was converted from latent energy esti-
mates assuming a constant latent heat of vaporization
of 2.45 MJmm−1 m−2.

iii. Monthly Q estimates were obtained from the GRUN v1
dataset (Ghiggi et al., 2019). GRUN is based on an up-
scaling approach that correlates small catchment obser-
vations of Q to climate variability. The machine-learned
relationships are then generalized to the global scale.
Note that only catchments with an area similar to the
spatial resolution of the meteorological forcings were
used for the prediction, and thus, Q does not include
larger routed streamflows and provides an estimate of
gridded runoff.
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Table 1. Dataset overview, including water cycle constraints, meteorological forcing, and static variables with their native and aggregated
spatial and temporal resolution. We use upper case for state variables and lower case for fluxes in the mathematical notation.

Acr. Math. Spatial Temporal Dataset Resources
notation resolution resolution

Native Agg.

Water cycle constraints

Terrestrial water storage TWS T 0.50◦ 1.00◦ Monthly GRACE Tellus JPL RL06M v1 Watkins et al. (2015),
Wiese et al. (2018)

Evapotranspiration ET e 0.50◦ 1.00◦ Monthly FLUXCOM v1 Tramontana et al. (2016),
Jung et al. (2019)

Grid cell runoff Q q 0.50◦ 1.00◦ Monthly GRUN v1 Ghiggi et al. (2019)
Snow water equivalent SWE S 0.25◦ 1.00◦ Daily GlobSnow v2 Takala et al. (2011),

Luojus et al. (2014)

Meteorological forcing

Precipitation – p 1.00◦ 1.00◦ Daily GPCP 1dd v1.2 Huffman et al. (2012)
Net radiation – rnet 1.00◦ 1.00◦ Daily CERES SYN1deg Ed4A Wielicki et al. (1996),

Doelling (2017)
Air temperature – Tair 0.50◦ 1.00◦ Daily CRUNCEP v8 Harris et al. (2014),

Viovy (2018)

Static variables

Soil properties – – 1/120◦ 1/30◦ – Soil grids v2 Hengl et al. (2017)
Land cover fractions – – 1/360◦ 1/30◦ – Globland30 v1 Chen et al. (2015)
Digital elevation model – – 1/120◦ 1/30◦ – GTOPO DOI/USGS/EROS (1997)
Wetlands – – 1/240◦ 1/30◦ – Tootchi Tootchi et al. (2019)

Note: Acr. – acronym; Agg. – aggregated.

iv. The daily SWE observations were obtained from the
GlobSnow v2 product (Takala et al., 2011; Luojus et
al., 2014). GlobSnow provides snow water equivalent
in the Northern Hemisphere above 40◦ N, while the
mostly snow-free Southern Hemisphere is not covered.
In GlobSnow, the time steps with no snow are encoded
as missing values. Thus, we gap-filled the GlobSnow
product but only with zero values if (a) the snow cover
fraction from MODIS (Hall and Riggs, 2016) was be-
low 10 % and (b) the GlobSnow product had missing
values in a window of ±12 d. The remaining missing
values were not altered.

2.1.4 Global hydrological model ensemble

To evaluate the H2M simulations of TWS and its compo-
nents, we selected the GHMs from the eartH2Observe en-
semble (Schellekens et al., 2017) version WWR1. From the
10 available model simulations, we selected the ones which
included groundwater storage: LISFLOOD (Van Der Kni-
jff et al., 2010), W3RA (Van Dijk and Warren, 2010; Van
Dijk et al., 2014), PCR-GLOBWB (Van Beek et al., 2011;
Wada et al., 2014), and SURFEX-TRIP (Decharme et al.,
2010, 2013).

As the models represent different water storages (Table 2),
they were combined to conceptually match storages modeled

in the H2M (see Sect. 2.2.1). Snow water equivalent (SWE)
is available in all models and was used as is. Groundwater
(GW) storage, conceptualized as all delayed storage compo-
nents, is the sum of groundwater and surface storage (SStor),
if available for a model. Soil moisture (SM) was combined
with canopy interception (CInt), if available. Note that the
H2M does not represent SM directly but the cumulative soil
water deficit (CWD), but we consider the dynamics of nega-
tive CWD to correspond to SM, and thus, the terms are used
interchangeably when talking about soil moisture dynamics.

The GHMs were aggregated spatially from 0.5◦ to match
the 1.0◦ resolution of our simulations. Such spatial aggrega-
tions for model comparison are common practice in model
intercomparison studies (e.g., Taylor et al., 2012). We expect
the variations within four 0.5◦ cells to be small and thus as-
sume that the 1.0◦ aggregation does not distort the modeled
large-scale spatial patterns.

2.1.5 Data filtering

The data used for H2M were additionally filtered to remove
regions with low variations in the hydrological cycle, high
anthropogenic impact, and with known data limitations, us-
ing the following criteria:
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Table 2. The terrestrial water storage (TWS) components as repre-
sented by the selected process models. While the hybrid hydrolog-
ical model (H2M) represents snow water equivalent (SWE) explic-
itly, like the process models, the remaining TWS components are
partitioned into soil cumulative water deficit (CWD) and ground-
water (GW), which can be interpreted as fast and slow storage.
To compare these components to the global hydrological models
(GHMs), we calculated the storage as soil moisture plus canopy in-
terception (CInt) if available and groundwater plus surface storage
(SStor) if available, respectively. Note that CWD represents a deficit
and, thus, it corresponds to negative soil water storage.

−CWD GW
(fast storage) (slow storage)

Model SWE SM CInt GW SStor

LISFLOOD X X × X ×

W3RA X X × X ×

PCR-GLOBWB X X X X X
SURFEX-TRIP X X X X X

Note: SWE – soil water equivalent; CWD – cumulative soil water deficit; GW –
groundwater; SM – soil moisture; CInt – canopy interception; SStor – surface
storage.

1. grid cells with more than 50 % water bodies, more than
90 % permanent snow or ice, or more than 90 % bare
land,

2. regions with more than 90 % artificial built-up surfaces,

3. regions with large groundwater withdrawals labeled as
groundwater depletion under anthropogenic influence in
Rodell et al. (2018),

4. grid cells with more than 50 % missing values in any of
the time series of the observational constraints, and

5. mountainous areas, which are masked in GlobSnow.

After applying the filters, a total of 12 084 of 1◦ grid cells,
covering roughly 80 % of the global land area, were selected.

2.2 The hybrid hydrological model (H2M)

The H2M consists of a dynamic neural network and a simple
hydrological framework that represent the major water fluxes
and changes in water storage (Fig. 1).

The H2M is set up as a global model, i.e., the same model
is used to predict the full spatiotemporal domain, in contrast
to separate models for each grid cell in a local setup. The
H2M only considers the vertical flow/transport of the water
through the system and does not include the lateral flow of
either surface (river routing) or sub-surface water (ground-
water flow).

The neural network (Sect. 2.2.2) yields a set of time-
varying coefficients conditioned on the meteorological forc-
ing and spatial properties derived from the static input vari-
ables. These coefficients (e.g., snowmelt factor) are then used

in a set of hydrological equations that are introduced in
Sect. 2.2.1. For inference (after the optimization of the neural
network), the model can be applied to unseen data like any
forward simulation model without further model tuning.

For the sake of consistency and clarity, α denotes the time-
varying coefficients that are directly estimated by the neural
network, and β denotes the global parameters that are learned
as spatially constant. Throughout the paper, t is used as time
index and i as the grid cell index. Uppercase variables are
used for physical state variables. The code is available online
(see the code and data availability section).

2.2.1 Hydrological components

In this section, we introduce the main hydrological compo-
nents of the H2M.

Snow

Snow water equivalent is one of the water storages simulated
by the H2M, and it is also constrained by the corresponding
observation during model training.

Snow accumulation is precipitation p with air tempera-
tures Tair ≤ 0 ◦C, as follows:

sacc,t,i = pt,i · [Tair,t,i ≤ 0] ·βsnow (in mmd−1). (1)

The accumulation is scaled by a learned (optimized) global
constant 0< βsnow < 1. The correction accounts for the
known overestimation of solid precipitation due to over-
correction for under catch of snowfall in gauge measure-
ments (Decharme and Douville, 2006). Potential snowmelt
is then calculated using a degree day approach, as follows:

smelt,t,i = αsmelt,t,i ·max(Tair,t,i,0) (in mmd−1). (2)

Opposite to snow accumulation, smelt occurs under the con-
dition of Tair > 0 ◦C. The time-varying snowmelt coefficient
αsmelt is estimated by the neural network module and mapped
to positive values by applying the softplus activation func-
tion, i.e., Softplus(x)= log(1+ ex). The snow water equiv-
alent is then updated using snow accumulation and melt, as
follows:

St,i =max(St−1,i + sacc,t,i − smelt,t,i,0) (in mm). (3)

Positive values of S are enforced by truncating negative val-
ues.

The temperature constraints on snowmelt and accumula-
tion were introduced to avoid compensation effects between
sacc and smelt. It must be noted that such constraints are
needed despite the fact that the relationship between snow-
fall or snowmelt and air temperature at 2 m may not always
be realistic due to the corresponding associations with at-
mospheric (for snowfall) and land surface conditions (for
snowmelt). We argue that the constraint will reduce or ideally
remove equifinality among the parameters, and thus increase
identifiability. This would allow for a physical interpretation
of the parameters and processes.
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Figure 1. In the H2M, a (b) dynamic neural network (NN) simulates a set of time-varying coefficients that are used in a simple (c) hydro-
logical model. The meteorological forcings xmet,t at time t are used as input (a) to the NN and to the physical equations. The NN contains
a long short-term memory (LSTM) layer and two fully connected networks (FCNNs). The model maintains two sets of states, namely the
(physical) water storages xstor and the LSTM’s internal (non-physical) state h (cell state omitted here). It is conditioned on additional inputs
representing static land surface and soil properties ρ and the previous water storages xstor,t−1. The NN module yields five time-varying
coefficients (α) which are used in the balance equations. In total, two global parameters (β) are estimated independently from the data in-
put directly by the optimizer. The location of usage in the balance equations is indicated in parentheses, (·̂) denotes the variables that are
constrained with observations, and upper case variables are storages. Forcings (cyan): p – precipitation; Tair – air temperature; rnet – net
radiation. Water storages (purple): Ŝ – snow water equivalent; C – cumulative soil water deficit; G – groundwater. Time-varying coefficients
(red): αsoil – soil recharge fraction; αgw – groundwater recharge fraction; αsurf – surface runoff fraction; αsmelt – snowmelt coefficient;
αet – evaporative fraction. Learned global constants (blue): βsnow – snow undercatch correction constant; βgw: baseflow constant. Water
fluxes: r – rainfall; sacc – snow accumulation; smelt – snowmelt; win – liquid phase water input; rsoil – soil recharge; rgw – groundwater
recharge; ê – evapotranspiration; cof – overflow; qsurf – surface runoff; qbase – baseflow; q̂ – total runoff.

Soil recharge, groundwater recharge, and surface runoff

The water input (in liquid form) win (mmd−1) is the sum
of snowmelt and rainfall. It is partitioned into three fluxes,
namely surface runoff, qsurf, soil recharge, rsoil, and ground-
water recharge, rgw.

The coefficients for the partitioning are estimated by the
neural network module and mapped to the range (0,1) and
naturally constrained to the sum of 1 by applying the soft-
max transformation; Softmax(x)j = exj /

∑K
k e

xk for the el-
ement j of K elements. The softmax transformation gener-
alizes the logistic function to multiple dimensions. Note that
the constraint ensures that the incoming water is neither lost
nor generated during the partitioning, respecting the physical
law for the conservation of mass.

From the partitioning coefficients, soil recharge rsoil,
groundwater recharge rgw, and surface runoff qsurf fluxes are
then calculated as follows:

rsoil,t,i = αsoil,t,i ·win,t,i (in mmd−1), (4)

rgw,t,i = αgw,t,i ·win,t,i (in mmd−1), and (5)

qsurf,t,i = αsurf,t,i ·win,t,i (in mmd−1), (6)

respectively, where αsoil, αgw, and αsurf are the partitioning
coefficients of the total incoming water win. All partitioning
parameters vary in both space and time.
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Evapotranspiration and soil moisture

The total evapotranspiration is calculated as the prod-
uct of the evaporative fraction αet and net radiation rnet
(MJd−1 m−2) converted to mmd−1 assuming a latent heat
of vaporization of 2.45 MJmm−1 m−2, as follows:

et,i = αet,t,i ·
rnet,t,i

2.45
(in mmd−1). (7)

The evaporative fraction is learned by the neural network and
mapped to the range (0,1) by applying the sigmoid activa-
tion function of σ(x)= 1/(1+e−x). Note that evapotranspi-
ration is constrained by the corresponding observation during
model training.

Once the evapotranspiration and soil recharge are calcu-
lated, the soil moisture is parameterized as the cumulative
soil water deficit C ≥ 0 as follows:

C∗t,i = Ct−1,i + rsoil,t,i − et,i (in mm), (8)

cof,t,i = Softplus(C∗t,i) (in mmd−1), and (9)
Ct,i = C

∗

t,i − cof,t,i, (in mm), (10)

which has the benefit of having a physical saturation limit of
0. For the comparison with the GHMs (Sect. 3.2), we calcu-
late soil moisture (mm) dynamics as M =−C. The state C
is updated by addition of the soil recharge rsoil, subtraction
of evapotranspiration e (Eq. 8), and leveling by the overflow
mechanism (Eqs. 9 and 10). If C approaches 0, an overflow
mechanism allows for direct discharge of excess soil mois-
ture into the deeper groundwater storage. Due to the hetero-
geneity within a model cell, the overflow cof starts already
at values close to 0, which is achieved by using the softplus
function.

Baseflow and groundwater

The baseflow is calculated as fraction of the past groundwater
storage Gt−1 via the learned global baseflow constant βgw
with the range (0,1), as follows:

qbase,t,i =Gt−1,i ·βgw (in mmd−1). (11)

Once the baseflow, groundwater recharge, and overflow of
soil storage are calculated, the groundwater storage can be
updated using a simple water balance, as follows:

Gt,i =Gt−1,i + cof,t,i + rgw,t,i − qbase,t,i (in mm). (12)

In H2M, G represents an unconfined aquifer with an un-
limited storage capacity.

Total runoff

The total runoff is simply calculated as the sum of the sur-
face runoff qsurf (Eq. 6) and the baseflow qbase (Eq. 11), as
follows:

qt,i = qsurf,t,i + qbase,t,i (in mmd−1). (13)

We emphasize here that the neural network receives the state
of water storage as inputs and is, thus, able to learn interac-
tions of the water storages, the input variables, and the corre-
sponding hydrological partitioning and outflow coefficients.
Thus, the runoff generation and evapotranspiration processes
do not only depend on the current and past meteorologi-
cal condition and static variables but also on hydrological
state, e.g., the soil water deficit. Therefore, we additionally
use runoff as a data constraint during model training.

H2M storage components

For model training against GRACE, the variations in the
modeled terrestrial water storage components are added to
calculate the total terrestrial water storage as follows:

T ∗t,i = St,i +Gt,i + (−Ct,i) (in mm). (14)

Note that −C is used in Eq. (14) as C itself is defined as
the water deficit. As the observations of the terrestrial water
storage from GRACE represent the temporal variations, the
mean of simulated storage were removed from each grid cell
as follows:

Tt,i = T
∗

t,i −
1
T
·

T∑
k=1

T ∗k,i (in mm), (15)

where k is the time step of T total steps. The TWS is con-
strained by observations during model training.

Note that H2M does not represent surface water storage –
a fourth major component of TWS, dominant especially in
and around large surface water bodies like rivers and lakes
– explicitly. This will be considered in the discussion of the
results.

Compared to physically based models, the H2M does not
explicitly partition the sub-surface storages as soil moisture
and groundwater storages. Rather, it is represented as GW
and CWD. The partition is an emergent behavior of H2M
constraints by the major hydrological fluxes. Negative CWD
is loosely and conceptually interpreted as root zone soil
moisture, as it serves as the moisture source for evapotran-
spiration. This is in fact consistent with the physical models,
even though CWD does not have a continuous interaction
with GW storage except during overflow in H2M.

GW storage represents all delayed residual liquid water
storage with infinite capacity. It is constrained by the base-
flow fraction and subsequently temporal variation of total
runoff (Eq. 11), which leads to a delayed dynamics compared
to CWD.

2.2.2 The neural network (NN) module

The NN module (Fig. 1b) consists of three consecutively
arranged sub-modules employed for extractions of different
features. Overall, the NN module learns the spatiotemporally
varying coefficients of the hydrological model using me-
teorological and dimensionality-reduced static variables of
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land (sub-)surface characteristics. The pseudocode of the NN
module is presented in Appendix E, while the sub-modules
are introduced here.

The first feed-forward (i.e., non-temporal) sub-module
learns a compressed representation of the static variables
(Eq. 16). This representation, together with meteorological
input, is then fed into the second sub-module, a recursive
long short-term memory (LSTM) model (Hochreiter and
Schmidhuber, 1997), as shown in Eq. (17). The third sub-
module (Eq. 18) transforms the outputs of the LSTM to a
set of coefficients, which are then fed into the hydrologi-
cal components. As the model weights are shared across all
grid cells, the NN module learns from the global dynamics
and not exclusively from each grid cell. For a comprehensive
overview of the neural network architectures, see Goodfel-
low et al. (2016).

The first sub-module is a fully connected neural network
(FCNN1 in Fig. 1), with a single hidden layer and 150 nodes,
as follows:

ρenc,i = fFCNN1(ρi). (16)

It takes the static encodings ρ (see Sect. 2.1.2) as inputs and
transforms them into a more condensed form (ρenc). This
reduces the high dimensionality of static inputs from 30 to
12 values. Ideally, this lower-dimensional representation de-
scribes the most significant gradients of the land characteris-
tics at the sub-grid scale (visualized in Fig. C2; Appendix C).
Note that the static variables have already been compressed
in a preprocessing step, and the transformation in this sub-
module is optimized specifically for the parameterization of
the hydrological components.

The second sub-module is an LSTM, a recurrent neural
network (RNN) variant that updates its states dynamically
using the previous states and the current input. LSTMs are
broadly used in the Earth sciences due to their ability to
learn temporal dynamics (Körner and Rußwurm, 2021), i.e.,
to represent memory effects that are present in hydrologi-
cal observations (Kraft et al., 2019, 2021a; Humphrey et al.,
2016). It has a hidden (in the sense of latent) state vector h
whose length (100 in H2M) is a tunable hyperparameter. The
hidden state is updated at each time step by using interac-
tions of the previous states ht−1,i and the current input xt,i ,
as follows:

ht,i = fRNN(ht−1,i,xt,i). (17)

A further cell state c was omitted here for simplicity. In
H2M, xt,i is a multivariate input consisting of concatenated
current meteorological conditions xmet,t,i , antecedent phys-
ical states from the hydrological model xstor,t−1,i , and the
static features ρenc,i from Eq. (16). The input allows the
LSTM to learn interactions among the variables conditioned
on static land properties like land cover type or elevation.
In the optimization process, the RNN learns to maintain a
memory of information from past time steps and is capable

of updating, removing, and extracting information from its
state.

In summary, the LSTM sub-module is similar to a phys-
ically based model – it takes the current inputs and static
characteristics and updates the system state based on their in-
teractions with the past state. It should be noted that neither
its hidden state nor the update function is physically inter-
pretable.

Last, the third sub-module linearly maps the LSTM out-
put h to the coefficients α of the hydrological components
(FCNN2 in Fig. 1), as follows:

αt,i = fFCNN2(ht,i). (18)

The vector α contains five time-varying scalars correspond-
ing to soil recharge fraction αsoil, groundwater recharge frac-
tion αgw, surface runoff fraction αsurf, snowmelt coefficient
αsmelt, and evaporative fraction αet.

2.3 Model training

This section introduces the necessary aspects of the model
training and validation. First, we introduce the cross-
validation setup, followed by the model training, and the loss
function.

2.3.1 Cross-validation setup

We use k-fold cross-validation to validate the H2M against
observations that were withheld during the training. In the
cross-validation, the model is optimized first on a set of train-
ing grid cells and applied to a different set of test grid cells,
i.e., spatial splitting. Specifically, the grid cells were first split
into four sets of grids gl, l ∈ {1,2,3,4}, each consisting of
every second grid cell in latitude and longitude direction with
an offset Ol . The offsets of O = {(0,0), (0,1), (1,0), (1,1)}
are chosen such that the selected grids did not overlap while
covering the full spatial domain. This procedure asserts a
minimum distance needed to avoid potential issues of spa-
tial autocorrelation (Roberts et al., 2017) within each grid.
Each grid was then randomly subdivided into five folds for
cross-validation, with three folds for training and one each
for validation and testing. The validation subset was used in
early stopping, i.e., to stop the training after the validation
loss increases over several consecutive iterations. After the
training stop, the best model parameters are loaded and pre-
dictions are made on the test subset which are used as the
final prediction. In the iteration through the folds, every fold
is used once in the test set, and as such, a complete set of
predictions for a grid cell that was not informed by its own
observation is obtained for the respective grid.

In addition to the spatial splitting, the data were also split
into calibration and validation time periods akin to the tra-
ditional approach. To do so, February 2002 to December
2008 was used for calibration, and January 2009 to Decem-
ber 2014 was used for validation and testing.
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The hyperparameters of the NN (i.e., the number of layers
and hidden nodes in the neural networks, the learning rate,
weight decay, dropout, and gradient clipping) are determined
on a single grid, and the cross-validation is only applied on
the remaining three grids. For hyperparameter tuning, we
employed the Bayesian optimization hyperband (BOHB) al-
gorithm (Falkner et al., 2018) as implemented in the ray.tune
framework (Liaw et al., 2018).

This setup was chosen to avoid over-fitting, which is
needed due to the data adaptivity of neural networks. Note
that the spatial splitting reduces the dependency between the
cross-validation sets but does not completely remove it. In
addition to the spatial and temporal splitting and the early
stopping, we used weight decay (Loshchilov and Hutter,
2017) for regularization.

2.3.2 Training setup

As the neural networks and the hydrological equations are
differentiable, standard gradient descent approaches with
back-propagation can be used for optimizing the H2M
(Goodfellow et al., 2016). We use a multi-task loss as opti-
mization objective which is a recent concept in deep learning
for multi-criteria model calibration (see below) and AdamW
(Loshchilov and Hutter, 2017) as the optimizer.

Following a common practice in machine learning, the in-
put variables and the observational data constraints are each
z-transformed individually to follow a standard normal dis-
tribution, using the precomputed mean and standard devia-
tions from the training set. For physical consistency, the cor-
responding non-transformed variables are used for the hydro-
logical balance equations (see Sect. 2.2).

To obtain an equilibrium of physical and hidden states of
H2M, a model spin-up is carried out with spin-up data of a
5-year duration, with each full year selected randomly from
the training set. In each optimization iteration, the model is
first forced by the spin-up data to retrieve steady states, which
are then used as initial conditions during the full forward run
with parameter updates (see the pseudocode in Appendix E).

2.3.3 Multi-task loss

The goal of the model optimization is to minimize the total
loss, which consists of the following two major aspects:

1) The loss term is calculated as the sum of squared residu-
als for each z-transformed observational data constraint,
as follows:

Lv(x,y;φ,β)=
T∑
t=1

I∑
i=1
||yv,t,i−ŷv,t,i ||

2 ,

v ∈ {T ,S,e,q}. (19)

Here, yv,t,i and ŷv,t,i are the observed and predicted
values of the variable v, respectively. The predictions

depend on the input data x, the neural network parame-
ters φ, and the learned global constants β. An additional
loss term is employed to promote parameters that would
lead to near-zero cumulative soil water deficit C (soil
becomes saturated) at least occasionally, as follows:

LC(x;φ,β)=
T∑
t=1

I∑
i=1
(p10(Ĉt,i)+ bc) ·wc . (20)

This term pushes the lower 10 percentile p10 of C
towards zero. It was needed to reduce the state drift
mostly related to spin-up with random years of data
that resulted in non-interpretable offsets in C (Kraft et
al., 2020). A bias bc = 0.1 was added to prevent the
loss from becoming zero, which would interfere with
the multi-task loss weighting described below. The loss
weight wc was lowered consecutively during training
such that the loss LC had only an impact during the early
training phase.

2) The task uncertainty term σ weights the individual
losses dynamically, as follows:

Ltotal(x,y;φ,β,σ )=
∑

v∈{T ,S,e,q,C}

1
2 · σ 2

v

Lv + log(σv) , (21)

where σ is a vector of task-specific uncertainties used to
give more or less weight to a particular loss term. The
task-specific uncertainties are trained during optimiza-
tion such that the emphasis on a specific task changes
dynamically over the course of the model optimiza-
tion. Note that log(σv) prevents the uncertainties from
diverging to infinity. This approach, called self-paced
multi-task weighting (Kendall et al., 2018), is advan-
tageous as the weights do not need to be subjectively
predefined. The weights are visualized in Fig. C1 in the
Appendix.

Hence, the global optimization problem can be expressed
as follows:

θ∗ = arg min
θ=(φ,β,σ )

Ltotal(x,y;φ,β,σ ) , (22)

in which the parameters of the neural network φ, the global
constants β, and the task weights σ are all concurrently and
simultaneously optimized.

2.4 Model evaluation and analysis

This section introduces the performance metrics, the spatial
and temporal scales, and the methods used to decompose the
TWS components.

2.4.1 Performance metrics

The quality of the model predictions was mainly assessed
using the Nash–Sutcliffe model efficiency coefficient (NSE)
as follows:
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eNSE = 1−
∑N
i=1(mi − oi)

2∑N
i=1(oi − o)

2
, (23)

where mi is the modeled value, oi the observed value, N is
the total number of data points, and o is the mean of ob-
servations (Nash and Sutcliffe, 1970). A NSE of eNSE = 1
indicates a perfect fit, while a NSE of eNSE = 0 (eNSE < 0)
indicates that the predictive performance of the model is the
same as (worse than) that of the mean. Additionally, the root
mean square error (RMSE), the Pearson correlation coeffi-
cient (r), and the ratio of modeled versus observed standard
deviation (SDR) were used for model performance evalua-
tion.

2.4.2 Temporal and spatial scales

The performance of H2M was evaluated across different tem-
poral scales. To do so, the observed and modeled time series
were decomposed into the mean seasonal cycle (MSC) and
the interannual variability (IAV) as follows:

vMSC,m =
1
Y

Y∑
y=1

vm,y , and (24)

vIAV,m,y = vm,y − vMSC,m , (25)

where v is the observed or modeled time series, m is the
month, and y is the year out of Y total years. Before cal-
culating the model performance metrics for MSC and IAV,
the linear trends were removed from the time series.

Spatially, the model performance is also evaluated across
several scales to investigate robustness of the model for
local- to global-scale variations. For the regional-scale analy-
sis, we use continent-wise hydroclimatic biomes from Papa-
giannopoulou et al. (2018), a machine-learning-based dataset
that accounts for climate–vegetation interactions. The num-
ber of classes was reduced by combining some of the sim-
ilar sub-regions, e.g., transitional water-driven and transi-
tional energy-driven or subtypes of boreal regions (Fig. 2).
While aggregating the modeled variables to a regional scale,
an area-weighted method was used to accommodate for dif-
ferences in the grid area across the latitude.

For the global-scale performance, we calculate the met-
rics in two different ways that produce a single metric by a
mapping function fperf : RT

×RT
7−→ R that compares two

sequences of length T . The first, which we call the global
performance, represents the performance of the globally ag-
gregated variables and is defined as follows:

Mglobal = fperf
({
µm,t

}
t=1,...,T ,

{
µo,t

}
t=1,...,T

)
. (26)

The variables µm,t and µo,t represent the modeled and the
observed weighted spatial mean for one time step t , respec-
tively. Similar to regional-scale evaluations, these metrics re-
flect how the area-weighted globally aggregated time series

compare. The global-scale signal are themselves useful indi-
cators, as they are often used to characterize the Earth system
and land surface processes, e.g., climatic changes (Pachauri
et al., 2014), or to evaluate water-carbon relations (Jung et
al., 2017; Humphrey et al., 2016).

In contrast, the global summary of the local performance
is indicative of how the model performs locally all over the
globe and is calculated as follows:

Mlocal =median
({
fperf(mt,i,ot,i)

}
i=1,...,I

)
. (27)

Here, the performance is first calculated for the modeled (m)
versus observed (o) time series per grid cell i. The resulting
cell-wise metric is then reduced using the area-weighted me-
dian. The local metrics are useful because the positive and
negative model errors and tendencies can compensate when
aggregated over a large spatial extent (e.g., Jung et al., 2017).

2.4.3 Terrestrial water storage variations and
decomposition

For the analysis on the decomposition of TWS (Sects. 3.4
and 4.2.2), we use the simulated variables SWE, GW, and
CWD to assess their contributions to the TWS dynamics,
seasonality, and interannual variability. Note that CWD rep-
resents a deficit of water in the soil. As a consequence, CWD
shows opposite dynamics to water storages. In the following,
we calculate the absolute,

Av =

T∑
t=1
|vt − v| , v ∈ {−C,G,S}, (28)

and relative contribution (hereinafter simply contribution),

Cv =
Av∑

w∈{−C,G,S}Aw

v ∈ {−C,G,S}, (29)

for each component v, following Getirana et al. (2017). Here,
v is the mean over the time series v. The contributions are
calculated per grid cell for the time series and their MSC and
IAV.

3 Results

We first assess the performance of H2M simulations against
the four observational data constraints (TWS, SWE, Q, and
ET) at different spatial and temporal scales. This is followed
by a comparison and benchmarking of model performance
of H2M TWS and SWE against the simulations from four
GHMs in the eartH2Observe ensemble. As the hybrid mod-
eling framework has been significantly developed since Kraft
et al. (2020), the H2M performance needs to be re-evaluated
here. After the evaluations, we present a closer analysis and
interpretation of the parameters estimated by the neural net-
work that define the hydrological responses and generation
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Figure 2. Continental hydro-climatic regions, adapted from Papagiannopoulou et al. (2018). Boreal – North America (B1) and Eurasia (B2);
temperate – North America (M1), Europe (M2), and Asia (M3); transitional – North and Central America (N1), South America (S2), Africa
(N3), Eurasia and North Africa (N4), Southeast Asia (N5), and Australia (N6); subtropical – Africa (S1) and Australia (S2); tropical – South
America (T1) and Africa (T2).

of key hydrological fluxes in H2M. Finally, we present and
compare the partitioning of TWS components.

An optimization run of a single cross-validation iteration
takes 6 h, a forward run for all grid cells and the entire period
from 2002 to 2014 takes about 15 min. Each model was run
on a NVIDIA Tesla Volta V100 16 GB GPU (graphics card)
with up to 10 CPU cores (Intel® Xeon®; 2.20 GHz) for data
buffering and background tasks.

3.1 General model performance

For the assessment of the H2M performance, we only used
grid cells from the test set and time steps from the test period
of 2009 to 2014, which were not used during the model train-
ing and, hence, not seen by the neural network component of
H2M.

The model reproduced the patterns of the observed vari-
ables well (Table 3). In general, the global signal (global per-
formance; see Eq. 26) was reproduced better than the local
cell-level signal (local performance; see Eq. 27). For both
observational constraint variables TWS and SWE, a NSE
eNSE > 0.8 and Pearson’s correlation r > 0.9 on the global
level and eNSE > 0.5 and r > 0.8 for the local level was
achieved. The seasonal signals of TWSMSC and SWEMSC
were modeled with high accuracy (eNSE > 0.9 on the global
level; eNSE = 0.7 on the local level) while the interannual
variability performance varied. The TWSIAV was reproduced
well with eNSE = 0.54 (r = 0.8) on the global level and with
eNSE = 0.26 (r = 0.67) on the local level. The SWEIAV per-
formance was decent for the global signal (eNSE = 0.22; r =
0.87) but lower (eNSE = 0.15; r = 0.64) on the local level.

Both ET and Q are machine learning model based and not
directly observed at global scale. The patterns were repro-
duced well in terms of the seasonality on the global level,
while the local performance was lower. For the ETIAV, a low
NSE is achieved on the global level (eNSE =−0.17) and on
the cell level (eNSE =−0.65), while the correlation is still

relatively good, with r = 0.67 on the global level and r = 0.6
on the local level. The SDR, the ratio of modeled and ob-
served standard deviation, indicates that, on both the global
and local levels the variability in the simulated ETIAV signal
is substantially larger than the reference data with SDR of
1.41 on the global level and SDR of 1.65 on the cell level
(see Fig. A2 in the Appendix for spatial patterns). For Q, the
performance is decent on the global level and lower on the
local cell level. Also here, low values in terms of NSE are
accompanied by relatively good correlation. Because the in-
dependent data for ET and Q are not direct observations, we
focus on TWS and SWE in the following. Maps of mean sim-
ulated versus observed fluxes and the spatial patterns of the
model performance are provided in Appendix A.

3.2 Benchmarking H2M against GHMs

For the quantitative benchmarking of H2M performance
with the state-of-the-art GHMs from eartH2Observe (see
Sect. 2.1.4), we use the common time period of 2009 to 2012
(not 2009–2014, as in the previous section) but all common
grid cells between the GHMs and H2M. This is justified,
as H2M has a negligible generalization error in space, i.e.,
the H2M performance is not systematically better in training
grid cells. Similarly, we use the entire common time period
(including the training data) for the qualitative assessment
of the water cycle dynamics, as also in time, the general-
ization error was small. We note here that H2M was opti-
mized with the datasets used for evaluation, while the GHMs
have either been calibrated using catchment-level observa-
tional runoff data (LISFLOOD) or rely on prior parameter
estimation (W3RA, SURFEX-TRIP, and PCR-GLOBWB)
alone (Schellekens et al., 2017). The comparison presented
here serves the purpose of performance benchmarking of the
hybrid modeling approach rather than finding the best model.

The H2M modeling efficiency (i.e., the NSE) falls within
the range of the GHMs in terms of the global performance
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Table 3. The global (spatially averaged) and local (median cell level) model performance for the observational constraint variables terrestrial
water storage (TWS), snow water equivalent (SWE), evapotranspiration (ET), and runoff (Q) and their decomposition into the mean seasonal
cycle (MSC) and interannual variability (IAV). The Nash–Sutcliffe model efficiency (NSE), Pearson correlation (r), root mean square error
(RMSE), and the ratio of modeled and observed standard deviation (SDR) are calculated for the test set, where values represent the mean
across the 15 cross-validation runs. Positive values of SDR indicate that the modeled variance is larger than the observed. Note that, for the
SWE, cells with constant 0 were dropped. The values were calculated for the test set in the range 2009 to 2014 on monthly timescale.

TWS SWE ET Q

Metric MSC IAV MSC IAV MSC IAV MSC IAV

G
lo

ba
l

pe
rf

or
m

an
ce NSE (–) 0.84 0.93 0.54 0.96 0.96 0.22 0.96 0.96 −0.11 0.75 0.78 0.47

Pearson’s r (–) 0.94 0.97 0.80 0.98 0.98 0.87 1.00 1.00 0.67 0.93 0.97 0.81
SDR (–) 1.15 1.10 1.09 1.02 1.01 1.57 0.99 0.99 1.41 0.93 0.87 1.13
RMSE (mm) 7.33 4.97 3.27 5.22 5.98 2.16 0.07 0.07 0.02 0.06 0.05 0.03

L
oc

al

pe
rf

or
m

an
ce NSE (–) 0.54 0.70 0.26 0.58 0.74 0.15 0.79 0.87 −0.77 0.20 0.17 0.07

Pearson’s r (–) 0.82 0.93 0.67 0.89 0.96 0.64 0.95 0.98 0.60 0.80 0.91 0.62
SDR (–) 0.98 1.09 0.95 0.91 0.92 0.97 1.03 1.01 1.65 0.98 0.97 1.04
RMSE (mm) 42.80 22.59 28.72 15.49 13.13 10.60 0.27 0.22 0.14 0.44 0.31 0.27

(� in Fig. 3), although the performance varies less across
the variables and temporal scales. However, H2M achieves a
consistently higher local performance (boxes in Fig. 3). The
TWS is reproduced slightly better by the PCR-GLOBWB,
which, however, has a relatively low performance on the lo-
cal scale. All models struggle to reproduce the SWEIAV sig-
nal. The median NSE of H2M is on par with W3RA and
SURFEX-TRIP, while the performance on spatially aggre-
gated level is lower. A comparison of the model performance
using the same forcings as in the eartH2Observe ensemble is
provided in Appendix D.

While all models reproduce the global monthly and sea-
sonal TWS (Fig. 4) relatively well, the results vary more
substantially for the TWSIAV. Here, the H2M, WR3A, and
LISFLOOD models show the best agreement with the TWS
observations (also see Fig. 3 of the model performance). The
lower agreement of SURFEX-TRIP and PCR-GLOBWB on
the global interannual scale can be attributed to the time pe-
riods 2005–2006 and 2008–2010, respectively. From Fig. B1
of the regional averages (Appendix B), it becomes evident
that this low agreement on global level is mainly due to a
low agreement in the tropical regions (T1 – S-AM tropical;
T2 – AFR tropical).

The global SWE was well reproduced by H2M; in par-
ticular, the seasonal cycle showed better agreement than the
GHMs, where the latter agreed well with the timing but not
the magnitude (Fig. 5). The global interannual variability
was not reproduced well by H2M, LISFLOOD, and PCR-
GLOBWB. Interestingly, H2M performed best when forced
by the same WFDEI data as in the GHM simulations (Fig. D1
in Appendix D). A regional model comparison of the time se-
ries are provided in Appendix B.

3.3 Hydrological responses in H2M

For the qualitative assessment of the hydrological responses,
we use all grid cells, like in the previous section, and show
the time range from 2003 to 2014 in time series plots. This
involves the training data, but the impact is minimal due to a
negligible generalization error. The H2M yields a set of data-
driven, spatiotemporally varying coefficients that define the
hydrological responses and generation of key hydrological
fluxes. In particular, we focus on the following four parame-
ters: αsoil, the fraction of throughfall that percolates into the
soil, αgw, the fraction that recharges the groundwater, αsurf,
the fraction that runs off as surface runoff component, and
αet, the evaporative fraction (ratio of evapotranspiration to
net radiation). Here, we analyze the spatiotemporal variabil-
ity in the parameters and how they are associated with soil
moisture condition defined by soil water deficit. In essence,
these are analogous to stage–discharge relationships (Kumar,
2011) that are commonly used to characterize hydrological
responses of river discharge at the catchment scale.

The partitioning of the liquid water input winp (rainfall
plus snowmelt) by the fractions for soil recharge (αsoil),
groundwater recharge (αgw), and surface runoff (αsurf) was
robust across cross-validation runs and showed a clear re-
lationship to CWD (Fig. 6). With an increasing soil water
deficit (larger CWD; drier soil), the soil recharge increases,
while the groundwater recharge and surface runoff decrease.
For a CWD below 200 mm, we observe a large spatiotem-
poral variation in the partitioning, evident through the rela-
tively large difference between the 20th and 80th percentiles.
The transition from larger soil recharge to larger groundwater
recharge and surface runoff is exponentially decreasing, i.e.,
the change is faster with lower CWD (wetter soil). Above
a CWD of 200 mm (dry soil), the partitioning is constant in
space and time with αsoil converging to 1, while αgw and αsurf
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Figure 3. Global and local grid cell level Nash–Sutcliffe model efficiency coefficient (NSE) of the hybrid hydrological model (H2M) and
the process-based global hydrological models (GHMs) for the terrestrial water storage (TWS) on top and the snow water equivalent (SWE)
at the bottom. The gray bars represent individual cross-validation runs. The � markers show the global (spatially averaged signal) model
performance, and the boxes represent the spatial variability of the local cell level performance. The y axis was cut at −1 due to some
large negative NSE values. The panels show the model performance with respect to the full time series, the mean seasonal cycle (MSC),
and the interannual variability (IAV). Note that, for SWE, only grid cells with at least 1 d of snow are shown, as the NSE is not defined if
the observations are constant zero, which would lead to a comparison of different grid cells. The metrics are calculated from the complete
common time range from 2009 to 2012 on a monthly timescale. Note that deviations from the numbers reported in Table 3 are due to different
time ranges.

Figure 4. Comparison of the hybrid hydrological model (H2M) and a set of process-based global hydrological models (GHMs) of the
terrestrial water storage (TWS), its mean seasonal cycle (TWSMSC), and its interannual variability (TWSIAV) for the global signal. The time
series were aggregated using the cell-size-weighted mean across all grid cells. The regional time series are show in Appendix B, Fig. B1.

converge to 0. The relatively large variation under wet con-
ditions (low CWD) in Fig. 6 can be attributed about equally
to temporal and spatial variability. The groundwater recharge
fraction αgw shows a slightly larger temporal variability than
the other fractions, and the contribution of the temporal com-
ponent was generally a bit lower in the transitional regions.

In most hydroclimatic regions, αet showed a negative re-
lationship to CWD under dry conditions (magenta lines in
Fig. 7), and no relationship in presence of precipitation or
snowmelt (green lines in Fig. 7). The high latitude and tropi-
cal regions showed a less clear relationship and less variation
in CWD in general. In all regions, αet was close to 1 with
large water input (win > 5 mm). In arid (S1–2) and semiarid
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Figure 5. Comparison of the hybrid hydrological model (H2M) and a set of process-based global hydrological models (GHMs) of the snow
water equivalent (SWE), its mean seasonal cycle (SWEMSC), and its interannual variability (SWEIAV) for the global signal. The time series
were aggregated using the cell-size-weighted mean across all grid cells. The regional time series are show in Appendix B, Fig. B2.

Figure 6. Relationship between the water input partitioning frac-
tions for soil (αsoil; a), groundwater (αgw; b) and surface runoff
(αsurf; c), and the cumulative soil water deficit (CWD), as learned
by the neural network. The figure shows the respective percentiles
of the spatiotemporal conditional distribution P(α | C ∈ Bi), where
C is the cumulative soil water deficit on the x axis discretized
into N = 10 bins B =

{
[0,40), . . ., [360,400)

}
i=1,...,N . The col-

ored lines show the percentiles per cross-validation run, and the
black dashed lines show the mean across the colored lines. The
CWD dynamics correspond to negative soil moisture, i.e., larger
CWD for drier soils, and thus, a larger CWD corresponds to smaller
soil moisture. The plots are based on global daily cell time steps
from 2009 to 2014. Note the differences in the y scale.

(N1–5) climates, αet exhibits a large range with steep gradi-
ents, given low water input (win = 0 mm), decreasing with
larger CWD (drier soil). The 10–90th percentile spread is
large in most cases, which indicates that the relationship is
modeled with a large spatiotemporal variability.

The H2M shows a large water balance surplus of 12.9 and
21.4 mmyr−1, respectively, depending on the forcing dataset
used (Table 4). The values are robust across cross-validation
runs. The largest surplus occurs with the GPCP precipitation
product, which is 9 mmyr−1 larger than WFDEI. The GHMs
all show a lower ET and a larger Q trend than H2M.

The global parameters (β) were both estimated robustly,
with a mean baseflow constant βgw = 0.008 and a mean

snow undercatch correction constant βsnow = 0.77 and a rel-
ative standard deviation of 6 % and 2 % across the 15 cross-
validation runs, respectively.

3.4 Terrestrial water storage composition

In this section, we show the TWS partitioning into snow, soil
moisture, and groundwater variations as simulated by H2M
and compare it with the corresponding partitioning from the
GHMs.

The spatial patterns of the TWS partitioning vary strongly
among the models (Fig. 8). Some patterns are consistent,
though. The TWS seasonality (Fig. 8, top) is dominated by
SWE in the high latitudes in all model simulations. Fur-
thermore, all models tend to attribute the TWS variabil-
ity to soil moisture in hot arid and semiarid climates. In
other regions, the models diverge substantially. Both W3RA
and PCR-GLOBWB attribute stronger groundwater contri-
butions in most tropical and mild climates, while LISFLOOD
and SURFEX-TRIP do not show much variation outside
cold, semiarid, and arid regions. In H2M, only the humid
Amazon region and Southeast Asia show a distinct contri-
bution from groundwater. For the TWSIAV decomposition
(Fig. 8; bottom), we see a rough agreement between the
H2M, LISFLOOD, W3RA, and PCR-GLOBWB model in
North America, Europe, and northern and central Asia. The
latter two, again, show a stronger groundwater contribu-
tion, which extends to southern tropical and mild climates.
The largest difference between H2M and the GHMs is the
low H2M contribution of groundwater to TWSIAV in Africa,
which could also be seen in the TWSMSC decomposition
(Fig. 8; top).

Not only the spatial patterns of the TWS partitioning show
large variations. Figure 9 illustrates the differences in ampli-
tude and timing for the global time series and their decom-
position into MSC and IAV. For the seasonal TWS signal,
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Figure 7. Relationship between evaporative fraction (αet) and cumulative soil water deficit (CWD) for different hydroclimatic regions. The
lines shows the respective percentiles of the spatiotemporal conditional distribution P(αet | C ∈ Bi), where C is the cumulative soil water
deficit on the x axis discretized into N = 10 bins B =

{
[0,40), . . ., [360,400)

}
i=1,...,N . The lines represent the median, and the 10 to 90th

percentile is displayed as a shaded area. The red colors depict conditions without water input, P(αet | C ∈ Bi ,win = 0), i.e., no precipitation
or snowmelt, and green colors represent high water input larger than 5 mm, P(αet | C ∈ Bi ,win > 5). Note that the CWD minimum was
subtracted per grid cell. To exclude cells with a low CWD variability, only the cells in the top 60 % maximum CWD were used. The CWD
dynamics correspond to negative soil moisture, i.e., a larger CWD implies drier soils. The plots are based on global daily cell time steps from
2009 to 2014.

Table 4. Global yearly evapotranspiration (ET), grid cell runoff (Q), precipitation (Precip.), and storage change (1 storage) over the period
from 2003 to 2012 for the hybrid hydrological model (H2M) and a set of physically based global hydrological models (GHMs). The H2M
was forced with the GPCP precipitation product (H2M) and the WFDEI data (H2M (WFDEI)) independently. The latter dataset is also used
by the GHMs. The values for H2M and H2M (WFDEI) represent the mean ± the standard deviation across all cross-validation runs. Values
from the common land-mask of all models were considered.

ET Q Precip.∗ 1 storage
Model (mm yr−1) (mm yr−1) (mm yr−1) (mm yr−1)

H2M 564 ±6.7 274 ±6.5 860 21.4 ±1.1
H2M (WFDEI) 553 ±6.0 285 ±6.5 851 12.9 ±1.0
W3RA 515 332 851 2.5
LISFLOOD 468 397 851 −14.3
SURFEX-TRIP 552 296 851 2.3
PCR-GLOBWB 504 348 851 −1.3

∗ GPCP for H2M or, otherwise, WFDEI.
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Figure 8. Terrestrial water storage (TWS) variation partitioning into soil moisture (SM, corresponding to negative modeled cumulative water
deficit, CWD), groundwater (GW), and snow water equivalent (SWE) by the hybrid hydrological model (H2M) and a set of process-based
global hydrological models (GHMs). The top panel shows the partitioning of the mean seasonal cycle (MSC), and the bottom panel shows
the interannual variability (IAV). The map colors correspond to the mixture of the contributions of the three variables, and the inset ternary
plots reflect the density of the map points projected onto the components. The contribution is calculated as the sum of the bias-removed
absolute deviance of a component from the mean, divided by the contribution of all components. Note that surface storage is included in the
groundwater component for the models SURFEX-TRIP and PCR-GLOBWB. The decomposition is done based on the years 2003 to 2012.

the amplitudes are qualitatively similar, and the main con-
tribution comes from the snow. H2M, SURFEX-TRIP, and
PCR-GLOBWB show a soil moisture slightly delayed to the
snow seasonality and the groundwater peak setting in the late
northern spring. W3RA shows very similar soil moisture and
groundwater curves, which are slightly delayed to the snow
seasonality, and LISFLOOD simulates groundwater and soil
moisture in alternating cycles with only little variability. The
IAV timings of the components are more consistent, but the
amplitudes differ significantly across the models. The H2M
attributes most TWSIAV to variations in soil moisture, while
groundwater dominates the signal for PCR-GLOBWB. Note
that the groundwater component also includes the surface
water storage for the latter. Also, SURFEX-TRIP and PCR-
GLOBWB both show a large global negative IAV anomaly
from 2005 to 2006 and a positive one from 2008 to 2010,
which are not observed by GRACE.

4 Discussion

In this section, we briefly discuss the model performance and
then assess the plausibility of a set of hydrological responses

in H2M. We discuss the machine-learned relationship be-
tween CWD and runoff-generating processes, followed by
an analysis of the CWD–αet (evaporative fraction) relation-
ship. Then, we shed some light on the contrast of TWS com-
position between H2M and GHM simulations. Finally, we
discuss general challenges and opportunities of the hybrid
approach.

4.1 Model performance

The H2M simulations have a good agreement with the TWS
and SWE observations despite the data biases. While some
GHMs performed well at the global scale, H2M shows evi-
dences of data adaptability at the local scale. This can be at-
tributed to the data-driven patterns injected through the neu-
ral networks.

The TWS seasonality was reproduced well by H2M, ex-
cept for extremely arid climates, with a low signal-to-noise
ratio in observation, resulting in poor NSE values but also
small RMSE and decent Pearson’s correlation. The largest er-
rors occur in humid regions with a stark TWS seasonality and
large runoff rates, e.g., the Amazon basin, central Africa, and
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Figure 9. Global variability in the terrestrial water storage (TWS) and the components snow water equivalent (SWE), soil moisture (SM),
and groundwater (GW) for the hybrid hydrological model (H2M) and the process-based global hydrological models (rows). Note that SM
corresponds to negative modeled cumulative water deficit (CWD) in H2M. For reference, the TWS observations are shown (TWS OBS).
The monthly signal (left) and its decomposition into the mean seasonal cycle (MSC; center) and the interannual variability (IAV; right) are
arranged in columns. The time series represent the global signal, i.e., the data were aggregated using the cell-size-weighted average per
time step, and only cell time steps present in all model simulations were used. The y scale is consistent in columns but varies across the
signal components. The training and test period is shown for the complete years 2003 to 2012. Note that surface storage is included in the
groundwater component for the models SURFEX-TRIP and PCR-GLOBWB.

Southeast Asia (Fig. A1). This may be related to the miss-
ing representations of lateral flow or surface water storage
variations in general, which can be important TWS contribu-
tions in humid environments (Kim et al., 2009; Scanlon et al.,
2019) but also to data biases. A near-perfect fit was achieved
for the globally averaged SWE seasonality (Fig. 5), while
the local performance varied strongly across regions with the
poorest performance in extremely cold tundra (Fig. B2). The
SWEIAV is highly sensitive to the precipitation forcing data,
which is highlighted by substantially better agreement with
GlobSnow when H2M was forced with the WFDEI dataset
(Fig. D1 in Appendix D).

In the hybrid modeling framework, the quality of the ob-
servational constraints is a major source of uncertainty. The
data used in this study have well-documented deficiencies.
The precipitation product, for example, shows large uncer-
tainties in Africa due to limitations in density and quality of

measurement sites (Sylla et al., 2013) and exhibits biases in
snowfall estimates in the Northern Hemisphere due to over-
correction of snowfall under catch (Behrangi et al., 2016;
Panahi and Behrangi, 2019). The GlobSnow SWE saturates
above 120 mm and underestimates the interannual variabil-
ity (Luojus et al., 2010). TWS quality is generally difficult to
quantify, as an equivalent ground-based measurement does
not exist, and its complex preprocessing has known impacts
on the data quality (Scanlon et al., 2016). The machine-
learning-based constraints of Q and ET are not directly ob-
served, and thus, they are expected to have considerable
global and regional uncertainties and biases (Ghiggi et al.,
2019; Jung et al., 2020). This could lead to inconsistencies
in the water balance (Trautmann et al., 2022). However, the
multi-objective optimization may dampen the negative ef-
fects of biases, as the model can trade off the different con-
straints.
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4.2 Model interpretability

In this section, we assess the model interpretability, i.e., the
plausibility of the hydrological responses that emerge from
the machine-learned coefficients which have not been pre-
scribed a priori. We discuss the partitioning of water fluxes
and their dependence on antecedent soil moisture condition
and then evaluate the partitioning of water storage contribut-
ing to TWS dynamics.

4.2.1 Hydrological responses

The H2M-learned hydrological responses to soil moisture
states that are consistent with the hydrological understand-
ing, and the learned coefficients are estimated robustly across
cross-validation runs. The fact that these patterns are an
emerging behavior constrained by a basic physical constraint
of mass balance, i.e., the relationships were not explicitly
predefined, is an encouraging finding that justifies the usage
and further investigation of the hybrid approach in general.

The partitioning of incoming water into surface runoff and
recharge of the soil and groundwater shows a clear nonlin-
ear response to soil dryness (Fig. 6). The fraction of surface
runoff (αsurf) decreases rapidly with increasing dryness while
soil recharge (αsoil) increases correspondingly. Groundwater
recharge occurs under wet conditions and approaches zero
with increasing soil dryness. This runoff-generating process
response to soil moisture qualitatively matches the expected
behavior implemented in GHMs (Bergström, 1995).

The H2M predicts a large spatiotemporal variability in the
soil-moisture-dependent runoff–recharge partitioning, as in-
dicated by different percentiles in Fig. 6. For example, under
moist conditions, more than 50 % of water input (blue lines
in Fig. 6) or hardly anything (yellow lines) can be directed
to surface runoff. Such large variability in the response can
be expected due to large variations of topography, soil, and
vegetation properties that control the infiltration–runoff re-
sponse. The H2M approach, therefore, appears to offer per-
spectives in capturing the large natural variability in the ef-
fective runoff-generating process response. Note that these
processes have been challenging to parameterize in tradi-
tional GHMs (Döll and Flörke, 2005; Beck et al., 2016, 2017;
Koirala et al., 2017), and thus, the hybrid approach can fill
in critical process gaps and long-standing physical modeling
challenges.

The learned relationship between evaporative fraction
(αet) and soil dryness (Fig. 7) is generally consistent with the
demand–supply framework for evapotranspiration (Budyko,
1974). Under wet conditions, ET scales with atmospheric de-
mand represented by net radiation, while evaporative fraction
declines with increasing dryness, which is most clearly seen
in the semi-arid regions of Australia and Africa. The learned
relationship between αet and soil moisture response func-
tions appears to be rather gradual as opposed to an idealized
piecewise function with a clear soil moisture threshold that

is still frequently employed in process models (Seneviratne
et al., 2010; Schwingshackl et al., 2017). However, an about-
constant potential evaporative fraction was predicted when
there was substantial rain (or snowmelt), independent of the
soil moisture state (green lines in Fig. 7). This shows that the
model implicitly accounts for wetting of the top soil layers,
which alleviates water stress even though it represents soil
moisture (expressed as negative CWD) as a single bucket.
The specific response of evaporative fraction predicted by
H2M varies substantially between regions and within regions
indicated by the shading in Fig. 7. Vegetation storage capac-
ity has long been identified as a key uncertainty in the process
models in controlling soil moisture stress responses (Ichii et
al., 2009). Our approach in H2M avoids such explicit param-
eterizations of relatively less understood physical processes,
and its effectiveness is supported by better performance of
H2M in simulating TWS variations in tropical and subtropi-
cal regions compared to GHMs (Sect. 3.2), despite its simple
overall structure.

4.2.2 Terrestrial water storage composition

As reported previously (Andrew et al., 2017) and as pre-
sented here, the attribution of TWS variations is a challenge
that is yet to be met in global hydrology. The fact that all
models disagree largely with respect to the decomposition
was the main motivation to use an alternative, data-driven
hybrid approach. The decomposition patterns simulated by
H2M are reasonable, although the ground truth for a quanti-
tative assertion is missing. The H2M simulations agree with
the GHM, especially in regions where the decomposition is
well constrained, which is an encouraging finding. In the
tropical and semi-arid to arid regions, the decomposition is
less clear. Here, all models disagree, although the larger soil
moisture variations versus smaller groundwater variation is
a unique feature of the H2M simulations. This may indicate
that H2M is under-constrained in these regions. Or, the dif-
ferences could result from a more accurate representation of
the involved processes due to the local adaptivity of H2M.
Most likely, it is a combination of both.

The dominant contribution of the SWE to seasonal cycle of
TWS in the high latitudes (Figs. 8 and 9), but a lower contri-
bution to the interannual variability is consistent across mod-
els and has also been previously reported (e.g., Rangelova
et al., 2007; Trautmann et al., 2018). It should be noted that
the SWEIAV was reproduced poorly by all models, reflect-
ing large uncertainties in the input precipitation and SWE
observations. Despite regional differences, the models also
consistently attribute most of the TWS seasonal and interan-
nual variability to soil moisture in arid and semi-arid regions
(Fig. 8). The dominance of soil moisture is plausible in these
regions, as the potential evapotranspiration is high, and pre-
cipitation is low and infrequent or strongly seasonal (Nichol-
son, 2011). Given the absence of secondary moisture sources,
such as lateral flow and a lack of deep-rooted plants, most
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of the storage variations occur within a shallow soil depth
(Grayson et al., 2006).

In other regions, the partitioning between groundwater and
soil moisture variability is less clear. On both the seasonal
and interannual scales, groundwater contributions to TWS
correlate with humidity at the global scale (Feddema, 2005).
In the boreal humid regions of northwestern North America,
Scandinavia, and northwestern Russia, as well as the north-
eastern Asian coast, the groundwater contribution to TWS is
larger than that of soil moisture. Here, groundwater recharge
is concentrated in spring, with large snowmelt (Fig. 9) co-
occurring with low evaporative demand due to low tempera-
tures, irradiation, and vegetation productivity, which results
in a large water surplus (Jasechko et al., 2014). The boreal
regions with stronger soil moisture contribution are the ones
affected by permafrost, where most of the vertical movement
is limited to the thawed topsoil, and horizontal baseflow is
usually lower than in non-permafrost soils (Bui et al., 2020).
Thus, the patterns diagnosed by H2M are plausible. It must
be noted, however, that significant drainage of the surplus
water happens via river flows and lateral transport, which are
not represented in H2M.

The large groundwater contribution on both seasonal and
interannual scales in humid regions has been diagnosed by all
models. In the tropics, the largest difference between H2M
and the GHMs is the larger soil moisture contribution in the
African rainforest simulated by H2M. The lower groundwa-
ter variability is – to a certain extent – reasonable, as the cen-
tral Amazon and Southeast Asian rainforests are the most
humid regions globally, with the largest annual precipitation
(Zelazowski et al., 2011) and a shallow plant rooting depth,
while the African rainforest is relatively drier and has deeper
plant roots (Yang et al., 2016; Fan et al., 2017). However, the
soil moisture variability is only marginally larger in H2M,
while it is mainly the low groundwater amplitude that makes
the difference (Fig. B3 in Appendix B).

In the arid-to-wet transition regions of Africa, H2M di-
agnoses only marginal groundwater variability compared to
larger amplitudes in the GHMs. The H2M resolves the water
balance mainly using soil moisture variations, i.e., through
soil recharge and evapotranspiration, while the soil overflow
was negligible. While the patterns found by H2M are within
those of GHMs in most regions, the notable strong soil mois-
ture contribution in tropical savanna and humid subtropical
climates is unique in H2M.

GHMs require a large number of parameters that are either
empirically derived or based on remote sensing or statisti-
cal datasets, e.g., plant functional types, root zone depth, soil
texture maps, or soil thermal and hydraulic properties. Of-
ten, the said parameters are uncertain and may not necessar-
ily represent a process at spatial scale of GHMs (scale mis-
match) or within grid or catchment variabilities (sub-grid to
local heterogeneity). Thus, simple heuristics have been used
to parameterize hydrological processes, which can, in reality,
be of high complexity (Beck et al., 2016). It has been sug-

gested that GHMs underestimate the land water storage ca-
pacity in general and that especially the variability in deeper
soil is too low (Zeng et al., 2008). In addition, the link be-
tween deeper soil layers and plant transpiration through root
water uptake is often not represented adequately in GHMs
(Jackson et al., 2000), although such effects have been found
to play an important role in below-surface water variabil-
ity (e.g., Kleidon and Heimann, 2000; Koirala et al., 2017).
Compared to the GHMs, H2M provides a novel avenue on
which storage variations are less bound by, presumably, ad
hoc prescriptions of the size of soil and other storages. The
diagnosed patterns of soil and groundwater variations, there-
fore, emerge from observation-based variations in water stor-
age and fluxes. The H2M approach that also implicitly learns
the layering of the soil, thus, can be used to address uncer-
tainties in the moisture storage capacities (Zeng et al., 2008;
Scanlon et al., 2019) and plant rooting depth (Yang et al.,
2016) used in GHMs, which are likely to have a strong influ-
ence on the TWS partitioning.

The smaller groundwater contribution in H2M is also po-
tentially related to the missing mechanisms of capillary rise
and root water uptake from the groundwater. Thus, the cu-
mulative water deficit dynamics implicitly represent all the
below-ground water that will be returned to the atmosphere
by root water uptake and transpiration at some point. As a
possible consequence, H2M diagnoses larger soil moisture
in transitional and especially in the subtropical regions but,
more evidently, smaller groundwater variability.

Finally, the missing (explicit) representation of surface
water and river storage may cause biases in H2M simula-
tions. Surface storage has been found to contribute signifi-
cantly to the TWS variations (Güntner et al., 2007; Scanlon
et al., 2019), and a proper representation thereof is desirable.
Furthermore, lateral water influx across a cell via rivers is not
represented and may have a significant impact on the TWS
composition (Kim et al., 2009).

4.3 Challenges and opportunities

The data-driven character of the H2M offers a set of oppor-
tunities but is accompanied by challenges. The H2M makes
use of observational data streams that are not typically used
in GHMs. However, to retain the interpretability of the pre-
dicted coefficients, the model structure must be kept simple;
the model flexibility needs to be compensated with a sim-
ple causal model structure. Still, the H2M offers a great op-
portunity to study the hydrological cycle from a different
viewpoint that is strongly rooted in the observation-based
datasets, which are growing in availability at an unprece-
dented rate in the era of Earth observation.

The hydrological pathways in H2M are rather simple com-
pared to GHMs, but the model still expresses a high data
adaptivity, as demonstrated. While GHMs usually represent
a wide range of hydrological sub-processes (e.g., infiltra-
tion, preferential flow, and topographical runoff–run on), the
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hybrid model integrates them to a few response functions,
and the model complexity and interactions within are, so to
speak, outsourced to the neural network. Still, missing repre-
sentations of storage components (e.g., surface storage) and
hydrological pathways (e.g., streamflows) limit the model
flexibility and can, to a certain extent, corrupt the other latent
variables as the model tries to accommodate for missing pro-
cesses. Thus, the estimated coefficients in the current H2M
implementation should be treated with some skepticism. At
the same time, the relaxation of assumptions can be seen as
an opportunity, as the prior knowledge used in GHMs may
be wrong or incomplete. The impact of trading prior knowl-
edge and model complexity with more flexibility and a data-
driven approach on model uncertainties is a key aspect that
needs further investigation.

As the model behavior emerges largely from the obser-
vational data constraints, the hybrid approach constitutes a
novel technique for studying TWS variations. While purely
data-driven approaches (see Andrew et al., 2017, for an
overview) are generally useful as they provide insights in-
dependent from GHMs, they are based on strong qualitative
assumptions (e.g., the temporal characteristics of the compo-
nents at different depths), and they do not allow the incor-
poration of physical knowledge, principles, and constraints.
GHMs themselves largely rely on prior knowledge, which
may be false or incomplete, and the model parameterization
is usually not resolved regionally, resulting in model uncer-
tainties (Beck et al., 2016) which are eventually expressed
in the disagreement among model simulations. The hybrid
model can be seen as a compromise between the purely data-
driven and the physically based approaches, as physical prin-
ciples (e.g., mass conservation) are respected, but qualitative
assumptions on the processes are still used.

Global hydrological models are often used for different
tasks, such as the assessment of the water cycle at past and
present, predictions for the future for evaluating implications
of, e.g., land use changes by scenarios, and to gain process
understanding. In principle and technically, a global hybrid
hydrological model can be applied for the same tasks, while
related simulations need to be interpreted with care. The
strongest use case of H2M is the assessment of recent varia-
tions in the water cycle, since it can act as a physically consis-
tent, yet data-adaptive, bridge between heterogeneous global
data streams, and it complements traditional data assimila-
tion approaches. Interpreting predictions too far into the past
or future can be risky when factors that are not represented
physically play a role that had little impact during the train-
ing period (e.g., permafrost melting and CO2 fertilization of
water use efficiency). Likewise, it could make sense to con-
duct scenarios of, for example, different land use if the con-
ditions represented by the scenarios have been represented
during the machine learning in some way, while there always
remains the danger that learned relationships by the neural
network are just statistical associations rather than causal re-
lationships (shortcut learning; Geirhos et al., 2020). As we

could show, gaining process understanding from the hybrid
model can be feasible as the spatially and temporally vary-
ing coefficients learned by the neural network are plausible
and partly very interesting. However, such uncovered pat-
terns may rather represent hypotheses that should be tested
with complementary approaches like physical process mod-
eling, direct observations, or experiments.

Improving the model through a better representation of the
process complexity is an obvious next step. Several processes
were not explicitly represented, such as overland flow, soil
moisture recharge from the groundwater through capillary
rise, or snow sublimation. The under-complex representation
of certain processes leads to biases and uncertainties. For ex-
ample, estimating the baseflow parameterization on cell level
could improve the representative power of the model, as has
been shown by Beck et al. (2013). This is, however, challeng-
ing as an increasingly complex model needs to be comple-
mented by additional data constraints or better physical pro-
cesses in order to avoid parameter equifinality issues that lead
to the same or similar model responses across a large range
of parameter values. It is also possible that the decomposition
into CWD and GW is not properly constrained under some
circumstances, e.g., in ecosystems that are not water limited.
Here, either the groundwater or the soil moisture may be
restored as needed (due to frequent precipitation) to match
the observation of terrestrial water storage. More research is
needed to address these problems, particularly a complemen-
tary development of application-based models, as presented
in this study, and smaller-scale, better constrained exercises
to advance hybrid modeling can be a viable alternative.

Closely related to equifinality is the quantification of
model (epistemic) and data (aleatoric) uncertainties. A
proper representation of model uncertainties would enable
a direct identification of equifinality and allow a targeted
model development for uncertain processes. The implemen-
tation of such a mechanism could be built into the neural
network, e.g., by using Bayesian deep learning (Wang and
Yeung, 2020) or deep generative models (Goodfellow et al.,
2016). Explicit consideration of data uncertainty will also
be beneficial, either to propagate forcing data uncertainties
through the model or to model the uncertainties of the obser-
vational constraint variables, which is not always provided.
Data assimilation is a framework that allows representing
such uncertainties (Reichle, 2008) and can even be extended
to incorporate model parameter estimation (Moradkhani et
al., 2005), i.e., learning physical processes as in the hybrid
approach presented here. In contrast to data assimilation that
often targets improving prediction skills, the goal of hybrid
modeling is to develop a generalizable model, which can be
applied beyond the specific forecasting task in data assim-
ilation. Nevertheless, non-parametric machine learning ap-
proaches can also be included into data assimilation as dis-
cussed in Geer (2021).

The rapid development of novel products opens interest-
ing opportunities, like a daily TWS product (Kvas et al.,
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2019) can help to better constrain sub-monthly water pro-
cesses. Furthermore, the upcoming Surface Water and Ocean
Topography (SWOT) mission, which is targeted at observing
surface water storage variations (Biancamaria et al., 2016),
could be useful to solve current shortcomings of the H2M.
In addition, parameters estimated by other approaches, such
as the upscaled baseflow index (Beck et al., 2013), offer in-
teresting independent constraints that allow the addition of
further complexity to the model without increasing the un-
certainty.

Finally, incorporating lateral interactions and flow be-
tween grid cells (e.g., large-scale groundwater flow and
river routing) are outstanding but relevant challenges, as the
paradigm of optimizing neural networks with randomized
samples that are independent will likely not be sufficient
in modeling connections and interactions between regions.
Such endeavors would also allow for bringing in established
global datasets of river discharge measurements such as pro-
vided by the Global Runoff Data Centre (GRDC; Fekete et
al., 1999).

5 Conclusions

The present study demonstrates the strengths of combin-
ing machine learning and physical process understanding for
global hydrological modeling. The main conclusions of this
study are as follows:

1. The hybrid model is capable of obtaining similar per-
formance to physically based models at global level
but achieved better local adaptivity. This highlights the
strengths of the hybrid approach, which can replace
complex physical processes, integrate different datasets,
and is highly data-adaptive due to the model parameter-
ization by a neural network.

2. The model simulations were plausible and followed ba-
sic hydrological principles. This is partially due to the
physical constraints, which force the model into physi-
cal consistency (e.g., conservation of mass), but is also
emerging from the multiple data constraints.

3. The hybrid model partitioning of the terrestrial water
storage into its components yielded plausible and in-
teresting patterns. The agreement of the decomposition
is generally high in regions where the physically based
models are more consistent (e.g., temperate, semi-arid,
and arid regions), but generally, the hybrid model shows
a larger contribution by soil moisture.

4. Key opportunities and challenges in hybrid modeling to
be addressed in the future are identification of equifinal-
ity, quantification of uncertainties, integration of multi-
resolution datasets, and representation of cell neighbor-
hood effects, such as lateral fluxes.

Hybrid modeling has the potential to advance the
Earth sciences by providing an alternative perspective to
knowledge-driven approaches. The data adaptivity can reveal
the weaknesses and strengths of process-based models and
provide important insights for water cycle attribution and di-
agnostics. The findings and methods of this study can be gen-
eralized to other spheres and scales across the Earth system,
as long as sufficient data and process knowledge are avail-
able.

Appendix A: Spatial model performance

Overall, high NSE of TWSMSC is achieved in most regions
(Fig. A1). Low TWSNSE hot spots are primarily found in
some arid regions with little overall TWS variability, e.g., the
Namib desert in southern Africa or the Gobi desert in eastern
Asia. In terms of the RMSE, regions with larger variations
in TWS dominate with the largest MSC error in the Ama-
zon and less expressed in southeastern Asia. The correlation
(r) was constantly well above 0.5 for TWSMSC, except for
the Gobi Desert, where the TWS variations are minimal. The
TWSIAV was also reproduced well in terms of r .

The SWEMSC is reproduced well in terms of NSE and r ,
while NSE for SWEIAV is low, especially in tundra regions
(Fig. A1). The RMSE is also larger in high latitudes but more
concentrated in regions with large seasonal amplitudes.

The average patterns of states (TWS and SWE) and fluxes
(ET and Q) were reproduced well in general (Fig. A2). The
model underestimates the variability in TWS in central Ama-
zon, West Africa, and India. These patterns align well with
the occurrence of large rivers (e.g., Amazon, Ganges, Missis-
sippi, Niger, or Yenisei) and may be caused by missing rep-
resentation of river routing. The SWE is overestimated in the
extremely cold regions of North America and Northeast Asia
and underestimated in tundra regions. Average Q is largely
underestimated in Central Africa and slightly overestimated
in northwestern Eurasia, central Amazon, and coastal regions
of Australia and East Asia. ET, finally, is underestimated by
the model, prominently in most of sub-Saharan Africa and
East Brazil, while no major biases are present in other re-
gions.
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Figure A1. Local model performance for terrestrial water storage (TWS) and snow water equivalent (SWE) on the mean seasonal cycle
(MSC) and the interannual variability (IAV) within the test period (2009 to 2014). The Nash–Sutcliffe model efficiency (NSE), Pearson
correlation (r), and root mean square error (RMSE) are shown. The inset plots show the cell-area-weighted histogram of the map values.
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Figure A2. Mean (a) simulated, (b) observed, and (c) the difference of simulated minus observed (positive means simulated is larger)
terrestrial water storage (TWS; 1a–c), snow water equivalent (SWE; 2a–c), total runoff (Q; 3a–c), and evapotranspiration (ET; 4a–c). Note
that, for the TWS, the standard deviation is shown as the values represent variations around the mean. The inset histograms represent the
map value distributions, and the mean for the test period (2009 to 2014) is shown.
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Appendix B: Regional comparison of simulated time
series

On a regional scale, most models reproduced the TWSMSC
well (eNSE > 0.5), while the TWSIAV performance varied
(eNSE < 0.5) (Fig. B1). The variation between models was
larger in terms of IAV, especially in transitional and tropi-
cal zones. Especially the TWSIAV seems to be reproduced
poorly in certain regions by all models, e.g., temperate Asia
(M3), transitional Africa (N3), Eurasia (N4), and Southeast
Asia (N5). In the high latitudes, we observe a phase differ-
ence of the simulated TWS compared to the observations for
all models except the PCR-GLOBWB.

Most models manage to reproduce the SWEMSC well, with
an eNSE > 0.5, while the SWEIAV performance is more vari-
ant and lower in general (Fig. B2). We note a phase differ-
ence between the model simulations and observations that is
most notable in the boreal regions, indicating that the mod-
els either accumulate too much snow during winter or do not
manage to discharge it in spring or both. The phase differ-
ence is less expressed in H2M and lowest in PCR-GLOBWB.
The SWEIAV varies strongly across different regions. The
SWEIAV has strong seasonal variations, with opposite pat-
terns in different regions that cancel each other out on a
global level. This is evident on the regional anomalies and
results in low variability at the global scale. In general, all
models reproduce the sign of anomalies better than the am-
plitudes.

The regional-scale seasonal anomalies of simulated soil
moisture (corresponding to negative CWD in H2M) and
GW show a more detailed picture of the model variabilities
(Fig. B3). The global-scale SM amplitude of H2M is larger
than the one of the GHMs (although close to the SURFEX-
TRIP model), while the GW variations are smaller in H2M.
The largest discrepancies between H2M and the GHMs are
in the northern (N1) and southern (N2) America transitional,
the Australian subtropical (S2), and the African tropical (T2)
regions. However, also the within GHM variation is large in
most regions. The model simulations agree relatively well in
the temperate regions (M1–3) and in the Africa (N3), Eurasia
(N4), and Australia (N6) transitional zones.
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Figure B1. Comparison of the hybrid hydrological model (H2M) and a set of process-based global hydrological models (GHMs) of the
terrestrial water storage mean seasonal cycle (TWSMSC; outer columns) and interannual variability (TWSIAV; center columns) in millimeters
for hydro-climatic regions (Fig. 2). The time series were aggregated using the cell-size-weighted mean across all grid cells in the respective
region. The inset axes show the Nash–Sutcliffe model efficiency (NSE) of each model with the same color-coding as the time series. Note
that the y scale differs between plots.
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Figure B2. Comparison of the hybrid hydrological model (H2M) and a set of process-based global hydrological models (GHMs) of the
snow water equivalent mean seasonal cycle (SWEMSC; outer columns) and interannual variability (SWEIAV; center columns) in millimeters
for hydro-climatic regions (Fig. 2). The time series were aggregated using the cell-size-weighted mean across all grid cells in the respective
region. The inset axes show the Nash–Sutcliffe model efficiency (NSE) of each model with the same color-coding as the time series. Note
that regions without snow dynamics are not included. The y scale differs between plots.
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Figure B3. Global and regional mean seasonal anomalies of soil moisture (SM) and groundwater (GW) for the hybrid model (H2M) and the
process-based global hydrological models. Note that SM corresponds to negative modeled cumulative water deficit (CWD). Ranges from the
minimum to the maximum value per model are shown next to the seasonal cycle as vertical lines. The regions are shown in Fig. 2. Surface
storage is included in the groundwater component for the models SURFEX-TRIP and PCR-GLOBWB. The plots are based on global daily
cell time steps from 2009 to 2014. Note that the y scale is consistent within, but differs across, regions.
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Appendix C: Model optimization

The model optimization within the cross-validation setting is
shown in Fig. C1. The learning process was stable in most
cases, and a smooth model convergence was achieved. Only
one run (fold 2; CV2) was unstable as the training collapsed.
Due to the early stopping mechanism, however, the model
from the best validation loss is restored and used for the test
set prediction. The loss and weight (w = 1/2σ 2, where σ is
the task uncertainty, see Sect. 2.3.3) distributions at optimum
across cross-validation runs were stable (bottom row of box
plots in Fig. C1). The generalization loss from the training
to the validation loss is minimal, although a slightly larger
spread of the validation losses can be observed. The largest
generalization error occurred with SWE. Note that the train-
ing and validation sets are not only split in space but also in
time. This could indicate that snow dynamics are less stable
over time and change due to, for example, a warming climate.

The task weights were stable across cross-validation runs.
The weights are difficult to interpret, as they do not directly
translate to inverse variable uncertainty (Kendall et al., 2018)
but also depend on the variable variance (although the loss
is calculated on standardized data). From the box plots in
Fig. C1, we can see that variables with a lower loss are given
more weight, except for the CWD loss (a soft constraint that
avoids CWD drift in early training), which reaches the op-
timum at 0.1 relatively quickly. It is possible that the lower
weight of TWS is caused by its dependency on the other vari-
ables, i.e., if the model tries too hard to improve TWS, other
variable losses decrease.

Part of the model tuning involved optimization of the
sub-network FCNN1 (Fig. 1), extracting features from the
static variables which are then fed into the recurrent neu-
ral network. We visualized the outputs (ρenc in Fig. 1) of
the FCNN1 to obtain an impression of the most relevant
gradients within the static variables. For visualization, the
12 activations were reduced to three dimensions using t-
SNE (t-distributed stochastic neighbor embedding; Hinton
and Roweis, 2002). The resulting map (Fig. C2) reveals pat-
terns that seem very familiar, as the components align with
patterns of biomass, vegetation type, and aridity. Note that
the t-SNE algorithm is non-deterministic and can yield vastly
different results depending on chosen hyperparameters. Also,
the reduction to three dimensions only reveals the major gra-
dients and does not represent the entire variability.
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Figure C1. Model training process for the cross-validation runs. The left and central columns represent the unweighted total and variable-
specific mean squared error (MSE) loss. The right column shows how the task weights developed over training time. The x axis represents
the number of iterations through the training set (epochs). The bottom row contains the column-wise distribution of the variables losses (or
weights) at the end of the model optimization. Note that, for the soft constraint on CWD, a bias of 0.1 was added, i.e., 0.1 is the optimum.

Figure C2. The t-distributed stochastic neighbor (t-SNE) reduction to three dimensions (C1–3) of static variable encoding (originally 12
dimensions; ρenc in Fig. 1) of one cross-validation run. The encoding is a low-level representation of the static inputs, i.e., soil and land-
cover properties, learned by a neural network. The inset ternary plots show the distribution of the map values.
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Appendix D: Model forcing with WFDEI

To test the impact of the forcing datasets, the model was
trained on the WFDEI forcings (Weedon et al., 2014) as used
in the eartH2Observe ensemble. The performance (Fig. D1),
with respect to TWS, was almost identical with slightly
larger NSE on the global signal and lower NSE on local
level when using WFDEI. The NSE of SWE was larger with
WFDEI, especially for the IAV. Due to the similar perfor-
mance, we conclude that the impact of the forcings is negli-
gible, and the results are robust in regards to them.

Figure D1. Global and local grid cell level Nash–Sutcliffe model efficiency coefficient (NSE) of the hybrid hydrological model (H2M) and
the process-based global hydrological models (GHMs) for the terrestrial water storage (TWS) on top and the snow water equivalent (SWE)
at the bottom. The gray bars represent the cross-validation runs using the forcings described in Sect. 2.1.1 (dark gray; H2M), and using the
WFDEI forcings as used in the eartH2Observe ensemble (light gray; H2M (WFDEI)). The � markers show the global (spatially averaged
signal) model performance, and the boxes represent the spatial variability in the local cell-level performance. The y axis was cut at−1 due to
some large negative NSE values. The panels show the model performance in respect to the full time series, the mean seasonal cycle (MSC),
and the interannual variability (IAV). Note that, for SWE, only grid cells with at least 1 d of snow are shown, as the NSE is not defined if
the observations are constant zero, which would lead to a comparison of different grid cells. The metrics are calculated from the complete
common time range from 2009 to 2012 on monthly timescale. Note that deviations from the numbers reported in Table 3 are due to different
time ranges.
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Appendix E: Model pseudocode

The pseudocode in Fig. E1 shows the model optimization
process.

Figure E1. The training loop of the hybrid hydrological model.

Code and data availability. The H2M and its training are im-
plemented in PyTorch 1.5 (Paszke et al., 2019), an open-
source deep learning framework for the Python programming
language (https://www.python.org/, Python Core Team, 2022).
The simulated hydrological data and the code are available at
https://doi.org/10.17617/3.65 (Kraft et al., 2021b). The code is also
available on GitHub (https://github.com/bask0/h2m; Kraft, 2022).
Note that we cannot share the data used as model input, but all
datasets are referenced in the paper.
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5. Synthesis

In this chapter, I evaluate and discuss the contribution of this thesis in the context of the current
scientific discourse. In Section 5.1, I summarize how the presented work contributes to answering
the research questions raised in Section 1.5, followed by a broader reflection of the potential and
limitations of the presented approaches in Section 5.2 and an outlook in Section 5.3.

5.1. Contribution of this thesis

5.1.1. [RQ1] Can recurrent neural networks learn global-scale ecosystem behavior?

The potential of recurrent neural network to learn ecosystem behavior under a wide range of
conditions has been demonstrated specifically in Chapters 2 and 3, but is a key topic throughout
this thesis. Although the applicability of RNNs to model Earth observation time series has been
shown before (e.g., Kratzert et al., 2018; Reddy and Prasad, 2018), global studies were previously
not available. The LSTM is an easy-to-use model architecture that can serve as a benchmark
for both machine learning and physically-based modeling. As shown in Chapter 2, an LSTM
can almost perfectly emulate a physically-based model without spending much effort on model
development. In Chapter 3, the approach was applied to real observations. I could show that
an LSTM is able to perform at least on a par with a random forest model that received carefully
designed, hand-crafted input features and was trained on a pixel level (Papagiannopoulou et al.,
2017). In conclusion, I demonstrated the suitability of RNNs to emulate global ecosystem behavior
using Earth observation data. The RNNs were able to represent complex temporal interactions
(memory effects), which legitimizes the usage of such models in studies like S3 Kraft et al. (2020)
or S4 Kraft et al. (2022).

5.1.2. [RQ2] Can dynamic memory effects in Earth observations be identified using
explanatory approaches

The explanatory approach presented in Chapter 3 was a first effort to gather insights into memory
effects using RNNs, which offers several advantages compared to traditional approaches like
physically-based modeling, or more rigid data-driven approaches: A global model, such as used
in Chapter 3 is less prone to overfitting, while training many local models with dozens of input
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features as done in other studies is problematic. Furthermore, an LSTM can capture long-term
dependencies in time series and is highly data adaptive. Finally, in comparison to physically-based
models or shallow learning algorithms, the inductive biases are kept at a minimal level. This is
especially useful in domains such as ecology and hydrology, where the process knowledge and
observability are limited. However, the data adaptivity of the LSTMs comes at the cost of limited
control and interpretability, and thus, our method is considered as a complementary extension
to existing approaches. Explainable machine learning should be used with care (Rudin, 2019)
and permutation-based approaches to quantify feature importance remain problematic. This is
especially the case when the input features are collinear or autocorrelated (Hooker and Mentch,
2019), a constraint we have with environmental data (Roberts et al., 2017). Further experiments
with synthetic data could shed light on this issue. With awareness of these limitations in mind, a
purely data-driven and assumption-free assessment of memory effects is a novelty and offers an
alternative perspective on a hard problem in ecology and hydrology.

5.1.3. [RQ3] What is the promise of global-scale hybrid modeling and what are its
challenges and opportunities?

The explicit incorporation of physical knowledge into machine learning models has great potential
for the Earth sciences. While current physically-based models struggle to make use of the richness
and quantity of Earth observation data, hybrid models offer an alternative pathway to incorporate
diverse data streams while being—to a certain degree—physically consistent and interpretable.
Within this thesis, I demonstrated the feasibility of representing complex land surface processes
constrained through multiple Earth observation products in Chapter 4. These studies represent a
first step towards global-scale hybrid modeling that will have an impact on future efforts to improve
numerical representations of Earth system processes. This goes beyond the domain of hydrological
and vegetation modeling, and it is worthwhile to explore incorporating deep neural networks into
Earth system models. Another contribution of this work is the application of dynamic hybrid
modeling, which allows accounting explicitly and implicitly for memory effects.

Although I showed that a hybrid model achieves improved data adaptivity, I do not argue
that traditional, knowledge-driven approaches are a method of the past. Rather, insights from
hybrid modeling can be used in physically-based modeling and vice-versa. It is preferable to
represent well-understood processes with physically-based approaches whenever possible, as these
approaches still offer better interpretability and control.

The hybrid approach may solve some of the problems involved in environmental modeling.
Still, several methodological aspects are yet to be tackled. One of the major challenges is the
problem of equifinality, which could be identified and then reduced in a targeted way by using
uncertainty-aware models. Further challenges and issues are discussed in more detail in the next
section.
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5.2. Reflection and future prospects

In this section, I discuss three major aspects presented in this thesis in a broader scientific context:

Sec-
tion 5.2.1

Deep learning has been shown to be capable of approximating complex system
behavior across research domains. I outline how this potential can be harvested for
vegetation and hydrology modeling, specifically in the context of the challenges
described in Section 1.2.

Sec-
tion 5.2.2

Physically-based modeling is still the main tool for running long-term predictions
and scenarios due to a lack of physical consistency of machine learning models. I
discuss approaches to combine data- and knowledge-driven modeling and contrasted
them to hybrid modeling.

Sec-
tion 5.2.3

Hybrid models are, compared to machine learning models, partially interpretable.
What is the prospect of this data-driven yet interpretable approach for ecosystem
modeling? What are the main challenges?

5.2.1. Deep learning for ecosystem modeling

The capability of RNNs to learn global-scale environmental processes across heterogeneous
conditions with minimal assumptions has been demonstrated in the Chapters 2 and 3. In the broader
context, RNNs have been shown to be suitable to model Earth observation data in various tasks.
For example, Kratzert et al. (2018) showed that an LSTM can compete with sophisticated expert
models in catchment-level runoff modeling. Besnard et al. (2019) used LSTM to model ecosystem-
atmosphere CO2 fluxes, and Haider et al. (2019) used LSTMs to predict wheat production. RNNs
have also been used for classification tasks, for example for crop identification (Rußwurm and
Körner, 2017). Today, a wide range of deep learning–based model types exist that can deal with
sequential data, each with its own strengths and weaknesses (Ang et al., 2020), but RNNs still are
a reliable and easy-to-use architecture. In the following, I discuss how RNNs can tackle current
challenges in ecological modeling and outline a selection of applications.

Tackling the challenges of vegetation and hydrological modeling

Uncertainties and biases in Earth observations affect both machine learning and physically-based
models, but in different ways. Neural networks can deal well with noisy labels in general, given
enough training data (e.g., Rolnick et al., 2018) and that the model is regularized properly to avoid
overfitting on the noise. Similarly, physically-based models can handle noisy labels, as they are also
either tuned using optimization techniques or manually tweaked to match the average validation
signal. Neural networks can handle (non-trivial) biases owed to their high data-adaptivity, given
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that the systematic errors are present in the training and the unseen test dataset. Physically-based
models are prone to observation biases, especially in the input data, as biases propagate through
the model and directly affect the simulations and parameter estimates (Beck et al., 2016; Döll et al.,
2003).

Further data limitations emerge from the sparseness of the observations and the aggregation
into coarse temporal and spatial grids. Data aggregation leads to information loss and potentially
introduces biases (Colin et al., 2018), but the unified data format facilitates data processing
and handling. Working with data in their native resolution is still not very common, but model
approaches in deep learning exist to handle non-uniform input and output data, subsumed under the
term data fusion (Zhu et al., 2017). Some data fusion techniques can deal with specific challenges,
such as combining spatial and temporal context by extracting features independently from different
satellite products (Benedetti et al., 2018), or dealing with multi-resolution or irregularly sampled
time series (Singh et al., 2019). These approaches have the potential to make use of raw data
products with multifaceted features.

The complexity of ecosystem processes poses a major challenge in environmental modeling.
This is arguably the main motivation for deep learning over physically-based approaches. Deep
learning models can learn highly non-linear processes, and in the case of LSTMs, interactions
across different temporal scales (Lipton et al., 2015). The black-box character allows feeding the
model with informative input features even if their exact interaction with other variables is not
well understood. Nevertheless, it is still beneficial to perform a careful feature selection due to
the increase in training data that is required with high-dimensional input (curse of dimensionality,
Verleysen and François, 2005) and an increased risk for learning non-causal relationships (shortcut
learning, Geirhos et al., 2020).

Applications of LSTMs in large-scale environmental modeling

Deep learning models are commonly applied to either make predictions into the future (e.g., Haider
et al., 2019; Kratzert et al., 2018), or to create data products (e.g., Contractor and Roughan, 2021;
Rußwurm and Körner, 2017). Such applications are being developed and improved constantly. But
how can large-scale ecological modeling benefit from this potential?

Due to the low prior knowledge requirements and the ability to learn temporal interactions
across time scales, RNNs can serve as a benchmark for physically-based models. In physically-
based modeling, it often remains unclear whether the model itself or data deficiencies are the
limiting factors. An RNN fed with the same data may help to identify model weaknesses and
to identify regions where data quality is a limiting factor. Without adding physical constraints,
such as presented in Chapter 4, however, an RNN can compensate data biases, which needs to be
considered. The usage of RNNs or deep learning models in general as a benchmark is—to my
knowledge—not common practice in physically-based modeling. LSTMs can also be used for
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data cleaning or enhancement to provide improved products for physically-based modeling, for
example, for gap-filling of environmental time series (e.g., Contractor and Roughan, 2021; Huang
and Hsieh, 2020).

Another application of RNNs in large-scale ecological modeling is the emulation of existing
physically-based models. Neural networks are often computationally more efficient than physically-
based models (e.g., Krasnopolsky, 2020; Rasp et al., 2018). A deep learning–based emulator
can serve as a flexible and fast tool for testing hypotheses or can replace certain computationally
expensive parts of a model. Deep neural networks could further be used to simulate specific
processes within a physically-based model. Land-surface models, for example, rely on estimates of
future leaf area index (LAI), a measure of vegetation density, which is commonly simulated using
dynamic global vegetation models (DGVMs). However, DGVMs still show substantial biases in
their LAI projections (Murray-Tortarolo et al., 2013). It is worthwhile to test the application of
LSTMs or other machine learning approaches for this purpose.

As previously discussed, a major issue with machine learning modeling is the lack of in-
terpretability. In Chapter 3, I demonstrated an approach to identify memory effects based on
permutation-based explanations to gather system understanding. Further approaches, like feature
visualization and clustering have been proposed to interpret LSTMs (Pérez-Suay et al., 2020).
The field of explainable machine learning is evolving quickly, and many new approaches are
in development (Arrieta et al., 2020; Gunning et al., 2019; Langer et al., 2021; Molnar, 2019).
Explainable approaches can be used to gather insights into ecosystem functioning, but further
research is needed to explore and discuss the applicability of explanations to the Earth sciences.

This—presumably incomplete—list of applications justifies a broader investigation of the capa-
bilities of RNNs and other sequential models in the context of large-scale environmental modeling.
Some open questions are whether LSTMs can maintain and access information across hundreds or
thousands of time steps, and to what extent they are suitable to not only represent coarse dynamics
(e.g., seasonal signals), but also the—usually more interesting—anomalous, small-scale system
behavior. Further research regarding the explainability of LSTMs for system understanding is
needed beyond the proof-of-concept provided here.

5.2.2. Integrating prior knowledge and observations

I discussed the advantages of deep learning approaches, in particular LSTMs, for modeling
ecosystem processes. As discussed within this thesis (Section 1.3 and Chapter 4), and more broadly
in Reichstein et al. (2019) and Camps-Valls et al. (2021), plain machine learning models lack
physical consistency. This can lead to implausible and non-robust results caused by observational
biases or out-of-sample extrapolation (Camps-Valls et al., 2020). Recently, approaches to make
data-driven models physically (more) consistent have been introduced, mainly with the goal to
improve the predictability of Earth system processes. These approaches can be subsumed under

117



5. Synthesis

the term physics informed (or guided) machine learning. Adding physical knowledge to a machine
learning model can be seen as a regularization technique, but more specifically, it reduced the
hypothesis space by introducing inductive biases. From the range of current methods that combine
physical and data-driven modeling, I want to highlight three general approaches and contrast them
to hybrid modeling: regularization via loss functions (soft constraints), mass conserving neural
networks (hard constraints), and data assimilation.

Physics-based loss functions

A high-level approach for introducing physical knowledge to machine learning models is through
physics-based loss functions. The approach introduces soft constraints by penalizing physically
inconsistent results, but inconsistent results are still possible. An illustrative example is provided in
Karpatne et al. (2018): The authors used physical knowledge to predict lake temperature profiles:
Water density increases with depth, and temperature is closely related to water density. If the density
at a depth d1 is larger than the density at depth d2 > d1, the physical law of increasing density with
increasing depth is violated, and thus, this solution is penalized in the loss function. A side-product
of the regularization is an additional means to assess model consistency: When the model is
applied to new data, the regularization term can be used to diagnose physical inconsistencies, even
if labels are not available. Similarly, we could add qualitative knowledge, for example, about the
smoothness of a target time series or spatial field (which can also be motivated by physics) to
penalize non-plausible solutions.

Physics-based loss functions are a relatively cheap and flexible way to introduce physical
knowledge to machine learning models. Soft constraints can be set on top of existing gradient-based
machine learning models without architectural changes. The soft constraints can, however, not
assert hard physical constraints and do not provide additional insights exceeding the aforementioned
consistency checks. In contrast, hybrid models can enforce hard physical constraints, such as
conservation of mass, and provide additional insights via latent variables and coefficients. Hybrid
modeling, however, requires in-depth expert knowledge and may impose wrong or incomplete
prior system understanding. When aiming for improved out-of-sample prediction, the benefit of
using hybrid modeling over physics-based loss functions needs to be investigated further and is
certainly problem-specific. If model interpretation is required—either for system understanding or
for an in-depth assessment of the model reliability—hybrid modeling is the method of choice.

Mass and energy conservation

In the past years, several approaches have been proposed to assert conservation laws in neural
networks, for example, for energy conservation (Zhong et al., 2021). These approaches assume
closed physical systems and are, thus, too restrictive for many applications in environmental
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modeling. A less restrictive approach has been proposed by Hoedt et al. (2021): the mass conserving
LSTM (MC-LSTM). The MC-LSTM allows differentiating between mass inputs, a quantity that
must be conserved, and auxiliary inputs, which are used to control the mass distribution within and
withdrawal from the system. The authors showed that the MC-LSTM is applicable for river rainfall-
runoff modeling: While the MC-LSTM did not outperform non-mass conserving architectures in
general, it performed best in modeling extreme events, which is, especially in runoff modeling but
also in ecology, challenging and of high interest.

The MC-LSTM is more restrictive than a basic LSTM. It uses physical knowledge to add an
inductive bias, which can increase the robustness and generalizability. Compared to a hybrid
approach as used in Chapter 4, the MC-LSTM is less restrictive, which may be an advantage
in certain scenarios. The MC-LSTM is not bound by potentially wrong or simplistic physical
constraints as is the case in hybrid modeling. Still, the MC-LSTM approach faces similar problems
as a hybrid model when applied to real-world problems, as not all mass inputs or outputs may be
observable. In rainfall-runoff modeling, for example, evapotranspiration is a key process of water
withdrawal, but high-quality measurements are not available at the catchment level. Thus, the
water balance is not closed if evapotranspiration is ignored. Hoedt et al. (2021) introduced a “trash
cell” that can discharge exceeding mass to account for fluxes that could not be observed, which
violates conservation of mass. For such scenarios, where observations are missing or uncertain, it
may be an advantage to explicitly encode physical knowledge, i.e., to use hybrid modeling.

Neural networks with build-in conservation laws can be seen as a special case of hybrid modeling
where the physical constraints are encoded into a general-purpose model architecture. While this
approach allows using the same architecture for different use-cases—e.g., rainfall-runoff or traffic
modeling, as in Hoedt et al. (2021)—, the interpretability is very limited. In contrast to the hybrid
hydrological model presented in S4 Kraft et al. (2022), the MC-LSTM does not provide physically
interpretable coefficients or latent variables.

Data assimilation

Data assimilation combines simulations from physically-based models with observations to generate
optimal estimates of geophysical states (Reichle, 2008). Data assimilation uses advanced Kalman
filtering techniques to find the most likely system state, given a state-generating model, a transfer
function from the states to the observations, and the observations (Evensen, 2009). The statistical
framework of data assimilation allows quantifying uncertainties in the state and output estimates by
propagating data and model uncertainties. Data assimilation is broadly applied in atmospheric and
oceanic modeling (Carrassi et al., 2018), for example to provide initial conditions in meteorological
forecasts (Huang et al., 2009) or to provide reanalysis datasets of past geophysical states (e.g.,
Hersbach et al., 2020).

Data assimilation is especially useful if a system can be well described with physically-based
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approaches, such as in atmosphere modeling. The inclusion of model errors remains a major
challenge, and commonly, the model is assumed to be perfect (“perfect model assumption”).
Approaches that account for model errors exist (Howes et al., 2017), but such assimilation systems
are intended to quantify the errors rather than to reduce them by updating the model accordingly. The
joint assimilation of states and parameters estimation in so-called dual stateparameter estimation
has been proposed, but seems to be still rather experimental (e.g., Moradkhani et al., 2005).
In addition, the parameters are updated based on data but not learned as a function of other
variables. There is no pure inference or generalization to unseen conditions as in hybrid modeling.
Nevertheless, the quantification of uncertainties within a well-defined framework remains a striking
advantage of data assimilation. The field of data assimilation is evolving quickly, especially due to
the growing amounts of data and computational resources. In the future, machine learning and
data assimilation may be integrated for data-adaptive, uncertainty-aware systems (Geer, 2021).

5.2.3. Challenges in hybrid modeling

So far, I have discussed the potential of deep learning approaches, specifically of LSTMs, for
large-scale vegetation and hydrology modeling. I provided a brief overview of approaches for
integrating knowledge- and data-driven modeling. Together with hybrid modeling, these methods
populate the space between pure machine learning and physically-based modeling (Figure 5.1).
Data assimilation allows quantifying uncertainties but still largely relies on physically-based
modeling. Physics-guided machine learning, on the other side, allows including high-level soft
or hard physical constraints, leading to flexible, yet not interpretable black-box models. Hybrid
modeling probably is the most flexible approach as specific processes can be replaced with machine
learning models. This can lead to rather rigid or rather flexible solutions, depending on the model
architecture.

As claimed and demonstrated before, hybrid models are partially interpretable. While the
machine learning algorithms themselfes remain non-interpretable, they yield interpretable quan-
tities. However, these estimates may be uncertain or biased. Furthermore, questions regarding
the generalizability and best practices in model development need investigation. In the following,
I highlight the current challenges in hybrid modeling and outline methodological pathways to
improve model reliability and robustness.

Quantification of uncertainties

The interpretability of latent variables and coefficients in a hybrid model can be undermined by a
major issue: equifinality. If the solution found by optimization is not unique, the interpretation of
the respective quantities is problematic (Beven and Freer, 2001). For illustration, I use a simple
hybrid model of snow mass estimation: Instead of modeling snow mass S as a function of air
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Figure 5.1.: Revisiting Figure 1.6. Different approaches attempt to close the gap between

knowledge- and data-driven modeling.

temperature Tair and precipitation p directly, we estimate snow fall sfall and melt smelt separately,
using ffall and fmelt , respectively, both machine learning models. Now, we train a hybrid model
St = St−1 + sfall,t − smelt,t = ffall(Tair,t, pt) − fmelt(Tair,t, pt). It is obvious that infinite solutions
exist, and we would draw wrong conclusions if we were to interpret the quantities of snow fall and
melt. So, how can we deal with the problem of equifinality?

The first part of the answer is to further constrain the problem using prior knowledge or additional
data. We know, for example, that snow melt is only happening above the freezing point and snow
fall below. Further, we could limit smelt ≤ S to avoid negative values, and sfall ≤ p to assert that
snowfall is not exceeding precipitation. These constraints are physically flawless, but we would
likely see that the observations themselves contain biases that violate physical laws, possibly due to
measurement errors or masking (e.g., the average daily temperature may be negative, but positive
temperatures during the day still caused snow melt). Implementing physical knowledge and still
not constraining the solution too strictly towards prior knowledge is part of model development.

In the process of model development, the ability to identify uncertainties would be highly
beneficial and facilitate the reduction of equifinalities. This is the second part of the answer:
Identification of model uncertainties in the estimated physical parameters, coefficients, and variables
is the key challenge in hybrid modeling. Several approaches exist to quantify uncertainties in neural
networks, but it remains unclear whether these methods are directly applicable to hybrid modeling.
A straight-forward method to quantify uncertainty in neural networks is the Monte Carlo dropout
method (Gal and Ghahramani, 2016), where random nodes of the network are deactivated during
training and inference. In inference, an uncertainty estimate is achieved through repeated forward
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runs with dropout, allowing to quantify uncertainties in the learned physical coefficients and the
downstream responses. Another approach worthwhile exploring is based on conditional generative
adversarial models (cGANs, Goodfellow et al., 2020; Mirza and Osindero, 2014): Compared to
the non-hybrid setting, where the labels are directly simulated conditioned on some factors, we
could simulate the latent variables and coefficients and plug them into a physically-based model.

Other approaches exist to quantify uncertainties in deep neural networks (e.g., Abdar et al.,
2021). How these methods behave in a hybrid setting and whether they are sufficient to identify
equifinalities needs investigation.

Generalizability

While S3 Kraft et al. (2020) was a proof-of-concept that demonstrated the applicability of hybrid
modeling on the global scale, S4 Kraft et al. (2022) focused on the interpretability of the coefficients
and latent variables. A next step in hybrid modeling is the investigation of the generalizability into
unseen conditions, for example, for long-term predictions and scenarios. To this date, it is not clear
under which conditions a more rigid, physically-based model is more reliable for extrapolation, and
when a less restrictive model, as, for example, mass or energy-conserving methods (Section 5.2.2),
perform better. Such questions need to be answered domain-specific, since the data and knowledge
constraints vary between different applications.

Model development

Deep neural networks of various forms have been studied for decades. Many aspects of model de-
velopment, optimization, and evaluation have been investigated systematically, or at least heuristics
are known from previous experiments. For example, so-called skip connections enabled the training
of very deep architectures (He et al., 2015) in certain domains. It is important to better understand
the role and impact of such architectural choices, for example, by performing experiments (Orhan
and Pitkow, 2018) or visualization (Li et al., 2018). Next to architectural choices, the optimization
process is a key ingredient for deep learning and the choice of the optimizer (e.g., Schmidt et al.,
2021; Schneider et al., 2019) or the regularization technique (e.g., Kukačka et al., 2017; Nusrat
and Jang, 2018; Zaremba et al., 2015) can have a substantial impact on the model performance and
robustness.

Due to the novelty of hybrid modeling, best practices and theoretically backed rules for model
development and optimization do not exist. Thus, it is crucial to investigate the impact of the
model structure and training procedure on the model performance and simulated variables and
coefficients, especially the interplay of the physical parameters and the ML parameters, as well as
the impact of the physical constraints on the model optimization. Similar to the efforts in deep
learning, a combination of experiments, theoretical work, and visualizations can help to build
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better and more reliable models. This process can be supported with approaches from explainable
machine learning. Examples are visualizing loss landscapes (Li et al., 2018) or challenging model
robustness with adversarial (yet physically consistent) examples (Goodfellow et al., 2015).

Combining diverse data sources

In contrast to physically-based models, hybrid models can be fed with additional datasets that
are affecting the processes we seek to represent without explicit process knowledge. This may
include auxiliary variables that interact with the environmental processes, even if we are not able
to describe a process physically. Methods from data fusion (Zhu et al., 2017) could be applied
to combine datasets with different resolutions to make full use of the information present in the
observations.

An issue that needs further investigation is the weighting of losses in the context of multitask
learning, as done in Chapter 4. The automatic uncertainty weighting (Kendall et al., 2018) was
robust in the presented studies, but a more detailed investigation of the approach and a comparison
to other methods is needed.

5.3. Outlook

As demonstrated and discussed within this thesis, deep learning methods have the potential to
advance the predictability and understandability of vegetation and hydrology at large scales. The
limited interpretability, however, hampers model trust and interpretability. Thus, methods from
explainable machine learning should be considered to support the development of more robust and
trustworthy models and, ultimately, to improve system understanding. Still, the lack of physical
consistency and explainability is a major limitation of conventional deep learning approaches,
which motivates the usage of physics-guided machine learning and hybrid modeling.

Hybrid modeling may find broad application in Earth sciences in the future. Besides the
application demonstrated here, other domains can benefit from the data-adaptive paradigm. A
goal for the near future is the incorporation of the approach in Earth system models, which are the
primary tool to inform society and decision-makers about the long-term impact of human actions
on climate and environment. A step in this direction will be taken by coupling the carbon and
water cycle in an uncertainty-aware hybrid model that builds upon the work presented in Chapter 4,
for which I acquired funding from the German Federal Ministry of Economics and Technology.
At the same time, hybrid modeling can be used in domain-specific applications, for example, in
rainfall-runoff modeling, modeling of ecosystem-atmosphere fluxes, or the prediction of forest
fires. In parallel to application-based experiments, there is a need for methodological studies that
investigate and overcome the current challenges (e.g., uncertainty quantification).
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otherwise specifically set forth in the Order Confirmation or in a separate written agreement signed by CCC, invoices are due and payable on “net 30” terms.
While User may exercise the rights licensed immediately upon issuance of the Order Confirmation, the license is automatically revoked and is null and void,
as if it had never been issued, if complete payment for the license is not received on a timely basis either from User directly or through a payment agent, such
as a credit card company.

3.3 Unless otherwise provided in the Order Confirmation, any grant of rights to User (i) is “one-time” (including the editions and product family specified in the
license), (ii) is non-exclusive and non-transferable and (iii) is subject to any and all limitations and restrictions (such as, but not limited to, limitations on
duration of use or circulation) included in the Order Confirmation or invoice and/or in these terms and conditions. Upon completion of the licensed use, User
shall either secure a new permission for further use of the Work(s) or immediately cease any new use of the Work(s) and shall render inaccessible (such as by
deleting or by removing or severing links or other locators) any further copies of the Work (except for copies printed on paper in accordance with this license
and still in User’s stock at the end of such period).

3.4 In the event that the material for which a republication license is sought includes third party materials (such as photographs, illustrations, graphs, inserts and
similar materials) which are identified in such material as having been used by permission, User is responsible for identifying, and seeking separate licenses
(under this Service or otherwise) for, any of such third party materials; without a separate license, such third party materials may not be used.

3.5 Use of proper copyright notice for a Work is required as a condition of any license granted under the Service. Unless otherwise provided in the Order
Confirmation, a proper copyright notice will read substantially as follows: "Republished with permission of [Rightsholder’s name], from [Work’s title,
author, volume, edition number and year of copyright]; permission conveyed through Copyright Clearance Center, Inc. " Such notice must be provided in a
reasonably legible font size and must be placed either immediately adjacent to the Work as used (for example, as part of a by-line or footnote but not as a
separate electronic link) or in the place where substantially all other credits or notices for the new work containing the republished Work are located. Failure
to include the required notice results in loss to the Rightsholder and CCC, and the User shall be liable to pay liquidated damages for each such failure equal to
twice the use fee specified in the Order Confirmation, in addition to the use fee itself and any other fees and charges specified.

3.6 User may only make alterations to the Work if and as expressly set forth in the Order Confirmation. No Work may be used in any way that is defamatory,
violates the rights of third parties (including such third parties’ rights of copyright, privacy, publicity, or other tangible or intangible property), or is otherwise
illegal, sexually explicit or obscene. In addition, User may not conjoin a Work with any other material that may result in damage to the reputation of the
Rightsholder. User agrees to inform CCC if it becomes aware of any infringement of any rights in a Work and to cooperate with any reasonable request of
CCC or the Rightsholder in connection therewith.

4 Indemnity. User hereby indemnifies and agrees to defend the Rightsholder and CCC, and their respective employees and directors, against all claims, liability, damages,
costs and expenses, including legal fees and expenses, arising out of any use of a Work beyond the scope of the rights granted herein, or any use of a Work which has
been altered in any unauthorized way by User, including claims of defamation or infringement of rights of copyright, publicity, privacy or other tangible or intangible
property.
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5 Limitation of Liability. UNDER NO CIRCUMSTANCES WILL CCC OR THE RIGHTSHOLDER BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL
OR INCIDENTAL DAMAGES (INCLUDING WITHOUT LIMITATION DAMAGES FOR LOSS OF BUSINESS PROFITS OR INFORMATION, OR FOR
BUSINESS INTERRUPTION) ARISING OUT OF THE USE OR INABILITY TO USE A WORK, EVEN IF ONE OF THEM HAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES. In any event, the total liability of the Rightsholder and CCC (including their respective employees and directors) shall not
exceed the total amount actually paid by User for this license. User assumes full liability for the actions and omissions of its principals, employees, agents, affiliates,
successors and assigns.

6 Limited Warranties. THE WORK(S) AND RIGHT(S) ARE PROVIDED “AS IS”. CCC HAS THE RIGHT TO GRANT TO USER THE RIGHTS GRANTED IN THE
ORDER CONFIRMATION DOCUMENT. CCC AND THE RIGHTSHOLDER DISCLAIM ALL OTHER WARRANTIES RELATING TO THE WORK(S) AND
RIGHT(S), EITHER EXPRESS OR IMPLIED, INCLUDING WITHOUT LIMITATION IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. ADDITIONAL RIGHTS MAY BE REQUIRED TO USE ILLUSTRATIONS, GRAPHS, PHOTOGRAPHS, ABSTRACTS, INSERTS OR
OTHER PORTIONS OF THE WORK (AS OPPOSED TO THE ENTIRE WORK) IN A MANNER CONTEMPLATED BY USER; USER UNDERSTANDS AND
AGREES THAT NEITHER CCC NOR THE RIGHTSHOLDER MAY HAVE SUCH ADDITIONAL RIGHTS TO GRANT.

7 Effect of Breach. Any failure by User to pay any amount when due, or any use by User of a Work beyond the scope of the license set forth in the Order Confirmation
and/or these terms and conditions, shall be a material breach of the license created by the Order Confirmation and these terms and conditions. Any breach not cured
within 30 days of written notice thereof shall result in immediate termination of such license without further notice. Any unauthorized (but licensable) use of a Work that
is terminated immediately upon notice thereof may be liquidated by payment of the Rightsholder’s ordinary license price therefor; any unauthorized (and unlicensable)
use that is not terminated immediately for any reason (including, for example, because materials containing the Work cannot reasonably be recalled) will be subject to
all remedies available at law or in equity, but in no event to a payment of less than three times the Rightsholder’s ordinary license price for the most closely analogous
licensable use plus Rightsholder’s and/or CCC’s costs and expenses incurred in collecting such payment.

8 Miscellaneous.
8.1 User acknowledges that CCC may, from time to time, make changes or additions to the Service or to these terms and conditions, and CCC reserves the right

to send notice to the User by electronic mail or otherwise for the purposes of notifying User of such changes or additions; provided that any such changes or
additions shall not apply to permissions already secured and paid for.

8.2 Use of User-related information collected through the Service is governed by CCC’s privacy policy, available online here: https://marketplace.
copyright.com/rs-ui-web/mp/privacy-policy

8.3 The licensing transaction described in the Order Confirmation is personal to User. Therefore, User may not assign or transfer to any other person (whether a
natural person or an organization of any kind) the license created by the Order Confirmation and these terms and conditions or any rights granted hereunder;
provided, however, that User may assign such license in its entirety on written notice to CCC in the event of a transfer of all or substantially all of User’s
rights in the new material which includes the Work(s) licensed under this Service.

8.4 No amendment or waiver of any terms is binding unless set forth in writing and signed by the parties. The Rightsholder and CCC hereby object to any terms
contained in any writing prepared by the User or its principals, employees, agents or affiliates and purporting to govern or otherwise relate to the licensing
transaction described in the Order Confirmation, which terms are in any way inconsistent with any terms set forth in the Order Confirmation and/or in these
terms and conditions or CCC’s standard operating procedures, whether such writing is prepared prior to, simultaneously with or subsequent to the Order
Confirmation, and whether such writing appears on a copy of the Order Confirmation or in a separate instrument.

8.5 The licensing transaction described in the Order Confirmation document shall be governed by and construed under the law of the State of New York, USA,
without regard to the principles thereof of conflicts of law. Any case, controversy, suit, action, or proceeding arising out of, in connection with, or related to
such licensing transaction shall be brought, at CCC’s sole discretion, in any federal or state court located in the County of New York, State of New York,
USA, or in any federal or state court whose geographical jurisdiction covers the location of the Rightsholder set forth in the Order Confirmation. The parties
expressly submit to the personal jurisdiction and venue of each such federal or state court. If you have any comments or questions about the Service or
Copyright Clearance Center, please contact us at 978-750-8400 or send an e-mail to support@copyright.com.
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