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Abstract

In the Advanced Wakefield Experiment (AWAKE) at CERN, the self-modulation
(SM) of a relativistic particle bunch in plasma is used to divide initially several-
cm-long proton bunches into a train of mm-long micro-bunches. Because these
micro-bunches are shorter than and separated by the plasma wavelength, they are
well-suited to drive large-amplitude („GV/m) plasma wakefields for the acceleration
of externally injected electron bunches. However, deterministic and reproducible
electron acceleration in these wakefield requires the reproducibility of and thus control
over the phase of the modulation.

In this thesis, I study the variation in phase of the SM for various initial wakefield
amplitudes provided by the relativistic ionization front of a short and intense laser
pulse. With time-resolved streak camera images, I experimentally demonstrate the
existence of two different SM regimes. For this purpose, I develop a diagnostic tool
called laser reference signal to measure the phase and timing of micro-bunches on
that images at the ps-time scale. I show that in a plasma created at the very front
or ahead of the proton bunch, the SM grows as an instability from initial transverse
wakefields driven by noise or by bunch irregularities at times later than that of
the ionization front. As a consequence, the bunch self-modulates with the plasma
frequency, but the micro-bunches appear at no particular time and their phase or
timing with respect to the ionization front vary over the full range of a plasma
period. This is the regime of the SM instability (SMI). I demonstrate that when
the ionization front is placed closer to the bunch center, the larger initial transverse
wakefields seed the modulation process. The bunch modulates again with the plasma
frequency, but now the micro-bunches appear with essentially the same timing from
event to event, i.e. their timing is reproducible. Using Fourier transforms, I show
for the first time that the phase of the modulation is tied to the ionization front
and varies only maximum 3% to 7% of 2π (rms) all along the bunch. This second
regime is called seeded SM (SSM). I determine the transition point between the SMI
and SSM regime in terms of timing of the ionization front and corresponding initial
transverse wakefield amplitude. The fact that the phase of the SM, especially further
along the bunch, can be controlled by providing sufficiently large („MV/m) initial
wakefield amplitudes allows for a deep understanding of the SM physics, which is
very important for the conceptional design of future experiments. By determining
the relative phase of micro-bunches with respect to each other, I show that the
modulation frequency of the SM is constant along the whole modulated bunch. These
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Abstract

observations are obtained for a plasma density that is constant along the propagation
path of the protons.
For the SSM regime, I additionally study the influence of linear plasma density

gradients on the phase velocity of the wakefields and on the formation of the micro-
bunches. I use gradients between ˘2%/m along the 10m of plasma. The results
demonstrate the suitability of non-constant plasma density profiles as a tool to
optimize the SM and acceleration processes by influencing the phase velocity of
the wakefields. Theory predicts that with a constant plasma density, a difference
between the phase velocity of the protons and of the wakefields causes the micro-
bunches in the back of the bunch to be eventually defocused. I show that compared
to the no-gradient case, negative gradients further decrease the phase velocity of
the wakefields. This leads to an earlier defocusing of the micro-bunches, which
reduces their number along the bunch train and decreases the charge per remaining
micro-bunch. I also show experimentally that providing a positive gradient along the
propagation path increases the phase velocity of the wakefields, thus allowing for an
(at least) partial compensation of the dephasing. More micro-bunches with higher
charge per bunch form. Since with gradients the plasma frequency is not constant
along the propagation path, I analyze the modulation frequency of the micro-bunch
train for different widths of the analysis window and for different radial positions. I
also measure the relative phase along the bunch and its rms variation as a function
of the gradient to show that gradients do not influence the seeding process and its
phase reproducibility.
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Chapter 1

Introduction to Plasma Wakefield
Acceleration

1.1 The Development of Conventional Acceleration
Techniques

Linear and circular particle accelerators using radio-frequency (RF)-based techniques
were the key to success for the fundamental research known to us today as they
allowed for most of the discoveries in particle physics such as the exploration of the
standard model. The development of the different conventional accelerator types
happened over approximately the last 115 years, starting with the first electron
beams produced by cathode ray tubes at the end of the 19th century [1], and peaking
at tens of kilometers long accelerators such as the Large Hadron Collider (LHC, [2])
at the European Organization for Nuclear Research (CERN, short for Organization
européenne pour la recherche nucléaire). The first linear accelerators such as the
Van de Graaff generator [1, 3] used high continuous voltages to reach energies on
the MeV scale, which allowed for example for studies of nuclear reactions. In 1932,
E. Cockcroft and J. Walton demonstrated the world’s first conversion of lithium
to helium using a 400 keV proton beam that passed through a voltage-multiplier
cascade, nowadays called Cockcroft-Walton generator [1, 4]. The energy gain per
particle and meter achievable with these accelerator types usually cannot exceed the
MeV/m scale due to limitation in the fields that can be sustained and in the size of
the accelerating structure. The main limitation for the accelerating gradient, also for
more recent accelerator types, are corona discharges or voltage breakdown when the
space inside the cavities is ionized and arcs form.

Higher energies, on the order of 100MeV, were achieved by circulating the particles
through the accelerating structure multiple times and using an alternating voltage
(AC) to adapt to the high frequencies with which the electric fields have to alternate
for effective acceleration [1]. The development of these circular machines was initiated
by E. O. Lawrence and his development of the cyclotron from 1929 onward. In a
cyclotron, as explained in a publication by him and M. S. Livingston in [5] in 1932,
the particles move inside two flat metallic structures and perpendicular to a constant
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Chapter 1 Introduction to Plasma Wakefield Acceleration

magnetic field, resulting in a spiral-like path. Every half revolution, the particles
experience acceleration through a high-frequency AC voltage, i.e., a RF voltage. The
resonant frequency of the cyclotron is constant as it is independent of the radius of
the beam path. Also CERN’s first accelerator, the Synchro-Cyclotron, was of this
type and accelerated protons to 600MeV [6]. The difference from a normal cyclotron
is that at these relativistic energies the frequency had to be adapted with increasing
energy to account for the increasing relativistic mass when the protons approach the
speed of light [1].

In these accelerators the highest achievable energy (on the order of several 100MeV)
is also limited by the size of the structures, as well as by the strength of their
magnetic field. Again, a new accelerator type had to be developed to overcome the
limitations, leading to the development of the synchrotron. The synchrotron became
the workhorse in modern particle physics until today as it can not only be used as an
accelerator, but also as a storage ring for colliders. In these machines, the particles
propagate on a closed, circular path with fixed radius, i.e., the magnets increase their
field strength with increasing particle energy. Because of the possibility to build
chains of accelerators with successively increasing radii, the maximum energy limit
was raised by several orders of magnitude up to the TeV scale and huge acceleration
complexes such as CERN were built. With the LHC, center-of mass collision energies
of up to 13TeV (6.5TeV per proton) were reached, and as a consequence the existence
of the Higgs boson was confirmed in 2012 [7].
Even though this meant the (preliminary) completion of the standard model,

possible discoveries of new physics in the context of dark matter search, neutrino
properties, the matter-antimatter asymmetry, etc. call for even higher collision ener-
gies. Collisions of particles that are constituted of quarks (such as hadrons/protons)
underlie all four fundamental interactions (gravitation, electromagnetism, weak and
strong interaction) cannot be considered point-like and the event reconstructions
involve complex hadronic cascade processes. Protons and ions are composite particles,
whereas leptons are elementary particles. As a consequence, the current trend in
particle physics is working toward the construction of lepton accelerators that access
the TeV range. Leptons are (besides gravitation and electromagnetism) only subject
to the weak interaction, but not the strong interaction, leading to collision events
with much clearer signatures and therefore possibly allowing for significantly more
precise studies of new particles and their properties.
However, nowadays circular accelerators only access the TeV energy scale for

hadrons because of significantly smaller synchrotron radiation losses when com-
pared to leptons. The power loss per charged particle due to this specific type of
bremsstrahlung is proportional to p1{m0q

4 [1], with m0 the rest mass of the particle.
As the rest mass of the electron is « 1836 times smaller than that of the proton,
the synchrotron losses of an electron with equal beam path and energy are « 1013

times larger. Therefore, linear accelerators were and still are the standard for lepton

2



1.2 Motivation for Novel Acceleration Schemes

acceleration1. The largest linear accelerator so far was located at the SLAC National
Accelerator Laboratory in the United States and delivered 50GeV electrons and
positrons after 3.2 km of acceleration length [9]. To reach the electron-TeV scale, the
two linear colliders projects with the highest prospects of success are the Compact
Linear Collider (CLIC) planned to be constructed at CERN [10] and the International
Linear Collider (ILC) studied by Japan [11]. While a collision energy of 3TeV is
foreseen to be reached in an in total 48 km long accelerator complex of CLIC, ILC
is aiming to reach a collision energy of 500GeV in a 31 km long accelerator. The
maximal foreseen accelerating gradients are 100MeV/m and 30MeV/m, respectively.
The maybe most ambitious plans for an electron-electron collider are part of the

plans for the Future Circular Collider (FCC) at CERN [12]. The FCC is planned to
use the LHC as pre-injector and to accelerate hadrons in a 100-km-circumference ring
to energies of 100TeV (called FCC-hh, [13]). Before that, it is foreseen to operate as
a luminosity-frontier electron-positron collider (called FCC-ee) with 182.5GeV per
particle in each beam [14]. The resulting collision energy of 365GeV is above the top
quark pair-production threshold of « 350GeV [15], and therefore allowing for precise
studies of its properties. Experiments on the neutrino mass and dark matter are also
foreseen.

For completeness, we also want to mention a possible muon collider. This collider
is in the stage of conceptional design, with the main challenges in the short lifetime
of muons of « 2 µs and the fact that they are only produced in natural or artificial
high-energy collisions. However, they are of interest because of their rest mass
which is 206.8 times larger than that of the electron. The synchrotron losses would
accordingly be 206.84 “ 1.8ˆ 109 times smaller when compared to circular electron
accelerators (or "only" « 6217 times larger when compared to proton accelerators),
while still providing the advantages of a lepton-lepton collider.

1.2 Motivation for Novel Acceleration Schemes
One characteristic has been present through this entire period of conventional
particle accelerators until today: the research on new particles and their properties
eventually required significantly higher collision energies than that achievable with
the accelerators of that time. Consequently, larger accelerators or even new types of
accelerators with new acceleration techniques and stronger bending magnets had to
be developed. Especially an energy increase by several orders of magnitude usually
requires significant amounts of pioneering work. This constant demand for larger
accelerators is slowly reaching constructional and financial limits. The previously

1Even though some circular machines were built, e.g. the Large Electron-Positron Collider (LEP)
at CERN that used the same 27-km-circumference tunnel infrastructure as the LHC today and that
reached particle energies of 104.5GeV per electron [8].
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mentioned projects of ILC, CLIC and FCC with lengths of tens of kilometers or
100 km circumference are projected to cost between 6 and 21 billion Euros [16]. Costs
for the operation and their energy consumption are herein not even included. Even
though there are strong efforts to mitigate these consequences by increasing the
magnetic field strength, e.g. with new superconducting magnets [17] or by bringing
the accelerating gradients close to breakdown voltage limits (as it is planned for
CLIC with X-band structures [18]), the achievable improvements concerning the
accelerator sizes, performance and costs are not sufficient.
Novel accelerators using the concept of plasma-based wakefield acceleration are

therefore intensively studied at many research facilities around the globe. These
wakefield accelerators do not utilize the electro-magnetic fields of conventional RF
cavities, but the fields sustained by plasma waves. Using a plasma as cavity has the
advantage that it is possible to overcome the breakdown voltage limit of « 100MV/m
as a plasma already consists of ionized matter, i.e., it is (so to speak) already "broken
down". The highest available field in a plasma is on the order of the wave breaking
field EWB [19]:

EWB “ pmec{eqωpe . (1.1)

Here, me is the electron rest mass1, c the speed of light in vacuum and

ωpe “
`

ne0e
2{ε0me

˘1{2 (1.2)

is the plasma electron angular frequency [20] with ne0 the plasma electron density and
ε0 the vacuum permittivity. By combining Eq. 1.1 and 1.2, the wave breaking field can
be estimated by EWB « 96V/m

a

ne0 rcm´3s. For densities around ne0 „ 1018 cm´3,
the limit is thus « 96GV/m. Indeed, accelerating fields of tens of GV/m have been
reached, e.g. demonstrated at SLAC where trailing electrons of a 42GeV-per-particle
electron bunch doubled their energy over only 85 cm, equivalent to a gradient of
52MeV/m [21]. When compared to conventional accelerators, this represents an
increase in accelerating gradient of three orders of magnitude. As a result, these novel
accelerators have the potential to reach the same energy over only a small fraction
of the length needed with conventional acceleration techniques. The financial and
spatial requirements for accelerator facilities are consequently supposed to decrease
as well.

Because of the huge potential of saving resources, a broad field of possible applica-
tions is under investigation and development. These applications range from small
ion and proton accelerators for medical applications like cancer irradiation, over
high-energy electron sources for free-electron-lasers as high-brightness X-ray sources,
to lepton accelerators that function as booster or main acceleration structures in
future particle colliders. Depending on the application, different plasmas, plasma

1An overview of all constants and variables is given in the glossary at the end of this thesis.
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1.3 Plasma-based Wakefield Acceleration and its Working Principles

sources and ways to drive the plasma waves are used, as I briefly explain in the
following paragraph.

1.3 Plasma-based Wakefield Acceleration and its Working
Principles

Different schemes of wakefield acceleration exist, which are classified according to the
way the plasma waves are excited. In principle two different types of so-called drivers
can be used: a high-intensity, short-duration laser pulse (intensity ą 1018 W/cm2 [22])
or relativistic, charged particle bunches [23]. Thereby, the effective driving of
wakefields requires the length of the driver in longitudinal direction σz to be smaller
than the plasma wavelength λpe “ 2πc{ωpe: σz ă λpe [24]. Since the pulse or bunch
must also fit transversely within the wakefields, its radius σr must be similarly small:
σr ď 1{kpe “ c{ωpe [25], with kpe the plasma electron wavenumber. The scheme
of laser-driven systems is called laser wakefield acceleration (LWFA), schemes with
beam-driven plasma wakefields are summarized under the term plasma wakefield
acceleration (PWFA).
Independent of its type, the driver provides an essentially transverse force that

excites the plasma wave along its path through the plasma. In the case of an intense
laser pulse, the force comes from the ponderomotive force, in case of a particle
bunch from its electric field. A schematic of the working principle of plasma-based
wakefield acceleration with a laser pulse or a negatively charged, relativistic bunch in
a laboratory frame of reference is displayed in Fig. 1 (the case of a positively charge
bunch is discussed later in this chapter, see Fig. 2). The driver (black ellipse, the
arrow indicates the propagation direction) enters a longitudinally extended, initially
neutral plasma (Fig. 1(a)). Along its path, due to the transverse electric field of
the driver, the plasma electrons (shown as red cloud) start moving transversely to
the propagation axis (Fig. 1(b)). On the short timescales in which the driver passes
by, the plasma ions remain at rest due to their higher mass. The lighter electrons
are expelled from the axis, i.e. a surplus of ions (black plus symbol) remains. After
the driver has passed, the positive charge on axis now attracts the electrons that
accumulated away from the axis. As shown in Fig. 1(c), the electrons continue by
moving back towards the axis. When the electrons reach the propagation axis, the
negative charge density on axis is increased. Due to their kinetic energy, the electrons
continue to move and overshot. A periodic oscillation around the axis at the plasma
electron frequency fpe “ ωpe{2π forms as the electron motion continues as it started
when the driver passed. In a co-moving frame, a plasma wave forms behind the
driver. Its "bubbles" represent the accelerator cavities,in which, due to the charge
separation, high-amplitude electro-magnetic fields (the so-called wakefields) provide
the accelerating gradients on the GeV/m level. An electron bunch (orange ellipse
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cavity driverdriver plasma

witness e- bunch

(a) (b)

(c)

(d)
multiple drivers spaced by a plasma wavelength

propagation axis

Figure 1: Schematic of plasma-based wakefield acceleration. (a) A short driver (black
ellipse) enters a plasma (orange). (b,c) The driver deflects the plasma electrons.
Cavities with a surplus of positive charge (black ’`’) inside and of negative charge
(red) around it form behind the driver and around the propagation axis. A witness
electron bunch is accelerated. (d) Multiple drivers spaced by a plasma wavelength
can be used to coherently drive larger wakefields. From: [26], modified.

in Fig. 1) that co-propagates at the correct position inside the cavity, i.e. with
the surplus of negative charge in its back and the positive charge in front is then
accelerated to high energies (a full explanation of the distribution of electric fields in
the wake follows after the discussion of this figure). As shown in Fig. 1(d), it is also
possible to have multiple drivers that follow each other with a spacing of λpe [27]. In
this case, the wakefields add coherently, and higher accelerating gradients can be
achieved behind the multiple drivers.

With positively charged drivers such as short proton [28] or positron bunches [29],
the driver does not expel electrons from the axis, but attracts them towards it.
Despite the direction in which the electrons begin to move, the process that forms the

6



1.4 The Different Wakefield Acceleration Schemes in Comparison

plasma wave is identical to that in Fig. 1, only shifted in phase. The corresponding
schematic is shown in Fig. 2. In the vicinity of the proton driver, the electrons
(indicated as blue minus symbol) move transversely towards the axis. Again, this
leads to an increased negative charge on axis. The electrons overshot, move away
from the axis, and only the inert plasma ions remain on axis. The process continues
exactly like in Fig. 1 and a plasma wave with high-amplitude wakefields forms behind
the driver, as seen before.

Accelerating

Decelerating Focusing

Defocusing

Figure 2: Schematic of proton-driven wakefield acceleration. A proton bunch shorter
than the plasma wavelength drives wakefields that are accelerating or decelerating
longitudinally (electric field lines as green arrows) and focusing or defocusing trans-
versely (purple arrows). A witness electron bunch propagates in the accelerating and
focusing part of the wakefield to be accelerated. From [30], modified.

We use this example to explain the different phases of the wakefields in a plasma
cavity. In general, the electric field lines point away from the middle of the cavities
and to the knots of the electron wave. For electrons on axis, the fields in longitudinal
direction are consequently accelerating in the back half of a cavity and decelerating
in the front half (green arrows). The transverse fields (purple arrows) are focusing
in the middle of cavity and defocusing at their knots. As shown by the schematic1,
the longitudinal and transverse wakefields are shifted relative to each other by a
quarter plasma wavelength. This means that only a quarter of a plasma wavelength
is accelerating and focusing at the same time and thus suited for deterministic
acceleration of externally injected electron bunches (see witness electron bunch in
Fig. 2).

1.4 The Different Wakefield Acceleration Schemes in
Comparison

Particles are accelerated because the plasma transfers energy from the driver to the
witness bunch. The maximum achievable acceleration or energy gain is thus limited

1but also by Eq. 2.11 and 2.12 in Chapter 2.2.
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by the energy of the driver. For relativistic drive and witness bunches, the length
over which particles are accelerated is also limited by the energy depletion of the
driver [31] where its phase velocity decreases, i.e. particles transit to the defocusing
parts of the wakefields.
This reveals the challenges of wakefield acceleration. The presence of strong

defocusing fields (Fig. 2) that might act on bunches together with different phase
velocities of the driver beams and wakefields is a significant difference from conven-
tional accelerations. A main focus of LWFA and PWFA is therefore not only on
maximizing the energy gain, but also on the preservation of the beam quality. This
includes a low energy spread, a low emittance and a high population per bunch,
e.g. as it is required to provide sufficiently high luminosity for collision experiments.
Since accelerators rely on very precise timing, all machine and beam parameters

are usually described in the time domain, which is also done for this thesis. The
previously mentioned requirement of σz ă λpe thus translates into the requirement
that the duration of the driver σt is shorter than a plasma period: σt ă 1{ωpe. As an
example, an accelerating field of ą 1GV/m (which is obtained for plasma densities
ne0 “

`

ε0me{e
2˘ `1{σ2

t

˘

ą 1014 cm´3) requires pulses or bunches with σt ă 2 ps and
radii σr smaller 600 µm. The first step in the design process of a wakefield accelerator
(for both LWFA and PWFA) is therefore the matching of all beam and plasma
parameters.

1.4.1 Laser-driven Wakefield Acceleration
The concept of LWFA-based accelerators by T. Tajima and J. M. Dawson [22] initiated
the development of all plasma wakefield acceleration schemes. Until sufficiently short
laser pulses became available, pulses that were self-modulated through Raman
scattering were used for this scheme [31]. The change to short pulses was, among
others, triggered by the lack of control over the self-modulation (SM) process and
thus over the phases of the wakefields. The creating of short pulses is nowadays
realized through chirped pulse amplification (CPA) [32] which has, as a side-note,
revolutionized not only plasma-based wakefield acceleration, but the whole field of
laser physics and was therefore awarded the Nobel Prize in Physics 2018. With
pulse durations of a few tens of femtoseconds and an energy of usually ă 10 J per
pulse, lasers in current laser-driven plasma wakefield accelerators have powers in the
tera- to petawatt regime [33]. As a consequence, a broad field with various types of
plasmas (e.g. capillary discharges and ionized gas jets), electron injection methods
(e.g. shock-front injection, self-injection) and dielectric media instead of plasma
developed. Possible applications are not only for particle physics, but also for ultra-
bright X-ray sources. All these are routinely presented on conferences such as the
European Advanced Accelerator Concepts Workshop (EAAC, see e.g. [34]). Over all
years, accelerating gradients ą 100GeV/m [35], energy gains of 8GeV [36], low energy
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spreads (i.e., at the percent level) [37, 38, 39] and low-emittance beams [40] have been
demonstrated separately, and also together [41]. Proton and ion acceleration usually
uses target normal sheath acceleration (TNSA) [42]. Because lasers are comparably
cheaper and easier to implement as drive beams than particle beams, LWFA has
also a great perspective for applications in medical irradiation and X-ray facilities.
However, as already mentioned, the energy stored in these laser pulse is typically
small, <100 J. Particle beams as they are used in PWFA-based accelerators can carry
significantly larger amount of energy.

1.4.2 Electron-driven Wakefield Acceleration
Until recently, beam-driven plasma wakefield accelerator experiments operated with
bunch and plasma such that σt ď 1{ωpe to reach high accelerating fields. Short (pico-
to femtoseconds-long), high-energy electron bunches are commonly produced. In this
case, wakefields are tied to the short driver and deterministic, external injection is
possible, as it was demonstrated in the original experiment [43]. The experiment of
the previously mentioned « 42GeV energy gain by I. Blumenfeld et al. [21] functioned
as an "afterburner"-like accelerator, i.e. a single electron bunch that was longer than
the plasma wavelength (σt “ 50 fs ą 1{ωpe “ 34 fs) was used and the front drove
wakefields that accelerated a fraction of the electrons in its back. Acceleration of a
full electron bunch by 9 GeV has been demonstrated [44]. High-efficiency acceleration
with „ 30% energy transfer efficiency from the drive to the accelerated bunch and
0.7% energy spread are reported in [45]. Also acceleration of positrons has been
achieved [46], with energy gains of 5GeV and energy spread at the percent level [47].
However, electron or positron bunches do not carry energies above „ 100 J (the

electron bunch of [21] carried 42GeV/electron times 1.8 ˆ 1010 electrons “ 121 J).
Thus, the energy provided by the drive bunch to the system for acceleration is
limited in a similar way than with LWFA. A possibility to reach higher energies is the
so-called staging, where the accelerated bunch traverses a chain of plasma wakefield
accelerators with multiple, short plasmas and drivers.

1.4.3 Proton-driven Wakefield Acceleration: AWAKE
Proton bunches are available with notably higher energies per particle, but also bring
a much higher mass (see paragraph 1.1). As a result, the bunches carry total energies
that are several orders of magnitude higher than that of laser pulses or electron
bunches. An example for these high-energy proton beams is the Super Proton
Synchrotron (SPS) at CERN [48]. With 400GeV/proton and a bunch population
of Nb “ 3 ˆ 1011, each bunch provides 19.2 kJ. A bunch at 6.5TeV in the LHC
even possess 125 kJ. Such proton bunches carrying tens to hundreds of kilojoules of
energy can be used to drive GV/m wakefields in a single, long plasma (hundreds to
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Chapter 1 Introduction to Plasma Wakefield Acceleration

thousands of meters) and accelerate electrons with a SM-based scheme to the TeV
energy scale, as posited by simulation results [28].
The SM is thereby required because currently available proton bunches are too

long when compared to the short plasma wavelength or period required for driving
GeV/m accelerating gradients. Instead of the required hundreds of micrometers to
„ 1mm, these bunches have lengths of several centimeters. Bunches of the SPS
are between 6 cm and 12 cm long. Without SM, but still to fulfil σz ă λpe, the
plasma electron density would have to be significantly lower, around ne0 „ 1011 cm´3.
According to Eq. 1.1, the highest achievable field would be around EWB “ 32MV/m,
i.e. only in the range of conventional RF cavities. As the world’s first and up to
now only proton-driven plasma wakefield experiment, AWAKE [49, 50] (short for
"Advanced Wakefield Experiment") demonstrated that the SM indeed turns a long
proton bunch into a train of short micro-bunches which is modulated at the plasma
electron frequency [51]. The AWAKE experiment is described in detail in terms of
working principle and setup in Chapter 3. In addition, it also demonstrated the
acceleration of electrons to up to 2GeV in the wakefields of these micro-bunches [52].
The SM-based and proton-driven acceleration scheme therefore promises applications
in high-energy physics [53].

1.5 Thesis Topic: Self-Modulation Instability, its Seeding
and the Influence of Linear Plasma Gradients

The focus of this thesis is on the SMM of the proton bunch as it represents a
fundamental beam-plasma interaction. The proton bunch self-modulates because of
an axi-symmetric instability that evolves transversely when it propagates through
a plasma: the SM instability (SMI) [24]. In a preformed plasma, the head of the
(Gaussian) proton bunch drives small initial transverse wakefields, as illustrated in
Fig. 3. These in the beginning mainly focusing wakefields (blue arrows in Fig. 3(a))
are spaced by λpe and act back on the proton bunch. This initializes a modulation of
the charge density of the bunch, which resonantly reinforces the wakefields. Focusing
and defocusing wakefields grow to large amplitude as an instability and form on axis
short (i.e. σz ă λpe) micro-bunches that are spaced by λpe. The protons in between
leave the axis (Fig. 3(b)). For long enough propagation distances, this leads to a
deep modulation along the whole proton bunch. The train of micro-bunches then
resonantly drives the wakefields for electron acceleration, as shown in the schematic
of Fig. 1(d).

The challenge of exploiting a growing instability comes with its intrinsic property
of usually being uncontrolled. The SM might grow from shot noise [55] or small
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defocusing  wakefields

(a)

(b)

Figure 3: Schematic of the self-modulation instability of a long proton bunch in plasma
(a). Resonantly growing focusing and defocusing wakefields modulate the bunch
radially at the plasma electron frequency. This produces a train of micro-bunches
with the protons in between being defocused (b). Modified plot from [54].

bunch irregularities1. However, control over the SM, especially in terms of the
relative phase or timing of the micro-bunches, is a key requirement for deterministic
and reproducible electron injection into the focusing and accelerating quarter of the
plasma period (see Fig. 2). This is not only important for AWAKE, but also for
future, AWAKE-based accelerators for collision experiments [53].

The start of the SM can be triggered, which one refers to as seeding. In this case
the SM does not start from shot noise or small bunch irregularities, but from an initial
transverse wakefield that is provided through an external source, and we call it seeded
self-modulation (SSM). Seeding can for example be induced by a cut in the proton
bunch charge distribution [50] where the sharp edge in the charge density provides
initial wakefields much larger than that of the noise or charge density irregularities.
However, cutting the 400GeV proton bunches transversely and perpendicularly to

1Also other instabilities might evolve, such as the hosing instability. A detailed study of this
instability is reported in [54].
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Chapter 1 Introduction to Plasma Wakefield Acceleration

the propagation axis would require a number of very large-size equipments that are
not available.

In AWAKE, one therefore seeds the SMI with the sharp and relativistic ionization
front (RIF) of an intense laser pulse. The process is illustrated in Fig. 4. The laser

Figure 4: Schematic of seeded self-modulation. An intense laser pulse provides a
relativistic ionization front that creates a sudden onset of the plasma inside the
co-propagating proton bunch. From: [56].

pulse and the proton bunch co-propagate in rubidium (Rb) vapor. Thereby, the
laser pulse travels close to the center of proton bunch where the charge density is
close to its maximum. The RIF ionizes the vapor and forms a plasma column. The
first half of the bunch therefore travels in Rb vapor only, which does not interact
with the proton bunch. For the second half, the sudden increase in plasma density
triggers large initial transverse wakefields that cause the SM to start at the position
of the RIF. A train of micro-bunch that is modulated at the plasma frequency forms
behind the RIF, as demonstrated in [51].
The effect of seeding is more clearly illustrated in Fig. 5. A time-resolved image

of the « 1 ns long proton bunch without plasma is shown Figure 5(a). The white
dashed line represents the Gaussian distributed charge density on axis. This image
is to be compared with Fig. 5(b), which shows the proton bunch after propagating
through 10m of plasma and with the RIF placed at t “ ´130 ps (indicated by the
vertical, yellow dashed line; t “ 0 marks the bunch center). A clear effect of the
RIF and plasma on the bunch and the charge density on axis (blue line) is visible.
After t “ ´130 ps, the charge on axis is decreased and defocused protons are visible
away from the axis. A zoomed view of Fig. 5(b) is depicted in Fig. 5(c). Behind
the RIF (t “ ´130 ps), a clear and periodic bunch train formed due to the seed-
ing. Also the defocused protons from in between the micro-bunches are visible off-axis.

However, no studies of the effect of seeding on the relative phase or timing of
the micro-bunches with respect to the RIF and its reproducibility have been reported
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Figure 5: (a) Stitched and time-resolved image of the proton bunch without plasma.
White, dashed line represents the on-axis proton distribution. Time t “ 0 marks
the bunch center, x the radial position. Front of the bunch on the right side.
(b) Similar image with a co-propagating, intense laser pulse at time t “ ´130 ps
ahead of the bunch center (not visible, indicated by the vertical dashed line in
(a,b,c)). Corresponding on-axis proton distribution as blue line. Plasma density
ne0 “ 1.81ˆ 1014 cm´3. (c) Image with higher time resolution showing the micro-
bunch train and defocused protons behind the RIF.
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before the work presented in this thesis. Neither (at least not to my knowledge) has
the phase reproducibility been investigated for unseeded SM (SMI). From simulations,
one expects no phase reproducibility for the SMI regime and phase reproducibility
for the SSM regime. In its first main part, I therefore study the phase variation of
the self-modulation of a relativistic proton bunch in a plasma with constant density
while providing various initial transverse wakefield amplitudes for the seeding. The
goal is to prove the existence of two distinct SM regimes in terms of variation in
modulation phase and to observe the transition between them, i.e. the minimal
required initial wakefield amplitude that overcomes any noise or bunch irregularities
in the system. The transition point is critical as it provides very useful information
about the reproducibility of the seeding and acceleration processes, required for
the planing of future experimental run periods of AWAKE. For these studies, I use
time-resolved streak camera (SC) images such as that of Fig. 5(c). For this purpose,
I developed an experimental tool which is also presented: the so-called laser reference
signal (LRS). This signal provides relative timing signals on the time-resolved images
of the proton bunch to determine and compare that phase and timing of individ-
ual micro-bunches, despite any timing jitters in the system (see Chapters 3.4.3 and 5).

A second main part focuses on the preservation of the SM and its micro-
bunches. As stated in [28, 57], in the case of a constant density profile the SMI
continues to grow, which eventually defocuses the micro-bunches. Simulations
show that changing the profile of the plasma can stop this process and preserves
the micro-bunch structure and thus high wakefield amplitudes. The second part
therefore experimentally investigates the influence of positive and negative linear
density gradients on the SM. From time resolved images that display the entire
modulated proton bunch, I compare the length of the micro-bunch train and the
charge that remains on axis. As with density gradients the plasma electron frequency
changes with ne0 along the propagation axis, I study the modulation frequency of
the distributions of the micro-bunches and of the defocused protons to suggest at
which position along the plasma the SM and defocusing takes place. It is also to
mention that this experimental analysis led to the simulation studies of the SM
under the influence of plasma density gradients presented in [58].
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1.6 Thesis Layout

1.6 Thesis Layout
With the just mentioned perspectives, the detailed structure of this thesis reads as
follows:

Chapter 2 summarizes the theory and physical concepts that are required for
the interpretation of the SM measurements.
In Chapter 3, I explain AWAKE’s working principle, its experimental setup and

diagnostics in more detail. This includes an overview of the CERN accelerator
complex and the components in AWAKE that are in particular important for this
thesis. To its end, I present two diagnostics that I developed in the context of the
phase variation and gradient measurements. The first one is the implementation of a
live Rb vapor density and gradient measurement based on the method of [59]. The
second diagnostic is the LRS which provides a timing signal on the time-resolved
images.
Chapter 4 includes the determination of the temporal position of the LRS on

images and the image processing and analysis procedure that determines the phase
of the modulated bunch train with respect to the laser pulse.
In Chapter 5, I present a detailed analysis of the characteristics of the LRS,

such as timing jitters and its measurement errors, which are essential for a correct
interpretation of the phase variations measured.

The results of phase variation measurements are presented in Chapter 6. I measure
the variation in modulation phase for different positions of the ionizing laser within
the proton bunch. The LRS is also used to create high-resolution images of the entire
modulated bunch train. Last, I determine the relative phase of micro-bunches along
the bunch to reveal information about the modulation frequency along the proton
bunch.
Chapter 7 presents the measurements of the self-modulation with linear plasma

density gradients. I investigate the influence of these gradients on the micro-bunches
and the on-axis charge. I explain how gradients influence the modulation frequency,
also for different radial positions within the bunch. The measurements of the
modulation frequency and phase, and its variation, are repeated while keeping the
seed position constant and only changing the gradient.
In the last Chapter 8, I summarize the key results of this thesis, and their

meaning and importance for future measurement campaigns foreseen in AWAKE. To
complete the outlook, I suggest possible, complementary measurements to further
investigate the transition point and how these measurements can serve as a guidance
for similar measurements where electron bunches are used to seed the self-modulation.
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Publications
The results of this thesis were reported in the following publications, which can also
be found in Appendix B:

• Transition between Instability and Seeded Self-Modulation of a Relativistic
Particle Bunch in Plasma, in
F. Batsch, P. Muggli et al. (AWAKE Collaboration), Phys. Rev. Lett. 126,
164802 (2021),

• Setup and Characteristics of a Timing Reference Signal with sub-ps Accuracy
for AWAKE, in
F. Batsch, J. Phys. Conf. Ser. 1596, 012006 (2020),

• Interferometer-based high-accuracy white light measurement of neutral rubidium
density and gradient at AWAKE, in
F. Batsch, M. Martyanov, E. Öz, J. Moody, E. Gschwendtner, A. Caldwell,
and P. Muggli, Nucl. Instrum. Methods Phys. Res., Sect. A 909, 359 (2018).

The following publications report measurements that are complementary to this
thesis and that partially cover content of this thesis:

• Proton Bunch Self-Modulation in Plasma with Density Gradient, in [60]
F. Braunmüller et al. (AWAKE Collaboration), Phys. Rev. Lett. 125, 264801
(2020),

• Simulation and Experimental Study of Proton Bunch Self-Modulation in Plasma
with Linear Density Gradients, in [58]
P. I. Morales Guzmán, P. Muggli et al. (AWAKE Collaboration), Phys. Rev.
Accel. Beams 24, 101301 (2021).

Before continuing, I also want to note that the main part of the text uses
"we" instead of "I" because even though the thesis presents my results and work, it is
never possible without teamwork.
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Chapter 2

Theory and Concepts

In this chapter, we explain the main properties of plasma (following [61]) and plasma
waves. We describe the plasma wakefields and derive the amplitude of the initial
transverse wakefield which is needed for the studies of the phase reproducibility of
the SM for various initial transverse wakefield amplitudes (see Chapter 6). We also
discuss the difference between the phase velocity of the wakefields and the velocity
of the proton bunch and how it can be influenced by linear plasma gradients (see
Chapter 7). Last, we describe the discrete Fourier transform as it is part of the
procedure that determines the modulation frequency and phase in this thesis.

2.1 Plasma and its Properties
A plasma is a partially or fully ionized gas with ions and free electrons. The ratio
of plasma electrons and ions to the number of neutral atoms defines its degree of
ionization αI . For a gas with neutral particle density nn0, plasma electron density
ne0 and plasma ion density ni0, αI is given as [61]

αI “
ni0

nn0 ` ni0
. (2.1)

Its value ranges from 0% to 100%, where the latter corresponds to full ionization.
The quasi-neutrality, i.e. ne0 “ ni0 is an important property of plasma, i.e. it is
neutral when considered over a large volume.
Besides its ion and electron densities, a plasma is also characterized by its tem-

perature T or corresponding energy E “ kBT , with kB “ 1.3806 ˆ 10´23 J/K the
Boltzmann constant1. One calls a plasma ideal when the interaction process between
particles is dominated by elastic scattering (from their large kinetic energy), and not
by charge effects between single particles. The corresponding condition for plasma
electron with a mean distance of 1{n1{3

n0 reads [61]

3
2kBT "

e2

4πε0
n

1{3
n0 . (2.2)

1Room temperature (20°C) corresponds to « 25meV.
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The constant ε0 denotes the vacuum permittivity. Plasmas are referred to as
relativistic when their temperature is high enough such that particles reach relativistic
velocities. Here, different definitions exist, e.g. that its energy must larger than the
energy-equivalent of the electron rest mass (kBT ą 511 keV [61]). Most plasmas are
ideal (see [61], Fig. 1.1), including that of AWAKE.

The large number of free charges together with quasi-neutrality also cause that a
plasma shields the electric field with respect to its outside. The Debye length λD
describes the distance over which the electric potential of a plasma charge decreases
by 1/e. It is calculated as [61]

λD “

c

ε0kBT

e2ne0
. (2.3)

A general requirement of plasma is that its dimensions are larger than λD. Only
then, collective effects can take place. For an ideal plasma, one therefore requires
the number of particles within a sphere of radius λD (called Debye-sphere) to be
ND “

4
3πλ

3
Dne0 " 1.

In AWAKE, as mentioned in the introduction, the plasma is created out of
Rb vapor through field-ionization with a high-intensity laser pulse. The created 10-m-
long plasma channel is fully ionized („ 100%, [51]) and ne0 is between 1014 cm´3 and
1015 cm´3 (see Chapter 3 for details). The baseline densities are ne0 “ 2ˆ 1014 cm´3

and 7ˆ 1014 cm´3. Its temperature corresponds to « 4 eV [62], giving λD « 600 nm
and approximately ND “ 630 particles per Debye sphere.

2.2 Plasma Waves and Linear Wakefield Theory
Plasma waves in an undisturbed and unmagnetized plasma show a periodicity that
corresponds to the plasma electron or ion frequency. The cold plasma approximation
assumes that the ions are at rest due to their high mass and that the thermal velocity of
the plasma electrons is also negligible, or in other words, that the thermal movements
within a plasma period are much smaller than λpe. The waves in PWFA-based
accelerators are electrostatic, i.e. so-called Langmuir waves. The electrons oscillate
harmonically within the electric fields, i.e. plasma oscillations form with ωpe “ 2πfpe
their eigenfrequency. In AWAKE, the Rb ions are « 5 orders of magnitude heavier
than electrons and can thus be assumed to remain at rest over the time scales of
interest. The plasma electron frequencies (Eq. 1.2) for the baseline densities are
fpe “ 127GHz and 238GHz. With this simple case of an electrostatic wave without
ion motion, the dispersion relation is ω “ ωpe. Plasma oscillations are dispersion-free,
i.e. the group velocity for a wave with wavenumber k is vgr “ Bωpe

Bk “ 0 as they
oscillate around a fixed position in the laboratory frame (see Figs.1 and 2). The
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phase velocity is more important for electron injection and acceleration, with points
of constant phase within the wakefields moving at vph, which is obtained through

vph “
ωpe
k

. (2.4)

For electro-magnetic waves (such as light), dispersion occurs. The dispersion relation
follows ω2 “ ω2

pe ` c
2k2. The group velocity is non-zero [61]:

vgr “
Bω

Bk
“ c

c

1´
ω2
pe

ω2 “ c η ă c , (2.5)

with η the index of refraction of the plasma. The phase velocity is calculated as

vph “
ω

k
“ c

d

ω2

ω2 ´ ω2
pe

“
c

η
ą c . (2.6)

In this context, the plasma electron frequency is again an important parameter with
regard to the response of the plasma to the electro-magnetic wave. Only waves with
a frequency ω ą ωpe can propagate in the plasma. Waves with ω ă ωpe and incident
on a sharp vacuum-plasma boundary are reflected within the distance of the plasma
skin depth k´1

pe “ c{ωpe. In AWAKE-related literature [63], the plasma skin depth
instead of the Debye length is used to describe distances within the plasma.

Linear Wakefield Theory
For the wakefields within and behind the proton bunch as it propagates through
plasma, one usually uses a coordinate system with time t, z the position along the
plasma, ζ “ ct ´ z the position within the proton bunch and r or x the radial
position with respect to the axis. The Gaussian proton bunch is usually described in
cylindrical coordinates while assuming that its center at ζ “ 0 and r “ 0, i.e. the
normalized longitudinal and radial charge density distribution is described by

nb‖pζq “
1

?
2πσz

¨ exp
`

´ζ2{2σ2
z

˘

(2.7)

and
nbKprq “

1
?

2πσz
¨ exp

`

´r2{2σ2
r

˘

. (2.8)

Here σz and σr denote the respective longitudinal and radial bunch length. The
proton bunch density distribution is then

nbpζ, rq “ nb0 ¨ nb‖pζq ¨ nbKprq , (2.9)
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with nb0 the peak bunch density. However, as stated before, this thesis focuses on
the timing of the micro-bunches and therefore uses t “ ζ{c also to describe positions
along the bunch. We set the center of the bunch as t “ 0. The proton bunch number
density becomes

nbpt, rq “ nb0 ¨ exp
`

´t2{2σ2
t

˘

¨ nbKprq :“ ñbptq ¨ nbKprq , (2.10)

where ñbptq denotes the on-axis density as a function of time. With the AWAKE
baseline parameters for the proton bunch of σz “ 7.4 cm (equal to σt “ 250 ps),
σr “ 150 µm (at waist position) and a population of Nb “ 3 ˆ 1011, the bunch
density equals nb0 “ 1.1 ˆ 1013 cm´3. As this is much smaller than the plasma
density (ne0 « 2 to 7ˆ 1014 cm´3), we use two-dimensional linear theory to describe
PWFA [25, 64]. The longitudinal and transverse wakefields W‖pt, rq and WKpt, rq
can be expressed by [64]

W‖pt, rq “
ec

ε0

ż t

´8

ñbpt
1q cos

`

ωpept´ t
1q
˘

dt1 ¨Rprq (2.11)

and
WKpt, rq “

ec2

ε0ωpe

ż t

´8

ñbpt
1q sin

`

ωpept´ t
1q
˘

dt1 ¨
dRprq

dr
. (2.12)

The expression for the radial dependency of the longitudinal wakefield R(r) depends
on the transverse profile of the bunch:

Rprq “k2
pe K0pkperq

ż r

0
r1nbKpr

1q I0pkper
1q dr1

` k2
pe I0pkperq

ż 8

r
r1nbKpr

1q K0pkper
1q dr1

(2.13)

Its derivative with respect to r is a measure for the radial dependency ofWK (Eq. 2.12)
and calculated as

dRprq

dr
“´ k3

pe K1pkperq

ż r

0
r1nbKpr

1q I0pkper
1q dr1

` k3
pe I1pkperq

ż 8

r
r1nbKpr

1q K0pkper
1q dr1 .

(2.14)

The terms I0 and I1 denote the zeroth and first order modified Bessel functions of
the first kind, K0 and K1 denote the zeroth and first order modified Bessel functions
of the second kind. The longitudinal field has its maximum on axis, i.e. for r “ 0.
The transverse component WKpt, rq, which is essential for the seeding of the SM has
its maximum at r “ σr.
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2.2 Plasma Waves and Linear Wakefield Theory

As an example, Fig. 6(a) shows in red the corresponding longitudinal (W‖pt, r “ 0q,
Eq. 2.11) and in blue the transverse wakefield (WKpt, r “ σrq, Eq. 2.12) for a plasma
density of ne0 “ 2ˆ1014 cm´3. The black line indicates the normalized bunch density
for a Gaussian bunch with length σz “ 7.4 cm and population Nb “ 3ˆ 1011. In that
example, a cut bunch is used, i.e. nb “ 0 for t ă 0, as it is needed to seed the SM by
the initial transverse wakefields driven by the sharp rise in charge density (see the
following paragraph for the corresponding initial transverse wakefield amplitude). As
explained in the introduction, in the experiment, cut bunches are not available and
instead the plasma is created at the bunch center by the RIF, which is equivalent to
that cut. The longitudinal fields are alternating accelerating and decelerating, while
the transverse fields are first only mainly focusing for protons which is caused by the
adiabatic response of the plasma. The enlarged view of the wakefields in Fig. 6(b)
visualizes that the focusing or defocusing (WK) and accelerating or decelerating
wakefields (W‖) are shifted in phase by a quarter period, as already discussed for
Fig. 2 in Chapter 1.4.3.
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Figure 6: (a) Longitudinal (W‖pt, r “ 0q, red line) and transverse wakefield (WKpt, r “
σrq, blue line) for σz “ 7.4 cm, Nb “ 3 ˆ 1011 and ne0 “ 2 ˆ 1014 cm´3 according
to [65]. The black line represents the normalized, on-axis bunch density ñbptq{nb0.
Propagation direction from left to right. The bunch is cut at its center, i.e nb “ 0
for t ă 0. (b) Enlarged view of the wakefields.
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2.3 Initial Transverse Wakefield and Noise Amplitudes
The SM studies on seeding and its influence on the phase reproducibility compares
the SMI and SSM regimes with respect to the respective amplitude of the initial
transverse wakefield at the position of the RIF within the bunch. We call the time at
which the RIF creates the plasma tRIF . To obtain an expression for that amplitude,
we evaluate Eq. 2.12 for t “ tRIF and r “ σr. Because the part of the proton bunch
that propagates before the RIF in Rb vapor does not interact with the vapor nor the
plasma, the bunch density is again equal to that of a cut bunch. Here, we assume
that the bunch density is described by a step function that start at t “ tRIF and
remains constant from the RIF over one period of the wakefields: nbptq – nbptRIF )
for tRIF ď t ď tRIF ` 2π{ωpe. Equation 2.12 therefore becomes

WKpt, r “ σr0q “
ec2

ε0ωpe
ñbptRIF q ¨

ż t

tRIF

sin
`

ωpept´ t
1q
˘

dt1 ¨
dRprq

dr

ˇ

ˇ

ˇ

ˇ

r“σr0

. (2.15)

Integrating this expression by substitution gives

WKptRIF ď t ď
2π
ωpe

, r “ σr0q “

ec2

ε0ω2
pe

ñbptRIF q p1´ cos pωpept´ tRIF qqq
dRprq

dr

ˇ

ˇ

ˇ

ˇ

r“σr0

.

(2.16)

The `1 term before the cosine term represents the adiabatic response of the plasma
with a constant bunch density. The desired seed wakefield, or more precisely, the
initial transverse wakefield amplitude at the position of the RIF, WK,RIF , is the
difference between the maximum and the minimum values:

WK,RIF “ 2 ec2

ε0ω2
pe

ñbptRIF q
dRprq

dr

ˇ

ˇ

ˇ

ˇ

r“σr0

. (2.17)

Substituting ωpe with Eq. 1.2 allows for writing WK,RIF as a function of the beam-
to-plasma density ratio:

WK,RIF “ 2mec
2

e

ñbptRIF q

ne0

dRprq

dr

ˇ

ˇ

ˇ

ˇ

r“σr0

. (2.18)

After seeding, the SMI grows along the propagation path in plasma, i.e. along z.
This process depends on nb and z and can be obtained from literature ([66]) as

WKpnb, zq “WK,RIF ¨ e
Γpnb,zqz . (2.19)

Here, Γpnb, zq denotes the growth rate, which is calculated for a long bunch as [66]

Γpnb, zq “
3
?

3
4 ωpe

ˆ

ct

z

˙1{3 ˆ nbme

2ne0mpγb

˙1{3
. (2.20)

The total growth of the wakefields corresponds to Γ ¨ z 9 z2{3.
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Amplitudes of Noise and Bunch Irregularities
In the measurement, we compare the value of WK,RIF against the amplitude of
the wakefields driven by shot noise and bunch irregularities in the proton bunch
distribution. The shot noise, originating from a "random" distribution of the electric
field of the within the Gaussian bunch randomly distributed protons, was determined
through calculations and simulation at the level of a few tens kV/m [55]. The bunch
irregularities that might be imposed by the beam transport optics have no reliable
estimate, but the initial wakefields driven by them follow the same scaling as that
of the seed wakefields. An estimate of the combined noise level is obtained by the
observation of the transition from SMI to SSM in this thesis (see Chapter 6.2).

2.4 The Phase Velocity of Wakefields
As it is shown in [65, 66], in a plasma with a constant density, the charge distribution
of the proton bunch and the phase of wakefields move at different velocities until
the SM reaches saturation [67]. This difference causes a phase shift between the
two, which increases along the bunch (i.e., ζ) and the plasma (i.e., z). Accordingly,
protons might transit from the focusing to the defocusing half of the wakefields and
be lost. The phase velocity of the wakefield vphpζ, zq or vphpt, zq, which is smaller
than the velocity of the bunch vb, is proportional to the growth rate Γ and is given
by [66] as

vphpζ, zq “ vb

«

1´ 1
2

ˆ

ζ

z

˙1{3 ˆ nbme

ne0mpγb

˙1{3
ff

, (2.21)

with mp the proton rest mass and γb the relativistic Lorentz factor of the bunch.
The difference between both velocities ∆vph reads accordingly:

∆vphpζ, zq “
1
2 vb

ˆ

ζ

z

˙1{3 ˆ nbme

ne0mpγb

˙1{3
. (2.22)

The velocity of the wakefield can however be influenced by setting linear plasma
density gradients g (units are %/m). These add a phase velocity of [60]

∆vph,gpzq “ ´
1
2 vb ζ

pg{100q
p1` pg{100qzq1{2

. (2.23)

As shown by Eq. 2.23, negative gradients, defined as a density that decreases along
the plasma, further increase the difference in phase velocities. By contrast, positive
gradients, i.e. an increase in density along the plasma, can be used to compensate the
difference in phase velocity between the drive bunch(es) and the wakefield. However,
this effect also increases along the bunch and the plasma, i.e a compensation of the
shift in wakefield phase can only be achieved for one position along the bunch and
one z, which is the length of the plasma in this case.
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Chapter 2 Theory and Concepts

2.5 The Discrete Fourier Transform of a Periodic Signal
The determination of the modulation frequency and the phase reproducibility of
the micro-bunches from time-resolved images such as Fig. 5(c) uses a Fourier-based
analysis procedure (see Chapter 4.4). The Fourier analysis allows a time-dependent
signal to be transformed into a frequency-dependent function that represents the
distribution of its frequency components. The continuous Fourier transform of an
infinite signal Sptq is obtained by

Ŝpfq “
1
?

2π

ż 8

´8

Sptq expp´i2πftq dt . (2.24)

The complex values of Ŝpfq carry the information about the amplitude (“ |Ŝpfq|) and
phase (angle of the complex number with respect to the real axis arctan ImpŜq{RepŜq)
of each frequency component in the spectrum. Its absolute value |Ŝ| is usually referred
to as the power spectrum of the signal. Correspondingly, the inverse Fourier transform
is used to compute a signal in the time domain from its power spectrum in the
frequency domain. The inverse Fourier transform is defined as

Sptq “
1
?

2π

ż 8

´8

Ŝpfq expp`i2πftq df . (2.25)

The 1{
?

2π factors in Eq. 2.24 and 2.25 are required for normalization but may be
found different in literature.

Data however is usually discrete and of finite length. To obtain the power
spectrum of a discrete signal Sk consisting of N values with k “ t0, ..., N ´ 1u one
uses the discrete Fourier transform (DFT). The transform as a function of frequency
with N values Ŝj , j “ 0, ..., N ´ 1 is then calculated as

Ŝj “
1
?
N

N´1
ÿ

k“0
Sk exp

ˆ

´i2πjk
N

˙

. (2.26)

The inverse DFT is defined as

Sn “
1
?
N

N´1
ÿ

m“0
Ŝj exp

ˆ

`i2πjk
N

˙

. (2.27)

Here the normalization factors are 1{
?
N . In the case of SC image profiles, Sk is a

time-dependent signal of duration τs with N pixels on the temporal axis and a time
step per pixel of ∆t “ τs{N . The corresponding bin width in the frequency domain
is 1{τs. The frequency resolution can in principle be increased by a longer duration
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2.5 The Discrete Fourier Transform of a Periodic Signal

of the signal. In the case of a SC however where a signal of a certain duration is
imaged on a sensor with a fixed number of pixels, a longer duration would increase
the time step per pixel and thus decrease the temporal resolution. The time per
pixel could be on the order of or exceed the duration of a plasma period, i.e. the
modulation would then not be resolved anymore. Due to the limited duration, the
power spectrum of a finite signal with only one frequency component does not show
a δ-function, i.e. a single non-zero entry as expected for a signal of infinite length,
but is convoluted with the Fourier transform of the square window function (the
signal of finite duration can be regarded as an infinite signal multiplied by a square
window function of duration τs). The Fourier transform of such a window function is
a sinc function.

Zero padding, i.e. artificially increasing the length of the signal by adding an array
of zero amplitudes to the original signal, is used to increase the sampling rate, i.e. to
decrease the bin width in the power spectrum. This leads to a better resolution of
the sinc function. Thereby, zero padding changes only the bin width with which the
power spectrum is sampled, i.e. it allows for a more precise localization of a peak in
the frequency spectrum, but does not increase the frequency resolution. The effect
of zero padding is illustrated in Fig. 7. It shows the power spectrum of a cosine with
frequency 120GHz and a duration of τs “ 73 ps, the length of a SC window. The red
points represents the unpadded case with a frequency bin size of 1{τs “ 13.7GHz.
The frequency bin with highest amplitude is 123.3GHz. Zero padding with an array

0 100 200 300
f (GHz)

0

50

100

150

200

250

300

|S
(f

)| 
(a

rb
. u

ni
ts

)
^

Figure 7: DFT of a sine function with length 73 ps and modulation frequency 120GHz,
once without zero padding (red symbols) and once zero-padded 50 times its length
(blue line).
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Chapter 2 Theory and Concepts

of zero amplitudes 50 times the length of the signal results in the power spectrum
shown as a blue line, where 1{τs “ 0.3GHz. The sinc function is clearly resolved and
the determination of the modulation frequency is significantly more accurate with a
peak at 120.2GHz. For the similar effect of zero padding on our data itself, we refer
to Chapter 4.4.2.
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Chapter 3

AWAKE and Experimental Setups

In this chapter, an overview over AWAKE’s working principle, experimental area
and its general components is given. We present in detail the components that are
essential for the studies of this thesis, which include:

• the CERN accelerator complex and the AWAKE in particular1.

• the laser system that supplies the pulses for the ionization of the Rb vapor and
the laser reference signal (LRS),

• the Rb vapor source and its controls that are used to set the plasma densities
and gradients for these studies,

• and the streak camera (SC) itself as the main diagnostic for the studies of the
SM.

A separate part describes the diagnostics whose development, setup and operation
are part this thesis. These are:

• the Rb vapor density diagnostic. We describe its extension to two independent
interferometers and the integration into CERN’s data infrastructure which is
needed to make the values accessible for the event builder and to display the
densities live in a control room for the operation of the experiment.

• the LRS that indicates the time-of-arrival of the ionizing laser pulse on the SC
images, the key tool for the phase reproducibility studies.

At the end, we give an outlook of the future measurements of AWAKE Run 2.

3.1 General Description of the AWAKE Experiment
The AWAKE collaboration was founded in 2012. After the formal approval by
CERN in 2013, the experiment was built in the former CERN Neutrinos to Gran

1For additional information, a list of all AWAKE-related publications can be found online at [63].
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Chapter 3 AWAKE and Experimental Setups

Sasso (CNGS) facility at the SPS [68]. Its exact location within CERN’s accelerator
complex is shown in Fig. 8, Fig. 9 illustrates schematically the working principle of
the experiment: One proton bunch from the SPS arrives and an intense laser pulse
(intensity „ 450TW/cm2) is merged into its beam path. Both now co-propagating
beams enter the 10m-long Rb vapor source. A white light interferometry diagnostic
measures the real-time Rb vapor density inside at either end of it (see section 3.4.1).
The RIF of the laser pulse forms the plasma by ionizing the Rb vapor. The position
of the RIF with respect to the proton bunch is used to control the start point of
the SM within the bunch. The part of the proton bunch that propagates in plasma
self-modulates and turns into a train of micro-bunches (see Chapter 1.5). Electrons
are externally injected from the electron gun into the wakefields that are resonantly
driven by the micro-bunches, where they are accelerated. After the plasma, several
transition radiation-based beam diagnostics measure the properties of the SM, like
its longitudinal spatio-temporal structure or its transverse shape. These diagnostics
include the optical transition radiation (OTR)/SC diagnostic used for this thesis, two
imaging stations (IS) that display the transverse charge distribution and a coherent
transition radiation (CTR) diagnostic. The SC time-resolves the incoming OTR
light that has the same temporal profile than the modulated proton bunch on time
windows between 73 ps and 50 ns. To indicate the relative position of the RIF with
respect to the proton bunch on the images, a bleed-through of the laser pulse is
guided to the SC and recorded together with the proton bunch images. This so-called
laser reference signal is a key requisite for the analysis in this thesis and is described
in detail in section 3.4.3. Downstream of the proton bunch diagnostics, an electron
spectrometer measures the final energy and thus the energy gain of the electrons.
Regarding the timeline, three years after the approval of the experiment, first protons
reached AWAKE in 2016. At the end of that year, the Rb vapor source and proton
beam diagnostics were fully assembled and first protons interacted with plasma
for SM measurements. From that point on, several experimental beam times until
the end of 2018 followed. The first achieved milestone was the first experimental
proof of the SM of a long proton bunch in plasma and with this the confirmation
that the modulation frequency matches the plasma frequency [51], as expected from
theory [24]. These results also show that the start point of the SM within the proton
bunch can be controlled. However, no conclusions about the reproducibility of the
phase of the wakefields with respect to the RIF were made. Further, the growth of
the transverse wakefields were studied [70]. At the end of 2017, the electron beam
line was completed and first electrons were injected into the experiment. AWAKE
successfully demonstrated the first acceleration of electrons in proton-driven plasma
wakefields to up to 2GeV [52]. With the effect of linear plasma density gradients
on the SM being part of this thesis, we note that the highest observed electron
energies were achieved by setting a positive linear density gradient on the order of a
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few percent per 10m along the acceleration path, even though electron acceleration
results are not discussed here.

3.2 The Experimental Structure and Location of
Components

The experiment is controlled and operated from a control room at the SPS access
point 4, called ACC (AWAKE control center). There, a « 800m-long tunnel connects
to the experimental area which is divided into several sectors, each hosting one or
more of AWAKE’s main components. An overview over the area and the location
of these components is shown in Fig. 10. The laser room hosts the ionizing laser
system and the beginning of the transfer line for the LRS. An optical transport
line (under vacuum) connects the laser room and the electron bunker in sector
TCV4. The bunker contains the electron gun and the electron transfer line from the
bunker to the main beam line. Sector TT41 includes the main beam line, meaning
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Figure 10: Overview over the AWAKE experimental area, its sections and the locations
of its experimental components. From [71].

the proton transfer line from the SPS into which first the ionizing laser pulse and
then the electron bunch are merged. The Rb vapor source, the downstream beam
diagnostics and the electron spectrometer are located in TCC4. An optical transport
line carries the OTR signal from this area to a darkroom hosting the SC. Sector TSG4
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is considered a low radiation area, shielded from radiation from the main beam line
and the still highly radioactive former CNGS target area. The signal of the electron
spectrometer is propagated there, into another, separate darkroom that hosts the
camera that records the images of the spectrometer’s scintillator screen. The sector
also hosts the electronic racks for the control and operation of the experiment. The
CNGS target area is downstream of the experiment and separated by a shielding
wall from the AWAKE area and serves as evacuation path only. In the following, we
explain these main components in detail.

3.3 The Experimental Components in Detail
3.3.1 The Proton Beam Line
The protons originate from the linear accelerator LINAC2 (energy 50MeV) and
are pre-accelerated by the Proton Synchrotron Booster and Proton Synchrotron
(PS) to 25GeV (see Fig. 8). The next accelerator is the SPS with a circumference
of 7 km and a final energy of 450GeV. Besides AWAKE, it also supplies several
experiments like HiRadMat or experiments in CERN’s North Area and serves as
the pre-accelerator for the LHC. For AWAKE, it accelerates one proton bunch with
up to 3ˆ1011 protons to a final energy of 400GeV per proton [72]. An extraction
kicker magnet sends the accelerated bunch via a 800m long transfer line (TT41 in
Fig. 8) to the experimental area. Their time-of-arrival at the experiment shows a
15 ps („ 0.06σt) rms timing jitter. A photo of the transfer line is shown in Fig. 11.
The repetition rate is approximately one event per 20 to 40 s and determined by the
SPS operational cycle, called super cycle. One super cycles contains a sequence of
one or two cycles for each experiment that receives protons from the SPS [73]. The
cycles define the cycling of the extraction magnets and have a duration of multiples
of the basic period of the PS-SPS complex of 1.2 s. The duration of the AWAKE
cycle is 7.2 s [74].
Several diagnostics measure the proton bunch parameters in the SPS and the

transfer line. A beam observation system, called BTV (for beam television) at CERN,
measures the beam position, size and shape by inserting a scintillator screen into
the beam path (see [75] for details). As a non-destructive method, beam position
monitors (BPM) determine the position of the bunch in the beam pipe [76]. The
emittance is measured in the SPS using the wire scan method. The bunches for
AWAKE have on average a normalized emittance of 3.5mm¨mrad, a transverse
focused beam size of σr “ 150 µm and 0.03% relative energy spread [77].
The SPS bunch length (σz) is 12 cm [77], but can be shortened by « 25% [78]

using bunch rotation. We determine the bunch length in our data sets by fitting the
proton distribution profile from SC images such as in Fig. 5(a). In the longitudinal
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Figure 11: Photo of the proton transfer line from the SPS to AWAKE.

and transverse direction and under the assumption of a Gaussian proton distribution,
the lengths σr,z are given by Eqs. 2.7 and 2.8.

3.3.2 The Ionizing Laser System
The laser system serves for the ionization of the Rb vapor and thus the plasma
creation, and supplies the light pulses for the LRS (IR) and the electron gun (UV).
Further, its master oscillator and divider to which the laser is locked also provide
the synchronization trigger signal for the various experimental components including
the proton bunch extraction, the electron gun and the SC. To fulfill these various
tasks, it consists of several optical beam lines which are illustrated in Fig. 12. The
system is a CENTAURUS Titanium Sapphire (Ti:Sa) laser system [79, 80, 81] from
Amplitude Technologies, customized to fulfill the AWAKE specifications. At the start
of the laser path, a Menlo systems erbium-doped fiber oscillator emits a mode locked
pulse train with a repetition rate of 88MHz. The wavelength of 1560 nm is then
frequency-doubled to meet the 780 nm required for the Rb ionization. The output
power is increased using a chirped pulse amplification system [32] that includes
a stretcher, a regenerative amplifier, a pre-amplifier, a main amplifier, and an in-
vacuum compressor. Two Nd:YAG (neodymium-doped yttrium aluminum garnet)
lasers pump the Ti:Sa cyristals for the energy amplification. A photo of the laser
room hosting these components is depicted in Fig. 13. The final pulse energy after
compression is « 450mJ at a pulse duration of 120 fs, resulting in a peak power of
around 4TW. Table 3.1 summarizes the most relevant parameters for the ionizing
laser pulses.
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Figure 12: Schematic of the laser system showing its various components and beam
lines. From: Mathias Hüther.

Parameter Value
Central wavelength Tunable from 780 nm to 785 nm
Bandwidth (1/e2) 24 nm
Pulse duration 120 fs
Max. pulse energy after compression 450mJ
Repetition rate 10Hz
Energy stability 1.02%
Beam pointing stability 4.2 µm rad

Table 3.1: Technical parameter list of the ionizing laser pulse system [79, 82, 83].

After the in-vacuum compressor, the laser pulse is sent via the mirror MP1 into
the main beam line. The optics focus the beam with an effective focal length of
about 40m to a waist size of 2.5mm FWHM at the vapor source entrance. The
RIF of the laser pulse fully ionizes the Rb atoms in its path, forming a plasma
channel with « 2mm diameter over the entire length of the vapor source. Since Rb
is an alkali metal, the energy of the RIF is only sufficient to remove the valence
electron of every atom. As a result, the Rb vapor density equals the plasma density
(i.e. „ 100% ionization). This fact allows in the experiment to measure the Rb vapor
density instead of the plasma density (see Chapter 3.4.1). Three laser beam dumps
(LBDP1-3 in Fig. 12) protect the valves/diagnostic screens in the main beam line and
the vacuum window at the downstream end of the beam line from the high power
densities of up to 450TW/cm2. Depending on the type of the ongoing measurement,
these laser beam dumps can be inserted into or retracted from the beam path. Using
the OTR foil and in low power mode (i.e. not amplified), the laser pulses can also be
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Figure 13: Photo from inside the laser room. The vacuum compressor is in the
foreground, all other laser components are on the tables further back in the room.
From: Ans Pardons, CERN.

sent to the SC to measure its timing with respect to the proton bunch and/or the
LRS.

The LRS originates from mirror MP1 where it is formed out of the bleed-through
of the ionizing laser pulse. Its optical transfer line from MP1 to the SC is described
in Chapter 3.4.3.

To create the 260 nm UV pulses for the electron gun, a beam splitter couples out
around 10% of the pulse. This part is then converted into the UV light using third
harmonic generation [54]. Details about its optical transfer line labelled ’UV laser
line’ in Fig. 12 are available in [84].
The alignment of the different beam paths, except the laser reference line, is

performed under the use of virtual laser lines and cameras that are placed at equal
path lengths to the entrance, center and exit of the vapor source.

3.3.3 The Rb Vapor Source and Plasma Density Parameter Control
Rubidium is used as the plasma material because of its relatively low ionization
energy of 4.177 eV, which allows for the plasma creation by field-ionization with
an intense laser pulse. Further, the AWAKE baseline densities of 2 ˆ 1014 cm´3

and 7ˆ 1014 cm´3 can be reached by heating it to comparably low1 temperatures

1The PWFA experiment E-164 at SLAC used a lithium heat pipe oven with temperatures up to
800°C [85] to reach similar densities.
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of around 200°C. In addition to providing the baseline density values that fit to
the proton bunch parameters (see Chapter 1.3), the Rb vapor source [86, 87] also
has to provide the experimental conditions for an optimal growth of the SM and
for deterministic electron acceleration, which brings strict prerequisites with it and
which makes it the central part of the experiment. In order to maintain the desired
amplitude of wakefields over the entire distance of 10m, the source must provide a
high vapor density uniformity and stability as the modulation frequency is linked to
the plasma electron density. As stated before, the electron plasma density equals the
Rb vapor density. From the ideal gas law, one can easily see that the requirement
of a homogeneous density distribution translates into a homogeneous temperature
distribution (for a constant volume and no flow in the system).
To achieve this homogeneity, the key component of the vapor source is a heat

exchanger, consisting of two 10m-long concentric tubes. Figure 14 shows a schematic
and a photo of the vapor source where the heat exchanger is marked by #5. The inner
tube has a diameter of 40mm and contains the Rb vapor during the measurements,
the outer one has a diameter of 75mm. Between the inner and the outer tube, an inert
heat transfer fluid (Galden HT270) circulates. The resulting temperature and thus
density uniformity is ă 0.2% [87]. According to [88], after a readout calibration, the
temperature uniformity was measured to be 0.02%. On either side, an independently
electrically heated reservoir (#3 in Fig. 14) contains Rb, which is solid at room
temperature with its melting point at 39°C. The Rb evaporates and fills the vapor
source until the saturation pressure is reached [86]. A valve on top of the reservoirs
to open and close the flow path to the heat exchanger allows to remotely enabling
or stopping the Rb vapor flow to the tube. To make a sharp transition between
the vapor and vacuum while still providing a way for the different beams to pass
through, each end is closed by an iris with 1 cm diameter that limits the Rb flow
out of the vapor source, followed by an expansion chamber (#2 in Fig. 14). These
expansion chambers have a large volume and are cooled to „ 10°C, which causes the
Rb to condensate on its walls and form a density ramp with a length shorter than
10 cm [86]. A long density ramp would defocus the externally injected electrons and
thus impede any acceleration experiment. Both ends of the vapor source are also
equipped with viewports for optical diagnostics (#4 in Fig. 14). These viewports are
used for the Rb vapor density measurement (see Chapter 3.4.1) and other plasma
diagnostics, e.g. Schlieren imaging [89].

Plasma Density Parameter Control

The system is constantly monitored and fully remote-controlled by a CERN-provided
programmable logic controller (PLC) with the Siemens SCADA software SIMATIC
WinCC Open Architecture. For the operation of the system, 79 temperature probes
control 15 heater sections [88]. To avoid Rb condensation inside the heat exchanger,
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Figure 14: Schematic (top, not to scale) and photo (bottom, from: Maximilien Brice,
CERN) of the Rb vapor source. 1) Main beam line for proton, laser and electron
beam 2) Expansion chamber 3) Rb reservoir 4) Diagnostic window for the vapor
density measurement 5) 10m heat exchanger 6) Heating and pumping section 7)
SM diagnostics.

we set its temperature to be always « 15°C above the temperature of the reservoirs.
The relation between the Rb vapor temperature T and the Rb vapor densitynRb is
given by the ideal gas law and the vapor pressure curve of Rb [59]:

nRbpT q “
1
kbT

¨ 10p5.006`A`B¨T´1`C¨log10pT q`D¨T´3q , (3.1)

where A, B, C, D are Rb-specific constants [90]. In the experiment, nRb and thus
the plasma electron density ne0 can be varied in the range of 0.5 ˆ 1014 cm´3 to
1.1ˆ 1015 cm´3, corresponding to a temperature of 154°C to 215°C. Temperatures
below 154°C cannot be reached because of the waste heat coming from the pump that
circulates the heat transfer fluid, temperatures above 230°C must not be exceeded in
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the heat exchanger to always stay 40°C below its boiling temperature. The AWAKE
baseline parameter is having a constant density, i.e. a flat density profile inside the
source. However, by setting different temperatures in the reservoirs, a linear density
gradient on the percent level along the source and thus along the propagation axis
of the particle bunches can be set [86]. Gradients of up to ˘ 2%/m were tested in
the experiments1. In Chapter 7, we study the effect of a linear plasma gradient on
the SM, Appendix A.2.4 shows the relation between the set temperature and the
resulting density. Instructions on the valve handling and how to fill the source with
Rb are summarized for future operators of the Rb vapor source in [91].

3.3.4 The SC/OTR Diagnostic
The SC [82, 92, 93] is the main diagnostic for the observation of the tempo-spatial
structure of self-modulated proton bunches and thus also for the SM studies of
this work. It uses transition radiation that is created when charged particles pass
through matter in their beam path [94]. In our case, the self-modulated proton
bunch passes through an aluminium-coated silicon wafer of 150 µm thickness. The
thickness of its aluminium coating is 1 µm. When the protons enters the interface
of the two media (vacuum and aluminum), the difference in the dielectric constant
causes prompt emission of transition radiation in forward and backward direction.
The part of the emitted radiation in the visible light spectrum, the optical transition
radiation, shows the same spatio-temporal intensity modulation/profile than the
proton bunch distribution and is therefore used in this diagnostic. Since the plasma
electron frequency of the aluminium layer ωpe,Al is higher than the optical light
frequencies („ 1016 Hz vs. „ 1015 Hz), the OTR emission is only backwards. The
OTR is incoherent because the (micro-)bunch length is on the mm scale and thus
much longer than the optical wavelengths. The opening angle of the emitted OTR
scales as θ „ 1{γ with γ the Lorentz factor of the protons. The total intensity of the
transition radiation is directly proportional to γ [95] and follows:

I “
N2
b e

2γωpe,Al
3c . (3.2)

Figure 15 illustrates the setup of the diagnostic by showing its location on the
beam diagnostic table of the experiment (Fig. 10) and relative to the vapor source.
The location of the silicon wafer, the so-called OTR foil, 3.5m downstream of the
vapor source is indicated by #6. The transport of the back-reflected OTR light from
the foil to the SC is realized via a 15-m-long optical transfer line (#7 in Fig. 15,
labelled OTR line in Fig. 10). The SC is placed in a dark room and thus protected
from light and stray radiation from the main beam line [80]. Before the OTR reaches

1I.e. 20% change over the entire length of the source.

37



Chapter 3 AWAKE and Experimental Setups

4
25 1

6

8 3

7

9

Figure 15: Photo of the beam diagnostics downstream of the vapor source 1) Expan-
sion chamber 2) Laser beam dump LDBP2 3) Imaging Station 1 4) Main beam
pipe 5) CTR foil 6) OTR foil 7) OTR transport line, laser and electron beams 8)
Electron spectrometer 9) Imaging Station 2. From: [96].

the camera, different bandpass filters of several tens of nm thickness can be used to
limit the spectral width of the incoming OTR and thus to improve the temporal
resolution of the diagnostic. The SC model is C10910-05 from Hamamatsu Photonics,
combined with a readout CCD camera [93]. Input optics image the SC slit on a
photo-cathode that converts the photons into electrons, again with equal temporal
intensity distribution and proportional to the incoming intensity. The electrons are
accelerated by a mesh and propagate through a streak tube. Inside this tube, a
time-dependent, high-voltage pulse sweeps the electrons transversely, which results
in a time-dependent deflection of the axis. This rotates the train of electrons by 90°
relative to the propagation axis. The temporal modulation of the incoming signal
becomes a spatial modulation. After the streak tube, a micro-channel plate (mcp)
multiplies the electrons in order to increase the signal strength before they hit a
phosphor screen that turns them back into light. This light is recorded with an
ORCA-Flash4.0 readout CCD camera. Binning the 2048ˆ2048 pixel image in 2x2
and selecting a region-of-interest results in 512 pixels in the temporal direction and
672 pixels in the spatial direction for the final image to analyze [97]. Here we note
that the SC images show the bunch charge density and not its charge because the
entrance slit is narrower than the bunch radius at the screen location [98]. To set the
time resolution and length of the signal under investigation, several time windows
between 73 ps and 50 ns can be selected. For the window with the highest time
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resolution (73 ps), one pixel corresponds to „ 0.14 ps (see Chapter 4.1 for details) and
the bin width in the frequency domain is 13.7GHz. For this window, the temporal
resolution was measured to 1.5 ps by sending an ultra-short pulse on the SC [99].
We note here that this is the time resolution obtained with the relatively high signal
level we use in the experiment, The ultimate time resolution of the instrument is
below 1 ps. The plasma density range used in AWAKE corresponds to a frequency
range of 60GHz to 300GHz, i.e. periods of 16.7 ps to 3.3 ps. In the spatial direction,
one pixel corresponds to 21.7 µm. During data taking, typical values were slit widths
of 10 to 50 µm, a MCP gain of 40 to 50 and an exposure time of „ 20ms.

3.3.5 Other SM Diagnostics
In addition to the SC, AWAKE uses two additional transition radiation diagnostics
for its studies of the SM. These are a Coherent Transition Radiation diagnostic and
a system of two imaging stations which are described hereafter.

3.3.5.1 The CTR Diagnostic

The transition radiation of particles in a bunch add to each other coherently when the
wavelength of the radiation is longer than the dimensions of the observed bunch. This
CTR has its maximum spectral intensity at (and centered around) the modulation
frequency of the incoming bunch and its harmonics [77, 100]. However, frequencies
on the order of 100GHz cannot be measured directly, for which a waveguide-based,
heterodyne detector was developed as the CTR diagnostic [80, 82, 100]. It creates the
CTR using a separate aluminium-coated screen in the beam line (see #5 in Fig. 15).
A rectangular waveguide transports the CTR signal carrying the information about
the modulation frequency to the mentioned waveguide-based heterodyne detectors.
The diagnostic is based on heterodyne mixing [101, 102]. This technique brings the
frequency of the signal fCTR to a frequency range (<25GHz) that is accessible to
measurements by coupling it with a RF reference signal of known frequency fref . The
resulting intermediate beat frequency is fIF “ |fCTR ´ fref |. This means that fref
must be chosen such that the difference between fref and the expected modulation
frequency1 is in the mentioned measurable range. In the case of AWAKE, this
frequency is measured with Schottky diodes and a fast oscilloscope. For more details,
we refer to [100].

3.3.5.2 Imaging Stations

The OTR and CTR diagnostics aim to time-resolve the longitudinal charge distribu-
tion of the self-modulated proton bunch. As third diagnostic, two so-called imaging

1With 100% ionization of the Rb vapor, the expected frequency is the plasma electron frequency
given by Eq. 1.2.
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stations [62] (Fig. 15, #3 and #9) were installed 2m and 10m downstream from
the vapor source end to measure the transverse, time-integrated charge distribution.
The protons traverse a scintillating Chromox1 screen that emits light with the light
yield being dependent on the energy deposited in the scintillating material. Since
the emitted light intensity from the bunch core and the defocused protons differs by
several orders of magnitude, the light is split and sent to two cameras in order to
record both at the same time. One camera records the intense light created by the
bunch core and one only the light from the defocused protons. To do so, the later
one has a mask in front of it to block the light from the bunch core. For more details
regarding the setup, see [62].
The main focus when using the diagnostic is thereby on the defocused protons.

Experimental studies monitor the extent of transverse deflection from the axis
(meaning the radius of the defocused charge distribution), the amount/fraction of
defocused charge, its symmetry and, in case of asymmetries, the direction of the
asymmetrically defocused charge distribution (e.g. in [54]).

3.3.6 The Electron Line
The electron source consists of a S-band RF photo injector with a caesium telluride
(Cs2Te) cathode and a booster structure [49, 77, 103, 104]. A klystron supplies the
RF power for the gun and booster. Their location within the experiment is shown
in Fig. 10. The electrons are created at the cathode and synchronized to the laser
and proton beam by a UV pulse (λ “ 260 nm) that is produced by third-harmonic
generation [54] inside the ionizing laser pulse system and that propagates over the
same distance as the ionizing laser pulses. The transport of the UV pulses from
the laser room to the electron gun happens via the vacuum optical transfer line
described in [84], and that is also used for the LRS (Chapter 3.4.3). The electron
bunch typically has a duration of 4 ps (σt), a charge of 100 pC to 1 nC, a normalized
emittance of 2mm¨mrad (rms) [49] and a final energy measured to 18.8MeV [52].
An electron transport line carries the electron bunch to the main beam line where
it merges with the proton bunch. In order to allow for different injection schemes
(on-axis/off-axis [105, 106]), several quadrupole and steering magnets upstream of the
vapor source are used to set the focal point and crossing angle between the electron
and proton beam.

3.3.7 The Electron Spectrometer
A C-shaped horizontal dipole magnet with a quadrupole doublet in front forms the
electron spectrometer [107]. Its position is 4.6m downstream from the vapor source
end (see Fig. 10 and #8 in Fig. 15). Inside the dipole magnet, a triangular vacuum

1Al2O3:Cr2O3
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chamber gives space to separate the electrons from the protons and disperse them
in energy. Depending on their energy, they hit a scintillating screen on a different
horizontal position. The measurable energy ranges up to 10GeV. Details about the
energy-horizontal position correlation or the spectrometer calibration can be found
in [108].

3.4 Development of Experimental Diagnostics
Here, we describe the two diagnostics which were developed to facilitate the SM
measurements of this thesis: the fully automated Rb vapor density measurement and
the LRS for the relative and absolute measurement of timings on SC images.

3.4.1 The Rb Vapor Density Diagnostic
As mentioned before, the neutral Rb vapor density matches the plasma density
because every Rb atom is only singly ionized. In the experiment, we therefore measure
this vapor density instead of the plasma density using white light interferometry. To be
able to measure a potential linear density gradient along the vapor source, we measure
the density at either end of the source. The basic concept and development work of
the diagnostic is described in detail in [59]. However, the diagnostic existed only as a
prototype and the system was not integrated in AWAKE’s/CERN’s data acquisition
system, nor was any density measured under the real experimental conditions.
Therefore, the final implementation of the diagnostic with two interferometers into
the experiment and the data acquisition system, the live display of these parameters
in the ACC as well as the verification of the performance of the vapor source, are
part of this thesis.
First, to obtain the two independent, but identically optical fiber-based Mach-

Zehnder interferometers for the upstream and downstream end of the vapor source,
we adapted the setup of [59] as depicted in Fig. 16 in the following way:

A supercontinuum white light laser (NKT SuperK COMPACT) supplies the intense
and coherent broadband light for both interferometers. The light is coupled into a
single mode optical fiber and split (into two) by a fiber-based 50:50 beam splitter. As
the laser is located in the radiation-safe section of the experiment1, two « 120m-long
optical single mode fibers guide the light from this area to either end of the vapor
source, where another 50:50 fiber splitter divides the light again to form the arms of
the interferometers. In each interferometer arm, a fiber collimator couples the light
out of the fiber and forms a parallel light beam. One of those beams passes through
the Rb vapor and forms the so-called Rb arm. The other beam passes through air
over the same distance, forming the reference arm. Sending the light through the Rb

1TSG4, see Fig.10.
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Figure 16: Schematic of the Rb vapor density measurement consisting of two inde-
pendent white light interferometers.

vapor happens via two diagnostic viewports1 made of sapphire glass at either end of
the source. Figure 17 shows a photo of the downstream end of the vapor source with
the diagnostic viewport (see also Inset 1) and the support structure for the optics.
Inset 2 (same figure) shows the fiber coupler and the optical fiber in front of the
diagnostic viewport. Identical fiber couplers at the other side of the vapor source
re-couple the light into the fibers. To adjust the path length difference between both
arms, one of the couplers in each interferometer is mounted on a linear translation
stage. Then, a fiber splitter re-combines and thus interferes the light beams. Another
pair of long optical fibers transports the light back to the radiation-safe area to two
fiber spectrographs. These disperse the incoming light in wavelength and are set to
simultaneously record spectrograms every 10 s (note that this value can be freely
chosen but the density in the vapor source is assumed to be constant, meaning not
changing on short, minute-like time scales, and protons arrive only every „ 30 s; this
value is therefore sufficient).

Examples for the resulting interference pattern for the cases of no Rb present in the
source and with Rb (nRb “ 2.08ˆ 1014 cm´3) are shown in Fig. 18. While in the case
of no Rb the observed intensity oscillation is at (almost) constant frequency, with Rb
present in the source the frequency increases the closer the wavelength comes to the
transition wavelength. This density-dependent change in the interference pattern can
be explained by the fact that Rb has two optical transitions2, at λ1 “ 795 nm (D1

1The same viewports are used for other plasma-related measurements e.g. of the plasma light
and plasma radius.

2Optical transition in the visible light spectrum is a characteristic of alkali metals.
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6

 

FIG. 7. A photo of the downstream end of the AWAKE vapor
source. The diagnostic mounts are located next to the poly-
carbonate protection windows. Also shown in the two insets
expansion chamber and the containing the sapphire viewport
before installation and the installed coupler and fiber on the
mounting plate.

a linear fit (see inset in Fig. 9) for the ratio vs reservoir
temperature and the saturated vapor pressure relation,
the following formula is written for the expected vapor
density in the vapor cell:

n =
1

−0.0218T + 12.3

10(9.318− 4040
T )

kT
. (5)

SIMULATIONS

An open source code, dsmcFoamPlus, is used to sim-
ulate the vapor flow. This code is an extension of dsm-
cfoam which was developed at the University of Glas-
gow and Strathclyde under the framework of open source
computational fluid dynamics (CFD) C++ tool box
OpenFOAM [40]. This code uses the numerical simula-
tion method Direct Simulation Monte Carlo (DSMC) [41]
and has been extensively bench marked [42–45]. For the
range of possible Knudsen numbers we also benchmark
the mass flow rates with fixed boundary conditions for
various cylinder aspect ratios to the known theoretical
solutions given in the literature [46]. DSMC simula-
tions use monte carlo methods to treat collisions between
macro particles and walls, each macro particle represents
a number of real particles. For the boundary conditions
we use fixed pressure boundaries. The inlet is the exit (4

Inlet:P=P0 

Outlet:P=0 
P=P2 

P=P1 

FIG. 8. Simulation mesh

cm diameter) of the reservoir ( 6.6 cm in diameter). The
pressure of the inlet is set equal to the equilibrium vapor
pressure of the liquid Rb. The 1 cm diameter orifice (out-
let) pressure is set to several orders of magnitude lower
pressure than the inlet pressure therefore is effectively a
vacuum boundary. The flow path for Rb vapor shown in
Fig. 5 is simplified as shown in the Fig. 8. The mesh is
generated using an open source code, Salome [47].

Simulations are run for for various inlet pressures cor-
responding to the set reservoir temperatures between 160
and 210. Each simulation is run until steady state flow
is reached which is indicated by outlet and inlet flow
rates being equal. Simulation convergence is checked for
various time step size, number of particles each macro
particle represents, and mesh sizes. In the simulations
viscosity is taken as µ = 1.2 × 10−5 Pas and the corre-
sponding diameter of the Rubidium as d = 6 A. We also
run simulations where we vary the viscosity from 1 to 2
× 10−5 Pas with d = 7 and d = 5 respectively. The re-
sults change by 10%. Note also that in the variable hard
sphere model a temperature coefficient is defined where
viscosity is defined as µ = µref (T/Tref )ω. One can es-
timate ω by fitting this relation to available data in the
literature. We find that the for Rubidium ω varies be-
tween 0.75 and 0.9 However given that the temperature
range in our experiment is quite small this makes negligi-
ble difference. Comparison of the simulation results with
the experimental measurements and analytical calcula-
tions are shown in Fig. 9. The density is calculated by
averaging on axis density away from the orifice. the den-
sity fluctuations in this region are less than 1%. There
is very good agreement with the simulations and the ex-
perimental results.

ANALYTICAL CALCULATIONS

An analytic solution for the Rb flow is found follow-
ing the methods and data described in the papers by F.

Diagnostic
viewport

Installed coupler and
fiber

Expansion chamber

Sapphire
window for
viewport

Optics support
leg  and mount

Rb reservoir

1

2

Figure 17: Photos showing the installations and the viewport for the Rb vapor density
measurement at the downstream end of the vapor source. Inset 1: Photo of the
downstream expansion chamber without insulation and without the Rb reservoirs
mounted. Inset 2: The fiber coupler that forms the parallel light beam that traverses
the Rb vapor is mounted in front of the diagnostic viewport. The optical fiber itself
is also visible. Credits: modified drawing of Erdem Öz.
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Figure 18: Exemplary interferograms of the Rb vapor density diagnostic with (a) no
Rb in the vapor source and (b) nRb “ 2.08ˆ 1014 cm´3 showing the effect of the Rb
vapor. The D1 line is at 795 nm, the D2 line at 780 nm.

line) and λ2 “ 780 nm (D2 line). When broadband light that covers these transitions
traverses Rb vapor, the index of refraction for wavelengths close to these transitions
changes due to optical dispersion. The strength of this effect increases with increasing
nRb and with decreasing difference between the wavelengths of the light and the
transition. The increase in index of refraction elongates or shortens the optical path
length in the Rb arm, which changes the phase relation between the light in both
arms. As a result, the interference pattern changes as seen in Fig. 18. The spectral
intensity distribution Itotpλq as observed with the spectrometers is given by

Itotpλq “ I1pλq ` I2pλq ` 2
a

I1pλqI2pλq ¨ cos p∆φpλqq , (3.3)

with I1,2 the light intensities in each interferometer arm and ∆φ the density-dependent,
phase difference between them.
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We calculate the vapor density value from this change in the interference pattern,
i.e. ∆φ, in a fully automated way. An automatized Matlab script processes the
spectrograms, calculates the plasma parameters (meaning the Rb vapor density and
the resulting density gradient along the source) and publishes them by using the
JAPC framework at CERN [109, 110]. The script sends the two spectrometer images
(once available) to a server that runs a separate algorithm for the density calculation.
The individual steps of the underlying fitting algorithm are explained in detail in
Chapter 3.4.2. The final output consists of four variables: the timestamp of the
spectrograms, the density values of the upstream and downstream measurements
and the value for the density gradient. These values are then forwarded to a virtual
variable reader [111] that is accessibly for CERN’s data infrastructure such as the
event builder of AWAKE or CERN’s fixed display1. The first ensures that for
each event the data of all experimental diagnostics can be correlated to the plasma
parameters existing around the moment the data was recorded, the later one is
essential for the operation of AWAKE. As depicted in Fig. 19, one of the three fixed
displays of AWAKE [112] in the ACC shows live (among other things) the state of
the valves at the Rb reservoir, the temperature of the Rb, and the calculated Rb
vapor density and gradient. For future users, we explain the actions required to
operate the density diagnostic from the ACC step-by-step in [113].

3.4.2 Calculation of the Rb Vapor Density
In this paragraph we detail the fitting algorithm that computes the Rb vapor density
values by the fully automated, interferometry-based diagnostic described in 3.4.1.

3.4.2.1 Fitting Algorithm

The Rb vapor density is calculated from a change in the interference pattern Itotpλq
(Eq. 3.3), meaning from the observed shift in phase ∆φpλq each wavelength of the
light in the interferometer experiences with nRb ‰ 0 when compared to nRb “ 0.
To mathematically describe this effect of nRb on the periodicity of the interference
pattern around the Rb transition lines and to calculate nRb, we use a Fourier-based
fitting algorithm. We therefore change from the wavelength to the frequency domain,
i.e. in Eq. 3.3 from wavelength to angular frequency ω:2 Itotpωq “ I1pωq ` I2pωq `
2
a

I1pωqI2pωq ¨cos p∆φpωqq. The phase difference ∆φ between the two interferometer

1A screen in the control room permanently showing a selection of parameters that are essential
for the operation of an experiment.

2The angular frequencies corresponding to λ1,2 are ω1{2π “ 377THz and ω2{2π “ 384THz.
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Figure 19: Experimental plasma and vapor source parameters as shown by the fixed
display in the ACC at 22:23:00 on Dec 17, 2017. The density value is given in units
of cm´3, the gradient in %/10m. From: [112].

arms that is important for the density determination is given by

∆φpωq “ kηpωq ¨ plF1 ´ lF2q ` k ¨ pl1 ´ l2q ` kLpηRbpωq ´ 1q
` pφ01pωq ´ φ02pωqq .

(3.4)

Herein, ηpωq denotes the index of refraction of the optical fiber, ηRb the index of
refraction of the Rb vapor and L the length of the Rb vapor column through which
the light travels. For each interferometer arm, lF1,2 represents the lengths over
which light propagates inside the optical fiber, l1,2 the path lengths in free space
(outside any fiber) and φ01,2 the phase of the light. In order to split this term into a
density-dependent and density-independent term, we Taylor-expand the term ηRbpωq
around a center frequency ω0 and obtain:

∆φpωq “
„

1
2α∆ω2 ` β∆ω `∆l `∆φ0



`

”ω

c
LpηRbpωq ´ 1q

ı

:“ [I]` [II] .
(3.5)

The constants α and β contain the frequency-independent contributions, ∆l represents
the path length difference l1´ l2 and ∆φ0 “ φ01´φ02. The first term in the equation,
named [I], is independent of nRb, while [II] depends on nRb through the index of
refraction of the Rb vapor. This index of refraction as a function of nRb, as shown
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in [59], is calculated from the electric susceptibility χe as ηRb “
?

1` χe. It can be
written as

ηRb “

d

1` e2nRb
ε0me

ÿ

i“1,2

fi
pω2
i ´ ω

2q2 ´ iγ2
i ω

2 , (3.6)

with γ1,2 the natural lifetime and f1,2 the oscillator strength of the transition. By
binomial expansion of the square root term for ηRb, one sees that the effect on
the interference pattern and thus on the phase shift is not proportional to the Rb
vapor density but to the density-length product nRbL. However, we consider L as
constant. A possible change in L caused by thermal expansion of the steal pipe
can be considered a negligible contribution to the accuracy of measurement since
its heat expansion factor is small („ 10´5 m/(m K)), resulting in a systematic error
on the order of „ 10´3. A thermal elongation of the vapor column would also effect
both up- and downstream measurements equally, thus not having an impact on
the gradient measurement. To reduce a possible systematic error on the density
values, we measured the length of both vapor columns beforehand using a micrometer
with 0.02% accuracy. To increase the accuracy of the density calculation, we take
into account a potential Doppler broadening by computing the convolution of the
expression for χe with a constant Doppler term equivalent to a line broadening at
T=200°C. We also exclude a range of 1.5THz width around the transitions from
the calculation because Eq. 3.6 has two poles at ω “ ωi and the spectrographs
cannot resolve the high-frequency oscillations in the immediate vicinity of the optical
transitions, as seen in Fig. 18 (b).

To determine nRb with Eqs. 3.3, 3.5 and 3.6, the general idea is to calculate term [I]
from an interferogram that is recorded with nRb “ 0 and thus [IIs “ 0, but otherwise
under equal conditions (i.e. ∆l and ∆φ0 in term [I] remain unchanged). Because
of these equal conditions, the density can then be determined from the observed
shift in phase ∆φpωq which corresponds to the now non-zero term [II]. Before this
calculation, we remove noise and the offset I1pωq`I2pωq from the interference pattern
and normalize them by applying a Fourier-based signal conditioning. The density
calculation should be independent of the overall signal strength and the spectral light
distribution in both interferometer arms. Furthermore, this step also allows for the
determination of the envelope function of the interferograms which are required for
the later density calculation.
As first step of the signal-conditioning, we calculate the fast Fourier transform

(FFT) of both interferograms (with and without Rb). In Fig. 20, the absolute
values, i.e. the power spectra of the FFTs, are shown for the cases of nRb “ 0 and
nRb “ 2.08ˆ 1014 cm´3 (see Fig. 18) in blue and red, respectively. Both spectra show
a similar behavior at small oscillation times τ ă 2 ps. This part of each spectrum
contains the information about high-frequency noise and the offset of the oscillation.
By setting this part to zero, one removes both unwanted contributions from the

47



Chapter 3 AWAKE and Experimental Setups

0 1 2 3 4 5 6 7 8
 (ps)

0

2

4

6

8

|S
(f

)| 
(a

rb
.u

ni
ts

)

106

No Rb
Rb

^

Figure 20: Power spectra (i.e. absolute value of the Fourier transform) of the interfer-
ograms in Fig. 18 for the cases of nRb “ 0 (blue line) and nRb “ 2.08 ˆ 1014 cm´3

(red-dotted line).

signal. Calculating the inverse Fourier transform of the remaining power spectrum
centers the oscillation around the zero axis. For completeness, we mention that one
obtains the offset (I1pωq ` I2pωq) itself by calculating the inverse Fourier transform
of the part that is set to zero, however it is not required for the density calculation.
Before any further steps, we also zero the parts of the spectrum with largeoscillation
times (τ ą τpeak ` 10 ps) because they have no meaning that is significant for the
density calculation but could disturb the analysis. In the remaining power spectra
(2 psă τ ă τpeak ` 10 ps), distinct peaks are visible at oscillation times τpeak „ 3 ps.
This part represents the intensity oscillations itself and contains the information
about their envelope function. In the case of nRb “ 0 (blue line), the peak represents
the oscillation with (almost) constant period (see Fig. 18(a)) whose frequency is only
defined by the path length difference ∆l. By comparison, in the case of nRb ą 0
(red-dotted line) the peak appears broader with several additional smaller peaks at
oscillation times 3 ă τ ă 7 ps that originate from the change in oscillation frequency
and from the envelope function changing around the transitions (see Fig. 18 (b)).
The envelope function is obtained by shifting the peak to zero and calculate the
absolute value of its inverse Fourier transform.
The same inverse Fourier transform is also used for the density calculation itself.

By calculating its angle/phase with respect to a frequency ω0 for both density cases,
we obtain ∆φpωq|nRb“0 “ rI] and ∆φpωq|nRb‰0, respectively. Since the phase at ω0
has to be independent of the density and ω0 must not be close to the transition

48



3.4 Development of Experimental Diagnostics

ω1 or ω2, we set ω0 to 390THz, corresponding to 770 nm. Figure 21 shows ∆φpωq
for the interferograms in Fig. 18, again for nRb “ 0 in blue and nRb “ 2.08ˆ 1014

cm´3 in red. One clearly sees the shift in phase caused by the Rb vapor around
the optical transition frequencies which are marked by the dashed black lines. The
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Figure 21: Measured phase difference ∆φpωq relative to φpω0q with Ω0 “ 390THz in
case of no Rb vapor (blue line) and in case of Rb vapor present (nRb “ 2.08ˆ 1014

cm´3) (red line). The dashed lines represent the transition frequencies of the Rb
atom.

offset between both lines corresponds to the density-dependent term [II] (see Eq. 3.5)
∆φpωq|nRb‰0 that is obtained from ∆φpωq|nRb‰0 ´∆φpωq|nRb“0.

This value for [II] gives a first estimate for the density which we use as the starting
parameter for the final fit that determines the density. The final fit minimizes
the difference between the zero-crossings of the conditioned signal and a function
obtained by multiplying cos p∆φpωqq with the envelope function determined in the
signal conditioning process. This step requires to substitute Eq. 3.5 and Eq. 3.6 while
using the just determined start value for nRb. The terms α, β, ∆l and ∆φ0 are kept
as fitting parameters because external influences like small vibrations might change
them on small scales which might cause a large error in this sensitive, interferometry-
based diagnostic. We obtain their start values by fitting a second-order polynomial
to ∆φpωq|nRb“0.
The output of the entire procedure, i.e. the conditioned signal (blue line), the fit

(red line) that determines the density and the identified zero crossings (red circles)
are plotted in Fig. 22(a). The depicted frequency range covers only a 16THz-wide
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Figure 22: (a) Plot of the conditioned signal (blue), the zero crossings (red circles)
and the fit (red line) vs. frequency (ω{2π) for a 16-THz-wide part around the D2 line
of the spectrum shown in Fig. 18(b). The dashed lines mark the spectrum around
the transition that is excluded from the fit. (b) Plot of the difference between the
zero-crossings of the signal and the fit vs. frequency for the entire recorded frequency
range. The area marked in light blue represents the spectral part shown in (a).

region of the spectrum around the D2 transition for an enhanced visibility of the
intensity oscillations. The dashed lines mark the part of the spectrum around the
transition that is excluded from the analysis. The fit matches the signal in periodicity,
location of the zero-crossings and shape (given by the envelope function). As an
indicator for the goodness of the fit, we calculate the deviation of the zero-crossings
of the fit from those of the signal. The outcome is shown in Fig. 22(b), where the
shown frequency range covers again the entire frequency spectrum recorded (the
range of (a) is marked in light blue). The observed deviations from the signal are
with ˘4GHz below the resolution of the spectrographs, i.e. the fit represents the
data well.
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The computing duration to perform this calculation is approximately 1 s. We apply
the algorithm to the simultaneously recorded up- and downstream spectrograms to
obtain the corresponding density values nRb,u and nRb,d, respectively. From these we
calculate the linear density gradient g along the 10m-long vapor source as

g “ pnRb,d ´ nRb,uq {nRb,u{10m , (3.7)

with units %/m. The fully automated script then sends the values for nRb,u, nRb,d,
g and the time stamp of the spectrograms to the JAPC framework described in
Chapter 3.4.1.

3.4.2.2 Measurement Accuracy

In order to confirm the measurement uncertainty recorded in [59], we record spectro-
grams over a short period (on the order of minutes), whereas the density changes
happen on the order of hours. For a density of 7.7 ˆ 1014 cm´3, close to one
AWAKE baseline density, we measure nRb,u “ p7.719 ˘ 0.006q ˆ 1014 cm´3 and
nRb,d “ p7.715 ˘ 0.007q ˆ 1014 cm´3. This corresponds to a statistical uncertainty
of ˘0.08% (standard deviation) upstream and ˘0.09% downstream. For the entire
density range (0.5´ 11ˆ 1014 cm´3), we observe statistical uncertainties between
˘0.05% at high densities and ˘0.30% at low densities (see appendix A.2.1 for plots of
the measured vapor density as a function of time at both baseline densities). Together
with the systematic uncertainties of ˘0.10% to ˘0.35% from [59], the resulting total
uncertainty is ˘0.11% to ˘0.46% (standard deviation, added in quadrature). This
fulfills the AWAKE Run 1 requirement of measuring the vapor density gradient with
sub-percent accuracy.
The accuracy of the diagnostic also plays a major role for the comparison of the

modulation frequency and the expected plasma frequency one obtains from the Rb
vapor density.

3.4.3 The Laser Reference Signal
3.4.3.1 Description

The SC triggering system has a jitter with respect to the proton bunch and ionizing
laser pulse, meaning that the SC images do not show the exact same part of the
proton bunch, but jump « 5 ps (rms, see Chapter 5.1.1) around a certain position
from event to event. Further, the precision with which the timing/delay values of
the SC window can be set is low when compared to the required sub-picosecond
accuracy. This means that when delaying the window by a certain value in the
software, e.g. 50 ps, the true value of the delay is observed to differ sometimes,
with an uncertainty on the order of approximately ˘10 ps. For these reasons, there
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was a demand for a timing signal that indicates with high, sub-ps accuracy the
position/timing of the RIF within the proton bunch, or a point later in the bunch
with known relative delay with respect to the RIF, on the SC images. In the following,
we explain the design and setup of the hence developed LRS. Its characteristics such
as its precision and possible timing jitters are described in Chapter 5.

The mentioned criteria translate into the requirement that the transfer line for the
LRS must not promote a significant pulse length stretching due to optical dispersion.
In addition, its optical path length must match that of the ionizing laser, meaning
the 60m-long path from MP1 via the laser-proton-merging point through the vapor
source to the OTR foil and from there along the OTR transfer line to the SC. For a
sub-picosecond accuracy, the difference in path length must be <300 µm.
To account for these points, we transport a replica of the ionizing laser pulse in

free space (i.e., in air) to the SC. This is allowed for by the fact that the pulse length
stretching of the 780 nm pulse with 24 nm bandwidth over 60m of air is only „ 32 fs,
making it a negligible contribution regarding the temporal resolution of the SC of
1.5 ps. The designed path of the LRS is shown in Fig. 23(a) in red/orange1, the path
to be matched of the laser light in blue. The LRS uses the bleed-through of the
120 fs-long ionizing laser pulse at the first mirror after the in-vacuum compressor
(MP1, marked by #1 in Fig. 23, also shown in the schematic of the laser system in
Fig. 12). We chose this location for the pickup because it is after all laser components
that could possible influence the timing of 120 fs-long ionizing laser pulse with respect
to the LRS. From mirror MP1 on, their propagation times stay constant, even if
the timing inside the laser changes. Further, this location provides the possibility to
observe the LRS next to unmodulated proton bunches in no-plasma events where no
ionizing pulse is sent along the vapor source. This can be achieved by closing beam
dump LSBP1 or the laser shutter after MP1 (see Fig. 12).
From the pickup location, a sequence of 2-inch-diameter mirrors and 1-inch

periscopes guides the LRS along the ceiling through the laser room and back to the
optical table that hosts the other laser components in order to gain the required 60m
of path length. The path inside the laser room is shown in more detail in Fig. 23(b).
On the table, a delay line (#2 in Fig. 23) allows for matching the path lengths.
It consists of a 1.5m linear translation stage that is used for a coarse adjusting of
the length, a motorized translation stage (model Standa 8MT175-150 with stepper
motor) with 15 cm travel range and 2.5 µm resolution (per full step) for the fine
adjustment, and a roof-top mirror. The position of the motorized translation stage
can be set in 100-µm steps. The delay line is depicted in Fig. 23(c). Its setup allows
for moving the LRS in time by known time steps with respect to the ionizing laser
pulse. This way, we are capable of observing the SM and studying its phase relative

1Different shades of red were used to enhance the visibility of the different light path. No other
meaning is intended.
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Figure 23: (a) Sketch of the experimental area showing the path of the LRS (red/o-
range) to the SC and the path of the laser through the main beam line and OTR
line (blue). [71] (b) Enlarged detail of the optical paths of the LRS in the laser
room. From: CERN (c) Photo of the delay stage (#2) with its translation stage and
roof-top mirror. (d) Photo of the optical path inside the electron bunker. The LRS
exits the transfer pipe, is lifted by „ 40 cm and sent to the streak room. (e) The
light path of the LRS (red) and the OTR (blue) close to the SC. All: Position #1
shows the location of mirror MP1, #2 the location of the delay stage and #3 the
in-vacuum optical transfer pipe from the laser room to the electron bunker. The
location of photos (c-e) is indicated in (a).

53



Chapter 3 AWAKE and Experimental Setups

to the reference signal tens to hundreds of picoseconds behind the ionizing laser pulse.
This feature is particularly important when the SM is not seeded (SMI), i.e. when
the ionizing laser pulse is several 100 ps ahead of the SC window where the phase
reproducibility is investigated.

Then, the LRS is sent through the in-vacuum optical transfer line (#3 in Fig. 23)
that connects the laser room to the electron bunker and also transports the UV
pulses to the electron gun [84]. In the electron bunker (Fig. 23(d)), another periscope
brings the LRS close to the ceiling, from where it is sent across the experimental
area to the streak room. Inside the streak room, the LRS is merged into the beam
path of the OTR using a 8:92 beam splitter. From there, it is sent onto the SC
(marked as SC in Fig. 23(d)). The last mirror before the splitter is motorized to ease
the alignment of the LRS onto the SC slit and to remotely adjust the brightness
and position of the LRS on the SC images. This is required because an excessive
intensity of the LRS (but not high enough to cause damage) leads to a broadening
of the LRS on the SC images of up to 10 ps because of space charge effects inside the
streak tube. To not cover the OTR signal of the proton bunch on the SC images,
the LRS is usually positioned on their left edge. The protection against harmful
laser light intensities of the SC and people being present in the area is guaranteed by
reducing the intensity of the LRS to non-harmful values using absorptive filters with
an optical density between OD5 and OD6. These filters are placed directly after the
pickup location at mirror MP1.

3.4.3.2 Time Matching

We match the times-of-arrival of the LRS and OTR by sending low-energy pulses
from the ionizing laser via the main beam line and OTR foil onto the SC. This way,
the LRS and ionizing laser pulse can be observed simultaneously and matched using
the motorized delay line. Figure 24 shows such a SC image where both signals are
visible, with the LRS 4.4 ps ahead the laser pulse. The timings of the LRS and laser
pulse are synchronized by adjusting the delay line such that both signals overlap on
the image. However, one has to take into account that the laser pulse used for the
time matching and the OTR light used for the SM measurements possess different
wavelength. While the central wavelength of the laser is « 780 nm, the wavelength
of the broadband OTR is filtered to « 450 nm (set by the bandpass filter used to
increase the temporal resolution, see Chapter 3.3.4). This difference in wavelength
results in different propagation times/velocities and thus different times-of-arrival on
the SC images, caused by dispersion in the glass-made optics in the OTR transfer
line (e.g., the window that separates the beam line under vacuum and the free-space
OTR line). By using different bandpass filters on the OTR line (450 nm and 775 nm)
and observing the resulting temporal shift on the SC images, the propagation time
difference was measured to 9.9 ps [114]. This delay must additionally be compensated
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Figure 24: Streak camera image with the LRS (left signal) and the ionizing laser (in
low-energy mode, right signal) simultaneously visible. The LRS is 4.4 ps ahead the
laser pulse.

by adjusting the delay line accordingly (i.e. delaying the LRS with respect to the OTR
by 9.9 ps). This way, the LRS indicates precisely the time-of-arrival of the ionization
front within the proton bunch. Here, we want to note that any potential error on
this delay matching would only impose a systematic error on the RIF time-of-arrival,
but would not impact the intended measurements of the relative phases of the SM.

Phase studies at locations far behind the seed (100s of ps) are realized by delaying
the translation stage together with the SC window, providing a relative timing signal
on each image with known, constant delay with respect to the RIF. We call this
temporal offset between the RIF and the LRS ∆tLRS . Displacing the translation
stage by distance s will move the LRS by ∆tLRS “ 2s{c in time.
The procedure to locate the LRS on SC images and how to use it for the phase

determination and "stitching" of several SC images to reconstruct an image of
the entire proton bunch with ps-accuracy is explained in Chapter 4.2. For the
determination of the precision, accuracy and further characteristics (e.g. potential
jitters) of the LRS, we refer to Chapter 5. Detailed instructions for operators to use
the LRS during the experimental beam times can be found in [115].
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3.5 AWAKE Run 2
In this last paragraph of the chapter we describe the modifications of the AWAKE
setup that are planned for the next scientific run period, called Run 2, to meet the
long-term goals of the experiment [116, 117, 118]. After the successful demonstration
of the SM and proof-of-concept of electron acceleration in a proton-driven, PWFA-
based accelerator in Run 1, Run 2 aims to accelerate electron bunches with bunch
qualities suited for applications. This means a sufficiently large final energy (multi-
GeV), a high bunch charge, a small relative energy spread and a low emittance. The
strategy to achieve this goal is to separate the processes of electron acceleration and
of the growth of the SM where the phases of the wakefields change over the first few
meters, hence being defocusing for electrons at some point. By splitting the two
processes, one is able to provide the optimal conditions for each.
As shown in Fig. 25, the modified setup will therefore not have one, but two

plasmas, i.e. two vapor sources. The first one will be used for the SM of the proton
bunch with a focus on optimizing the micro-bunch formation. The vapor source will
have eight independent electrical heating zones to set a temperature and thus plasma
density step along the propagation path. This density step is supposed to stabilize
the state of the micro-bunches [57] and thus to keep the wakefield amplitudes
close to their saturation value [28, 119]. The density step is chosen instead of a
linear gradient because gradients cannot be maintained over long distances and
shaping the plasma profile is only effective until saturation of the SM is reached. As
another difference from the current setup, the SM will not be seeded by the RIF of
a laser pulse, but by an electron bunch propagating ahead of the proton bunch in

1stplasma cell: self-modulator

1st vapour source:  self-modulator 

(2022-2024)

2nd vapour source: accelerator 

(2025-2030)

Figure 25: Planned layout for AWAKE Run 2c. From: [117].
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a preformed plasma. The train of micro-bunches that formed in the first plasma
propagates to the second vapor source, where it coherently drives wakefields in
an also pre-formed plasma. The second source will have a heat exchanger similar
to that of the Run 1 vapor source to guarantee a high plasma density uniformity.
Electrons from a second electron gun can now be injected without having them to
cross the defocusing wakefields of the SM evolution. In order to host the additional
component like the second vapor source, the second electron gun and the larger laser
system, the AWAKE area has to be expanded in the former CNGS target area (see
Fig. 10), which is going to be dismantled for this purpose.

Schedule-wise, Run 2 will be split into four phases (2a-d) [116] in order to study the
aforementioned physics objectives and because the scientific run periods of AWAKE
are linked to the schedule of the CERN accelerator complex and its Long Shutdown
periods that then interrupt all physic programs for around two years. In Run 2a,
one will use the existing setup of Run 1 to study electron seeding of the SM. This
gives time to prepare the modifications of the experimental area for the phases
Run 2b-d. Measurements of the SM with electron bunch seeding, meaning studies
of the resulting phase stability and the transition between instability and stability,
similarly to the studies presented in this thesis, are foreseen for 2021/2022. The
plans for Run 2b for 2023/24 include testing the new electrically heated vapor source
and studying the effect of a density step on the SM and the stabilization of the
micro-bunches. The main modifications of the experimental area for Run 2c and 2d
are scheduled during CERN’s Long Shutdown 3 from 2025 to 2027. This includes
for example the expansion of the AWAKE experimental area and the installation
of a new, 150MeV electron source. After that shutdown, from 2027 on, Phase 2c is
dedicated to electron acceleration experiments to validate the preservation of the
electron bunch parameters, such as the emittance, after the acceleration. Last, one
plans the demonstration of scalable plasma sources for Run 2d. A new helicon plasma
source and a discharge source are under development for this reason [120].
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Chapter 4

Analysis Tools and Procedures

In the following, we describe the analysis tools for the SM studies in this thesis.
We explain the image processing required to prepare the raw SC images for the
analysis of the SM. We describe the determination of the position and timing of the
LRS on SC images. We show the procedure to measure the phase or timing of the
micro-bunches using a DFT.

4.1 Image Processing
The raw SC data must be processed and filtered prior any SM analysis to mitigate
the effects of noise present in the system. Possible sources of noise are background
noise from the SC readout electronics, residual ambient light or stray radiation that
causes hot or even single saturated pixels. A typical background image recorded
during proton beam operation, but without signal from the proton or laser beam
(MCP gain 40, entrance slit closed) is depicted in Fig. 26(a). Its histogram of
the intensity distribution is shown in Fig. 26(b). The image shows a more or less
continuous background with pixel counts of around 400 that appears on the entire
image, overlaid with randomly appearing hot or saturated pixels (single occurrences
of counts « 5000 and larger). Since the noise, especially saturated pixels, might
influence the intended analysis by distorting the determination of the LRS timing or
the phase determination of the micro-bunches, the steps described in the following
Chapters (4.1.1 and 4.1.2) aim to reduce the effect of the different noise contributions
on the analysis outcome.

4.1.1 Background Subtraction
The part of the signal seen in Fig. 26 that is fairly continuous has two distributions.
The first is an (almost) constant offset with respect to zero that is caused by the
bias level of the CCD camera [121]. The bias level is an electric offset voltage that is
applied to the analog-to-digital converter to avoid negative signal values. As shown
in Figure 26(b), most of the pixel counts are ă 1000, with the highest number of
occurrences at around 400 counts (see Inset). Counts below 340 are not observed.
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(a) (b)

Figure 26: (a) Raw SC background image during proton injection with MCP gain 40
and slit closed. (b) Histogram of the intensity distribution in (a). Inset: Enlarged
view of pixel counts <1500 showing the effect of the bias level.

This offset from zero corresponds to the bias level and has to be removed from the
image to obtain the signal only. The second contribution is the readout noise and
residual ambient light. Figure 27(a) shows a background image that was recorded
without proton beam or laser operation, i.e. it shows only readout noise and ambient
light, but almost no stray radiation. As seen from the corresponding histogram in
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Figure 27: (a) 73 ps SC image recorded without any beams, i.e. no stray radiation.
Only the bias level and readout noise are represented. (b) Histogram of the intensity
distribution in (a).
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Figure 27(b), the readout noise and ambient light causes small fluctuations around the
bias level (broadened peak around pixel count 400). We remove these contributions
from the signal by subtracting an averaged background image similar to that in
Fig. 27(a) from the images to analyze. These background images are recorded with
SC settings equal to those with which the data was taken, but without proton or
laser beam operation causing stray radiation. After the background subtraction, the
remaining background (without hot or saturated pixels) shows on average (2˘ 10)
counts per pixel, which can be considered negligible.

4.1.2 Saturated Pixel Treatment
Saturated pixels as seen in Fig. 26 are mainly caused by stray radiation that is
created when the proton bunch itself or single defocussed protons interact with
matter, causing showers of secondary particles. The main interaction of the proton
beam with matter appears when it passes through a vacuum separation window out
of 200 µm-thick aluminium that separates the AWAKE vacuum system from the SPS.
It is located „ 4.5m upstream of the laser merging point shown in Fig. 10. Protons
that are defocussed in the SM process also cause stray radiation when they hit and
interact with the walls of the vapor source.

By inducing a large, but false signal, these hot or saturated pixels can have a major
impact on the phase analysis. Their large counts can lead to errors in the localization
procedure of the LRS (described in the following Chapter 4.2) by possibly imposing
a wrong position of the signal peak (see e.g. Figs. 24 and 30). As a result, observed
phase variations could appear significantly larger than they actually are.
Filtering of saturated pixels is difficult due to their random distribution which

prevents the definition of a representative background that could be subtracted from
the original signal. However, since the main goal is to avoid that saturated pixels
are falsely identified as a maximum of the LRS or in the proton bunch distribution,
it is sufficient to filter them by setting an upper limit for single pixel counts in the
SC images. For each data set, we define this limit by looking at a histogram of the
intensity distribution of a SC image that is recorded under normal experimental
conditions (i.e. with the LRS and self-modulated proton bunch shown), and with
the SC background and the bias level already subtracted. An example for such a
histogram is depicted in Fig. 28, where the image was recorded with MCP gain 50
and slit width 20 µm. The SC image that is used is shown in the Inset. The OTR
signal leads to up to „ 5000 counts per pixel. Single occurrences of higher pixel
counts (up to a factor of „ 3) represent hot or saturated pixels. We choose five
occurrences of a pixel count as the limit (see red horizontal line in Fig. 28) and regard
all pixels with higher counts (red vertical line) as hot or saturated pixels. Setting
their readings to the count of the defined limit (in this example 5000) decreases
their potential to distort or manipulate the analysis of the LRS and OTR signal.
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Figure 28: Histogram of the intensity distribution per pixel of a typical SC image
(see Inset) of a self-modulated proton bunch. The continuous background is already
removed. Dashed lines mark the limits that define hot or saturated pixels.

The background of other stray light cannot be filtered to due its lower intensity and
randomness. However, they do not affect the analysis and average out when multiple
images are stitched.

4.1.3 Linearization of the Temporal Axis
In addition to the background reduction, there is also a need to correct the temporal
axis of the SC images that is provided by the SC itself. The sweep voltage in the
streak tube of the SC (see Chapter 3.3.4 for its working principle) that deflects the
electrons depending on their timing leads to a non-linear time axis, i.e. the time step
per pixel on the SC image is not constant. This behavior is shown in Fig. 29 in blue
for the two time window lengths used in this thesis of (a) 73 ps and (b) 211 ps. In
both windows, the time per pixel is not constant but changes non-linearly along the
temporal axis of the image. For the 73 ps time window, the change is small, « 1%,
but « 10% for the 211 ps window. This induces errors in the phase stability studies
and the stitching procedure because the length with which a (constant) modulation
period appears on the SC image changes with its position along the bunch. Further,
a DFT as used for the determination of the modulation frequency and phase (see
Chapter 2.5) assumes an equidistant sampling rate of the signal in the time and
frequency domain.
Therefore, the time axis supplied by the SC software as well as the intensity
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Figure 29: Original, non-linear (blue line) and corrected, linear (red line) SC time
axis for the (a) 73 ps and (b) 211 ps time window.

distribution per pixel along the temporal axis must be corrected, i.e. linearized before
proceeding with the analysis. This is implemented by an interpolation algorithm
that re-distributes the original, nonlinear pixel counts onto a grid with uniform
distribution in time, i.e. with a constant time step per pixel while preserving the
total counts per image [56]. The outcome of this linearization procedure can be seen
by the red curve in Fig. 29. For both windows, the time per pixel is now constant
for every pixel along the temporal axis. For the 73 ps time window which is used
for the phase analysis in this thesis, the required redistribution of pixel counts is on
the order of « 0.7%, for which its influence on the determination of the modulation
phase can be neglected, especially since the LRS appears on approximately the same
part of the image within one data set. For the 211 ps window, the pixel counts are
adjusted by up to « 7%. However, for this window, the correction of the pixel counts
is strictly required for the stitching of SC images, which was for example used for
studies of the influence of different plasma gradients on the micro-bunch train in
Chapter 7. Without the corrections, micro-bunches would not align properly in time
and the time profile (explained in Chapter 4.4.1) of the stitched images would show
discontinuities.

4.2 Localization of the LRS
Almost all studies of this thesis rely on the use of the LRS as a relative timing signal
for which we first describe its determination. The LRS is placed at the bottom of
the SC images to not distort or superimpose the OTR signal. Figure 30(a) shows an
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Figure 30: (a) Single 73 ps SC image of a self-modulated proton bunch recorded at
density ne0 “ 1.81ˆ 1014 cm´3. The LRS is marked by the red circle. (b) Black line:
Longitudinally summed counts for the region with ´6mmă x ă ´4mm containing
only the LRS. Red dotted line: Gaussian fit to determine the position of the LRS.

exemplary SC image with the LRS visible at 11 psď t ď 13 ps and x ď ´3mm. To
determine the temporal position of the LRS, we sum counts in a „ 2mm-wide region
along the spatial axis at the bottom of the image. This region must only contain
the LRS, but no OTR light. This is possible due to an aperture in the OTR optical
transfer line to the SC that limits the OTR to ˘4mm on the SC images, which is
faintly visible in Fig. 30(a).

The result of that sum is shown in black in Fig. 30(b). A prominent peak with an
amplitude well above the noise level appears at t « 12 ps. We determine its position
and thus the timing of the LRS by applying a Gaussian fit to a ˘5 ps wide region
centered around the peak. The red line in Fig. 30(b) represents the fitted Gauss
curve, with its peak at t “ 11.9 ps. As a reminder, this means that features at this
time t have a temporal offset relative to the ionizing laser pulse equal to the ∆tLRS
defined by the delay stage setting in the LRS line (see Chapter 3.4.3). In case the
LRS is synchronized with the ionizing laser pulse (see Chapter 3.4.3.2 for details),
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i.e. ∆tLRS “ 0, the LRS indicates the position of the RIF within the bunch. The
precision of the timing/position of the LRS is evaluated in Chapter 5.

4.3 Superposition and Stitching of SC Images
The LRS allows for a superposition and "stitching" of the SC images for a visual
study of the SM. Regarding its temporal resolution, the SC works best with a low
incoming light intensity, i.e. with a small signal amount, leading to rather granulated
images as seen in Fig. 31(a). With larger signal strengths, smoother images would be
achievable, but the features on the images then smear out due to space charge effects
inside the streak tube of the SC, which decreases the time resolution. Assuming
SM with reproducible timings/phases of the micro-bunches, a better signal-to-noise
ratio and portrayal of the bunch charge density with the highest available resolution
of „ 1 ps over time scales much longer than the 73 ps window can be achieved by
this superimposing and "stitching" of the SC images. We note that these procedures
are only applicable for the SC images of the same data set recorded under equal
experimental input parameters and settings, i.e. equal nRb, g, tRIF and proton bunch
parameters.

The superposition and thus an averaging of images such as in Fig. 31(a) with equal
∆tLRS is achieved by numerically adding their pixels counts such that the images are
synchronized in time with respect to the LRS. Due to the jitter of the SC triggering
system (see Chapter 5.1.1), a different number of images may contribute to each
pixel in the final image. In order to avoid discontinuities, we normalize each pixel
row in the final stitched image to the number of images that contributed to its count.
For the stitching of SC images showing different positions along the bunch,
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Figure 31: (a) Single, 73 ps SC image of a self-modulated proton bunch where the
LRS is synchronized with the RIF (∆tLRS “ 0) and ne0 “ 1.81 ˆ 1014 cm´3. The
LRS and thus the RIF is at t “ 0 ps. (b) A 100 ps long part of a reconstructed,
"stitched" image of the modulated proton bunch using nine images like (a). The
LRSs are separated by 50 ps (∆tLRS “ 0 and 50 ps).
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Chapter 4 Analysis Tools and Procedures

i.e. recorded with different ∆tLRS , we place the images on the temporal axis according
to their timing relative to the RIF that is defined by the LRS. Thereby, one must
keep in mind that the pixel number that corresponds to the location of the LRS on
the temporal axis must not be an integer number, but can be in between two pixels.
In this case we round to the nearest integer as only full integer pixel numbers are
suited for the stitching of SC images. This might impose an uncertainty or timing
jitter of 0.5 px or its corresponding time value. We change ∆tLRS in 50 ps steps
when recording with the 73 ps window and in 150 ps steps with the 211 ps window to
portrait the entire modulated proton bunch and to guarantee a time overlap between
the images with different delays. Since also the stitched images not necessarily obtain
an equal number of images in each pixel row we normalize again each row of the final
stitched image to the number of images that contributed.
The result of the averaging and stitching using the 73 ps window is exemplary

illustrated in Fig. 31(b) for the first two delays of the LRS, i.e. ∆tLRS “ 0 and
50 ps. For each ∆tLRS , we average nine events. The resulting image displays a
„ 100 ps long section of the micro-bunch train with the resolution of the 73 ps window
(„ 1 ps). The image shows an improved signal-to-noise ratio, e.g. the structure of
defocused protons becomes visible and the shape of the micro-bunches appears more
distinct. By repeating this procedure of delaying the LRS together with the SC
window multiple times, one obtains noise-averaged, high-resolution images along the
entire modulated bunch, usually of several 100 ps length.

We want to mention that averaged SC images can provide a first, visual measure
for the phase reproducibility for data sets where the behavior of the modulation phase
is unknown. As already indicated, the peaks in the proton bunch charge density
overlap in the case of SSM. By contrast, with randomly phased micro-bunches (SMI),
the features of the individual images are expected to average/wash out.

4.4 Modulation Frequency and Phase Determination
We characterize the SM or micro-bunches with respect to their modulation frequency
and phase or timing using a DFT-based analysis procedure as described in Chapter 2.5.

4.4.1 Determination of the Time Profile
We first obtain the time profile of the self-modulated proton bunch from the according
to Chapter 4.1 processed images by summing the pixel counts within a region centered
around the bunch axis, along the temporal axis. We define the width and center of
this region by summing counts along the spatial coordinate of the SC image. We
thereby limit the summing longitudinally to those parts of the temporal axis that
only contain signal from the protons but not from the LRS. For the example SC
image in Fig. 30(a), only signal with t ď 15 ps is summed along x.
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4.4 Modulation Frequency and Phase Determination

Figure 32 depicts the result of this sum. The counts for ´1mm ď x ď 1mm
originate from the micro-bunches, signal within ´4mmă x ă ´1mm and 1mmă
x ă 4.5mm represents defocused protons. It can also be seen that outside ´4mmă
x ă 4.5mm no OTR signal reaches the CCD of the SC because transport optics
in its optical transfer line limit the field of view. Since the incoming proton bunch
distribution is approximately Gaussian [77], we fit a Gaussian profile to the peak
(« ´1mmď x ď 1mm on Fig. 32) to determine the transverse bunch center which
defines x “ 0mm on the images and the transverse rms width σr of the micro-bunch
charge distribution (measured at the OTR foil 3.5m after the plasma). Based on
these values, for the determination of the time profile of the self-modulated bunch,
we set the width of the summed region along the temporal axis to be ˘1σr and
centered around the peak of the distribution (x “ 0). For the example in Fig. 32,
σr – 430 µm.

Figure 30 is re-produced in Fig. 33 with supplementary information to emphasize
the steps of frequency and phase determination from this time profile. The time
profile one obtains when using the width of 430 µm is added in Fig. 33(b) in blue.
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Figure 32: Spatial profile of Fig. 30(a) obtained by summing counts in a – ˘430 µm-
wide region around the bunch axis.
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Figure 33: (a) Single 73 ps SC image of a self-modulated proton bunch recorded at
density ne0 “ 1.81ˆ 1014 cm´3. (b) Blue line: Bunch modulation profile summing a
– ˘430 µm-wide region around the bunch axis of (a). Other features equal to those
in Fig. 30. Green line, both Figs: cosine of the average DFT frequency used for the
analysis and the measured phase value.

4.4.2 The DFT of the Time Profile
Next, we calculate the DFT (Chapter 2.5) of this time profile to determine the
modulation frequency and phase. The resulting frequency bin size is ∆fDFT=1/73 ps
– 13.7GHz for the 73 ps time window and – 4.75GHz for the 211 ps time window.
In order to increase the resolution of the frequency determination, we decrease the
bin size by zero padding (see Chapter 2.5) the time profile with an one-dimensional
array of 50 times its length, i.e., with 50ˆ512 zero amplitudes. Similarly to Fig. 7,
Fig. 34 depicts the power spectrum of the time profile of Fig. 33(a) (blue line in
(b)). The red points represent the power spectrum of the unpadded signal with its
13.7-GHz-binning. The blue line shows the equivalent spectrum of the zero-padded
signal. The zero padding reduces ∆fDFT to 13.7GHz/50– 0.27GHz, bringing it on
the same order as the accuracy of the Rb vapor density diagnostic. The enhanced
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Figure 34: DFT of the modulation profile of Fig. 33 without zero padding (red
symbols) and zero-padded 50 times its length (blue line).

resolution of the sinc function is clearly visible, leading to a much more accurate
representation of the peak in the power spectrum that corresponds to the modulation
frequency fmod.
We want to note that specially tailored window functions that are multiplied

to the signal are often used to reduce the convolution effect of the signal’s square
window function and thus to reduce the share of the sinc function in the power
spectrum. These usually Gauss- or Hann-like window functions lower or remove the
hard edges of the square window function that cause the sinc function to dominate
the power spectrum. However, the window functions can never completely remove
the convolution effect since the Fourier transform of any window function is always
convoluted with that of the signal, independent of its shape. For the images used
in this thesis that displays only six to nine micro-bunches on the 73 ps SC window
depending on the Rb vapor density, these window functions do not improve the
frequency and phase determinations. The resulting even small number of modulation
periods per image leads to higher uncertainties in the analysis outcome. Further, we
also do not characterize the power spectra according to the width or amplitude of the
peaks. We therefore do not use window functions when determining the modulation
frequency and phase.
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4.4.3 Determination of the Modulation Frequency and Phase
The modulation frequency of the micro-bunch train seen in Fig. 33(a) is obtained
from the power spectrum of the zero-padded signal by determining the frequency
peaking with the largest amplitude. We limit the search to a range centered around
the plasma frequency expected from the Rb vapor density measurement because
their agreement is well proven [51]. For the example event in Fig. 33, we measure
a frequency of 122.1GHz. We refrain from defining a filter or numerical criteria to
select or exclude events for mainly two reasons. First, the study of the SMI with
possible large fluctuations in the modulation profile could be falsified by such a filter
that excludes SMI events. The identification of events with a presumably significantly
different phase or modulation depth has to be possible. Second, we are not only
evaluating the SM near the bunch center with a high population density and thus
a high signal strength of the OTR, but also at the back of the bunch, up to 2σt
behind the bunch center where the signal-to-noise ratio is much smaller. In this
case, a filter algorithm could falsify the results in a similar way. Instead of filtering,
events are accepted if experimental input parameters with regard to the Rb vapor or
plasma density, proton bunch and laser alignment are met. In addition, every event
is visually inspected to verify that a beam-plasma interaction happened, which is
possible due to the relatively low number of events („ 100) per data set.
For data sets recorded under same experimental conditions (in this context,

i.e. equal nRb, g, tRIF , proton bunch parameters and SC settings), variations in fmod
up to 1.8GHz (rms) from event to event are observed. These frequency variations
caused by noise on the images appear in particular at low nRb where the number of
micro-bunches on the SC is small. The implied variations in plasma density on the
percent level are significantly higher than what is expected from the Rb vapor density
measurement (ă0.3%, see also appendix A.2.1). These large variations also stands
in contradiction to observations of the SM, for example presented in Chapter 6.3 of
this thesis. A frequency variation of 1.8GHz would translate into a phase variation
of 81% (of 2π) for the micro-bunches 2σt behind the start point of the SM, which is
not observed. However, the determination of the correct frequency bin is of utmost
importance for the phase analysis. A correct interpretation of any observed phase
behavior is only feasible for a constant fmod. We therefore interpret the average of
the measured modulation frequencies as the modulation frequency to be used in the
entire phase determination of the respective data set. This conclusion is justified
based on the Rb vapor density measurement, the full ionization of the Rb vapor
within the plasma column (>99.9%, [51]) and the proven correlation between plasma
density ne0 and modulation frequency fmod [51].

To study the phase reproducibility, we select the phase value of the frequency bin
that corresponds to that average frequency for each event. With the position of
the LRS known (see Chapter 4.2), the modulation phase of all events of a data set
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4.4 Modulation Frequency and Phase Determination

can be referred to each other. The time difference between the LRS and the next
micro-bunch is determined from this phase relative to the LRS using the average
modulation frequency. For the SC image shown in Fig. 33, the phase with respect to
the LRS is 0.8 rad for an average frequency of 120.8GHz, corresponding to a time
difference of 1.1 ps.

We characterize the phase variation ∆Φ observed for a set of events recorded under
equal experimental conditions in two ways. We calculate the full range of observed
phases, given as the fraction of one plasma period, in % of 2π. This range is expected
to cover almost the full 2π of a plasma period when the SMI dominates, but only a
small fraction of it when the SM is seeded. Further, we determine the rms of the
phase distribution, also in % of 2π. While we expect a small variation on the percent
level for the case of SSM, the rms of a random phase distribution in the case of SMI
is expected to be near the rms value of a random distribution of 100%{

?
12 “ 29%.

The beforehand mentioned uncertainty in the modulation frequency determination
does not influence the phase analysis. The value of the phase variation depends only
negligibly on the selected average frequency, as long as the variation in frequency is
small when compared to the DFT bin width. This can be seen in Fig. 35, where the
phase variation is plotted versus the average modulation frequency for an exemplary
data set at ne0 “ 1.81 ˆ 1014 cm´3, equivalent to 121.0GHz. The phase variation
remains within 2.8% and 3.1% of 2π for frequencies ˘4GHz around the average
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Figure 35: Observed phase variation ∆Φ{2π versus chosen DFT frequency bin for a
data set recorded at nRb “ 1.81ˆ1014 cm´3, corresponding to a modulation frequency
of fmod “ 121.0GHz.
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modulation frequency measured to fmod “ 120.8GHz, which justifies the use of the
average modulation frequency for the phase determination.
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Chapter 5

Characterization of the Laser Reference
Signal

The quality of the phase reproducibility studies as well as of the stitching and
averaging of the SC images strongly depends on the uncertainties that originate from
the LRS (assuming a satisfying data quality), as the observed variation in phase or
timing is convoluted with the measurement uncertainties of the LRS. This chapter
aims to identify the sources that contribute to this uncertainty and to quantify them.
Since the LRS can serve as a relative or absolute timing signal on the SC images, it is
important to differentiate between uncertainties that affect the data analysis in both
cases or that only come into play when the LRS is used as an absolute timing signal.
The total uncertainty of this diagnostic is an essential requirement to understand
which part of the results, e.g. the observed phase variations, have a physical origin
and which can be attributed to the measurement errors.

5.1 The Identification and Determination of Uncertainties
The potential measurement uncertainties introduced by the LRS include a trigger
system jitter between the LRS and the SC trigger system, a timing jitter between the
ionizing laser pulse and the LRS, and uncertainties in the localization of the LRS on
the image, i.e. also the determination of ∆tLRS . Further, the accuracy and precision
of the translation stage in the delay line of the LRS’s beam path (see Fig. 23(c)),
i.e. the reproducibility and precision of its travel distance has to be considered. This
last uncertainty only affects data sets in which the LRS is used for absolute timing
measurements, i.e. where the translation stage is moved within the recording of a
data set. This includes the stitching of SC images and the determination of the
timing difference of micro-bunches with respect to the RIF. Data where the LRS is
used only as a relative diagnostic is not affected by this. Examples for this are the
phase determination or the averaging of SC images.
We determine the uncertainties mentioned first from SC images where the LRS

and the ionizing laser pulse are simultaneously visible on the same 73 ps SC window.
Figure 36 shows an example image with the LRS on the right and the ionizing laser
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Figure 36: Raw SC image with the LRS (left signal) and the ionizing laser pulse
(right signal) in low-energy mode visible, similarly to Fig. 24. Reflections of the laser
pulse created by multi-surface reflection on glass are additionally visible.

pulse in low power mode on the left. Below the ionizing laser pulse, the image shows
three reflections of the pulse caused by a 5-mm-thick piece of glass placed in the
beam path. These reflections were created solely for these measurements to simulate
the presence of several LRSs, needed in the following characterization of the LRS
uncertainties.

5.1.1 Trigger System Jitter between Laser and SC
We start with the measurement of the trigger system jitter between the SC and
the laser, which was the main reason to install the LRS into the experiment. As
mentioned before, this jitter causes the proton micro-bunches to jitter around a
certain position on the SC images. Because this jitter is much larger than the bunch
train period, it makes it impossible to compare consecutive events to each other. To
characterize this jitter, we determine the position of the LRS for 100 events that only
show the LRS, following the procedure described in Chapter 4.2. A histogram of the
detected positions on the temporal axis of the images in pixel is depicted in Fig. 37.
The position of the LRS varies over a total range of 160 px or 22.8 ps. The standard
deviation of this variation is 34 px or 4.8 ps. It is important to note that because
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Figure 37: Histogram of the detected position of the LRS in pixel on the 73 ps window.
The variation in position is due to the triggering system jitter.

we use the LRS, this jitter has no direct impact on the quantitative outcomes of
the data analysis. However, in case the features of interest (e.g. the onset of the
self-modulation or a certain micro-bunch within the bunch train, but also the LRS)
are placed on the edge of the SC image, this jitter might cause that these features
are not visible on the image for some events. This is avoided by placing them at
times within approximately 15 ps from the ends of the time window.

5.1.2 Uncertainty on the Temporal Position of the LRS
The potentially largest contribution to the measurement uncertainty with which
the LRS impacts the data analysis comes from the determination of the temporal
position of the LRS on the image itself. To determine this uncertainty, we use the
multi-layer reflections shown in Fig. 36. Since the LRS is a replica of the ionizing
laser pulse, having these reflections is equivalent to having multiple LRSs in one
image. The uncertainty in measuring the spacing of the reflections is therefore used
to estimate the uncertainty in determining the timing of the LRS. Assuming that
the beam path is unaltered, including that the thickness of the piece of glass in the
beam path that causes the reflections does not change its relative angle and thus
thickness, we regard the temporal spacing between two reflections as constant.

We use the laser pulse itself and the first reflection for this purpose. A histogram
of the detected spacings for 1000 images is plotted in Fig. 38. The distribution is
centered around 80.6 px with an rms width of 1.1 px, corresponding to 157 fs on the

75



Chapter 5 Characterization of the Laser Reference Signal

Distance (px)
75 80 85

0

20

40

60

80

100

120

140

160

N
um

be
r 

of
 o

cc
ur

an
ce

s

Figure 38: Histogram of the detected temporal spacing between the ionizing laser
pulse and its first reflection for 1000 events, as observed with the SC. The measured
mean value is p80.6˘ 0.6q px.

73 ps time window. This value represents twice the error of localizing one LRS (being
added in quadrature). Accordingly, the uncertainty in determining the location of the
LRS is 157 fs{

?
2 “ 111 fs. We note here that this value represents the uncertainty

in determining a for the SC well adjusted signal strength where a broadening of
the signal due to space charge effects in the SC is avoided. With higher intensities,
the LRS appears broader as mentioned in Chapter 3.4.3.1, which can influence the
measurement uncertainty.

5.1.3 Timing Jitter between Laser Pulse and LRS
A timing jitter between the time-of-arrival of the ionizing laser pulse and the LRS
might originate from vibrations, air drafts and pointing jitters in its in-air, 60-m-long
optical transfer line (see Chapter 3.4.3 and Fig. 23). From 100 images with the
ionizing laser pulse and the LRS displayed simultaneously on the 73 ps window (as in
Fig. 24 and 36), we determine the position on the temporal axis of both signals and
analyze the relative position to each other. The detected positions of both signals
are plotted in Fig. 39(a). The figure clearly shows the large timing jitter due to
the triggering system (4.8 ps rms, determined in Chapter 5.1.1) on the 73 ps time
window. It also shows that the jitter between the two laser pulses is much smaller.
This is confirmed by Fig. 39(b) which shows the relative position between the two
laser pulses in pixels. The average measured relative position of both signals is 4.0 px
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Figure 39: (a) Measured positions of the ionizing laser pulse and the LRS with both
simultaneously visible on the same 73 ps SC window for 100 events. (b) Calculated
relative position between both signals from (a). The mean is p4.0˘ 1.1q px.

with a standard deviation of 1.1 px. This uncertainty of 1.1 px or 157 fs is as large as
the uncertainty in determining the position of the LRS found in Chapter 5.1.2 (also
157 fs). We therefore conclude that within the measurement uncertainty, no timing
jitter between the ionizing laser pulse and the LRS is observed. As a side note, we
add that a relative position to each other of 4.0 px on the 73 ps time window means
that for this data set, the ionizing laser pulse and the LRS are synchronized within
0.6 ps (see Chapter 3.4.3.2 for the matching of both signals).

5.1.4 Uncertainty on Translation Stage Movements
For the study of micro-bunches in the back of the proton bunch as a function
of their timing with respect to the RIF (and for delays larger than the length of
the used SC window), the precision with which the delay between the RIF and
the LRS is set gains importance as a potential uncertainty on the absolute timing
and delay values. As mentioned, measurements where the LRS serves only as a
relative timing signal (i.e. for example Fig. 39(a)) are not affected. We evaluate the
precision and repeatability of the translation stage used to set this delay by moving
it repeatedly over various travel distances and positions between 0 between 60mm.
The travel range of 60mm, corresponding to a round trip delay of ∆tLRS “ 400 ps, is
approximately equal to the range used in the experiment. As a reminder, the delay
induced on the LRS for a travel distance s of the translation stage is ∆tLRS “ 2s{c
and the position of the stage is set in 0.1mm steps (see Chapter 3.4.3.2). For 70
positions, we measure the actual displacement sm using a caliper with 0.05mm
accuracy (equal to 0.08% over 60mm) and compare it to the set travel distance sset.
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Figure 40: Histogram of the deviation between measured and set displacement of the
translation stage sm ´ sset.

The result, given as sm´sset, is illustrated by the histogram in Fig. 40. The deviation
from the set value is on average ´0.01mm, with an rms width of 0.16mm. This
corresponds to an uncertainty in setting the absolute value of the delay of 529 fs. This
is thus the uncertainty on the delay between data sets acquired at various positions
along the proton bunch (e.g. used in stitched images like Fig. 31, or Fig. 49(a) later
in this thesis).

5.2 The Total Measurement Uncertainty
We determine the total measurement uncertainty implied by the LRS on the SM
studies. As mentioned previously, the trigger system jitter between the SC and the
laser does not influence the measurement uncertainties. In case the LRS is used as a
relative timing signal, e.g. for the studies of the phase reproducibility at a constant
position relative to the proton bunch center and to the RIF, only the uncertainties
in determining the temporal position of the LRS on SC images (111 fs rms) and the
jitter of the relative delay between both pulses (below measurement limit) have to
be taken into account. When determining the delay between the LRS and the RIF
with the same procedure, the uncertainty on the temporal position must be taken
into account twice, adding (in quadrature) to 157 fs.
The total error when the LRS is also used as an absolute timing signal (i.e. for
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studies as a function of the position along the proton bunch) is obtained by adding
the uncertainty on the translation stage movement (529 fs), also in quadrature. The
resulting value is 552 fs (rms), mainly dominated by the uncertainty implied by the
translation stage.
The data presented in this thesis was mostly obtained with densities of

nRb=0.94ˆ1014 cm´3 and 1.81ˆ1014 cm´3. With these densities, the electron plasma
frequencies are –87.1GHz and –120.8GHz, corresponding to periods of 11.5 ps and
8.3 ps, respectively. Here, the total relative errors correspond to 1.9% of 2π and
1.4% of 2π. We also note that these values describe the uncertainty of the diagnostic
itself. The additional error of 0.5 px or « 0.6% that originates from the analysis
code by rounding the pixel number that corresponds to the location of the LRS (see
Chapter 4.3) is thereby not included and must be added extra, if needed.
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Chapter 6

Instability and Seeding of the
Self-Modulation

The experimental results presented in this chapter characterize the different regimes
of the SM expected for different initial wakefield amplitudes provided by the RIF of
the ionizing laser pulse. In the non-seeded case, the plasma is created ahead of the
proton bunch or at the very beginning of it and the SM grows as an instability from
noise present in the system, which is the regime of the SMI. In [55], shot noise is
calculated to be on the order of 10 kV/m. Another source of noise can be irregularities
in the proton bunch distribution due to the beam transport of unknown extend.
For simplicity, we refer to both (shot noise and bunch irregularities) as the noise
in the system. When the RIF is placed within the proton bunch, i.e. when seeded,
the sudden onset of the plasma triggers the start of the SM because of sufficiently
high initial transverse wakefield amplitudes. The amplitude of the initial transverse
wakefields is controlled through the timing of the RIF relative to the bunch center
tRIF , which changes the bunch density (WK,RIF pnbptRIF qq, Chapter 2.3, Eq. 2.18).
The characterization of these two different SM regimes is the goal of this chapter.

To begin, we compare consecutive SC images with respect to the appearance of
the SM and the phase reproducibility of the micro-bunches for clear cases of SMI
and SSM. By measuring the phase variation as a function of tRIF , we determine
the transition point between both regimes, i.e., which initial transverse wakefield
amplitude is required to overcome the noise in the system. We give an explanation
for the randomness of the phase of the micro-bunch train for the non-seeded case.
Last, for the regime of SSM, we study the reproducibility of the phases or timing of
the micro-bunches as a function of their position along the bunch (and with constant
tRIF ). We also evaluate the evolution of the relative modulation phase along the
bunch and compare the corresponding modulation frequencies to each other. The
experimental results for these measurements were recorded during the beam time
periods of AWAKE in May and November 2018.
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6.1 Observation of Different SM Regimes
We demonstrate the existence of the two distinct SM regimes by placing the RIF once
ahead of the proton bunch for SMI and once close to the bunch center where SSM
was already experimentally observed during previous measurements (e.g., in [51]).
For each case, we compare the timing or phase of the micro-bunch train between
consecutive events in composite images. The Rb vapor and thus plasma density
during the experiment was chosen to be « 1ˆ1014 cm´3 in order to have a longer
plasma period for a more accurate determination of the phase reproducibility, but
still a minimum of six micro-bunches visible per 73 ps SC window. The density profile
is chosen to be flat, i.e. no linear density gradient along the source is set, g “ 0.
We use a bunch population of Nb « 3ˆ1011 protons per bunch. The duration of
the (unmodulated) proton bunch is measured from 1ns SC images without plasma
present in the source, giving σt “ 250 ps.

6.1.1 The Self-Modulation Instability Regime
To study the behavior of the micro-bunch train when no seed is provided (SMI), we
use the following SC and timing settings: the RIF is placed at tRIF “ 600 ps (or
2.4σt) ahead the proton bunch center. The 73-ps-long SC window (slit width 20 µm,
MCP gain 40) and the LRS are placed 150 ps (0.6σt) ahead of the bunch center,
i.e., the timing difference between RIF and the LRS on the images ∆tLRS “ 450 ps
(1.8σt). In total, 18 events were recorded with these settings. The measured average
modulation frequency is 87.1GHz, equivalent to a modulation period of – 11.5 ps.
The corresponding plasma (and Rb vapor) density1 is ne0 “ 0.94ˆ1014 cm´3.

An example of a SC image of this data set is shown in Fig. 41. The single image
itself shows micro-bunches with no visible difference to images when the SM is seeded
(see e.g. Fig. 31 or [51]). To obtain the composite image from the set of images, we
align the center of ten consecutive images2 in time using the LRS (see Chapters 3.4.3
and 4.2, visible at t “ 0 ps in Fig. 41, not visible on the composite images) and
normalize each image to its incoming bunch population. The aligned images are then
displayed above each other.

The result of this procedure is shown in Fig. 42 for the (´1mmă x ă 1mm) range,
with the temporal axis of the SC on the horizontal axis and the image number on the
vertical axis. The composite image clearly shows that even though all events have a
constant offset with respect to the RIF as indicated by the LRS at t “ 0 ps (LRS not

1We note that during the recording of this data set, the Rb vapor density measurement was not
operational due to a fault of the white light laser that supplies the light for the interferometer (see
Chapter 3.4.1). Because of the well-proven agreement between the vapor, plasma and modulation
frequency ([51]), we calculated the corresponding density value for this data set only.

2Only ten out of 18 events are shown for a better visibility of the single events.
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Figure 41: 73 ps SC image of the modulated bunch without seeding with the RIF
600 ps (or 2.4σt) and the LRS 150 ps (0.6σt) ahead of the bunch center.
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Figure 42: 73 ps composite image of ten events with the RIF 600 ps (2.4σt) and (b)
RIF 350 ps (1.4σt) ahead of the bunch center. Front of the bunch on the right hand
side. Events aligned w.r.t. LRS at t “ 0, not shown), LRS 150 ps (0.6σt) ahead of
bunch center, ne0 “ 0.94ˆ1014 cm´3.
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visible), the micro-bunches appear at no particular timing from event to event. The
timing and phase of the micro-bunch train vary significantly (i.e., by one or more
than one period). In addition, the bunch charge density also varies considerably from
event to event. This can be assigned to amplitude variations of the focusing and
defocusing fields as the electric fields might develop with different initial wakefield
amplitudes and growth rates. These two observations, i.e., the timing and charge
density variations, are typical for an instability-based process.
We determine the variation of the phase with respect to the LRS for each of the

18 events in the data set to quantify the observed variations. The phases of the
bunch train are determined according to the procedure explained in Chapter 4.4 with
87.1GHz as average modulation frequency. Already with this relatively small number
of events, the measured phases cover 96% of 2π and the rms of the distribution is
30% of 2π. This is in good agreement with the variation of a uniform distribution of
1{
?

12 “ 0.289, which confirms the observations in Fig. 42. When the SM process is
not seeded, the SM grows as an instability.

The Cause of Random Phases

The variations in phase with SMI can in general be caused by changes in modulation
frequency or by varying starting points of the SM. However, we consider the modu-
lation frequency constant as it is demonstrated in [51] that the SM modulates the
bunch with the plasma electron frequency and no significant deviations from this are
observed so far. Also the Rb vapor density and thus the plasma electron frequency
can be considered constant (within ă 0.3%) as seen from the Rb vapor density
measurement (see Appendix A.2.1) and temperature readings [122]. Therefore, to
determine the cause for the randomly distributed phases we create a composite image
of 211-ps-long SC images that show parts of the proton bunch closer to the RIF
where the SM grows. We have to note that the only recorded data that displays this
part of the bunch while large phase variations are observed is recorded at different
experimental parameters (ne0 “ 1.81ˆ1014 cm´3, g “ 0, tRIF “ 650 ps (2.6σt) and
∆tLRS “ 350 ps (1.4σt), i.e., the LRS and SC window are 300 ps (1.2σt) ahead the
bunch center). However, we expect the conclusions to be the same at all densities.

The composite image of ten consecutive events with these parameters and aligned
with the LRS at t “ 0 (again not shown) is presented in Fig. 43. For a better visibility
of the modulation profile, this image uses a different color map. In general, the parts
of the proton bunch visible on the right side of the image (t ă ´60 ps) show no sign
of modulation. The SM seems to evolve from different times, between ´50 ps and
0 ps on the image, i.e. 300 ps and 350 ps after the RIF. Also the the time difference
from the point where a first change to the proton bunch density is visible to the
first distinct micro-bunch is different from event to event and stretches over up to
„ 100 ps (see e.g. event number seven and ten). Also the identification of the first
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Figure 43: 211 ps composite image of ten events with the RIF 650 ps (2.6σt) ahead
of the bunch center and 350 ps (1.2σt) ahead of the SC window and LRS (at t “ 0,
not visible). Front of the bunch on the right hand side. Events aligned w.r.t. LRS,
ne0 “ 1.81ˆ1014 cm´3.

micro-bunch is difficult due to a different evolution of the modulation from event to
event. The modulation frequency (obtained from SC images that do not show the
onset of the SM but only micro-bunches) agrees within the uncertainties with the
expected frequency of 120.8GHz calculated from the Rb vapor density measurement.
To better distinguish the unmodulated part of the bunch from the onset of the

SM, Fig. 44 compares a 73 ps SC image without plasma to two SMI events with
ne0 “ 1.81ˆ1014 cm´3, g “ 0 and tRIF “ 550 ps (2.2σt) (same other experimental
parameters). The corresponding time profiles (obtained according to Chapter 4.4.1)
are shown on their right. The LRS indicates here the delay between the image/LRS
with respect to the RIF of 200 ps. Accordingly, the LRS sets t “ 200 ps on each
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Figure 44: Left column: 73 ps SC images with RIF 200 ps ahead of the window and
LRS for the cases of no plasma in (a) and for ne0 “ 1.81ˆ1014 cm´3 in (b) and (c).
Right column: corresponding time profiles of the bunch charge density. Dashed lines
mark the position with 200 ps delay with respect to the RIF, as indicated by the
LRS on the images.
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image1, the RIF is set at t “ 0 on the same scale. The image with the laser off and
thus without plasma (Fig. 44(a)) shows the unmodulated proton bunch, its time
profile only exhibits noise from the SC image itself. In Fig. 44(b), micro-bunches
are visible along the entire image, which is also confirmed by the equivalent time
profile. The SM starts at a time before the window that is shown on the image. In
Fig. 44(c), the SM becomes visible for t ą 195 ps, both in the image and in the time
profile. Before that, the image shows a profile similar to that of the no-plasma case
of Fig. 44(a). Here, the bunch appears unmodulated but focused due to adiabatic
focusing which starts at the location of the RIF. This can also be seen from the
fact that even thought the images are normalized to the incoming bunch charge, the
counts of the time profile are higher in Fig. 44(c) than in (a).
The comparison of Fig. 44(b) and (c) in combination with the observations in

Figs. 42 and 43 therefore proves that when no seeding is provided, the SM grows as
an instability from a location or time along the bunch after the RIF that changes
from event to event. The start of SM (<150 ps on (b) and >195 ps on (c)) can vary
by at least 45 ps " 1{fmod “ 8.26 ps, thus explaining the phase variation observed
e.g. on Fig. 42.

6.1.2 The Seeded Self-Modulation Regime
In order to obtain a composite image similar to Fig. 42 for the seeded case at otherwise
equal parameters, we set tRIF “ 350 ps (1.4σt) to provide larger initial transverse
wakefields at the location of the RIF. To observe the same part of the proton bunch,
the position of the SC window and LRS with respect to the bunch center remain
unchanged at 150 ps (0.6σt) ahead of the bunch center. Also all other parameters are
kept unchanged. Figure 45 shows the resulting composite image, again displaying the
center region of ten consecutive events aligned with the LRS (at t “ 0 ps, not visible).
Clear differences with respect to Fig. 42 are visible. The micro-bunches of the

different events line up in time (i.e., in the vertical direction on the image), meaning
that timing of the micro-bunches and the phase of the modulation are essentially
constant with respect to the RIF from event to event. The bunch charge density in
the modulated bunch appears much more consistent than in the non-seeded case. The
determination of the phase variation for this data set (16 events, average modulation
frequency 87.1GHz) confirms the observations by giving an rms variation of 6% of
2π and a total range of ă 30% of 2π. These observations match the expectations of
a seeded process such as the SSM. They imply that seeding the SM does not only
trigger the SM at the RIF, but also cause the SM to evolve from the exactly same
point in a reproducible way (and with constant modulation frequency as already
known).

1The LRS can be sent to the SC without sending ionizing laser pulses along the vapor source by
closing the shutters in the laser room, as described in Chapter 3.4.3.1.
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Figure 45: Compos-
ite image of ten
events with the RIF
350 ps (1.4σt) ahead
of the bunch center.
Front of the bunch on
the right hand side.
Events aligned w.r.t.
LRS, at t “ 0, not
shown), LRS 150 ps
(0.6σt) ahead of
bunch center, ne0 “
0.94ˆ1014 cm´3.
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Figure 46: Composite
image of five events
with the RIF at the
bunch center (tRIF “
0) and the LRS (at
t “ 0, not shown)
synchronized with the
RIF. Front of the
bunch on the right
hand side. ne0 “

0.94ˆ1014 cm´3.
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6.2 Transition between SMI and SSM

This is confirmed by the composite image in Fig. 46. It shows five SSM events on
the 211 ps time window where the LRS (at t “ 0, not shown) is synchronized with
the RIF at the proton bunch center, i.e., tRIF “ ∆tLRS “ 0. Accordingly, parts of
the images with t ă 0 show the unmodulated proton bunch that does not travel in
plasma but in Rb vapor. For all events, the modulation starts by focusing the bunch
at t „ 0 where the initial transverse wakefield at the RIF seeds the SM. The SM
evolves equally from even to event and all micro-bunches behind the RIF show the
same timing or phase relative to the RIF.

In summary, we conclude that when an insufficient initial transverse wakefield
amplitude is provided by the RIF, i.e. smaller than the noise in the system, then
the SM starts at random points along the bunch and grows as an instability, leading
to a distribution of the phase of the micro-bunch train that varies by more than a
modulation period relative to the RIF. This is the regime of the SMI. By contrast,
when the RIF is placed closer to the bunch center to provide larger initial wakefield
amplitudes, the SM is triggered instantaneously, i.e. starts at the time of the RIF.
The entire process of SSM, especially the phase or timing of the micro-bunches, is
reproducible from event to event. Assuming that wakefields driven in the plasma are
tied to the RIF and the modulation profile of the proton bunch after saturation of
the SM process [67], the phase of wakefield is also reproducible from event to event.
The results presented here therefore show that by seeding the process one can control
the phase of the (accelerating and focusing) wakefields driven by the micro-bunches
as it is required for deterministic acceleration of externally injected electrons in a
possible wakefield accelerator.

6.2 Transition between SMI and SSM
The results in paragraphs 6.1.1 and 6.1.2 show the existence of the two clearly
distinguishable SM regimes of SMI and SSM. As a longer train of micro-bunches
translates into more micro-bunches that then coherently drive large wakefields, there
is a strong motivation to place the RIF as early as possible within the bunch without
being in the regime of SMI. To determine this transition between both regimes and
to further quantify the observations from paragraph 6.1.1 and 6.1.2, we measure
the phase variation ∆Φ as a function of tRIF . We vary tRIF in 50 ps (0.2σt) steps
between the two observed cases of tRIF “ 350 ps (1.4σt, Fig. 42) and tRIF “ 600 ps
(2.4σt, Fig. 45), with approximately 18 events per step (including the events of
Figs. 42 and 45). As before, the LRS and SC window are kept stationary to observe
the same position within the bunch of 150 ps (0.6σt) ahead of the bunch center.
The density is nRb=0.94ˆ1014 cm´3, with the corresponding average modulation
frequency of 87.1GHz used for the phase determination for all RIF timings. This is
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justified as shown in Fig. 47 because within the error bars, the modulation frequency
is independent of tRIF and is also well within the range of ˘4GHz from Fig. 35 over
which no effect on ∆Φ is observed.
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Figure 47: Measured mean DFT frequency per subset vs. tRIF normalized to σt.
The error bars indicate the rms variation in frequency.

The findings for the phase variation are summarized in Fig. 48. The plot shows the
phase variation ∆Φ{2π in %, once as the range of the measured phase distribution
∆Φ{2π, i.e. the fraction of 2π of a plasma period that is covered (blue diamonds),
and once its rms (blue circles), both versus tRIF normalized to σt. One observes that
for tRIF ě 2.0σt, the phase distributions cover a range close to 100% of 2π. Since the
start point of the SM varies within the proton bunch in the case of SMI (see Fig. 43
and 44), the micro-bunches visible on the SC images might belong to a different
plasma period, i.e. the total change in phase is possibly larger than 2π and these
values must be considered as modulo 2π. Their rms variation approaches 30% which
is close to the value of 28.9% expected for randomly and uniformly distributed values.
This shows that for all tRIF ě 2.0σt (and under these experimental conditions), the
SM grows from noise (shot noise or bunch irregularities) with random timing and
thus phase.

For tRIF ď 1.8σt, in contrast, the ranges cover only a part ! 2π of a period. The
RIF provides sufficiently large initial transverse wakefield amplitudes to overcome
the noise present in the system. The comparison of the timing of events relative to
each other looks similar to those in Fig. 45. The rms variations are around 6% of 2π,
showing the phase reproducibility from event to event due to that seeding.
Besides the intrinsic phase variation whose determination is the goal of these
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Figure 48: Measured rms (blue circles) and full phase variation (blue diamond), and
initial linear transverse wakefield amplitude (filled red circles) as a function of tRIF
normalized to σt. The error bars indicate the statistical uncertainty of 10.1% (see
text). Error bars representing the uncertainty in tRIF due to the 15 ps (0.06σt) rms
proton timing jitter are not plotted. Same LRS timing and ne0 as in Figs. 42 and 45.

studies, this value of „ 6% of 2π is the outcome of the convolution with two other,
main contributions. The first is variations in the experimental input parameters such
as the proton bunch and plasma density parameters that might lead to a change in
modulation phase. For the data sets of this study, we observe an rms variation in
incoming bunch population of « 5%, in bunch length of « 1.6% and in plasma density
of ă0.3%. Other possible sources of uncertainty such as the bunch parameters
(emittance, transverse bunch size, beam waist size and location) might contribute
as well, but are not monitored on an event-to-event basis. The influence of these
parameters on the phase is the topic of (ongoing) numerical simulation studies, e.g. by
M. Moreira et al. [123]. However, it is difficult to reach an accuracy at the percent
level in the relative phase determination. The second contribution to the measured
phase variation is the uncertainty in the phase determination itself. This includes
signal noise on the SC images (e.g., see Fig. 30), a limited number of only six to nine
micro-bunches per 73 ps time window and uncertainties in determining the timing of
the LRS from the images (0.16 ps, see Chapter 5.1.2). Rounding of the location of the
LRS (see Chapter 4.3) might add up to 0.7 ps or 0.6% of 2π in addition. The observed
values for the variation in phase have therefore to be seen as an upper limit only and
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the true value is lower. For a further investigation of this topic we refer to Chapter 6.3.

The jump in phase variation when changing tRIF from 2.0σt to 1.8σt shown
in Fig. 48 represents the transition from SMI to phase-reproducible SSM when
the increasing initial transverse wakefield amplitude exceeds the shot noise and
irregularities in the bunch distribution. To determine the wakefield amplitude
that corresponds to this transition point and that is minimal required to seed the
SM, we calculate the corresponding initial transverse wakefield amplitude for each
tRIF according to two-dimensional linear plasma wakefield theory (Chapter 2.2,
Eq. 2.18). The corresponding values are plotted in Fig. 48 by the red filled circles.
The error bars represent the measurement uncertainty on the field calculation of
maximal 10.1% that includes the input parameter variations described above and
the 15 ps (0.06σt) rms timing jitter of the proton bunch with respect to the laser
system, all added in quadrature. The SMI is observed for wakefield amplitudes
WK,RIF ď p2.8˘ 0.3qMV/m. Minimum p4.1˘ 0.4qMV/m are required to overcome
any noise and to be in the phase-reproducible regime of SSM. This threshold value
is substantially larger than the level of shot noise of „ 10 kV/m that is expected
according to [55], implying that irregularities in the proton bunch distribution
represent a significant contribution to the noise in the system. The observed values
in required initial wakefield amplitude correspond to bunch charge irregularities of
expp´2.02{2q « 14% to expp´1.82{2q « 20%, respectively.

Even though these results were obtained from one specific parameter set, the initial
transverse wakefield amplitude driven by either the RIF or by bunch irregularities
show the same dependencies on those (WKptq9 ñbptq{ne0), meaning that a change in
e.g. the plasma density or the bunch charge density affect both quantities in an equal
way. We therefore expect the transition between both SM regimes to happen at the
same temporal position within the bunch for other plasma densities. In theory, the
same is also expected for changes in the proton bunch population, which changes nb0
and thus ñbptq. However, in practice, changing the bunch population usually also
implies changes in the bunch size. Bunches of different length might be transported
in a slightly different way, i.e. the bunch irregularities originating from the beam
transport might be smaller or larger. In that case, the transition point might be
observed at a different position or timing with respect to the bunch center.

6.3 Phase Variation along the Modulated Bunch with
Seeding

The previous results demonstrate the phase reproducibility for SSM at one fixed
position of the SC window within the proton bunch for different values of tRIF .
The injection of electron bunches in the wakefields at varying position in the back
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of the modulated bunch (as done in [67]), however, requires phase reproducibility
along the entire bunch. We therefore evaluate the variation in phase of the first
micro-bunch appearing after the LRS for a fixed seed and various delays of the SC
window and LRS relative to the bunch center, i.e. with tRIF constant and changing
∆tLRS . With a density of ne0 “ 1.81ˆ1014 cm´3, a flat plasma density profile (i.e.,
g “ 0) and tRIF “ 125 ps (0.5σt), subsets of « 10 images were recorded while
increasing ∆tLRS in 50 ps (0.2σt) increments from 0 to 500 ps (2.0σt). For these
parameters, WK,RIF “ 17.3MV/m. As the RIF is placed much closer to the bunch
center than the determined SMI/SSM transition point of „ 1.9σt (Fig. 48), WK,RIF

is approximately four times larger than the observed threshold value and we expect
the SM to be in the SSM regime.
For a first visual inspection, the images are stitched according to the procedure

described in Chapter 4.3. The result, in Fig. 49(a), shows that the modulation of
the proton bunch starts at the position of the RIF at t “ 0 as already observed
in previous SSM events (e.g. Fig. 46). Micro-bunches are visible over the entire
length of more than 2.0σt. This already proves the seeding for each event and phase
reproducibility along the entire bunch because the micro-bunches from all events
align themselves in time. As mentioned in Chapter 4.3, features would wash out
through the stitching process if the timing of the micro-bunches would be randomly
distributed.
We quantify this observation by calculating the phase variation for each delay

point of the LRS where ∆tLRS ě 50 ps. We ignore the subset with the LRS at
tRIF (i.e t “ 0) for the phase determination because images include the part of the
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Figure 49: (a) Time-resolved, stitched image of the self-modulated proton bunch with
tRIF “ 125 ps (0.5σt), ne0 “ 1.81ˆ1014 cm´3. The RIF is at t=0 on the image (not
visible). The LRS is visible every 50 ps at the bottom of the image. (b) Modulation
rms phase variation for each subset with equal LRS timing.
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bunch not in plasma (t ă 0 ps) as well as the onset of the SM. The length of the
first micro-bunch is different from that of following ones [56], for which the DFT
frequency and phase determinations might not be accurate. The calculation of the
modulation phase uses the average DFT modulation frequency of the data set, as
described in Chapter 4.4.3. We determine this average frequency using all events
with ∆tLRS ě 50 ps and use the result of 120.8GHz for the phase determination
of each subset. Using only one frequency value for all events is again justified
as the uncertainty on the average frequency of ˘1.3GHz is small, i.e. does not
influence significantly the determination of the phase variation (see Chapter 4.4.3
and Fig. 35). Further, this average DFT frequency agrees well with the frequency
expected from the Rb vapor density measurement. The measured vapor density of
ne0 “ p1.808 ˘ 0.004qˆ1014 cm´3 corresponds to a plasma electron frequencies of
fpe “ p120.73˘ 0.27)GHz.

Figure 49 (b) shows the rms of ∆Φ{2π obtained for each ∆tLRS increment. Error
bars indicating the uncertainty on the LRS position with respect to the RIF of
529 fs are not shown as they do not influence the determination of ∆Φ. The relative
phase variation in each subset is between 3% and 7% of 2π, thus confirming phase
reproducibility along the full measurement range of up to 2σt after the RIF. This
marks an important result as external injection of electrons is planned „ 1σt behind
the seed point and thus deterministic acceleration of these electrons is possible
independently of the delay between the seed and injection point (as long as injection
happens in the focusing and accelerating part of the wakefields).
These values for ∆Φ represent again a convolution of the true phase variation

with uncertainties originating from input parameter variations and from the phase
determination, as discussed previously in paragraph 6.2. Some of the observed
variations in ∆Φ along the bunch are probably caused by variations in signal strength
as visible in Fig. 49(a) and on single images. We consider them the dominant
contribution. On one hand, given that the SM grows along the bunch, one would
expect the accumulation of timing/phase variations along the bunch. However, this
is not observed. On the other hand, a 7% of 2π rms variation in the last window at
micro-bunch number 62 (t “ 500 ps), if interpolated to micro-bunch number seven
(t “ 50 ps), would correspond to a phase variation <0.1% of 2π when assuming
the accumulation of phases. We therefore conclude that the observed values are
dominated by the analysis procedure of images with significant noise, and the real
variations are much smaller that those observed, possibly at the sub-percent level.
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6.4 Relative Modulation Phase and Frequency along the
Bunch

The observed phase reproducibility along the bunch in case of SSM allows for a study
of the mean relative phase evolution of the modulation along the bunch. Figure 50(a)
compares the mean relative phases or timings of the first micro-bunch appearing
after each LRS obtained in the phase variation analysis of the data presented in the
previous paragraph 6.3 (i.e., again for a fixed, mean DFT frequency of 120.8GHz
for all subsets). The error bars represent the rms variation of Fig. 49 together with
the uncertainty in determining the position of the LRS of 157 fs from Chapter 5.1.2,
both added in quadrature. The relative phase increases monotonically from subset
to subset as expected. The cause for this is that the number of modulation periods
per 50 ps increment between each LRS is not a full integer, i.e. the relative phase or
timing of the first micro-bunch after the LRS increases or decreases from one LRS
to the next. When assuming a constant modulation frequency equal to the plasma
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Figure 50: (a) Relative phase of the first micro-bunch after the LRS with respect to
the LRS for each subset of images shown in Fig. 49(a). The green line represents a
linear fit over the data points, the error bars the rms phase variation together with
the uncertainty in the position determination for the LRS. (b) Modulation frequency
calculated from the change in relative phase from one subset to the next. The red
dotted line indicates their mean, the blue dashed line the frequency expected from
the density measurement.
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electron frequency, one expects this change in relative phase from subset to subset
to be constant, i.e the evolution to be linear. This is confirmed by a linear fit over
the data points of Fig. 50(a). The fit, shown by the green line, gives a slope for the
change in relative phase between subsets of 0.0518 rad/2π per subset or per 50 ps
delay. This can be calculated back to the modulation frequency fmod using that slope
which is simply given as ∆t{τmod ´Nm. Here ∆t=50ps is the time delay between
two subsets, τmod “ 1{fmod is the period of the bunch modulation, and Nm=6 is
the integer number of modulation periods within ∆t. The result of τmod “ 8.26 ps
p“fmod “ 121.04GHz matches the frequency obtained from the Rb vapor density
measurement of 120.81GHz) within 0.19%, showing that the phase variation follows
the expected dependency.
The small deviations from the linear fit in this plot that might guide the eye

to see more than one slope which is however caused by the high sensitivity of the
phase analysis in this specific case. With almost a full integer (« 6.05) of periods
per 50 ps increment, the measurement uncertainties or possible small changes in
experimental parameters become enhanced when only showing the relative change in
phase (« 0.05 rad/2π per 50 ps) instead of the full number of periods (6.05). The
through a change in slope implied possibility of changes in modulation frequency
can be excluded by calculating the modulation frequencies that corresponds to that
changes in relative phase from one subset to the next. The outcome is displayed
in Fig. 50(b) where the frequency values are positioned on the temporal axis in
between the subsets, e.g. the frequency value at t “ 75 ps corresponds to the change
in relative phase from subsets t “ 50 ps to t “ 100 ps. The modulation frequencies
per subset shows no trend, but are scattered within ˘1% around their mean value1

of 121.04GHz indicated by the red, dotted line. The frequency expected from the
density measurement (120.73GHz) is also shown for reference by the blue, dashed
line. Therefore we attribute the cause of the small deviations from the expected
linear trend in Fig. 50(a) to the measurement uncertainties.

Remarks on the Modulation Frequency
We want to note that retroactively, the findings in Figure 50(b) further validate the
choice to use only one fixed value for the phase determination of all subsets. The
arguments based on Fig. 35 and on all observations from the Rb density, temperature
or SM measurements so far were strictly speaking only valid for the determination of
∆Φ, but not completely sufficient for the relative phases themselves (even though
there are no reasons known to us that suggest a different approach, especially when
having a flat plasma density profile along the 10m of the vapor source). Nevertheless,
this can be additionally justified by applying the DFT frequency analysis to the

1Note that this mean frequency is identical to the average fmod determined from the fit
(Fig. 50(a)).
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6.4 Relative Modulation Phase and Frequency along the Bunch

stitched SC image of Fig. 49(a). To obtain the time profile, we sum counts over
a – ˘430 µm-wide area around the bunch axis. We limit the DFT again to parts
of the bunch with t ą 50 ps to avoid contributions of the unmodulated part of the
bunch (t ă0 ps) or the onset of the SM. The power spectrum is plotted in Fig. 51.
Due to the much longer signal length of the stitched image of almost 500 ps and
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Figure 51: Power spectrum of the stitched SC image in Fig. 49(a). The frequency
value of the first and second harmonic of the modulation frequency are also displayed.

a lower signal-to-noise ratio when compared to single, 73-ps-long SC window, the
frequency resolution is improved by a factor of « 7 (from a bin width of 13.7GHz
to 2.1GHz) and the share of the sinc function in the power spectrum becomes
significantly reduced. Zero padding the time profile (see Chapter 4.4.2 for details)
is therefore not needed here. A distinct peak is visible at « 121.1GHz, as well
as its second harmonic at « 241.9GHz, indicating a periodic signal with deep
modulation. These frequencies (121.1GHz and 241.9GHz{2 “ 120.95GHz) agree
within the respective uncertainties with all other frequency values obtained from
averaging the DFT frequency from all images (120.8GHz), from the Rb vapor density
measurement ((120.73˘0.27)GHz) and from the calculations of fmod from the change
in relative phase in Figure 50, both in (a) and (b). The assumption of a constant
fmod along the bunch and the use of one frequency for all subsets is therefore justified.

In total, both the modulation phase and frequency follow the expected trends
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Chapter 6 Instability and Seeding of the Self-Modulation

along the bunch, meaning that no change in either quantity is observed along the
bunch for this data set of SSM where no gradient along the vapor source was set.
The effect of linear gradients up to the percent level on SSM is investigated in the
following Chapter 7.

6.5 Summary
The findings in this chapter demonstrate the existence of two clearly distinct SM
regimes, depending on the initial transverse wakefield amplitude provided by a RIF.
We found that when placing the RIF 2.0σt or more ahead of the bunch, the SM
grows from shot noise or bunch irregularities from a point (in space or time) after the
RIF that is different from event to event. As a result, the phase of the micro-bunch
train with respect to the RIF varies over the full range of the (modulo) 2π plasma
period. Moving the RIF closer to the bunch center, i.e. tRIF ď 1.8σt for which
WK,RIF ě p4.1˘ 0.4qMV/m, one crosses the transition point from SMI to SSM from
where on the initial wakefield overcomes the noise present in the system and triggers
the SM process. In the SSM regime, the phase is reproducible from event to event
and its variation much smaller than a plasma period, measured to be between 3% to
7% of 2π all along the bunch. Taking into account that these values are convoluted
with the various measurement uncertainties and that the phase variation does not
accumulate along the bunch, we conclude that the true value is even smaller, at the
sub-percent level.

The SSM regime together with its demonstrated phase reproducibility is an essential
prerequisite for deterministic electron acceleration of electron bunches shorter than
the plasma period as it is planed for AWAKE Run 2 [118]. Based on these results,
the phase of the wakefields into which the electron will be externally injected can
be controlled by setting a fixed delay between the RIF or the seed electron bunch
(see Chapter 3.5). This is possible with « 670 fs precision, or « 7% in phase [124].
Scanning this delay over the duration of one plasma period will allow to determine
the delay that optimally synchronizes the electron bunch with the accelerating and
focusing part of the wakefields. Beyond the aspect of phase reproducibility, the
finding that phases are reproducible as long as a sufficient seed is provided also means
that the electron bunch seeding in Run 2 can be performed at the very head of the
proton bunch in a preformed plasma. This way, no unmodulated front of the proton
bunch can interfere with the electron acceleration in the second plasma (see [117]).
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Chapter 7

Experimental Studies of SM with Linear
Density Gradients

The results so far were recorded with a constant density profile, i.e., gradient g “ 0.
In this case however, the charge distribution of the modulated proton bunch and
that of the wakefields eventually dephase due to the phase velocity of the wakefields
being smaller than the velocity of the proton bunch [65, 66] (see Chater 2.4). As a
consequence, towards the end of the plasma, the micro-bunches originally propagating
in the focusing half of the wakefield might end up in the defocusing half which reduces
the number of micro-bunches in the bunch train. Positive plasma density gradients
along the beam path promise to increase the phase velocity (Eq. 2.23) and therefore
may allow for an (at least partial) compensation of the shift in phase [65, 66], leading
to more micro-bunches in the train and to more charge per micro-bunch, thus to
potentially larger wakefield amplitudes along the plasma. The electron acceleration
experiments at small positive gradients (« 0.5%/m) in [52] support this prediction
by yielding higher final electron energies when compared to the no-gradient case.
Negative gradients are accordingly expected to lead to a faster dephasing and thus a
stronger defocusing of the protons, contrary to the requirements of the acceleration
experiments.

In this chapter, we study the effect of positive and negative, linear plasma density
gradients on the micro-bunch formation in the regime of SSM from stitched images
(see Chapter 4.3) that display the whole modulated bunch. Since for g ‰ 0 the plasma
density changes along the beam path, we also investigate the modulation frequency
fmod of the proton bunch charge distribution after the 10m of plasma as function of
g, the radial position and the position along the bunch. We compare these results
to simulation work by P.I. Morales Guzmán in [58] that uses the 2D particle-in-cell
code OSIRIS [125] and to the heterodyne frequency measurements using CTR by
F. Braunmüller et al. [60]. At the end, we determine the phase variation and relative
phase along the bunches to prove that seeding provides phase reproducibility also
with plasma gradients.
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Chapter 7 Experimental Studies of SM with Linear Density Gradients

7.1 Observation of the Micro-Bunch Train as a Function of
the Density Gradient

From stitched images similar to that in Fig. 49(a), we study the trains of micro-
bunches that form under the influence of various plasma density gradients within
˘2%/m. As a reminder, g is defined as the difference between the two Rb vapor
densities measured with high (ă 0.5%) accuracy at either end of the vapor source and
divided by its length of 10m (Eq. 3.7, see Chapters 3.4.1 and 3.4.2 for details). The
mentioned range in gradient of ˘2%/m therefore corresponds to a change in density
of ˘20% over the 10m of propagation length in plasma. Positive gradients indicate
that the density is higher at the exit of the vapor source. We set the gradients by
keeping the Rb vapor density at the vapor source entrance (and thus the density
at the beginning of the plasma) constant at nRb,u “ 1.804 ˆ 1014 cm´3 while only
varying the density at the vapor source exit between nRb,d “ 1.46ˆ 1014 cm´3 and
2.17ˆ 1014 cm´3. Thus, the vapor and plasma density at position z along the bunch
is given as nepzq “ ne0 p1` pg{100qzq. We set eight different gradients: g “ r´1.93,
´0.93, ´0.52, `0.03, `0.43, `0.87, `1.30, g “ `2.00s%/m. A plot of the measured
Rb vapor densities at vapor source entrance and exit and the corresponding gradients
can be found in Fig. A6 of Appendix A.2.3.
The proton bunch population for the measurements is Nb “ p2.98˘ 0.16q ˆ 1011,

its duration is measured as σt “ 230 ps. To be in the SSM regime, the RIF is placed
at tRIF “ 128 ps ahead the bunch center, i.e. a time very similar to the setting
in Chapter 6.3 where phase reproducibility is observed. The corresponding initial
transverse wakefield amplitude (from Eq. 2.18) is 18.2MV/m, which is approximately
four times larger than the values for which SSM is observed in Chapter 6.2 for a
plasma density only approximately two times larger. The SC images are recorded
on the 211 ps window (temporal resolution « 3 ps) with a slit width of 20 µm and
a MCP gain of 30. We move the LRS (and the SC window) in 150 ps steps from
∆tLRS “ 0 to 450 ps along the bunch to guarantee an overlap in time between images
and record « 17 images per LRS delay. These images are stitched together according
to the procedure in Chapter 4.3, resulting in « 670-ps-long images of the bunch
charge distribution. To characterize the on-axis micro-bunch train, we obtain the
corresponding time profiles by summing the images over ˘0.75σr “ ˘330 µm in the
transverse direction along the bunch axis (see Chapter 4.4.2).

Figure 52 shows the stitched images with identical color scales for all eight gradients,
from the most positive one in (a) to the most negative in (h). The equivalent time
profiles are plotted below each image. The LRSs used for the stitching are visible on
the bottom of each image1 at t “ r0, 150, 300, 450] ps. The RIF is located at t “ 0

1Except for (a), where t “ r0, 50, 150, 300, 400, 500] ps are used due to wrong settings during
the data taking.
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7.1 Observation of the Micro-Bunch Train as a Function of the Density Gradient
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Figure 52: Stitched 211-ps-long SC images and corresponding time profile below for
nRb,u “ 1.804ˆ 1014 cm´3 constant and a linear plasma gradient of (a) g “ `2.00,
(b) `1.30, (c) `0.87, (d) `0.43%/m. The RIF is at t “ 0 on the images, the LRSs
used for the stitching are visible at the bottom every 150 ps. Front of the bunch on
the right hand side, identical color scale for all images. Time profiles are obtained by
transversely summing counts within ˘0.75σr “ ˘330 µm (red dashed line in (e) on
following page) along the bunch axis (used in Chapter 7.3).
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Figure 52: Continuation of the previous figure for the plasma gradients of (e) `0.03,
(f) ´0.52, (g) ´0.93 and (h) g “ ´1.93%/m. The red dashed line in (e) represents
the width of ˘0.75σr “ ˘330 µm used to determine the time profiles. The blue
dashed line in (h) indicates a width of ˘6.3σr “ ˘2.7mm (used in Chapter 7.3).
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7.1 Observation of the Micro-Bunch Train as a Function of the Density Gradient

on every image, i.e., parts with t ă 0 show the unmodulated head of the bunch that
travels in Rb vapor only. In all cases, the SM starts right at the location of the RIF,
and trains of micro-bunches form, as already seen for SSM (e.g. in Fig. 46). Again,
micro-bunches on the stitched images show an increased contrast (i.e. signal-to-noise
ratio) when compared to single images, meaning that features overlap in time. As
explained in Chapter 6.3, this indicates phase reproducibility and thus the SSM
regime, independently of the gradient (the phase reproducibility for various gradients
will be studied in detail in paragraph 7.4).

However, the length and appearance of the micro-bunch train differs depending
on g. For the most positive case of g “ `2.00%/m in Fig. 52(a), micro-bunches are
visible up to t « 520 ps (2.17σt). Compared to the no-gradient case (Fig. 52(e)),
more micro-bunches form. The micro-bunches within the first 180 ps (0.78σt) after
the RIF seem to be more focused and with a higher charger per micro-bunch, which
can be seen from the increase in counts when comparing time profiles at the time of
a certain micro-bunch. We note that this increase in charge per micro-bunch is also
documented in [60] where F. Braunmüller et al. applied the procedure from [98] to
calculate the charge per micro-bunch from the charge density (studies of charge per
micro-bunch are not part of this thesis). This procedure considers that the SC displays
the charge density and not the charge, i.e. the signal on the SC image decreases
with increasing micro-bunch size due to the SC slit [98]. Up to t “ 180 ps, the
charge density within ˘0.75σr remains approximately constant, whereas a constant
decrease is observed with g “ 0 in Fig. 52(e). For t ą 180 ps, asymmetries and
irregularities in the charge distribution with respect to the propagation axis appear.
For g “ `1.30%/m (Fig. 52(b)), the micro-bunch train appears shorter on the image
and from the time profile. An on-axis modulation structure is visible up to t “ 400 ps
(1.74σt after the RIF), also with (less strong) irregularities from t « 300 ps (1.30σt)
on. From t « 350 ps (1.52σt) on, the charge density on axis is significantly lower
as shown by the time profile, which seems to be caused by the irregularities just
mentioned. Figure 52(c) with g “ `0.87%/m is comparable to (b) in the sense that
micro-bunches are visible until t « 400 ps and that their time profile are alike but
the charge distribution is much more symmetric with respect to the propagation
axis, in particular for t ą 300 ps. The irregularities disappear. For g “ `0.43%/m
(Fig. 52(d)), the bunch distribution is fully axisymmetric. The part with (almost)
constant charge density within ˘0.75σr for t ă 180 ps is less pronounced and micro-
bunches show a slightly lower charge density after that point (but still more than
with g “ 0). On the image, micro-bunches are again visible up to t “ 500 ps. With
g “ `0.03%/m (Fig. 52(e)), a modulation in charge density is still visible up to
minimum 400 ps, as already observed before (see Fig. 49), but the charge density in
the micro-bunches decreases continuously along the bunch.
With g ă 0, an opposite behavior is observed. With g “ ´0.52%/m, shown in

Fig. 52(f), less micro-bunches leave the plasma than with no or a positive gradient.
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Chapter 7 Experimental Studies of SM with Linear Density Gradients

The train of micro-bunches is shorter, only « 270 ps long, and the charge per micro-
bunch also decreases. With even more negative gradients, this effect is enhanced.
A gradient of g “ ´0.93%/m (Fig. 52(g)) causes the micro-bunches to defocus
earlier along the bunch, from 180 ps or 0.78σt after the RIF. From 250 ps (1.09σt)
on, the proton bunch distribution leaves the axis. For g “ ´1.93%/m, the most
negative gradient at which we measured (Fig. 52(h)), only approximately 10 to 12
micro-bunches stay on-axis, no charge is left there for t ą 100 ps. All the charge after
that point appears defocused, away from the axis. However, a modulation pattern is
also observed for the defocused charge.
In general, these observations match the expectations from the phase shift

mentioned at the beginning of this chapter. Indeed, in a uniform plasma without
gradient (g “ 0, Fig. 52(e)), the phase velocity of the wakefields is different to
that of the protons which can be seen from the fact that micro-bunches in the far
back of the bunch become defocused at some position within the plasma. Negative
gradients increase the phase shift as even more parts of the bunch experience
defocusing fields when compared to the case of g “ 0. Also the charge per micro-
bunch decreases (see time profiles). For large negative gradients (g ď ´0.9%/m),
this effect is even strong enough to let the protons leave the wakefields close to
the beginning of the plasma as shown later by Fig. 55(a). By contrast, positive
gradients clearly lead to a larger number of micro-bunches in the train and to
higher charges close to the bunch center as the micro-bunches stay longer in the
focusing part of the wakefields. Our findings suggests that an optimum concerning
the compensation of the phase shift due the density gradient along the propaga-
tion path is achieved for around g “ `0.43%/m, because the largest number of
micro-bunches without irregularities are visible here when comparing all g ą 0
cases. Together with the higher charge per micro-bunch when compared to g “ 0,
this may cause the accelerating wakefields to be stronger further along the bunch.
Note that depending on the (fixed) delay between the electron bunch and the RIF,
the increase in charge might be the dominant contribution. For g ą `0.9%/m,
based on the appearance of the irregularities, the increase in phase velocity seems
to over-compensate the phase shift between the charge distribution and the wakefields.

These observations are confirmed by the simulation work of P.I. Morales Guzmán
[58] where nine values of g between ´2%/m and `2%/m were studied. Other
simulation input parameters were set to match those of our data set. The simulations
reproduce the observed features and demonstrate good agreement with respect to
the charge distribution in the stitched images for all values of g. As an example,
Fig. 53 shows the corresponding images, with the stitched image for g “ ´0.93%/m
from Fig. 52(g) in (a) and the simulation result for g “ ´1%/m from [58], Fig. 1(a)
in (b). The corresponding time profiles are shown below each image. Both images
and time profiles match each other with respect to the development of the SM, i.e. to
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Figure 53: Comparison of (a) the stitched SC image of Fig. 52(g) with g “ ´0.93%/m
to (b) a 2D simulation from [58] with g “ ´1%/m and similar input parameters.
The corresponding time profiles are shown below the images.

the focusing and defocusing of the protons, and to the decrease in on-axis charge.
For a comparison of our experimental data to simulation results for also a positive
and no gradient, we refer to [58].

The simulations also support our statement that an optimum for the compensation
of the phase shift is reached for a gradient around g “ `0.43%/m. In the simulations,
the largest wakefield amplitude and the highest remaining on-axis charge are obtained
for a comparable value of g “ `0.5%/m. This is additionally validated by the
experimental electron acceleration results of AWAKE [52], where higher final electron
energies were achieved when the gradient along the vapor source was « `0.5%/m
instead of zero (and keeping all other parameters constant).

7.2 Modulation Frequency as a Function of Plasma Gradient
The results in Chapter 6.4 and [51] prove that the proton bunch self-modulates at
the plasma electron frequency for a density constant along the propagation path.
The studies in the previous paragraph show the influence of linear plasma density
gradients on the number of micro-bunches in the bunch train, but not how these
gradients affect fmod. With linear density gradients, the local density and thus plasma
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Chapter 7 Experimental Studies of SM with Linear Density Gradients

electron frequency changes monotonically (9?ne0) along the propagation path. The
modulation frequency could be expected to match the local plasma frequency at the
entrance of the vapor source, that at its exit, or to take a value in between those
two. We therefore study the modulation frequency of the micro-bunch train after
10m of plasma as a function of g in the following. To determine fmod, we apply
the DFT-based procedure of Chapter 4.4 to the time profiles of the longitudinal
charge distributions of the stitched images that we obtain by summing counts within
˘0.75σr “ ˘330 µm and that are shown in Fig. 52 below each image. Similarly to
the previous chapters, we exclude the unmodulated part of the bunch, the onset of
the SM and the first micro-bunch that has a length different to that of the other
bunches. The fmod values are plotted versus g in Fig. 54 (black diamonds). The
dashed lines indicate the expected plasma frequencies at the vapor source entrance
(fentrance) and exit (fexit). For g “ 0, fmod “ 120.0GHz is similar to the expected
plasma frequency of 120.6GHz, as seen before. With decreasing negative gradients,
fmod decreases linearly. It thereby shows great agreement with the respectively
expected plasma frequency at the vapor source exit. For the most negative gradient
g “ ´1.93%/m, we measure fmod “ 108.3GHz, while expecting 108.2GHz from the
density measurement. With positive gradients, fmod also increases, but saturates at
large values of g (fmod « 123GHz for g “ `1.30%/m and `2.00%/m). The values
are larger than fentrance, but smaller than fexit.

We compare those to the results of the heterodyne frequency measurement based
on CTR by F. Braunmüller that are published in [60] (its setup is briefly described
in Chapter 3.3.5.1 of this thesis). Figure 54 shows these frequencies as red circles,
the error bars represent the standard deviation of the measurement. For positive
gradients, both measurements agree within the uncertainties as the frequencies also
increase and saturate for g ě `1.30%/m. For negative ones, the values do not
match each other as the curve of the CTR frequencies flatten out for large negative
gradients, comparable to the large positive gradients.

The reason for this difference is the fact that time profiles used for the DFT analysis
represent a relatively narrow analysis window in transverse direction (˘0.75σr “
˘330 µm), only containing the on-axis charge distribution of the micro-bunches, but
no information from the defocused charge. In contrast, the CTR diagnostic receives
the signal of the whole bunch charge distribution that passes through, including the
defocused protons. Both diagnostics can be brought to an agreement by increasing
the width of the DFT analysis window to also include the whole OTR signal that
reaches the SC, i.e. including that of the defocused protons. The new analysis
window to determine fmod therefore includes all charge within ˘6.3σr “ ˘2.7mm as
indicated by the dashed line in Fig. 52(h). In the following, we refer to this as the
wide window. The increase in window width leads to good agreement between the
independent OTR and CTR diagnostics as shown by the blue squares in Fig. 54. For
g ă 0, the frequencies now match the trend of the CTR measurement (red circles)

106



7.2 Modulation Frequency as a Function of Plasma Gradient

where frequencies flatten out for large absolute gradients. For positive gradients, all
three measurements, i.e. with the narrow and wide window, and the CTR show a
very similar behaviour.

We also compare these results to the simulation work in [58]. Its Fig. 6 shows
the same differences in behavior for narrow and wide analysis windows. A DFT
with a narrow window of ˘0.3mm width yields frequencies that follow the plasma
frequency at the vapor source exit for g ă 0 but saturate at a frequency between
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Figure 54: DFT frequency as a function of g for a narrow (˘0.75σr “ ˘330 µm wide,
black diamonds) and wide analysis window (˘6.3σr “ ˘2.7mm wide, blue squares)
and compared to the CTR-based frequency measurement of [60] (red, filled circles).
The error bars represent the standard deviation of each data point. Green, dashed
lines indicate the plasma frequencies expected at the vapor source entrance and exit
(fentrance and fexit).
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those of the entrance and exit for g ą 0. With a wide window, the curve flattens
out for large negative and positive values as also seen for our data. In total, good
agreement between experiment and simulation is demonstrated.
We therefore conclude that the defocused protons contribute with different fre-

quency components to the DFT than the on-axis micro-bunches. Figure 54 suggests
a higher frequency for the distribution of the defocused protons, i.e., a frequency
that is close to fentrance. With positive gradients, on-axis and defocused charge seem
to carry a similar fmod. We confirm this by evaluating the modulation frequency as
function of the radial position of the charge distribution in the following paragraph.

7.3 Frequency Dependency on Transverse Position
We determine fmod for 200 µm-wide longitudinal slices of the images at different
transverse center positions from x “ ´2.1mm to `2.1mm (« ˘5σr) for g “ 0 and
the two largest gradients g “ ´1.93%/m and `2.00%/m. The corresponding stitched
images are depicted in Fig. 52(a),(e) and (h). Figure 55 shows the results of the DFT
analysis, with fentrance indicated by the blue, dashed lines and fexit by the green ones.
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Figure 55: DFT frequency as a function of transverse position x for 200-µm-wide
slices as analysis window and gradients (a) g “ ´1.93%/m, (b) g “ `0.03%/m and
(c) g “ ´2.00%/m. Blue, dashed lines indicate fentrance, green lines fexit.

For g “ ´1.93%/m (Fig. 55(a)) and slices within ´550mm ď x ď `550 µm, the
DFT frequencies match fexit, which means that the micro-bunches carry the local
plasma frequency of the end of the plasma. Outside that range in x, i.e. where
the defocused protons are visible on Fig. 52(h), the frequency values correspond to
fentrance. Consequently, the defocused protons left the axis and the wakefields early,
towards its beginning. This agrees with observations for the corresponding stitched
image in Fig. 52(h) where a much stronger and earlier defocusing of the protons is
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7.4 Phase Reproducibility with Plasma Gradients

observed when compared to images with g ě 0 since the difference in phase velocity
of the wakefields with respect to the proton distribution is enhanced due to the large
negative gradient (Eq. 2.23). The presence of these two frequency regions between
the micro-bunches and charge further away from the axis also explains the difference
outcomes for a narrow and a wide analysis window for g ă 0 seen in Fig. 54.

With a constant plasma density (g “ 0, Fig. 55(b)), the DFT frequencies are equal
to the plasma frequency for all transverse positions x. The micro-bunches and the
defocused protons show the same modulation frequency. Because fentrance “ fexit for
g “ 0, this is also expected.
Also for g “ `2.00%/m (Fig. 55(c)), the frequency shows no dependency with

respect to the position of the slice along x. The micro-bunches on axis and the
defocused protons show approximately the same modulation frequencies. However,
their values are consistently larger (« 123GHz) than those of Fig. 55(b) (and (a)),
hence larger than fentrance (120.6GHz) but smaller than fexit (132.1GHz). The value
of « 123GHz agrees with the results of Fig. 54 for g ą 0 that also shows that frequency
for both windows sizes. As a result, we conclude that the micro-bunches stay longer
and in higher numbers in the focusing wakefields and thus on the propagation axis,
as also seen on Fig. 52(a) (and for all other smaller positive gradients on Fig. 52(b)
to (d)). This is due to the (at least partial) compensation of the phase shift between
the wakefields and the protons (Eq. 2.23). The defocused protons leave the plasma
wakefields much later when compared to negative gradients, toward the exit of the
vapor source, supposedly where the SM saturates. A local plasma frequency of
123GHz corresponds to a position 6m into the plasma. A saturation before the end
of the 10m of plasma is also suggested by experimental studies of the longitudinal
and transverse wakefields published in [67].

In summary, the studies of the radial dependency of the modulation frequency of
the charge distribution reproduce the observations of the previous paragraph 7.3,
i.e. the findings of Figs. 54 and 55 are consistent with each other. This is another
direct proof of the change in phase velocity of the wakefields based on a plasma
gradients postulated through Eqs. 2.22 and 2.23. For negative gradients, two frequency
components are found in the charge distribution after the plasma (Fig. 55(a)) because
the decreased phase velocity of the wakefields further enhances the phase shift with
respect to the charge distribution, causing the protons to be defocused early along
the plasma. With positive gradients, protons stay longer in the focusing fields as the
phase velocity of the wakefields increases.

7.4 Phase Reproducibility with Plasma Gradients
For a constant density profile, the results of Chapter 6 with SSM demonstrate phase
variations at the percent level even though the wakefields propagate with a phase
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Chapter 7 Experimental Studies of SM with Linear Density Gradients

velocity different to that of the protons until the SM saturates. Gradients g ‰ 0
influence the phase velocity of the wakefields beyond that saturation point all along
the plasma, as shown in paragraph 7.1. For this reason, we investigate the phase
reproducibility of the micro-bunch train with plasma gradients in this paragraph.

Similarly to the argumentation in the analysis of the stitched SSM image of Fig. 49,
the images in Fig. 52 give a direct visual proof of phase reproducibility for all values
of g. After stitching, the micro-bunch structures do not wash out, but overlap and
are clearly visible along the whole train. For negative gradients, as mentioned before
in Chapter 7.1, the charge away from the axis also appears modulated (e.g. see
Fig. 52(h)). One can therefore conclude that the defocusing wakefields far back in
the bunch are also phase reproducible.
We quantify these observations by determining the phase variation ∆Φ{2π for

every position of the LRS using the DFT-based analysis of Chapter 4.4.3, as it is also
done for Fig. 49(a). We compare these variations by plotting the mean of all subsets
along the bunch (i.e. of four LRS positions) for each gradient in Fig. 56. The error
bars representing the standard deviation of the measurements (for g “ ´1.93%/m,
no error bar is shown as it only contains the phase variation of the first subset with
the LRS at t “ 0). The plot shows that independently of g, the phase variation is
small, i.e. much smaller than a plasma period. Their range of « 4% to 9% of 2π is
comparable to that seen in Fig. 49(b) (3% to 7% of 2π there). The phase variation
of the individual subsets along the bunch also show rather constant values and all
below 12% of 2π, as indicated by the error bars. Thus, plasma gradients (within
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Figure 56: Mean phase variation along the bunch in percent of 2π versus plasma
density gradient. Error bars represent the standard deviation of each measurement.
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the observed range) do not influence the phase reproducibility in the SSM regime
and seeding also works for g ‰ 0. Only for the most negative gradient, the phase
variation seems to be slightly higher (but still well below a plasma period). This is
however caused by the strong defocusing of the protons from the axis, which decrease
the number of micro-bunches on the axis (see the time profile of Fig. 52(h) which is
used in the DFT), causing the measurement uncertainties to increase. In addition,
acceleration measurements at this density gradient are not foreseen due to their
negative impact on the micro-bunch train.

7.5 Relative Modulation Phase and Frequency with Plasma
Gradients

With the phase reproducibility demonstrated for all values of g, we study the relative
phase of the micro-bunches directly after each LRS along the bunch. For the first
subset, we exclude the first « 15 ps that display the unmodulated part of the proton
bunch, the onset of the SM and the first micro-bunch that has a length different to the
following ones [56], similarly to other phase analysis before. We set the modulation
phase of the first considered micro-bunch (after t “ 15 ps) in the first subset1 (LRS
at t “ 0) as reference, i.e. zero. For g “ ´1.93%/m, the early defocusing of the
protons for t ą 100 ps prevents a determination of the modulation phase beyond the
position of the first LRS.

The mean relative phases for the gradients g “ `2.00 to g “ ´0.93%/m (stitched
images Fig. 52(a) to (e)) are plotted in Fig. 57(a). Error bars representing the rms
variation of the mean relative phases are not shown for a better visibility of the
individual values as they are already plotted in Fig. 56. The relative phase along the
bunch changes monotonically from one subset to next and follows a linear trend for
all gradients. Similarly to Chapter 6.4, this implies a constant modulation frequency
along the bunch. The delay between two LRSs of 150 ps is not a full integer of the
plasma period (« 8.26 ps for a density of nRb,u “ 1.804ˆ 1014 cm´3), causing that
the residual parts of a plasma plasma period add up from subset to subset. As fmod
increases with g (see Fig. 54), the slope of that linear trend also changes, as observed
on Fig. 57(a). For increasingly positive gradients, the relative phase with respect
to the LRS increases monotonically along the bunch, while it decreases for more
negative g. The change in slope is quantified by linear fits to the respective data
points and their results are shown in Fig. 57(a) by lines in the same color as the data
points. We obtain slopes between ´0.66 rad/2π and `0.53 rad/2π per 150 ps delay

1Be reminded that for the g “ `2.00%/m data set, the LRSs are placed at different positions
than for the others due to wrong settings during the data taking. However, this does not influence
the results.
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Figure 57: (a) Relative phase of the first micro-bunch after the LRS for each subset
and g from ´1.93%/m to `2.00%/m. The phases for the first subsets are set zero for a
better comparison. Lines represent linear fits over the respective data points. Legend:
plasma density gradients in %/m. (b) Modulation frequency that corresponds to the
slope of the change in relative phase given by the fit in (a).

step of the LRS. For g “ `0.03%/m, we measure a value equal to that of Fig. 50
(0.05 rad/2π).

Each of these slopes represents a different modulation frequency. We calculate
that fmod for a comparison with Fig. 54 using the relation of Chapter 6.4 where, as a
reminder, the slope per delay step is given by ∆t{τmod´Nm. With Nm “ 18 used for
all values of g and ∆t “ 150 ps, we obtain the frequencies shown in Fig. 57(b) (filled
circles, the color indicates the corresponding gradient by using the same scheme
as Fig. 57(a)). We replot the DFT frequencies for the narrow analysis window of
Fig. 54 (black diamonds) and the lines that indicate fentrance and fexit for comparison.
The fmod obtained from the slope of the fits follows the corresponding curve of
Fig. 54. For g ă 0, the frequency corresponds to fexit, and for g ą 0, fmod saturates
at « 123GHz. Together with the fact that the change in relative phase along the
bunch is linear, this indicates that the micro-bunch trains are modulated with those
frequencies all along the bunch.

7.6 Summary
This chapter demonstrates the effect of linear plasma density gradients on the SSM
and its formation of the micro-bunch train. Stitched images recorded with a constant
plasma density at the vapor source entrance and linear density gradients between
˘2%/m along the plasma give direct proof that the phase velocity of wakefields can
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be influenced along the propagation path in order to match that of the protons using
these density gradients. Positive gradients increase the phase velocity of wakefields,
leading to a higher number of micro-bunches and charge per micro-bunch when
compared to the no-gradient case due to a better matching of the phase velocities of
the wakefields and protons. The modulation frequency of the micro-bunches and of
the protons that left the axis increases thereby with g and saturates at a frequency in
between that of the vapor source entrance and exit for the largest positive gradients.
Best results in terms of compensating the phase shift between the protons and the
wakefields seem to be achieved for plasma gradients around `0.43%/m, which is
confirmed by simulations [58] and acceleration experiments [52]. In contrast, negative
gradients cause a further decrease in phase velocity of the wakefields, leading to a
much earlier defocusing of the protons, i.e. to significantly shorter micro-bunch trains.
Also the charge per micro-bunch decreases. The defocused protons carry the plasma
frequency of the vapor source entrance where they left the plasma, whereas the
bunch train is modulated with fexit. The determination of the phase reproducibility
along the bunch shows small variations, ă 9%/2π, for all gradients, i.e. seeding is
not affected by gradients. The relative phase of the micro-bunches with respect to
the LRSs changes thereby linearly along the bunch, meaning that fmod is constant
along the bunch. The frequency that corresponds to the respective change in relative
phase follows again that of the vapor source exit, i.e. all results of this chapter show
great consistency to each other.
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Chapter 8

Conclusion and Outlook

As a proton-driven plasma wakefield accelerator, AWAKE relies on the self-modulation
(SM) of a proton bunch in order to match the drive bunch with the plasma wavelength
in terms of longitudinal and transverse size. The control of the phase or timing of
the resulting micro-bunches with respect to the relativistic ionization front (RIF)
that creates the plasma and to the electron bunch is thereby essential for a successful,
external injection of the electrons into the accelerating and focusing phase of the
wakefield. It is a key requirement for deterministic acceleration to high energies
while maintaining bunch quality in terms of population, energy spread and emittance.

In this context, in the first part of this thesis, I proved the existence of
two clearly distinct SM regimes. When the RIF is placed ahead of the bunch or at
its very front, the initial transverse wakefield it excites is low in amplitude and the
SM grows as an instability from transverse wakefields originating from shot noise or
bunch irregularities. I showed that as a consequence, the SM starts from a random
position along the bunch, after the RIF. This is demonstrated by streak camera
images that are aligned in time using the laser reference signal I developed for this
purpose. On the images, due to this variation in the start point of the SM, the
micro-bunches appear with no particular timing from event to event. Their phase
varies randomly over the entire (modulo) 2π of plasma period, which is the regime of
the self-modulation instability (SMI).
By contrast, moving the RIF close to the bunch center allows for providing seed

wakefield amplitudes that are larger than those from the noise or bunch irregularities.
I demonstrated for the first time that the resulting sudden onset of the SM at the
location of the RIF leads to the required phase reproducibility of the micro-bunch
train from event to event. On streak camera images, the micro-bunches of every event
appear with essentially the same timing with respect to the RIF. This represents
the regime of seeded SM (SSM) where one clearly controls the phase and timing
of the micro-bunches. Determining the variation in phase of the micro-bunch train
using a DFT-based analysis procedure results in variations much smaller than a
plasma period, between 3% and 7% of 2π, all along the bunch. Due to measurement
uncertainties and small variations in the experimental parameter, this value for the
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phase variation has to be regarded as an upper limit, meaning that the true variation
is even lower, on the sub-percent level. In addition, this phase analysis for the
SSM revealed that the relative phase of the micro-bunches follows a trend which
corresponds to a constant modulation frequency along the bunch. This frequency
matches with the plasma electron frequency expected from the density measurement,
thus confirming the results of the modulation frequency analysis in [51].

I determined the transition point between the SM regimes in terms of RIF timing
and corresponding wakefield amplitude by moving the RIF in steps of 0.2 times
the proton bunch duration σt along the bunch. The closer the RIF is to the bunch
center, the larger the initial transverse wakefield amplitude. The SMI is thereby
observed for timings of the RIF ě 2.0σt ahead of the bunch center, i.e for initial
transverse wakefield amplitudes ď p2.8 ˘ 0.3qMV/m. By changing the timing of
the RIF to 1.8σt and smaller, i.e. for wakefield amplitudes ě p4.1 ˘ 0.4qMV/m,
phases become reproducible. The direct measurement of this transition from SMI to
phase-controlled and reproducible SSM is an important result for the future planing
of AWAKE. For Run 2, the SM will be seeded by a short electron bunch ahead of
the bunch in a preformed plasma. In this thesis it is demonstrated that also in that
case one is capable of controlling the phase of the micro-bunches and thus of the
wakefields, as long as one provides a sufficiently large initial transverse wakefield
to overcome those driven by bunch irregularities or noise in the system. Future
plans, mainly that of Run 2a in 2021/22, therefore include studies of the phase
reproducibility with electron seeding similar to that in this work. The proton bunch
will enter a pre-formed plasma and the variation in phase measured as a function
of the seed electron bunch timing. As an outlook and based on this thesis, other
possible measurements with RIF-based seeding for Run 2a include:

• A repetition of the phase reproducibility studies with varying plasma density
and/or proton bunch population. The results of Chapter 6.2 on the transition
point between SMI and SSM have been obtained at one plasma density and for
one fixed bunch population, i.e. one initial bunch charge density. Measurements
to evaluate that the transition point is indeed independent of these parameters
would be beneficial. As stated in Chapter 6.2, changes in the bunch charge
density might also change the size and thus the extend of irregularities in the
bunch profile, which would influence the location of the transition point. It is
therefore not trivial to predict to outcome of these suggested measurements.

• A more detailed study of start point of the SM, as we characterized the different
SM regimes by mainly observing a fixed window within the modulated bunch.
A future focus could be on the location where the SM starts to evolve while
transiting from SMI to SSM to better reveal the evolution of the SM as function
of the initial transverse wakefield amplitude.
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• The effect of seeding on the transverse proton distribution. This was not part
of this work, but imaging stations 1 and 2 provide the possibility to study
possible differences in symmetry of the transverse charge distributions as a
function of transverse wakefield amplitude and thus of the SM regime.

Shaping the plasma profile along the propagation path is foreseen for AWAKE
Run 2b to mitigate the phase shift between wakefields and the proton distribution
that appears due to a difference in their phase velocities. This way, the micro-bunches
can stay over longer distances in the focusing parts of the wakefields and higher
saturation amplitudes of the wakefieds are reached.

In the second part of this thesis, I therefore study the effect of linear plasma
density gradients on the SSM. The phase reproducibility with SSM allows for a
stitching of individual streak camera images to reconstruct a high-resolution image
of the entire modulated bunch. These stitched images were used to characterize the
micro-bunch train for gradients in the range of ˘2%/m over the 10m of plasma.
Negative gradients result in a smaller number of micro-bunches and smaller charge
per micro-bunch when compared to the no-gradient case. The more negative the
gradient, the more micro-bunches propagate to the defocusing part of the wakefields.
A frequency analysis of the proton bunch modulation as a function of their radial
position showed for the largest negative gradient that the protons further away from
the axis carry a frequency equal to the local plasma frequency of the beginning of
the plasma. Accordingly, the protons must have left the plasma at this location. By
contrast, the micro-bunch train on axis carries the local frequency of the end of the
plasma. These observations prove that negative gradients further decrease the phase
velocity of the wakefields, i.e. are not suitable for acceleration experiments.

Positive gradients increase the number of micro-bunches that remain on axis.
On stitched images, they appear more focused, i.e. show an increased charge per
micro-bunch. The frequency analysis showed that micro-bunches and defocused
protons are modulated with the same frequency that lies within that of the beginning
and end of the plasma. The fact that protons stay longer in the focusing part of the
wakefields gives direct evidence that positive gradients increase the phase velocity of
the wakefields and therefore reduce the phase shift, as it is required for the physic
plans for AWAKE Run 2 [118]. The images suggest an optimum with respect to the
number of micro-bunches and on-axis charge at a gradient around 0.43%/m, which
is also supported by simulations [58]. Interestingly, gradients close to this value also
led to the highest final electron energies during acceleration experiments [52].
These findings represent another key result for the upcoming AWAKE Run 2

and the design of future, up to hundreds of meters long proton-driven plasma
wakefield accelerators. The fact that adjusting the plasma density gradient is a
well-suited tool to control and optimize the phase velocity of wakefields in beam-

117



Chapter 8 Conclusion and Outlook

driven plasma wakefield experiments strongly supports the plans of Run 2b. There,
based on the simulation results of [57], a density step will be tested to preserve
the micro-bunch train and to maintain large wakefield amplitudes over long distances.

To summarize, this thesis produced two of the main results of AWAKE Run 1:
the proof that phase reproducibility (and thus control over the wakefields) can be
achieved by seeding the self-modulation, and the demonstration of the effect of linear
plasma density gradients on the evolution of the self-modulation of the proton bunch.
The future measurements in AWAKE will build on the work presented here, as well
as the AWAKE physics program in general.
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Appendix A

Supplemental Material

A first part presents complementary observations of micro-bunches at high plasma
densities. I show that stitched images can be used to better resolve the micro-bunch
train at densities where the modulation period is small when compared to the streak
camera resolution. In a second part, I give supplementary information about the
Rb vapor density diagnostic, the setting of linear vapor density gradients and the
correlation between the Rb reservoir temperature and the measured density of the
neutral Rb vapor.
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A.1 Stitched Images of SSM at High Plasma Density
During AWAKE Run 1, the baseline density ne0 “ 2ˆ 1014 cm´3 is used because the
corresponding modulation period τmod « 8 ps is sufficiently larger than the resolution
of the SC of 1.5 ps, meaning that micro-bunches with a duration ď τmod{4 can be
well observed for the proof-of-principle experiments of Run 1. At the second baseline
density of ne0 “ 7 ˆ 1014 cm´3, the corresponding frequency is fpe “ 237.6GHz
and τmod « 4 ps. Micro-bunches are thus shorter than the SC resolution and their
observation using single SC images is not trivial. Usually, no structure or modulation
can be observed on these single images.
However, stitched and thus averaged images (see Chapter 4.3) helps to resolve

the micro-bunch train with SSM also at these high densities. Figure A1(a) shows
the stitched image for ne0 “ 5.35 ˆ 1014 cm´3, Nb “ 3 ˆ 1011 and seeding at
the bunch center (tRIF “ 0). The LRS (at t “ 0 on the image) is placed 50 ps
behind the RIF. The temporal profile for a – ˘430 µm-wide region around the
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Figure A1: (a) Result of stitching eight 73 ps SC images for ne0 “ 5.35ˆ 1014 cm´3,
Nb « 3ˆ1011 and tRIF “ 0. Front of the bunch on the right hand side. (b) Temporal
profile obtained by summing over a – ˘430 µm-wide region around the bunch axis
(x “ 0).
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propagation axis is shown in Fig. A1(b). As seen for measurements at lower density
(ne0 “ 0.94ˆ 1014 cm´3 for Chapter 6, ne0 “ 1.81ˆ 1014 cm´3 for Chapter 7), the
stitched image shows a periodic micro-bunch train. The only difference from stitched
images at lower densities is that regions of focused and defocused protons are harder
to differentiate, i.e. the modulation profile appears less distinct due to the insufficient
SC resolution. This can also be seen from the temporal profile (Fig. A1(b)). The
profile shows a periodic modulation with a smaller modulation amplitude than
e.g. that of Fig. 33. Nevertheless, the modulation frequency of the bunch train
fmod “ 208.5GHz (determined with the DFT-based procedure of Chapter 4.4) agrees
within the uncertainties of the DFT with the expected plasma electron frequency of
fpe “ 207.7GHz (see also [51]).
At a density of ne0 “ 7.68 ˆ 1014 cm´3, close to the second baseline density, it is
even more challenging to observe micro-bunches on stitched images. An example of
thirteen 73 ps SC images stitched together is displayed in Fig. A2. For this data set,
the exact position of the LRS with respect to the RIF is unknown, but appears to
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Figure A2: (a) Result of stitching thirteen 73 ps SC images for ne0 “ 7.68ˆ1014 cm´3,
Nb « 3ˆ1011 and the RIF tRIF “ 125 ps ahead the center. Front of the bunch on the
right hand side. (b) Temporal profile obtained by summing over a – ˘430 µm-wide
region around the bunch axis (x “ 0).
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be near the seed point. From the image in (a) and the temporal profile in (b), the
modulation appears to start at t « 35 ps, the first micro-bunch is faintly visible at
t “ 40 ps. For t ą 40 ps, micro-bunches can be identified every τmod « 4 ps. Even
though a DFT analysis produced no reliable results due to an insufficient resolution of
the modulation, this value matches the expected modulation period of 1{fpe “ 4.0 ps
(fpe “ 248.8GHz).

A.2 Evaluation of the Rb Vapor Density Measurement
Here, we provide complementary information about the Rb vapor density diagnostic
presented in Chapter 3.4.1 and its accuracy discussed in Chapter 3.4.2.2.

A.2.1 Measurement Accuracy and Density Uniformity
The accuracy of the diagnostic is determined as the standard deviation of density
measurements with in the vapor source constant temperature T and thus constant
ne0, and no gradient (g “ 0). To determine the accuracy around both AWAKE
baseline densities, spectrograms (see Fig. 18 in Chapter 3.4.1) are recorded every 10 s,
i.e. the data set is taken over a time range much shorter than that over which changes
in the vapor density might appear („hours). Figure A3(a) shows the measured
up- and downstream densities nRb,u and nRb,d for a Rb reservoir temperature of
T “ 182.26°C, which provides a density of nRb “ 1.96 ˆ 1014 cm´3. The gradient
values g calculated from the density measurement are plotted in Fig. A3(b). Both
densities and the gradient remain constant over time. For the duration of the
measurement of « 3 h, the measured values are nRb,u “ p1.962˘0.005qˆ1014 cm´3 and
nRb,d “ p1.967˘0.003qˆ1014 cm´3. The standard deviations correspond to statistical
uncertainties of 0.25% and 0.15%, respectively. The gradient g “ p0.23˘ 0.29q%/m
(Eq. 3.7).

We repeat the same analysis for the second, higher baseline density, and also g “ 0.
The measured densities and gradient for a reservoir temperature of T “ 208.73°C
and nRb “ 7.68 ˆ 1014 cm´3 is shown in Fig. A4.1 Similar to Fig. A3, the mea-
sured Rb vapor densities nRb,d and nRb,d (Fig. A4(a)) and g (Fig. A4(b)) are
constant over time. Over 1.5 h, we measure nRb,u “ p7.682 ˘ 0.007q ˆ 1014 cm´3,
nRb,d “ p7.685 ˘ 0.005q ˆ 1014 cm´3 and g “ p0.04 ˘ 0.10q%/m. The respective
statistical uncertainty is 0.09% upstream and 0.07% downstream. As stated in the
main text in Chapter 3.4.2.2, adding in quadrature the systematic errors from [59]
leads to a total uncertainty of ˘0.11% to ˘0.46%, depending on the density. The

1Note that the absolute density values are slightly different to those cited in Chapter 3.4.2.2
because different data sets with a 0.02°C lower reservoir temperature were used here. However, the
results for the accuracy are equivalent.
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Figure A3: (a) Upstream (red dots) and downstream (blue dots) Rb vapor density
vs. time (UTC) for a constant density profile and equal values up- and downstream
of nRb “ 1.96ˆ 1014 cm´3. (b) Corresponding density gradient over 10m along the
vapor source vs. time (UTC). Positive gradients indicate that the density is higher
downstream.

accuracy of the measurement improves with higher density as the effect of the phase
shift on the interference pattern (Fig. 18) enhances.

In summary, these results do not only confirm the high accuracy of the den-
sity diagnostic, but also outline the ability of the vapor source to provide the required
Rb vapor and thus plasma density uniformity.
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Figure A4: (a) Upstream (red dots) and downstream (blue dots) Rb vapor density
vs. time (UTC) for a constant density profile and equal values up- and downstream
of nRb “ 7.68ˆ 1014 cm´3. (b) Corresponding density gradient over 10m along the
vapor source vs. time (UTC). Positive gradients indicate that the density is higher
downstream.
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A.2.2 Setting Rb Vapor Density Gradients
In the experiment, linear Rb vapor density and thus plasma gradients along the vapor
source are obtained by setting different temperatures in the up- and downstream
reservoir (see Chapter 3.3.3). The density at the upstream end of the vapor source is
usually kept constant (e.g. as it was also done for the studies of the SM with plasma
gradients in this thesis, see the following paragraph A.2.3 for details). Keeping the
Rb vapor density constant upstream while increasing the density downstream thereby
not only requires changing the temperature of the downstream Rb reservoir, but
also adjusting that of the upstream one in the opposite direction. The reason for
the necessity of these adjustments is the Rb flow inside the vapor source, which is
calculated in [86]. With g ‰ 0, there is a constant Rb mass flow along the source from
the higher-density end to the one with lower density. This means that e.g. increasing
the downstream density also increases the flow towards the upstream end and the
flow out of the upstream Rb reservoir has to be reduced by lowering its temperature
in order to keep nRb,u constant (and vice versa).

This effect is depicted in Fig. A5 which shows an example measurement where the
up- and downstream temperatures and thus densities are adjusted in a way such
that a constant increase of nRb,d and thus g is obtained while keeping nRb,u constant
(the correlation between temperature T in the Rb reservoir and nRb is presented
in Chapter A.2.4 of this appendix). At time « 14:10, nRb,d is increased to obtain
a positive density gradient along the source. It is clearly visible that also nRb,u
begins to rise and the upstream reservoir temperature had to be adjusted to keep
nRb,u constant. This becomes visible another time at « 15:45 when a gradient of
« `2.0%/m was reached and the downstream density was adjusted to obtain a new,
constant gradient of « 0.7%/m. With a rapidly decreasing nRb,d, nRb,u drops as well
as long as the upstream reservoir temperature was unchanged. Another adjustment
of nRb,u was necessary. This increase in nRb,u acted back on nRb,d which can be
seen from the fact that the decrease in density was less step during the time nRb,u
increased (at « 16:50). After that, the densities and the gradient stabilized within
« 30min.
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Figure A5: (a) Rb vapor density vs. time (UTC) during a gradient scan. The
downstream density (blue) is increases and then lowered again while the density
upstream (red) is kept constant. (b) Corresponding density gradient over 10m along
the vapor source vs. time (UTC). Positive gradients indicate that the density is
higher downstream.
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A.2.3 Vapor Density Measurements for the SM Studies with Plasma
Gradients

Here we present the Rb vapor densities and gradients used during the studies of SM
with linear plasma gradients in Chapter 7. Figure A6 shows the values of the Rb
vapor density, measured at the up- and downstream end of the vapor source (nRb,u
and nRb,d). To maintain a constant plasma density at the vapor source entrance,
nRb,u is kept constant at 1.80ˆ 1014 cm´3. The density at the downstream and is
varied between 2.17ˆ 1014 cm´3 and 1.46ˆ 1014 cm´3 to obtain the linear density
gradients between `2%/m and ´2%/m. The gaps visible represent times when the
Rb valves were closed, i.e. when nRb “ 0.
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Figure A6: (a) Plot of Rb vapor density vs. time (UTC) on May 19, 2018 for the
data presented in Chapter 7. The density at the vapor source entrance (red) is kept
constant while the density at its exit (blue) changes. (b) Corresponding density
gradient along the vapor source vs. time (UTC). Positive gradients indicate that the
density is higher downstream.
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A.2.4 Temperature-Density Correlation
Last, we present the correlation between the temperature T in the Rb reservoir and
the measured Rb vapor density nRb inside the vapor source with g “ 0, i.e. equal
densities up- and downstream (see Chapter 3.3.3). The values for nRb are compared
to the values one expects from the vapor pressure curve (Eq. 3.1 in Chapter 3.3.3). As
shown in Fig. A7(a), temperatures of 154°C to 215°C lead to vapor densities between
nRb “ 0.5ˆ1014 cm´3 to 1.1ˆ1015 cm´3. From the vapor pressure curve, one expects
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Figure A7: Measured Rb vapor density (red, filled circles) and from the vapor pressure
curve (Eq. 3.1) expected density (blue diamonds) versus Rb reservoir temperature
on a (a) linear and (b) logarithmic scale.

consistently higher densities, between 1.2ˆ 1014 cm´3 and 1.6ˆ 1015 cm´3 for the
same range in T . The same plot on a logarithmic scale (Fig. A7(b)) shows that the
density follows nevertheless an exponential behavior (as expected from Eq. 3.1). The
measured densities are between 2.73 times (at low density) and 1.59 times (at high
density) lower than those from the vapor pressure curve. This is explained by the fact
that the vapor pressure curve assumes a closed volume without any flow. However,
this is not the case for the vapor source of AWAKE (see Fig. 14, Chapter 3.3.3). The
Rb flows from the reservoir into the 10m long heat exchanger. From there, Rb flows
through an iris into the expansion chamber to provide a sharp transition between
Rb vapor (or plasma) and vacuum. The lower densities therefore agree with the
expectation on the general behavior of the vapor source. A detailed analysis of the
Rb flow and the dependency of the Rb vapor density in the heat exchanger of the
vapor source are not part of this thesis, but are foreseen to be covered in a separate
publication of the AWAKE collaboration.
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We use a relativistic ionization front to provide various initial transverse wakefield amplitudes for the
self-modulation of a long proton bunch in plasma. We show experimentally that, with sufficient initial
amplitude [≥ ð4.1� 0.4Þ MV=m], the phase of the modulation along the bunch is reproducible from event
to event, with 3%–7% (of 2π) rms variations all along the bunch. The phase is not reproducible for lower
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initial amplitudes. We observe the transition between these two regimes. Phase reproducibility is essential
for deterministic external injection of particles to be accelerated.

DOI: 10.1103/PhysRevLett.126.164802

Introduction.—Accelerators rely on precise control of
parameters to produce high-quality, high-energy particle
bunches for numerous applications. A class of novel
accelerators using plasma as a medium to sustain large
accelerating [1,2] and focusing [3] fields has emerged and
has made remarkable experimental progress over the past
two decades [4–6].
Most of these accelerators use a very short (< 1 ps),

intense laser pulse [1] or a dense, relativistic particle bunch
[2] to drive wakefields in plasma. The amplitude of the
accelerating field that can be sustained with a plasma of
electron density ne0 is on the order of the wave breaking field
[7]:EWB¼ðmec=eÞωpe. Hereωpe ¼ ðne0e2=ε0meÞ1=2 is the
plasmaelectron angular frequency [8].Assuming the driver of
rms duration σt fits within the structure, i.e., σt≅1=ωpe, one
can rewrite: EWB¼ðmec=eÞð1=σtÞ. Therefore, operating at
high accelerating field (> 1 GV=m) requires high plasma
density and short (< 2 ps) pulses or bunches with similarly
small radii (σr0 ≤ c=ωpe ≤ 600 μm) [9].
The system extracts energy from the driver and transfers

it to a witness bunch, through the plasma. The total energy
gain of the witness bunch is limited to the energy carried by
the driver. Short laser pulses and particle bunches available
today and suitable to drive > 1 GV=m amplitude wake-
fields carry less than ∼100 J of energy. Laser pulses and
particle bunches carrying much more energy are too long,
typically >100 ps, to drive large amplitude wakefields
when following the above EWB ∝ 1=σt scaling. However,
long laser pulses [10] and long, relativistic particle bunches
[11] propagating in dense plasma, i.e., σt ≫ 1=ωpe, are
subject to self-modulation (SM) instabilities. These insta-
bilities can transform them into a train of pulses or bunches
shorter than, and with a periodicity of 2π=ωpe. The train
can then resonantly excite large amplitude wakefields.
Control of the SM process, in particular of the relative
phase of the wakefields, is necessary to deterministically
inject a witness bunch shorter than 1=ωpe into the accel-
erating and focusing phase of the wakefields.
As the first proton-driven plasma wakefield acceleration

experiment, AWAKE [12,13] recently demonstrated that
the SM process does indeed transform a long proton bunch
(σt > 200 ps) into a train of microbunches with period
2π=ωpe (<10 ps) [14]. We also demonstrated that the
process grows along the bunch and along the plasma, from
the initial wakefield amplitude, to saturate at much larger
values [15,16]. Electrons were externally injected in the
wakefields, though without phase control (electron bunch
duration on the order of 2π=ωpe) and accelerated from
∼19 MeV to ∼2 GeV [17]. For this scheme to become an

accelerator that can produce not only sufficiently high-
energy particles, but also sufficiently high-quality bunches
in terms of high population, low energy spread, and low
emittance [18], one needs to show that the SM process can
be controlled.
Seeding of SM in the sense of triggering the start of its

growth has been demonstrated experimentally with a
relativistic ionization front (RIF) in a long pulse, laser-
driven plasma wakefield accelerator [19], and with the
sharp density front of a long electron bunch in a particle-
driven plasma wakefiled accelerator [20]. However, mea-
surements on the effect of that seeding on the phase of
growing wakefields have not been reported. As demon-
strated below, triggering the SM is not sufficient to ensure
the reproducibility of the phase of the wakefields from
event to event.
In this Letter, we demonstrate experimentally for the first

time that the phase of the SM of a long, relativistic particle
bunch can be controlled by seeding the process with a RIF.
This means that we define seeding as the conditions leading
to a reproducible timing or phase of the SM along the
bunch with respect to the RIF from event to event. From
time-resolved images of the bunch obtained at two plasma
densities, we analyze the relative timing or phase of the
microbunches along the proton bunch, after the plasma. We
control the initial wakefield amplitude through the timing
of the RIF along the bunch. When the process is not seeded,
we observe randomly distributed phases and thus the SM
instability (SMI) [11]. With sufficiently strong initial
amplitude, the phase of the wakefields varies by only a
small fraction of 2π from event to event, the characteristic
of seeded SM (SSM) [13]. This is despite natural variations
of the incoming bunch parameters [21]. We thus observe
the transition from SMI to SSM. We also observe phase
reproducibility over more than 2σt along the bunch. Phase
reproducibility is essential for future experiments [13] with
deterministic, external injection of particles to be accel-
erated (e− or eþ) at a precise phase within the accelerating
and focusing region of the wakefields [18].
Experimental results presented here show that the phase

of the self-modulation instability, a fundamental beam-
plasma interaction mechanism [11], can be controlled. It is
also a requirement for future acceleration experiments.
Experimental setup.—The CERN Super Proton

Synchrotron (SPS) provides a Gaussian bunch with
400 GeV energy per proton, 3 × 1011 particles, and a rms
duration σt ¼ 250 ps. The bunch enters a 10-m-long vapor
source [22,23], as shown in Fig. 1, with rms waist size
σr0 ¼ 150 μm. The source contains rubidium (Rb) vapor
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with density nRb adjustable in the ð0.5–10Þ × 1014 cm−3

range and with uniform temperature and thus density
distributions (ΔnRb=nRb ¼ ΔT=T < 0.2% [23]). The vapor
density is measured to better than 0.5% [24] at both ends of
the source. A Ti:sapphire laser system provides a 120 fs,
≤ 450 mJ laser pulse that can serve two purposes. First,
when propagating along the vapor column it creates the
plasma at the RIF. The RIF transforms the Rb vapor into a
∼2 mm diameter plasma with density and uniformity equal
to those of the vapor [14]. Therefore, hereafter we quote the
corresponding plasma density instead of the measured Rb
vapor density ðne0 ¼ nRbÞ. Second, when propagating
within the proton bunch, the RIF triggers the sudden
(≪ 1=ωpe) onset of beam plasma interaction that can seed
the SM process. Seeding can occur because this onset
corresponds to the driving of initial plasma wakefields
starting at the RIF and with amplitudes depending on the
local bunch density [14,15].
The train of microbunches resulting from the SM process

leaves the plasma after 10 m and passes through an
aluminum-coated screen where protons emit optical tran-
sition radiation (OTR), 3.5 m from the plasma exit. The
OTR has the same spatiotemporal structure as the modu-
lated proton bunch. A streak camera resolves the incoming
OTR light imaged onto its entrance slit in space and in time
with resolutions of 80 μm and ∼1 ps, respectively, over a
73 ps time window. Since the entrance slit is narrower than
the bunch radius at the screen location, images display the
bunch charge density and not its charge [25]. A transfer line
(dashed blue line in Fig. 1 [26]) guides a mirror bleed-
through of the laser pulse to the streak camera. This signal
(in red circle in inset 2 of Fig. 1) indicates on each image
the relative timing of the RIF within the proton bunch with
0.53 ps (rms) accuracy and 0.16 ps precision. It can be
delayed together with the camera trigger signal to appear on
the image at times later than that of the RIF, as seen every
50 ps at the bottom of Fig. 4(a). This signal is necessary to
refer images in time with respect to the RIFs and with
respect to each other’s timing, because the streak camera
triggering system has a time jitter of 4.8 ps (rms),
equivalent to approximately half a period of the wakefields.

In the following, we refer to this signal as the laser
reference signal (LRS).
Results.—We observe that when we use the RIF for

plasma creation only, placing it nano- to microseconds
ahead of the proton bunch, SM occurs [27]. In this case
SM can grow from noise present in the system. The
wakefield amplitude driven by shot noise in the proton
bunch distribution was estimated at the tens of kV=m level
[28]. The laser pulse drives wakefields at the <100 kV=m
level at the plasma densities of these experiments [29].
Figure 2(a) shows a composite image of the time structure
of the center part of the modulated proton bunch (compare
Fig. 1, inset 2) for ten events in the 73 ps window, placed
150 ps (0.6σt) ahead of the bunch peak. These events are
aligned in timewith respect to the LRS. The LRS alignment
procedure yields a ∼50-ps-long common window between
images. The LRS (not shown) is placed at t ¼ 0 ps on each
image. The RIF is 600 ps (2.4σt) ahead of the bunch peak
(i.e., 450 ps, 1.8σt between RIF and t ¼ 0 on the image).
Each image is normalized to its incoming bunch popula-
tion. The figure clearly shows that from event to event
microbunches appear at no particular times with respect to
the RIF. It also shows that the measured microbunch charge
density varies considerably. Variations in bunch density on
these images can be attributed to amplitude variations of
focusing and defocusing fields [25]. Variations in timing or
phase and amplitude of the modulation are expected for the
occurrence of a (nonseeded) instability such as SMI [11].
Figure 2(b) shows a similar plot to that of Fig. 2(a), but

with the RIF placed closer, 350 ps (1.4σt) ahead of the
bunch peak and thus with larger wakefield amplitude at the
RIF, with all other parameters unchanged. It is clear that in
this case the microbunches appear essentially at the same
time with respect to the RIF and with much more consistent
charge density than in the previous case. These data show
the behavior expected from a seeded process such as SSM.
From these two plots we conclude that in the first case the
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FIG. 1. Schematic of the experimental setup showing the main
components used for measurements presented here. Inset 1: RIF
in the middle of the proton bunch (tRIF ¼ 0 ps). Inset 2: streak
camera image of a modulated proton bunch, laser reference signal
at t ¼ 0 ps (red circle).
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FIG. 2. Composite images of the center part of the streak
camera image (see Fig. 1, inset 2) for ten events with (a) RIF
600 ps (2.4σt) and (b) RIF 350 ps (1.4σt) ahead of the proton
bunch center. Front of the bunch on the right-hand side.
Events aligned with respect to LRS ([26], at t ¼ 0, not
visible). Both cases: LRS 150 ps (0.6σt) ahead of bunch
center, ne0 ¼ 0.94 × 1014 cm−3.

PHYSICAL REVIEW LETTERS 126, 164802 (2021)

164802-3



phase of the modulation is not reproducible from event to
event (SMI), whereas it is in the second case (SSM).
In order to quantify the observed effect, we determine

the phase or timing (using the modulation frequency or
period) of the bunch modulation with respect to the RIF.
For this purpose we sum counts of the bunch image in a
≅ �430-μm-wide region around the axis of the bunch at
the OTR screen to obtain a time profile of the bunch SM.
At this location the incoming bunch transverse rms size is
≅ 574 μm [see Fig. 4(a), t < 0 ps]. For each event, we
determine the time of the LRS in the 73 ps window. We
calculate the relative phase or timing of the microbunch
appearing after the LRS as explained in the Supplemental
Material [30]. For the dataset analyzed here (ne0 ¼
0.94 × 1014 cm−3), the modulation frequency is 87.1 GHz.
Figure 3 shows the variation in relative phase for six

series (including the events of Fig. 2) of approximately 18
events each, measured with the analysis window (and LRS)
150 ps ahead of the bunch peak, as a function of the RIF
timing tRIF along the bunch normalized to the rms bunch
duration. The phase distributions for tRIF ≥ 2.0σt cover a
range (blue diamonds) close to 2π and their rms (blue
circles) approaches the value expected for a uniform
distribution, 29%. This corresponds to a phase randomly
distributed from event to event, possibly varying over more
than 2π. On the contrary, for tRIF ≤ 1.8σt, the ranges are
≪ 2 π and their rms is small, ∼6%, which shows that the
phase of the SM is reproducible from event to event (within
the rms range). This is the transition from SMI, with the
modulation phase not reproducible [Fig. 2(a)], to SSM,
with the modulation phase reproducible within a small
range of 2π [Fig. 2(b)], when the initial wakefield ampli-
tude increases. We show later, by delaying the observation
window timing for a fixed tRIF, that when reached in one

window, the timing or phase reproducibility occurs all
along the bunch, as expected. In the SMI regime, time-
resolved images (not presented here) of the SM near the
seed point show that full SM starts at different times along
the bunch, unlike in the seeded cases, where it starts at the
RIF [14]. This explains the ∼2π (modulo) phase variations
observed with SMI. In the SSM regime, the observed phase
rms variations of ∼6% (of 2π) results from at least three
main contributions. First, the intrinsic phase variations that
are the goal of the measurement. Second, variations of
initial parameters from event to event originating from the
bunch or the plasma. We measure rms variations in bunch
length, ≈1.6%, population, ≈5%, and plasma density,
< 0.2%. There may be additional variations in bunch waist
size and location and emittance that we do not monitor for
each event. The influence of these variations on the phase
can in principle be obtained from numerical simulations
[21], though reaching percent level precision is very
challenging. Third, variations due to the measurement
accuracy influenced by the streak camera resolution of
the modulation, the limited number of microbunches per
image, signal noise, and uncertainties in determining the
position of the LRS (0.16 ps). As a consequence, the
measured variations can only be seen as an upper limit for
the real phase variations. They are probably dominated by
the last two contributions mentioned, mainly by uncertain-
ties originating from the noisy measured modulation profile
(see Supplemental Material [30]).
The initial transverse wakefield amplitude (at the plasma

entrance) can be calculated as a function of the RIF timings
of Fig. 3: W⊥;RIFðt ¼ tRIFÞ (see Supplemental Material
[30]). The initial proton bunch density [nbðtÞ ¼ nb0e−t

2=2σ2t ,
with nb0 ¼ 1.1 × 1013 cm−3] is smaller than the plasma
density (ne0 ¼ 0.94 × 1014 cm−3). We thus use two-
dimensional linear plasma wakefield theory [31] to evaluate
this amplitude. The modulation period (≅ 11.5 ps) is much
shorter than the rms bunch duration (σt ¼ 250 ps). We
therefore consider the Gaussian bunch density nbðt ¼ tRIFÞ
constant over one period behind the RIF and thus
W⊥;RIF ¼ 2ðmec2=eÞ½nbðtRIFÞ=ne0�dR=drjr¼σr0

. The radial
dependence of wakefields through the RðrÞ coefficient [31]
is a function of the transverse bunch profile, considered as
Gaussian, and is evaluated at r ¼ σr0, independent of t.
We plot the amplitude of W⊥;RIF for each data point in

Fig. 3 (filled red circles). The input parameter variations
mentioned above cause a maximum statistical uncertainty
of 10.1% on the field calculation, which includes a 15 ps
(0.06σt) rms timing jitter between the proton bunch and the
laser pulses (RIF and LRS), all added in quadrature. This
uncertainty is indicated by the error bars. The plot shows
that for the parameters of these experiments, the transition
between SMI and SSM occurs between ð2.8� 0.3Þ and
ð4.1� 0.4Þ MV=m. The fact that initial wakefield ampli-
tudes of ð2.8� 0.3Þ MV=m do not seed the SM process
may indicate that the bunch has density irregularities
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FIG. 3. Measured rms (blue circles) and full phase variation
(blue diamond), and initial linear transverse wakefield amplitude
(filled red circles) as a function of tRIF normalized to σt. The error
bars indicate the statistical uncertainty of 10.1% (see text). Error
bars representing the uncertainty in tRIF due to the 15 ps (0.06σt)
rms proton timing jitter are not plotted. Same LRS timing and ne0
as in Fig. 2.
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driving initial wakefields with amplitude [between
(2.8� 0.3) and ð4.1� 0.4Þ MV=m] much larger than those
of the shot noise assumed in [28] driving < 100 kV=m
fields. These irregularities correspond to 14%–20% of the
bunch peak density maintained over at least one period
of the wakefields. Since the amplitude of the initial
wakefields at the RIF and that of wakefields driven by
incoming bunch irregularities follow essentially the same
scaling [W⊥ðtÞ ∝ nbðtÞ=ne0], we expect the transition from
SSM to SMI to occur at the same time along the bunch,
independently of the bunch and plasma densities. We also
note here that we interpret the reproducibility of the bunch
modulation as also that of the wakefields driven toward the
end of the plasma, after saturation of the SM process [16].
The wakefield structure is intrinsically linked to the
distribution of the self-modulated proton bunch.
The phase reproducibility can be further confirmed by

similar phase variation measurements at various delays
behind the RIF. Sets of approximately ten images with
delay increments of 50 ps between each set were acquired
at a higher plasma density ne0 ¼ 1.81 × 1014 cm−3 and a
fixed RIF timing of 125 ps (0.5σt). Since for these
measurements, the RIF is placed much closer to the bunch
center (0.5σt) than the SSM-SMI transition point deter-
mined from the lower plasma density measurements
(∼1.9σt), we expect the SM process to be in the SSM
regime. This is confirmed by Fig. 4. Because of the time
overlap between sets, all images can be “stitched” together
using the LRS as described in Ref. [26] [see Fig. 4(a)]. It is
immediately clear from the figure that microbunches of all
events align themselves in time or phase and form a
coherent modulation of the bunch density over ∼2σt behind
the RIF. This is only possible when proper seeding is
provided (SSM) for each event, relative phase variations
between events are small [i.e., all sequences look similar to

that of Fig. 2(b)], and the modulation phase is reproducible
all along the bunch. All features visible in Fig. 4(a)
would wash out if phases were randomly distributed as
in Fig. 2(a).
Figure 4(b) shows the result of the phase analysis applied

to these events. Over the ∼2σt measurement range, larger
than the delay from the RIF of ∼1σt typically foreseen for
external electron injection, the phase variations remain
small and in a similar range to those obtained at lower
plasma density. Variations along the bunch are most likely
due to changes in signal that can be seen in Fig. 4(a) and on
individual images, which affects the accuracy of the phase
determination. The measured variations remain approxi-
mately constant and between 3% and 7% (of 2π) all along
the bunch.
Summary.—We presented the results of experimental

studies of the SM phase for different timings of the RIF
with respect to the proton bunch, measured after the
10-m-long plasma. These results demonstrate that the
SM process can be seeded; i.e., the phase of the modulation
can be defined by the RIF and reproducible from event to
event. We observe the transition from phase nonreprodu-
cibility and instability (SMI) to seeding and phase repro-
ducibility (SSM) when the transverse wakefield at the RIF
exceeds a threshold amplitude, between (2.8� 0.3) and
ð4.1� 0.4Þ MV=m for ne0 ¼ 0.94 × 1014 cm−3. This value
is much larger than that calculated from the bunch shot
noise assumed in [28] driving < 100 kV=m fields. We
show that in the SSM regime variations of the modulation
phase along the bunch (∼2σt) are small, measured at ≤ 7%.
We attribute most of these small variations to the meas-
urement accuracy of the modulation phase within single,
73 ps time windows including only 6–9 modulation
periods. The phase reproducibility also observed at
higher plasma density allows for detailed observation of
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FIG. 4. (a) Time-resolved, “stitched” image of the self-modulated proton bunch with tRIF ¼ 125 ps (0.5σt), ne0 ¼ 1.81 × 1014 cm−3.
The RIF is at t ¼ 0 on the image (not visible). The LRS is visible every 50 ps at the bottom of the image. (b) Modulation rms phase
variation for each set of images with equal LRS timing.
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the SM process along the whole bunch with ∼ps time
resolution [Fig. 4(a)].
Based on these results, one can thus expect that for the

studies of electron acceleration during AWAKE Run II
[29], the wakefields driven by the bunch train in the second
plasma will have a timing or phase also reproducible from
event to event since they will be driven by the bunch
emerging from the first plasma. Phase reproducibility is
required for deterministic acceleration of electrons exter-
nally injected into the wakefields, with a fixed delay with
respect to the seed.
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Abstract. We describe a method to overcome the triggering jitter of a streak camera to obtain
less noisy images of a self-modulated proton bunch over long time scales (∼ 400 ps to ns) with
the time resolution (∼ 1 ps) of the short time scale images (73 ps). We also determine that this
method, using a reference laser pulse with a variable delay, leads to the determination of the
time delay between the ionizing laser pulse and the reference pulse with an error of 0.6 ps (rms).

1. Introduction
The AWAKE experiment is a proof-of-principle experiment at CERN demonstrating electron
acceleration in a proton-driven plasma wakefield accelerator [1, 2]. A 10 m-long vapor source
provides rubidium (Rb) vapor with homogeneous temperature and density uniformity (better
0.2 % [3]) (see Fig. 1). A Ti:Sapphire laser system ionizes the vapor (first e− of each Rb atom)

Rb vapor, 10m, 1-10x1014 cm-3

LASER

Dump

Dump
400 GeV 

SPS p+

Streak camera

Laser Reference Line

Further diagnostics

OTR screen

p+ and laser 
lines overlap

Mirror

Delay line

Plasma

Laser pulse Laser pulse
VaporPlasma

p+ p+

Vapor

Figure 1. Schematic of the AWAKE experiment showing the different beam and diagnostic
components, in particular the beam path of the laser timing reference signal.

which forms a plasma with ∼ 1 mm radius along the source. A co-propagating proton bunch
from the CERN SPS (energy 400 GeV, bunch length σz = 6 – 12 cm) self-modulates into micro-
bunches [4] (see sketch in Fig. 1). These micro-bunches resonantly drive wakefields, in which
electrons from a 19 MeV electron source are captured and accelerated. The self-modulation
(SM) process can start from noise (so-called self-modulation instability, SMI) or can be seeded
by placing the ionizing laser pulse within the proton bunch (seeded self-modulation, SSM) [4,5].
In AWAKE, the sharp ionization front serves as the seed.
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Downstream of the vapor source, diverse beam diagnostics and the electron spectrometer are
located. A thin metallic dump directly after the plasma blocks the ionizing laser pulse to protect
these. The diagnostic to image the modulated proton bunch uses optical transition radiation
(OTR) and a streak camera [4]. The micro-bunches pass through a metallic foil, emitting OTR.
This light propagates over a 15 m-long transport line to a streak camera.
The streak camera triggering system exhibits a ≈ 5 ps jitter (rms) with respect to the ionizing
laser pulse (see chapter 3.1). For best time resolution (∼ 1 ps), the streak camera window is 73 ps
and the modulation period is in the 3 to 10 ps range. Comparison of the relative modulation
timing between events and over the long timescale of the proton bunch (∼ 1 ns) is therefore not
possible. We thus developed and implemented a laser timing reference signal indicating the laser
time-of-arrival on the streak camera images with sub-ps accuracy, as described in the following.

2. Experimental implementation
2.1. Setup and working principle
The chirp-pulse amplification Ti:Sapphire laser system produces pulses with an energy up to
450 mJ and a duration of 120 fs. For the timing reference signal, we pick up the bleed-through of
the ionizing laser pulse from the first mirror after the laser system [2]. This ensures that changes
in the laser timing, originating from the amplifiers and the compressor in the laser chain, do not
affect the synchronization between the reference signal and the ionizing laser pulse. An optical
transfer line with in total 18 partially motorized, 2-inch-diameter mirrors and 1-inch periscopes
guides the reference signal in free-space to the streak camera. It uses a separate, 60 m-long path
parallel to the proton beam line (partially using the vacuum transport pipe described in [6]).
Neutral density filters reduce the light intensity to protect the streak camera. The simplified
path of the reference signal is sketched in Fig. 1 as the dashed blue line. It includes a delay
line, consisting of a motorized translation stage with 15 cm travel range and a retro reflector.
It allows for remotely adjusting the time-of-arrival of the reference signal on the streak camera
over the range of 1 ns. The free-space propagation of the reference signal provides a dispersion-
minimized transport and a pulse length comparable to thus of the ionizing laser pulse.
The streak camera (512 × 672 pixel) time-resolves the spatial structure of the incoming OTR

light with time windows from 50 ns to 73 ps. Figure 2(a) shows a single streak camera image
of a self-modulated proton bunch behind the ionization point, as recorded on the 73 ps window.

Figure 2. (a) Streak camera image showing the self-modulation behind the ionization laser
pulse and the laser reference signal, marked by the orange circle. The head of the bunch is at
negative time values. The event was recorded using the 73 ps streak camera window and with
a Rb vapor density of 1.8 × 1014 cm−3. (b) Reconstructed image of the self-modulated proton
bunch. We delayed the reference signal by 50 ps with respect to the zero timing and averaged
over nine events for each delay position of the reference signal.
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The reference signal, visible at the bottom of the image at t = 0 ps (marked by a circle), shows
the time-of-arrival of the ionization front. Its timing is used as the zero point for most SM
analysis, including the studies on seeding processes, the phase reproducibility of the SM and
on the influence of a plasma gradient on the SM, all described in separate publications and to
be published soon. For image processing, series of images with similar experimental parameters
can be synchronized in time with respect to the reference signal timing and numerically added
together or averaged, despite the triggering system jitter. The resulting image of the proton
bunch is an average of the events with improved signal-to-noise ratio and reveals more details
of the SM process.
To obtain an averaged image of the entire proton bunch using the highest time resolution window
(73 ps) and thus analyse the micro-bunches 10s to 100s of ps behind the seed point, we introduce
a delay between the reference signal and the ionization front using the translation stage (see
Fig.1). We delay the trigger of the streak camera by the same amount. Then, we stitch together
these superimposed events according to the delay of the reference signal. Figure 2(b) shows an
example for the resulting procedure of superimposing and stitching events. Nine consecutive
events are superimposed for each of the two delay steps. The reference signal was delayed once
by 50 ps. Repeating this procedure several times allows for imaging the entire self-modulated
proton bunch with the highest resolution of 1 ps and the improved signal-to-noise ratio.

2.2. Time matching
To indicate the time-of-arrival of the ionizing laser with sub-ps accuracy, the path length of the
reference signal line and of the ionizing laser beam line (≈ 60 m) must be matched with an
accuracy better 300µm (or 1 ps). To verify this, we send the ionizing laser pulse in low energy
mode along the beam path onto the OTR foil and observe both pulses simultaneously on the
streak camera. In high laser energy mode, the ionizing laser pulse is blocked by an aluminium
foil placed between the plasma and the OTR foil and is not visible on streak camera images (e.g.
Fig.2(a)). We use the delay line to match the reference signal and ionizing laser time-of-arrival
and thus their path lengths. For the matching, one has to take into account the different propa-
gation times through optics material for the low-energy laser beam at 780 nm and the broadband
OTR light (filtered to (450± 10) nm to maximize the time resolution of the streak camera [4]).
The optical dispersion induced by optical elements in the beam path between the OTR light
and the laser light was measured to be 9.9 ps [7]. It can be compensated for with the delay line
to obtain a reference signal effectively synchronized with OTR light and thus with the SM. Any
error on this delay would correspond to a systematic error in timing and would not influence
measurements between events.

3. Characteristics
The purpose of the laser timing reference signal is to be used as a timing reference with respect
to the ionizing laser pulse, with a variable delay. During experiments, the measured variation in
relative time is a convolution of the real time variation and the measurement uncertainties from
the timing reference signal. These main uncertainties originate from a timing jitter between the
ionizing laser pulse and the reference signal (caused by pointing jitter, mechanical vibrations
and air draft), from the uncertainty in determining the time-of-arrival of the reference signal and
from the error on the translation stage moving distance. To characterize these uncertainties, we
set the reference line delay so that it is visible together with the laser in low energy mode on the
same streak camera image with a 73 ps window. For this test measurement, we also introduce
a 5 mm-thick piece of glass in the beam path to obtain multiple surface reflections. Figure 3
shows a streak camera image with the reference signal as well as the low power ionizing laser
pulse including its reflections.
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Figure 3. Streak camera image showing the laser pulse and its three reflections.

3.1. Trigger system jitter between streak camera and laser
Before characterizing the measurement errors, we quantity the trigger system jitter of the streak
camera time window relative to the laser reference signal by measuring the pixel (time) at which
the reference signal appears on the streak camera image for fixed settings. Figure 4 shows the
distribution of the signal. The laser reference signal jitter covers a total range of 160 pixel or
22.8 ps, with a standard deviation of 34 pixel = 4.8 ps. This jitter does not impact directly the
data analysis thanks to the use of the reference signal, but might cause the signal and region of
interest on the streak camera image to jitter off the screen.
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Figure 4. Histogram of the detected reference signal position in pixel on the 73 ps window.
The variations are due to the triggering system jitter.

3.2. Uncertainty on the temporal position of the reference signal
The most likely contribution to the measurement error is the determination of the temporal
position of the reference signal on the streak camera images. From these images, we determine
the timing by fitting a Gaussian profile to a line-out obtained by summing the signal over
50 pixel (vertical direction in Fig.2(a)) that only contains the reference signal. For the test here
(Fig.3), having the multiple laser pulse reflections is similar to having several reference signals.
It allows for determining the uncertainty of the algorithm by measuring the spacing between
two reflections. Hereby we assume that for different events, the temporal spacing between two
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Figure 5. Detected temporal spacing between the laser light and its reflection, observed with
the streak camera. The measured mean value is (80.6± 0.6) pixel.

reflections does not change since the propagation distances of the reflected light is unaltered.
From the uncertainty of this difference, we can then estimate the uncertainty in determining
the position in time of the reference signal. Figure 5 shows the distribution of the detected
distance between the main signal and the first reflection, measured in pixels. The histogram
has a rms width (equal to two standard deviations) of 1.1 pixel. On the 73 ps streak window,
this corresponds to an uncertainty in measuring their spacing of 157 fs. The uncertainty for
the determination of a single reference pulse is accordingly 157/

√
2 = 111 fs. However, this

value is only relevant for events with well adjusted intensity of the reference signal as in this
test measurement. When a stronger signal is recorded, the signal broadens in time inside the
streak camera due to space charge effects and thus increases the uncertainty. We avoid this by
increasing the strength of the filters that attenuate the intensity of the reference signal (described
in chapter 2.1).

3.3. Timing jitter between laser pulse and reference signal
The pointing jitter of the ionizing laser pulse, mechanical vibrations or air drafts inside the
transport line of the reference signal might cause a relative timing jitter between the ionizing
laser pulse and the reference signal. To quantify this timing jitter, we determine and compare
their relative positions from 200 streak camera images as shown in Fig.3. The difference in their
positions shows a standard deviation of 1 pixel, equal to 143 fs on the streak camera window.
Since this value is convoluted with and smaller than the uncertainty in determining the timing
of both pulses of 157 fs (see chapter 3.2), we conclude that no measurable jitter is observed.

3.4. Precision of the reference signal delay setting
For the analysis of the SM in the back of the proton bunch (i.e. with delays with respect to the
ionizing laser pulse larger than the streak camera window), the precision and reproducibility
with which the timing reference signal delay is set gains importance. The displacement of the
translation stage in the delay line is set in units of mm. The corresponding temporal offset is
twice the travel distance divided by the speed of light. To test the reliability of the translation
stage settings and thus of the reference signal delay, we move the stage step-wise over a total
travel range of 60.0 mm (the range we use in the measurements) and measure repeatably the
actual displacement xm versus the set distance xset using a caliper with an accuracy of 0.05 mm
(corresponds to 0.08 % over 60 mm). The histogram in Fig.6 shows the deviation of the measured
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Figure 6. Histogram of the deviation between measured and set displacement of the translation
stage.

from the set distance. The distribution has a rms width of 0.16 mm. Thus, the corresponding
error in setting the delay of the reference signal is 529 fs (rms).

3.5. Total uncertainty
We measured the three main uncertainties that the laser timing reference signal impose on the
analysis of the self-modulation of a proton bunch: the uncertainty in determining the temporal
position of the reference signal on streak camera images (111 fs rms), the jitter of the relative
delay between both beams (below measurement limit) and an error introduced by the uncertainty
in the translation stage position when changing the delay of the reference signal with respect
to the laser pulse (529 fs). To combine these uncertainties, one has to take into account that
the uncertainty on the temporal position on the streak camera must be considered twice when
determining the delay between the reference signal and laser pulse with the same procedure.
The resulting total error (added in quadrature) is 552 fs (rms), with the largest contribution
from setting the delay with the translation stage.

4. Summary
We describe the implementation of a laser timing reference signal into the AWAKE experiment
by propagating a replica of the ionizing laser pulse in a free-space transfer line to the streak
camera diagnostic. We show the procedure to determine and adjust the delay between this
reference signal and the ionizing laser pulse. This allows for denoised, high-resolution (∼ 1 ps)
images of self-modulated proton bunches over time scales much longer (100s of ps) than the streak
camera window (73 ps width) despite a triggering system jitter between the streak camera and
the ionizing laser pulse. We measure this jitter using the reference signal to be 4.8 ps (rms).
We characterize the error this reference signal implies on data analysis. The uncertainties that
originate from determining the timing of the reference signal on the streak camera images, from
the jitter between main and reference signal and from setting the delay with respect to the
ionizing laser pulse add up to a total uncertainty of 0.6 ps (rms).
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A B S T R A C T

The AWAKE experiment requires an automated online rubidium (Rb) plasma density and gradient diagnostic for
densities between 1 and 10 ⋅ 1014 cm−3. A linear density gradient along the plasma source at the percent level
may be useful to improve the electron acceleration process. Because of full laser ionization of Rb vapor to Rb+

within a radius of 1 mm, the plasma density equals the vapor density. We measure the Rb vapor densities at both
ends of the source, with high precision using, white light interferometry. At either source end, broadband laser
light passes a remotely controlled Mach–Zehnder interferometer built out of single mode fibers. The resulting
interference signal, influenced by dispersion in the vicinity of the Rb D1 and D2 transitions, is dispersed in
wavelength by a spectrograph. Fully automated Fourier-based signal conditioning and a fit algorithm yield the
density with an uncertainty between the measurements at both ends of 0.11 to 0.46% over the entire density
range. These densities used to operate the plasma source are displayed live in the control room.

1. Introduction

The AWAKE project at CERN is a proof-of-concept experiment
that uses a proton bunch for particle beam driven plasma wakefield
acceleration of electrons [1–3]. The goal is to reach energies on
the scale of several GeV using coherently driven plasma waves with
acceleration gradients >1 GeV/m [4]. The entire process, i.e. mod-
ulating the 12 cm long (𝜎𝑧), 400 GeV proton bunch [3] by seeded
self-modulation (SSM) [4,5] into micro bunches, wakefield creation
and electron acceleration, happens in a 10 m long, 4 cm diameter
rubidium (Rb) vapor source [6–8], depicted in Fig. 1. At each end,
a flask with separately controlled electrical heaters is filled with Rb,
providing Rb vapor densities up to 1 ⋅ 1015 cm−3. The baseline density
is 𝑛Rb = 7 ⋅ 1014 cm−3 [7]. A fluid heat exchanger with temperature-
stabilization surrounds the source and ensures a high temperature and
vapor density uniformity (<0.2%, [6]). An intense laser pulse ionizes
the Rb vapor (first e− of each Rb atom), forming a 2 mm diameter
plasma along the source with equal density and uniformity. By setting
different temperatures in the downstream and upstream flasks, a linear
vapor/plasma density gradient along the source can be set. Beside the
density uniformity, the absolute vapor density and a possible gradient
along the source influence the acceleration process [9]. The absolute

* Corresponding author at: CERN, Geneva, Switzerland.
E-mail address: fabian.batsch@cern.ch (F. Batsch).

density determines the proton bunch modulation frequency. Density
gradients on the order of +1 to +10% (i.e. the density increases along
the 10 m pipe in direction of the beam) can affect the e− acceleration
in a positive way [9].

We determine the plasma density and gradient by measuring the
Rb vapor density through diagnostic windows located at each of the
source ends (see Fig. 1) using a Mach–Zehnder interferometer and white
light interferometry [10,11]. To ensure a sufficiently high accuracy in
gradient determination, we aim for an uncertainty in measuring the
densities at both source ends to better than 1%. To operate the vapor
source remotely, from the control room, while ensuring the required
densities and gradients, the diagnostic must allow for a fully automated
and remote-controlled operation and provide online density values.
The analysis to determine the densities is based on Fourier signal
conditioning and on a fitting algorithm analyzing zero-crossings. The
diagnostic and the signal analysis are described hereafter.

2. The diagnostic

The technique exploits the fact that alkali metals, such as Rb, have
atomic transitions from the ground state to the first exited state in the
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Fig. 1. Top: Schematic of the Rb vapor source showing the 10 m long pipe
surrounded by the heat exchanger (red), two Rb reservoirs (orange) providing
the Rb vapor and 2 diagnostic viewports near the source ends. Bottom: Photo
of the AWAKE vapor source. The blue posts at each end are supports for the
interferometer optics. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

optical wavelength range. Rubidium has two such lines, at 780.03 nm
(D2) and 794.76 nm (D1) [12,13]. In the vicinity of these transitions, its
optical properties change with wavelength (dispersion) and Rb density.
This density-dependent change in the index of refraction for each
wavelength results in an interference pattern that changes with density.
We measure it by sending coherent white light in a fiber-based Mach–
Zehnder interferometer and through the Rb vapor.

This setup, depicted in Fig. 2, includes a white light laser (NKT
SuperK COMPACT, 240–2000 nm spectrum) as light source, located in a
radiation-safe area. Wavelengths between 700–900 nm are then coupled
into two single-mode optical fibers. These ≈120 m long fibers lead to
each vapor source end. A fiber splitter forms the two arms of the Mach–
Zehnder interferometer. One is called Rb arm in the following and guides
the light to the diagnostic window. At the fiber end, a fiber collimator
forms a parallel light beam that passes the Rb vapor transversely. A
second fiber collimator re-couples the light into the fiber. The second
arm, called reference arm, is a replica of the Rb arm and is located below
the vapor source. Its free-space section (length equal to that of the Rb
arm) contains a translation stage to adjust the path length difference
between the two arms. Another fiber splitter recombines the light from
both arms. The interfered signals from both interferometers propagate
over a second pair of ≈120 m fibers (equal length), back to the radiation-
safe area. There, two Ocean Optics HR4000 fiber spectrographs disperse
the signals in wavelength with a resolution of 0.063 nm [11]. Fig. 3
shows the resulting interference patterns for the cases of no Rb and Rb
vapor with a density of 1.365 ⋅ 1014 cm−3 in the source.

3. Density calculation

In interferograms such as those of Fig. 3, the interference pattern is
given by

𝐼𝑡𝑜𝑡(𝜆) = 𝐼1(𝜆) + 𝐼2(𝜆) + 2
√
𝐼1(𝜆)𝐼2(𝜆) ⋅ cos(𝛥𝛷(𝜆)) , (1)

where 𝐼1,2(𝜆) are the light intensities in each interferometer arm at
wavelength 𝜆, 𝐼1(𝜆) + 𝐼2(𝜆) is the oscillation offset (see red line in
Fig. 3) and 𝛥𝛷(𝜆) the phase difference between the arms. Changing from
wavelength 𝜆 to frequency 𝜔, this phase difference is described by

𝛥𝛷(𝜔) = 𝑘𝜂(𝜔) ⋅ (𝑙𝐹1 − 𝑙𝐹2) + 𝑘 ⋅ (𝑙1 − 𝑙2)
+ (𝛷01(𝜔) −𝛷02(𝜔))𝑘𝐿(𝜂Rb(𝜔) − 1). (2)

Fig. 2. Top view schematic of the fiber-based Mach–Zehnder interferometer
assembly. From the light source, located in a radiation-safe area, 120 m fibers
transport the light to the source ends, where the interferometers are formed by
fiber splitters. The light traverses the source through the diagnostic windows,
each reference arm is equipped with a translation stage to adjust its length. Equal
length fibers transport the interfered light signal back to two fiber spectrographs.

(a)

(b)

Fig. 3. (a) Interference pattern without Rb in the Rb vapor source. The
oscillation shows nearly constant period. (b) Interference pattern with 𝑛Rb =
1.365 ⋅ 1014 cm−3 in the source. Around the transition lines (D1 at 795 nm
and D2 at 780 nm), the period changes in a density-dependent way. The red
lines represent the offset of the oscillation (see later). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

Here, 𝑘 = 𝜔∕𝑐 is the wavenumber in vacuum, 𝜂(𝜔) the fiber’s index
of refraction, 𝑙𝐹1,2 the fiber lengths of each arm, 𝑙1,2 the path lengths
in free space outside the source or fibers, 𝛷01,2 the phase of the light
in each arm, 𝐿 the length of the Rb vapor column through which the
light propagates and 𝜂Rb the index of refraction of the Rb vapor. Taylor-
expanding the fiber’s index of refraction around center frequency 𝜔0,
one can rewrite the phase difference as

𝛥𝛷(𝜔) =
[ 1
2
𝛼𝛥𝜔2 + 𝛽𝛥𝜔 + 𝛥𝑙 + 𝛥𝛷0

]

+
[𝜔
𝑐
𝐿(𝜂Rb(𝜔) − 1)

]
∶= [A] + [B]. (3)

Here, the path length difference 𝛥𝑙 = 𝑙1− 𝑙2, 𝛥𝛷0 = 𝛥𝛷01−𝛥𝛷02 and 𝛼, 𝛽
include all frequency-independent terms. The first bracket contains the
phase terms that are density-independent and we call it [A]. The second
term ([B]) contains the terms that depend on the Rb vapor density 𝑛Rb
through 𝜂Rb =

√
1 + 𝜒𝑒 and

𝜒𝑒 =
𝑒2𝑛Rb
𝜖0𝑚𝑒

∑
𝑖=1,2

𝑓𝑖
(𝜔2

𝑖 − 𝜔2)2 − 𝑖𝛾2𝑖 𝜔2
. (4)
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Here, 𝜒𝑒 is the electric susceptibility, 𝑖 the index of the transitions (D1
and D2), 𝜔𝑖 = (2𝜋𝑐)∕𝜆𝑖 the transition frequencies, 𝑒 the electron charge,
𝜖0 the vacuum permittivity, 𝑚𝑒 the electron mass, 𝑓𝑖 the transitions
oscillator strength and 𝛾𝑖 its natural lifetime [11,13,14]. Doppler broad-
ening is taken into account by correcting 𝜒𝑒 accordingly using a Rb
temperature of 200 ◦C for all densities. However, we exclude a frequency
range of width 0.15 THz around each transition line from the analysis
because this range includes, in addition to the absorption lines, the not
resolvable short-period oscillations (see Fig. 3(b)).

As described by these formulas, the effect of the Rb vapor on the
phase difference is proportional to the density-length product 𝑛Rb𝐿
(which appears after a binomial expansion of

√
1 + 𝜒𝑒 to first order).

However, we treat 𝐿 as constant. The heat expansion factor of steel
is negligible (∼10−5 m∕m K) and equal for both vapor column lengths,
meaning that it does not affect the gradient measurement. To ensure low
systematic error in density measurement, 𝐿 was measured with 0.02%
accuracy using a micrometer.

Before calculating the density from the phase shift induced by the
Rb vapor ([B] in Eq. (3)) using a fitting algorithm, the spectra must be
normalized and the offset (𝐼1(𝜆) + 𝐼2(𝜆)) must be removed for the fitting
algorithm (since the vapor density length product is contained only in
the argument of the cosine in Eq. (1)). In addition, we extract the signal’s
envelope function which is required for the fit. For these steps, we use
Fourier-based signal conditioning. Fig. 4 shows the absolute value of
the fast Fourier transform (FFT) of the spectra shown in Fig. 3. The
small oscillation times 𝜏 (<2 ps) represent the oscillation offset and
high-frequency noise. Setting this part of the Fourier spectrum to zero
and applying an inverse Fourier transform of the remaining spectrum
removes the offset (and noise), i.e. centers the oscillation around the
horizontal axis. Further, the FFT spectrum shows a prominent peak (here
at 𝜏𝑝𝑒𝑎𝑘 ≈ 3 ps). In case of no Rb vapor in the source (blue line), it
represents the oscillation with constant period, determined by 𝛥𝑙 (for
Fig. 3, 𝛥𝑙 ≈ 9 mm). Shifting this peak to zero and taking the absolute
value of its inverse Fourier transform gives the oscillation’s envelope
function. Determining the phase of this inverse Fourier transform with
respect to 𝜔0 (set to 390 THz =̂ 770 nm) gives the phase difference
𝛥𝛷(𝜔). Note that large 𝜏 values (i.e. 𝜏 > 𝜏𝑝𝑒𝑎𝑘 + 10 ps) are zeroed before
these steps as well, in order to remove the non-physical 𝜏 values which
could possibly lead to an incorrect centering of the oscillation. We call
this entire process signal conditioning. With Rb, the curve (red dashed
line) looks similar, except around the prominent peak. The changing
period around the Rb transition wavelength in the interferogram leads
to a broader peak and a different 𝛥𝛷(𝜔).

After the conditioning, one determines the density using a spectrum
where 𝑛Rb = 0 (i.e. [B] = 0) to obtain [A] and calculates 𝛥𝛷(𝜔) for both
cases (called 𝛥𝛷𝑁𝑜𝑅𝑏 and 𝛥𝛷Rb; note that all other parameter such as 𝛥𝑙
must be equal). Measured examples for these phase terms are depicted
in Fig. 5.

The comparison of 𝛥𝛷Rb − 𝛥𝛷𝑁𝑜𝑅𝑏 with the expression for [B] gives
a first estimate for the density that is used as a starting value for the
final fit. This final fit in the next step minimizes the distance between
the zero-crossings of the conditioned signal and the curve given by the
formula one obtains by multiplying cos(𝛥𝛷) with the envelope function
calculated in the conditioning process. The cosine term is obtained by
substituting Eq. (4) and the Rb density start value in Eq. (3). The terms
𝛼, 𝛽 and (𝛥𝑙 + 𝛥𝛷0) are kept as fitting parameters since the lengths,
i.e. also the initial phases change slightly due to vibrations. To obtain
their starting values, one fits 𝛥𝛷𝑁𝑜𝑅𝑏 with a second-order polynomial.
Fig. 6(a) shows the conditioned signal (in blue), the zero-positions (red
circles) and the fit (red line) for the case of Rb vapor in the source
with 𝑛Rb = 1.365 ⋅ 1014 cm−3. The plotted frequency range covers
only one side of the D2 line (𝜔2∕2𝜋 = 384 THz) for a better visibility
of the oscillations. The fit matches the data in shape (envelope) and
zero-crossing position. The difference between the zero-crossings of the
conditioned signal and the fit is a measure for the goodness of the fit. It is
plotted in Fig. 6(b) for a wider frequency range covering both transition

Fig. 4. Power spectra (i.e. absolute value of the Fourier transform) of interfer-
ence spectra in case of no Rb vapor in the source (blue line) and in case of Rb
vapor present (𝑛Rb = 1.365⋅1014 cm−3) (red). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 5. Measured phase difference in case of no Rb vapor (blue line) and in case
of Rb vapor present (𝑛Rb = 2.092 ⋅1014 cm−3) (red). The difference between both
lines corresponds to 𝛥𝛷. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

frequencies (𝜔1∕2𝜋 = 377 THz). The differences are within ±4 GHz,
which is below the spectrograph resolution, meaning that the fit matches
the data.

During the experiment, this algorithm calculates in a fully automated
way (every 10 s) the densities (duration of the calculation: ≈1 s) for each
source end. Using these density values, one calculates the gradient over
10 m 𝛥𝑛Rb = (𝑛Rb,2 − 𝑛𝑅𝑏,1)∕𝑛𝑅𝑏,1, where 𝑛𝑅𝑏,1 is the upstream value and
𝑛Rb,2 the downstream value. These density and gradient values are then
displayed live in the control room.

4. Diagnostic operation and accuracy

The diagnostic has three main tasks for the Rb vapor source op-
eration. First, it is used to characterize the correlation between the
temperature set in the Rb reservoirs and the Rb vapor density in the
source. Due to the fact that it is an open system (see Fig. 1), a
calculation of the density from temperature/a vapor pressure curve
[15] and the determination of the systematic uncertainty of one density
measurement are not possible [8]. Temperatures between 146.0 ◦C and
215.0◦C in the Rb flasks lead to densities between 𝑛Rb = 3.09 ⋅ 1013 and
𝑛Rb = 10.70 ⋅ 1014 cm−3. The systematic uncertainty of one diagnostic
was checked previously [11], where the same setup and a comparable
analysis algorithm was used. A closed metallic cube with two viewports
that was immersed in an oil bath with temperature stabilization (0.1 ◦C
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(a) (b)

Fig. 6. (a) Plot of the conditioned signal (blue), the zero crossings (red circles) and the fit (red line) vs. frequency (𝜔∕2𝜋) for the same spectrum as shown in Fig. 3(b)
in the vicinity of the D2 transition. (b) Plot of the difference between the zero-crossings of the signal and the fit vs. frequency (range now covering both transitions).
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

uncertainty) and calibrated temperature probes (±0.05◦C uncertainty)
served as a test Rb vapor source providing known density values. For the
densities used during the experiments (1 to 10⋅1014 cm−3), the systematic
uncertainty is 0.3% to 2%.

The two remaining tasks are online monitoring and controlling
the experiment key parameters: the Rb vapor density and gradient.
Here the important observable is the statistical uncertainty in density
measurement and the systematic uncertainty between both diagnostics
for equal densities. We determine it from data taken within a short
amount of time (e.g. 5 min), knowing that the temperature in the source
changes on much longer timescales (∼ hours). This proves as well the
ability of the analysis procedure to predict 𝑛Rb against variations in the
other fitting parameter on short time scales (e.g. in 𝛥𝑙 due to vibrations).

Fig. 7 shows the Rb densities vs time at the AWAKE baseline density
when the valves on top of the Rb reservoirs open and the 10 m pipe fills
with Rb vapor. The density stabilized after ≈6 min. After stabilization,
one measures at the upstream end 𝑛𝑅𝑏,1 = (7.719 ± 0.006) ⋅ 1014 cm−3

(± 0.08 % standard deviation) and downstream 𝑛Rb,2 = (7.715 ± 0.007) ⋅
1014 cm−3 (± 0.09 % standard deviation), in both cases averaged over
measurements taken over 5 min. The gradient over 10 m along the
source is (+0.05 ± 0.12)%. For the entire density range, the density
values at constant temperature show statistical uncertainties between
±0.05% at high densities and ±0.30% at low densities. Combining this
statistical uncertainties with the systematic error of ±0.10% to ±0.35%
(checked in [11]) found in measuring the same Rb vapor density at
different locations with two independent diagnostics leads to a total
uncertainty between both measurements of ±0.11% to ±0.46% (added
in quadrature).

To study the effect of a density gradient on the SSM, we change the
temperature of the downstream reservoir, but keep the density constant
upstream. These temperature adjustments require live monitoring of the
densities. Fig. 8(a) shows an example of a such gradient scan, where
the change in density was controlled and adjusted based on the density
values provided online by this diagnostic. Figure (b) shows the resulting
change in the gradient. It was increased from 0% to ≈ + 20% over 10
m and then decreased to 6.70% over 10 m (stable).

5. Conclusion

In conclusion, a method to measure Rb vapor densities in a fully au-
tomated way allowing for an online analysis is described. We use white

(a)

(b)

Fig. 7. Plot of (a) Rb vapor density vs. time (UTC) and (b) resulting gradient
vs. time (UTC) for both source ends (upstream in red, downstream in blue).
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

light interferometry where two independent, fiber-based Mach–Zehnder
interferometers measure the Rb vapor density at each end of the vapor
source. Fourier-based signal conditioning and a fit algorithm retrieve
the density values with an uncertainty between both measurements of
±0.11% to ±0.46%. This precision fulfills the requirements to determine
the density gradient over 10 m within 1%. This is the main diagnostic
to monitor and control the plasma density and is crucial for an effective
wakefield formation and electron acceleration.
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(a)

(b)

Fig. 8. (a) Plot of Rb vapor density vs. time (UTC) during a gradient scan.
The downstream density (blue) is increases and then lowered again while the
density upstream (red) is kept constant. (b) The resulting density gradient over
10 m along the vapor source vs. time (UTC). Positive gradients indicate that the
density is higher downstream. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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Glossary

αI degree of ionization of a plasma in %
AC alternating current
ACC AWAKE Control Center
AWAKE Advanced Wakefield Experiment

BPM Beam Position Monitor
BTV Beam Television (CERN-intern term)

c speed of light in vacuum c “ 2.9979 ¨ 108 m/s
CERN Conseil européen pour la recherche nucléaire
CLIC Compact Linear Collider
CNGS CERN Neutrinos to Gran Sasso
CPA chirped pulse amplification
CTR coherent transition radiation

∆Φ phase variation of the periodic bunch train in %{2π
∆φ phase difference between interferometer arms
∆vph difference in phase velocity
∆tLRS temporal offset between LRS and RIF
DFT discrete Fourier transform

ε0 vacuum permittivity ε0 “ 8.8542 ¨ 10´12 As/Vm
η index of refraction
ηRb index of refraction of Rb vapor
e elementary charge e “ 1.6022 ¨ 10´19 C
E energy
EWB non-relativistic cold wave-braking field

Φ01,02 phase of light in interferometer
f frequency
f1,2 oscillator strength of an optical transition
fCTR modulation frequency obtained the CTR diagnostic
fentrance local plasma frequency at vapor source entrance
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Glossary

fexit local plasma frequency at vapor source exit
fCTR intermediate frequency measured by the CTR diag-

nostic
fmod frequency of the proton bunch modulation
fpe plasma electron frequency
fref reference frequency for the CTR diagnostic
FCC Future Circular Collider
FFT fast Fourier transform

Γ Wakefield growth rate
γ relativistic Lorentz factor
γ1,2 natural lifetime of an optical transition
g rubidium vapor density gradient along vapor source in %/m

I0 zeroth-order modified Bessel function of the first kind
I1 first-order modified Bessel function of the first kind
ILC International Linear Collider
IR infrared
IS imaging station

k wavenumber
K0 zeroth-order modified Bessel function of the second

kind
K1 first-order modified Bessel function of the second kind
kB Boltzmann constant kB “ 1.3806 ¨ 10´23 J/K
kpe plasma electron wavenumber

λ wavelength
λpe wavelength of plasma electron oscillation
L length of the Rb vapor column
lF1,1,2 length of interferometer components
LEP Large Electron-Positron Collider
LRS laser reference signal
LWFA laser wakefield acceleration

m mass
m0 rest mass
me electron rest mass me “ 9.1094 ¨ 10´31 kg
mp proton rest mass mp “ 1.6726 ¨ 10´27 kg
MCP micro-channel plate
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Glossary

Nb bunch population
nb bunch charge density in m´3

nb0 peak bunch charge density in m´3

nb‖pζq normalized longitudinal bunch charge density
nbKprq normalized radial bunch charge density
ñbptq longitudinal, on-axis bunch charge density as a func-

tion of time
in m´3

ne0 plasma electron density in cm´3

ni0 plasma ion density in cm´3

Nm integer number of modulation periods
nn0 neutral gas density in cm´3

nRb rubidium vapor density in cm´3

nRb,d downstream rubidium vapor density in cm´3

nRb,u upstream rubidium vapor density in cm´3

ωpe angular plasma electron frequency
OTR optical transition radiation

PS Proton Synchrotron
PWFA plasma wakefield acceleration

q electric charge

r radius or radial coordinate
Rb rubidium
RF radio frequency
RIF relativistic ionization front

σ0 transverse focused beam size of the proton bunch
σr bunch length in radial direction
σt bunch duration in longitudinal direction
σz bunch length in longitudinal direction
Sptq time-dependent signal
Ŝpfq Fourier transform of a time-dependent signal
s travel distance of a translation stage
sm measured travel distance of a translation stage
sset set travel distance of a translation stage
SC streak camera
SLAC Stanford Linear Accelerator Center
SM self-modulation
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Glossary

SMI self-modulation instability
SPS Super Proton Synchrotron
SSM seeded self-modulation

τmod modulation period 1/fmod
τs signal duration
T temperature
t time
TNSA target normal sheath acceleration

UV ultraviolet

vb velocity of the drive bunch
vgr group velocity
vph phase velocity

W‖pt, rq longitudinal wakefield
WKpt, rq transverse wakefield
WK,RIF initial transverse wakefield amplitude at the position

of the RIF

x radial position on streak camera images

ζ spatial coordinate in co-moving bunch frame ζ “ ct´ z
z longitudinal coordinate in laboratory frame
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