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Engineering  drawings  accompany  a workpiece  throughout  its  production  process  and  include  informa-
tion  about  the  dimensions  and  tolerances  as  well  as  the  associated  regulatory  standards.  Even  though  the
construction  and  manufacturing  process  of a  workpiece  can  be almost  entirely  performed  automatically,
the  design  and  use  of  engineering  drawings  is still  not  fully  integrated  in  the  automated  production  pro-
cess.  This  work  provides  DigiEDraw,  a  conceptual  approach  as  well  as  a prototype  to  extract  dimensioning
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information  from  engineering  drawings  and  to integrate  this  information  into  the  production  process  to
facilitate  and  optimize  quality  control.  The  extraction  process  is based  on 2D  clustering.  The  challenge
is  to  determine  the  parameters  to  distinguish  clusters  representing  different  dimensioning  informa-
tion.  The  approach  uses  DBSCAN,  achieving  a recall  value  of  over  88%. The  applicability  of  DigiEDraw  is
demonstrated  based  on  a real-world  manufacturing  process.

© 2021  The  Author(s).  Published  by  Elsevier  B.V. This  is  an open  access  article  under  the  CC  BY  license
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1. Introduction

Production processes usually require a model of the workpiece
as input. Typically, these models are designed using a computer-
aided design (CAD) program such as AutoCAD or Solidworks. The
model is then transformed into a numerical control (NC) program
using computer-aided manufacturing (CAM) tools, for example,
Catio or Esprit. The NC program, in turn, is used by a tooling machine
to manufacture the workpiece. Design and production processes
can be seen as two separate steps or can be developed together
using an integrated CAD-CAM system.

Engineering drawings (EDs) are 2D depictions of a workpiece that
include geometric as well as textual information such as measure-
ments, tolerances, and applicable norms, which are essential for
quality control of the finished workpiece. CAD modeling describes
the design of a workpiece with the help of CAD programs. Hence,
EDs are strictly speaking CAD models. However, this paper uses the

term CAD model for a digital model of a workpiece, usually in 3D,
that only includes graphical and geometrical information, whereas
the term EDs refers to manual and digital drawings that include
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D depictions of a workpiece as well as dimensioning information.
xamples of a 3D model of a workpiece, an ED, and the resulting
orkpiece can be seen in Fig. 1. EDs can be generated from a CAD
odel. However, additional information (i.e., tolerances and stan-

ards) has to be added manually as it is not included in CAD models
y default.

Nowadays, CAD models are typically used for the actual pro-
uction process. Nevertheless, EDs are still mostly applied as the
ontractual basis and as reference for quality control as the spec-
fications of tolerances as well as the applicable standards are
ssential for these purposes (Labisch and Weber, 2008). According
o Henderson (2014), 250 million new EDs are generated each year
nd millions of legacy EDs are still in circulation. A solution that
llows the extraction of information from EDs, that is not included
n the CAD model, can be used to automate the entire produc-
ion process including measuring and quality control. An optimal
olution should be able to extract all data including graphical ele-
ents as well as additional information such as the dimensioning

equirements. However, it is not always necessary to extract geo-
etric and graphical elements, as an additional CAD model exists

n a lot of cases. The problem is to include dimensioning informa-
ion in the process to create a seamless production chain. This

efers not only to the dimensions and tolerances written on the
D itself, but also to the information that is part of an associated
egulatory framework,  e.g., ISO or DIN standards. These regulatory
ocuments usually specify minimum standards that should be sat-
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Fig. 1. Engi

isfied, as well as default dimensioning requirements, if these are not
explicitly stated in the ED. Integrating this information into a con-
tinuous (semi-)automated production process can, among others,
facilitate automating quality control by the means of automated
measurement. There are approaches to include all of the additional
information regarding dimensioning and tolerances in the CAD
model, e.g., product and manufacturing information. However, it
is still common practice to include this kind of information exclu-
sively in the EDs. The transformation to CAD models as well as the
extraction of information has been a well researched topic for the
last decades. However, there is still no ready-to-use approach to
effectively address the problem of integrating dimensioning infor-
mation from EDs into a production process.

Hence, the DigiEDraw approach described in this work aims at
supporting quality control by providing an end-to-end approach
for digitalization and integration of EDs. End-to-end means that
this approach includes the upload of a drawing, the information

extraction, as well as the actual integration in the process. It also
refers to a solution that does not require training, is easy to use,
and supports an employee, who – in the end – can always check
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g drawing.

or validity. A prototypical implementation, which is deployed in a
eal-life manufacturing scenario, is described in Section 4.

The focus of this work lies on mechanical EDs, in particu-
ar component drawings. Component drawings display a specific

orkpiece from different views as well as the specifications that
hould be applied, as opposed to other kinds of EDs, e.g., assembly
rawings that show how different workpieces are combined. How-
ver, the principles of DigiEDraw should apply for other kinds of
Ds as well.

Fig. 1 depicts the ED of a geometric object. The dimensions are
sually noted directly at the corresponding graphical element. Aux-

liary lines can be used to specify which structural element the
pecification refers to. The first value is called the nominal dimen-
ion. Its value should lie between the minimum and the maximum
olerance. This area is also called the tolerance zone. The area high-
ighted in green in Fig. 1 is a typical example of a dimension. The
ominal value is 17.00. +0.20 is the maximum tolerance which
eads to an upper deviation of 17.20. −0.10 is the minimal tolerance,
hich means that the lower deviation is 16.90 and the tolerance

one lies between 16.90 and 17.20. This combination of nominal
alues and tolerances is called a dimension set.  The element high-
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Fig. 2. Example of a geometrical dimension.

lighted in blue is a theoretically exact dimension, which means that
this dimension has no tolerances. This is displayed with a border.
If a dimension is not a theoretically exact dimension, and has no
explicit tolerances, the standard tolerances apply. The standard tol-
erances are specified in the applicable regulatory documents and
norms. In addition to dimensioning and size tolerances as shown in
Fig. 1, geometrical tolerances describe the form or position of an ele-
ment, as well as other geometric features such as orientation and run
out. In Fig. 2, for example, a tolerance for perpendicularity is set. The
whole dimension would be interpreted as follows: the perpendicu-
larity of the specific element compared to part A cannot differ more
than 0.01. In general, an ED can therefore include text, symbols as
well as graphical elements.

The variability of representation is a challenge for automatic
information extraction. A dimension can consist of only the nomi-
nal value, a complete dimension set with nominal value, maximum
and minimum tolerance or a nominal value with only one of these
tolerances. Geometrical dimensions can consist of different sym-
bols and have to be set in relation to the feature they describe,
i.e., which part of the workpiece they refer to. A dimension is only
meaningful in relation to this additional information. The extrac-
tion process should therefore be designed to keep the elements in
correct composition.

EDs can exist in multiple formats such as DXF, PDF, STEP, or
image formats (TIFF, PNG). Existing approaches mostly use image
formats as legacy EDs are usually available as scanned images only
(Section 2). Pure CAD formats such as STEP often do not include
additional information such as the tolerances. PDF includes the
information needed for quality control and offer the benefit of pro-
viding graphical and textual elements in an already separated way.
DigiEDraw focuses on digital PDF, as most traditional approaches
work with either scanned or CAD format, but no approach has pro-
vided a solution for PDF based EDs so far, which should provide
improved results as text recognition/OCR does not has to be applied.
For the intended application of DigiEDraw only the textual infor-
mation is needed, as we assume that a CAD model is present in
addition to the ED. PDF extraction is a well researched topic (see
Section 2). However, EDs differ from other PDF documents in that
they include a combination of geometrical and textual elements,
which do not follow a uniform structure and are spread over the
drawing area. These elements can be horizontal as well as vertical
or lie at an angle and can consist of one or multiple values.

DigiEDraw addresses these challenges based on the following
research questions:

Research Question 1: How can textual information, specifically
dimensioning requirements, be automatically extracted from EDs,
under the condition that each extracted dimension set consists of only
one dimension, the respective tolerances, and additional information?

The textual information can be extracted using available tools.
However, this leads to single extracted elements, that are not part of
dimension sets anymore. The main challenge is therefore to merge
the separate values in order to get the associated dimension sets.
As DigiEDraw operates on 2D EDs, this problem can be understood
as a 2D clustering problem and tackled using standard clustering
techniques. DigiEDraw opts for DBSCAN (Ester et al., 1996) as it
does not rely on the number of clusters as input parameter.
Research Question 2: How should the clustering parameters be
set to achieve optimal clustering results, i.e. complete dimension sets
and avoid over-clustering? Specifically:

i
f
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RQ 2.1: Which distance metric leads to optimal results?
RQ 2.2: How should the DBSCAN parameters be set?

To achieve optimal results, multiple parameters have to be fit-
ed. In addition, we have to compute a distance metric that reflects
he goal of merging elements back into their respective dimension
ets.

The contributions of this paper are (i) employing clustering for
erging logically connected elements that have been split while

eing extracted from a PDF document, including pre- and post-
rocessing steps, (ii) an iterative approach to set the required
arameters for clustering, (iii) the definition and calculation of a
ustom distance metric that takes the domain logic into account
nd therefore (iv) providing an end-to-end approach that can be
sed in the industry for quality control support.

Moreover, the paper provides a prototypical implementation
ncluding a user interface and production process models where
igiEDraw is integrated as support for quality assurance. This
emonstrates how product and process quality can be increased
ased on the integration of EDs.

The remainder of the paper is structured as follows: Section
 discusses existing approaches. The DigiEDraw approach is pre-
ented in Section 3. The prototypical implementation of DigiEDraw
nd the application in a manufacturing process are presented in
ection 4. Section 5 provides a discussion of DigiEDraw results and
ection 6 concludes this work.

. Related work

Research on digitalizing EDs dates back to the late 1980s (e.g.
rause et al., 1989), but still remains a challenging task, for example,
egarding quality control in production. This is based on the obser-
ation that quality checking based on EDs is still mostly conducted
n a manual way. In general, EDs are available as image format (i.e.,
aster graphics such as TIFF, PNG, and JPEG), CAD formats includ-
ng DXF, DWG, IGES, and STEP, as well as vector graphic format
uch as PDF and SVG. Existing approaches work on one of these
hree format groups. Also, as an overarching observation existing
pproaches aim at (i) digitalizing EDs, using mostly graphical ele-
ents, or (ii) at extracting specific information in order to optimize

he retrieval of EDs, the design and production process, or the prod-
ct management. As mentioned in Section 1, EDs consist of text,
ymbols as well as graphical elements. A solution that provides
omplete digitalization would have to include all of these elements.

Hence, existing approaches can be categorized by their input
ormat as well as their focus, i.e., textual elements, graphical
lements, symbols or a combination (cf. Table 1). Approaches focus-
ng on textual elements can be further divided. Meta Information
ncludes papers that extract specific information, e.g., the version
umber or other information found in the drawing tables. Category
imensions, Aspect includes approaches that extract dimension

nformation, i.e., dimensions and tolerances, but describe only one
art, e.g., how to detect dimension boxes, where afterwards OCR
an be applied or only the OCR itself. Category End-to-End,  by
ontrast, refers to approaches that offer a solution starting from
n ED until the integration of the textual information into the
pplication. Note that also the category Combination contains end-
o-end approaches. In the following, we  discuss existing work along
able 1.

.1. Scanned/image-based drawings:
The first approaches to digitize EDs focused on scanned
mages and therefore raster graphics. They consist of algorithms
or text/graphic segmentation (Lu, 2002), symbol recognition
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Table  1
Overview of related work.

Textual elements Symbols Graphical elements Combination

Meta Information Dimensions, Aspect End-to-End

Scanned Ondrejcek et al. (2009) Lu (2002) Archibald et al. (1995) Vaxiviére and Tombre (1994) Mani et al. (2020)
Banerjee et al. (2016) Das and Langrana (1997) Elyan et al. (2018) Ablameyko et al. (2002) Kang et al. (2019)

Lu  et al. (2008) Lai and Kasturi (1994) Elyan et al. (2020) Krause et al. (1989) Rahul et al. (2019)
Das  et al. (2018) Habed and Boufama (1999) Fonseca et al. (2005) Van Daele et al. (2019)

Dori  and Velkovitch (1998)

DXF/STEP/IGES Jiang and Feng (2010) Sukimin and Haron (2008) Prabhu (2002)
Zhang  et al. (2012) Ye et al. (2009) Prabhu et al. (2001)
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PDF/SVG DigiEDr

(Archibald et al., 1995), vectorization of raster graphics (Ablameyko
et al., 2002), text recognition (Dori and Velkovitch, 1998), opti-
cal character recognition (OCR) (Brown et al., 1988; Lu, 1995),
and combinations of these. A comprehensive overview regard-
ing techniques for the digitalization of raster image EDs and the
related use-cases is given by Henderson (2014), Moreno-García
et al. (2018), and Tombre (1998). Nowadays work on this format
continues, even though EDs are usually not stored in image for-
mat  anymore. However, a large number of legacy EDs remains,
which are mainly scanned. Recent approaches mainly build on neu-
ral networks, specifically convolutional neural networks or hybrid
approaches which contain neural networks as well as traditional
segmentation approaches (e.g., Elyan et al., 2018, 2020; Kang et al.,
2019; Mani et al., 2020; Moreno-García et al., 2018; Rahul et al.,
2019; Van Daele et al., 2019). In the following specific approaches
are briefly explained, along the categories seen in Table 1.

2.1.1. Textual elements
In regards to Meta Information, Ondrejcek et al. (2009) aim at

discovering links between scanned EDs and CAD models by analyz-
ing ED features. Banerjee et al. (2016) search and analyze drawing
names to find matching drawings and Lu et al. (2008) extract
knowledge from tables. The tables are detected by analyzing the
layout structure and matching it to a standard structure. This is
then used to obtain meta information about a drawing. All of these
approaches also use OCR in order to digitalize the letters and num-
bers. To decide which OCR engines should be used, algorithms
to analyze if a drawing includes handwritten or machine written
numbers can be used (Das et al., 2018). These approaches have in
common that their focus on the drawing tables and search for very
specific information.

Several approaches focus on Dimensions. Lu (2002) detect areas
of dimension sets and separate them from the graphical elements,
which is then used as input for OCR algorithms. Das and Langrana
(1997), Lai and Kasturi (1994), and Habed and Boufama (1999) also
look for dimension sets, using classic image analysis techniques
(e.g., connected components), and analyzing the lines and arrows
in the drawing. For recognition of the characters, existing OCR
algorithms are used. The OCR step itself is not described, Das and
Langrana (1997), for example, already assume that vectorization
was performed before and OCR will lead to correct results. Dori and
Velkovitch (1998) similarly detects dimension set areas, but it also
includes a recognition algorithm. However, it is only able to detect
23 different characters, no symbols and only if the dimension set
does not have a border.

2.1.2. Symbols

Archibald et al. (1995) present an approach to find and cate-

gorize symbols by matching these to templates. Nowadays, often
deep learning and convolutional neural networks (CNN) are used
for symbol detection (Elyan et al., 2018, 2020). These approaches

o
f
o
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Zhang and Li (2014)

Kasimov et al. (2015) Hoang et al. (2016)

ocus on piping and instrumentation (P/ID) diagrams, a specific kind
f engineering drawings, which relies heavily on symbol usage.
owever, symbol recognition in images is used in other domains

uch as music notes (Pacha et al., 2018).

.1.3. Graphical elements
For a full digitalization of EDs, the recognition of graphical

lements is necessary. This is mostly done using vectorization tech-
iques. Mostly, these drawings are then transformed into CAD

ormat (Vaxiviére and Tombre, 1994; Ablameyko et al., 2002;
rause et al., 1989). Fonseca et al. (2005) aim at facilitating the
etrieval of EDs by analyzing the graphical elements, extracting
eatures and the topology, and thereby optimizing the search for
imilar drawings.

.1.4. Combination
These approaches aim at fully digitalizing EDs, including text,

ymbols as well as graphical elements. Mani et al. (2020), Kang
t al. (2019), and Rahul et al. (2019) focus on a full digitalization
f P/ID diagrams, where symbol detection is important, as well as
ext and connection recognition. All of these approaches are end-
o-end approaches using a combination of traditional techniques
s well as deep learning. Van Daele et al. (2019) support design
rocesses by searching drawings, summarizing the most important
eatures and finding similar ones. This is done using CNN as well as
easoning-based methods.

The main challenge for image-based EDs is the quality of the
nput files, as it can vary greatly and accordingly leads to different
esults. Furthermore, in order to use neural network approaches,
hich are the most promising, significant amounts of annotated

Ds are needed as training data. In addition, training might require
xperts and is time-consuming.

.2. CAD format (DXF, DWG, STEP, IGES)

Several approaches focus on developing 3D models from CAD
les or extracting specific information. When dealing with CAD
rawings, the information is already in machine readable, textual
orm, but has to be parsed and combined to obtain useful informa-
ion. Therefore the description and categorization in Table 1 refers
o what the elements are in the ED, i.e., text or graphical, and not
heir physical representation, as in this case, all elements are stored
n textual form.

.2.1. Textual elements
Jiang and Feng (2010) and Zhang et al. (2012) use DWG  draw-

ngs to obtain product management data from the drawing tables in

rder to facilitate product management. Cao et al. (2005) similarly
ocus on product information to improve versioning management
f EDs. Therefore all of these approaches belong to the Meta Infor-
ation category.
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As these formats are already in digital form, symbol detection
does not have to be performed. Therefore no related work can be
found in this category.

2.2.2. Graphical elements
Sukimin and Haron (2008) focus on extracting production rele-

vant data such as the volume of a workpiece from the description of
the graphical elements. Ye et al. (2009) describe a method to con-
struct 3D models out of DXF drawings by simulating the human
process of understanding EDs and combining different views of a
workpiece.

2.2.3. Combination
Prabhu (2002) and Prabhu et al. (2001) extract graphical fea-

tures, manufacturing information as well as information about the
dimensions to improve the CAD/CAM linking. Zhang and Li (2014)
aim at combining information from an ED with additional data
stored in a database, i.e., information extraction, and visually dis-
play graphical elements. Therefore this approach also combines
textual and graphical elements.

Even though the just described approaches, contain dimen-
sioning information, CAD documents commonly do not contain
additional information such as the tolerances and applicable regu-
latory guidelines, as these are often manually noted when the CAD
models are transformed into EDs.

2.3. Vector drawings/PDF

Nowadays EDs are often stored as vector drawings, which can be
processed digitally. Previous approaches focus on extracting either
the graphical elements or facilitating the management of these EDs.

2.3.1. Graphical elements
Kasimov et al. (2015) describe a system for content-based

retrieval of vector drawings based on a graph matching problem.
This includes, for example, specifying a geometric feature, which is
then used to search for drawings containing this feature.

2.3.2. Combination
Hoang et al. (2016) introduce an approach to automatically

extract structural information as well as relationships from vector-
based EDs. This also includes detecting symbols. Therefore this
approach is categorized as Combination.

To the best of our knowledge there exists no approach to extract
textual elements, specifically dimensioning information, from vec-
tor drawings or EDs in digital PDF format.

2.4. PDF information extraction

Multiple papers deal with the analysis and extraction of infor-
mation from PDF documents in general (Bast and Korzen, 2017;
Yuan et al., 2006; Adrian et al., 2017) or focus on specific docu-
ments, e.g., scientific papers (Bui et al., 2016; Wang et al., 2019) or
health care related documents (Parizi et al., 2018; Li et al., 2019;
Harmata et al., 2017). These approaches analyse pixels, words,
spatial or logical connections. Ferres et al. (2018) also focus on
extracting information not only from digital but also scanned PDF
documents by including an OCR library. Similarly, Tomovic et al.
(2020) use OCR techniques and even combine multiple OCR engines
to generate robust input for classifying document segments. Corrêa
and Zander (2017) give an overview of papers and tools regarding
the extraction of tables from PDF documents. One of these tools

is “texus” (Rastan et al., 2018) where the table is firstly detected
by looking for the typical table structure and afterwards the con-
tent is extracted row by row, column by column. Another research
focus are visually rich documents, i.e., documents where text and

b
m
−
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mages are combined. Wei  et al. (2020) propose an approach to
xtract specific information for example the address, from resumes
s well as invoices that often contain images as well as text. “Layout-
nalysis” provides algorithms to detect and classify components of
uch documents, e.g., text paragraphs, headlines, figures, tables or
lgorithms (Prüša and Fujiyoshi, 2017; Zhong et al., 2019; Li et al.,
018). Hansen et al. (2019) focus on extracting all non-textual com-
onents, i.e., tables, algorithms, figures. Shi et al. (2019) take figures
rom medical papers and split these into the respective sub figures
or better analysis. Morris et al. (2019) focus on the extraction of
ext from figures in PDF documents using OCR and neural networks.

Overall, a variety of approaches exists to extract different kinds
f information from PDF documents. However, all of the covered
ocument types differ from EDs as they mostly consist of only
extual elements that are written in lines, or if containing fig-
res and tables they follow a similar structure (e.g., resumes and

nvoices). Lastly, they do not contain elements that are overlap-
ing, unequally distributed over the page and are in vertical or
iagonal orientation. EDs, by contrast, are a combination of tex-
ual and graphical elements, which are distributed in the ED in no

achine-understandable order.

.5. Grouping and clustering

The specific challenge of DigiEDraw is to merge textual elements
xtracted from ED into complete dimension sets. The general chal-
enge of grouping extracted elements has also been addressed by
xisting approaches. Habed and Boufama (1999) use the proxim-
ty and thickness of elements to find graphical elements and the
ssociated text elements. Van Daele et al. (2019) employ clustering
o combine graphical elements into logical clusters and to parti-
ion the ED into different views. The main difference to DigiEDraw
s that it aims at deciding automatically whether textual elements
hat can be positioned in different distances and orientation belong
o the same dimension set. This decision depends at least partly on
omain knowledge which in turn has to be considered in a potential
lustering approach.

.6. Conclusion

Even though information extraction from EDs has been
esearched for more than three decades, many challenges remain.
pproaches using machine learning such as neural networks are

he only end-to-end approaches and seem promising, but also have
eaknesses especially concerning the availability of annotated

raining data and effort of training (Moreno-García et al., 2018). The
nvisioned DigiEDraw approach, by contrast, does not require any
raining. Regarding vector drawings and digital PDFs, approaches
ocus mainly on graphical elements. However, none of the existing
pproaches take dimensions and tolerances into account. Previ-
us works referring to PDF extraction focus on more structured
nd homogeneous document types, also containing mainly tex-
ual elements. In addition, source code is not available for most
f the aforementioned papers. Therefore, we  conclude that there
s no end-to-end approach yet for automatically extracting textual
lements, specifically dimension sets, from EDs.

. DigiEDraw algorithms

The goal of DigiEDraw is to extract textual elements from EDs
nto complete and coherent dimensions sets. Consider Fig. 3, left
ide, where preprocessing yields elements 7 and , 3 as separated

oxes, although the elements obviously belong together (cf. Fig. 3,
iddle). Likewise, the tolerances provided by elements +0, 1 and
0, 1 in Fig. 3 are required to complete the actual dimension set
s depicted in Fig. 3, right side. The challenge is to automatically



B. Scheibel, J. Mangler and S. Rinderle-Ma Computers in Industry 129 (2021) 103442

Fig. 3. Dimension set split up into three blocks and multiple words, clustered to achieve complete dimension set.
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Fig. 4. Overview of the Dig

determine and merge the elements that belong together in dimen-
sion sets. The idea of DigiEDraw is to employ clustering for this,
i.e., to combine well-known clustering technique DBSCAN with a
novel distance metric and an iterative parameter setting algorithm
as core, embedded into specific pre- and postprocessing steps.

Fig. 4 provides an overview on the overall DigiEDraw approach
(left side) as well as an illustrating example (right side). The input
is the ED that is preprocessed at first (cf. Algorithm 1). The result is
an array of elements that constitutes the input for the DigiEDraw

core, i.e., the clustering of the elements into complete and coher-
ent dimension sets (cf. Algorithm 3). Indicated by black borders in
Fig. 4, the main conceptual DigiEDraw contributions comprise the
iterative approach to set clustering parameters optimally in order

i
t
t

6

w algorithm and example.

o ensure a correct representation of dimensions as well as the def-
nition of a novel distance metric (see Algorithm 2). The output
ere is an array of clustered elements which is then postprocessed,

.e., the resulting dimension sets are integrated into the manual
uality control using a web service (cf. DigiEDraw prototype and
roduction process models in Section 4).

.1. Preprocessing
The preprocessing of the DigiEDraw approach starts by upload-
ng an ED in PDF format that is converted into HTML. The reason is
hat HTML enables the extraction of all elements with their respec-
ive coordinates. There are different python libraries for reading
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PDF available, e.g., PyPDF2,1 textract,2 and Tika.3 . We obtained
the best results using the pdftotext script which is part of the
poppler-tools4 integrated in unix systems. The resulting files after
conversion to HTML consist of blocks and words. Each word con-
sists of one or multiple characters or digits. For each element the
coordinates of the bounding box are given as well. In some cases,
one dimension set is extracted into exactly one HTML block. How-
ever, mostly, a dimension set is split into multiple blocks. Fig. 3,
for example, shows a single dimension set that was split into
three blocks (illustrated by the blue rectangles) by the conversion.
Each of these blocks consists of multiple words, visualized by the
dark blue borders in the example. For further processing, the tex-
tual elements, as well as the associated coordinates are read from
the HTML file and stored in an array consisting of multiple sub-
arrays, each representing one block, which also contain arrays, each
representing one word. For the clustering process only the outer
coordinates, i.e. the bounding box, are needed. Therefore the maxi-
mum and minimum x-coordinates and y-coordinates for each block
are extracted and stored in the array. One element in the example
depicted in Fig. 4 (right side) consists of textual value 4.00 together
with the associated coordinates xMin=“291.384”, yMin=“172.578”,
xMax=“317.041”, yMax=“203.493”. The elements inside a block are
not always in the correct order. To sort the elements, we  determine
if a block is horizontal or vertical by comparing the ratio of x to y val-
ues. If the block is horizontal, the words within a block are ordered
by x-coordinates using the built-in sort function. The same proce-
dure is done for vertical boxes, using y-coordinates. Algorithm 1
describes the necessary preprocessing steps.

Algorithm 1. DigiEDraw preprocessing.

Input: digital PDF ED
Output: array of bounding boxes

1: convert PDF to HTML
2:  parse HTML file
3: find all blocks
4:  for block in blocks do
5:  find all words
6: for word in words do
7:  get text element
8: get bounding box (min x, max  x, min  y, max  y)
9:  add text and bounding box to array bounding boxes � Array of array
10: end for
11: end for
12: for element in bounding boxes do
13: check if element is vertical or horizontal
14: if horizontal then
15: sort by x-coordinates
16: end if
17: if vertical then
18: sort by y-coordinates
19: end if
20: end for
21: return sorted array bounding boxes

3.2. Clustering

The goal is to obtain complete dimension sets based on the
information extracted from the input ED. Therefore, we have to
determine which elements belong to the same dimension set, but
have been extracted separately. As illustrated by the example in
Fig. 3, not only numbers can be subject to merge (e.g., 7 and 3),

but also associated tolerances (e.g., +0, 1 and −0, 1). Additionally,
the elements can be positioned in a horizontal, vertical or diagonal
way.

1 https://github.com/mstamy2/PyPDF2
2 https://github.com/deanmalmgren/textract
3 https://tika.apache.org/
4 https://poppler.freedesktop.org/
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We tested several approaches to combine extracted elements
nto logically connected groups, without using training data. A
brute force” approach is to hard-code the relationships between
lements in the ED, i.e., elements that are next to each other
re combined. A more refined approach is to combine elements
sing regular expressions. However, both approaches did not yield
ccurate results as the structure of dimensions and tolerances
an vary greatly. Clustering algorithms, by contrast, seem more
romising with respect to merging logically connected elements,
ithout requiring extensive training data. We  tested k-means

Faber, 1994), using elbow plots to specify the amounts of clusters,
PTICS (Ankerst et al., 1999), and DBSCAN (Ester et al., 1996) where
BSCAN does not require to set the number of clusters as input.
he results for k-means and OPTICS were less accurate than for
BSCAN. As a conclusion, we opted for clustering, and in particular,

or DBSCAN to be employed by DigiEDraw.
Open questions are how to define the distance metric and how

o set the parameters. DBSCAN implementations are available for
ost programming languages.5

For DBSCAN, the user sets parameter MinPts,  which defines how
any points should at least be in a cluster and epsilon,  which defines

he radius for each cluster, as well as the appropriate distance met-
ic, which is used to calculate how “similar” or “close” elements are
o each other. The algorithm then analyzes all points, grouping the
nes together that are within the specified radius. For DigiEDraw,

 new distance metric is defined that takes into account spatial
roximity as well as domain knowledge. An additional challenge is
he setting of epsilon,  as this value has a great impact of the result,
ut has to be set dynamically, as it can be different for each ED.
his issue was solved by using an iterative approach, increasing the
alue of epsilon until a threshold is reached – the stopping criterion

 which is an indicator that the optimal result has been achieved.
he envisioned result of the DigiEDraw clustering is an array of
orted elements, each element being assigned to a cluster. Consider
he example in Fig. 4, right side. Three elements are assigned the
ame cluster number 1. This means that they form a dimension set
nd are stored as key value pair together with the coordinates. The
oordinates of the dimension set are determined by the minimum
f xMin, yMin and the maximum of xMax, yMax coordinates over all
ts elements.

The distance metric is used to calculate which boxes are close
r similar to each other. Several metrics are available such as the
uclidean distance. However, as DigiEDraw works with bound-
ng boxes instead of points, existing metrics are not sufficient. For
umans it is easily recognizable which parts belong together. How-
ver, it is more complex to achieve this automatically.

The basic measure is the distance between the two  nearest cor-
ers of two bounding boxes. To account for the boxes being close
r just single edges near to each other, the distances of the two
earest edges of the boxes are averaged to obtain the distance. If
he boxes intersect, this distance is set to zero, as these boxes will

ost likely belong to one dimension set. Conversely, if two  boxes
re parallel, the distance is increased as these boxes are likely not
art of a dimension set and therefore should not be in one cluster.

efinition 1 (Distance metric). Let boxa and boxb be two  bound-
ng boxes of elements a and b extracted from an ED.  The distance
etween a and b is defined as the average of the smallest and sec-
nd smallest distance between a corner point of bounding box boxa
nd a corner point of bounding box boxb. If boxa and boxb intersect,
hich is checked using the separating axis theorem (Gottschalk

t al., 1996), the distance is set to zero. If the elements are paral-

5 The DigiEDraw prototype uses the scikit-learn clustering library (Pedregosa
t  al., 2011).

https://github.com/mstamy2/PyPDF2
https://github.com/mstamy2/PyPDF2
https://github.com/mstamy2/PyPDF2
https://github.com/mstamy2/PyPDF2
https://github.com/mstamy2/PyPDF2
https://github.com/deanmalmgren/textract
https://github.com/deanmalmgren/textract
https://github.com/deanmalmgren/textract
https://github.com/deanmalmgren/textract
https://github.com/deanmalmgren/textract
https://tika.apache.org/
https://tika.apache.org/
https://tika.apache.org/
https://tika.apache.org/
https://tika.apache.org/
https://poppler.freedesktop.org/
https://poppler.freedesktop.org/
https://poppler.freedesktop.org/
https://poppler.freedesktop.org/
https://poppler.freedesktop.org/
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lel, which is determined by comparing orientation and alignment
of boxa and boxb, the distance is increased. This is done for all
bounding boxes of all elements extracted from the ED. The result is
captured within a the distance matrix. The calculation is presented
in pseudo code in Algorithm 2.

We  check for intersection using the separating axis theorem
(Gottschalk et al., 1996) which says that two boxes cannot over-
lap if there is an axis that separates them. In practice, this is done
by taking two boxes and comparing the respective bottom left and
top right corners to see if they overlap on either axis. To check for
parallelism, first the orientation of the boxes is defined more pre-
cisely than in the preprocessing. As in the preprocessing, the ratio
of length and width of a box can suggest the orientation of the box.
In this case, we have three categories: vertical, horizontal or “not
defined”, which is characterized by similar length and width. The
ratio which differentiates between these categories is determined
empirically by looking at multiple sample EDs and measuring the
ratio for vertical as well as horizontal boxes.

The orientation of the bounding boxes is calculated as follows:

horizontal = (xMax − xMin) > 1, 3 ∗ (yMax − yMin)

vertical = (yMax − yMin) > 1, 3 ∗ (xMax − xMin)

xMax is defined as the maximum x-coordinate, xMin accord-
ingly refers to the minimum x-value of the respective bounding box.
Correspondingly, yMax and yMin are the maximum and minimum
value for the y-axis. The remaining boxes are set as “not defined”.
After the orientation is defined, the alignment of the two boxes in
relation to each other is analyzed, i.e., are the boxes above each
other or next to each other. If the boxes are above each other and
horizontally aligned, then they are marked as being parallel. The
same is done if the two boxes are next to each other and vertically
aligned. The distance to the parallel box is then increased by 100.
The exact value of the increase does not influence the results as
long as it it exceeds the epsilon value. This is done for each box in
relation to all other boxes, resulting in a distance matrix, which can
be used in the scikit-DBSCAN implementation.

Algorithm 2. Calculate distance metric.

Input: array of bounding boxes
Output: distance matrix

1:  for boxa in bounding boxes do
2: calculate orientation
3: for boxb in bounding boxes do � Calculate distance from every box

to other boxes
4: calculate smallest distance between boxes a,b
5: calculate 2nd smallest distance between boxes a,b
6: check intersection using separating axis theorem
7: if a,b intersect then
8:  set distancea,b to 0
9: end if
10: check parallelism by comparing orientation, alignment of boxes
11:  if a,b are parallel then
12: increase distancea,b by 100
13: end if
14: distancea,b = (smallest distance + 2nd smallest distance)/2 �

Calculate average distance
15: store distancea,b in distance matrix
16: end for
17: end for
18: make array distmin, including all distances, sorted in ascending order �

Needed as input for epsilon
19: return distance matrix, distmin � The distances from each box to the

other boxes are stored in a matrix

The MinPts value relates to the minimum amount of points in

the epsilon distance of a point to constitute a cluster. In this setting
MinPts is set to 1, as it is possible that a dimension set consists of a
single box.
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Determining the optimal epsilon value is more complex. At first,
e manually adjusted the value such that the first sample ED

howed optimal results. As more EDs were analyzed, it became
bvious that this value is not optimal for all EDs. Therefore, we  opt
or setting the value dynamically. Ester et al. (1996) and Sander
t al. (1998) propose an interactive approach to set the epsilon
alue, i.e., computing a distance graph for all points and letting
he user choose the threshold value. This approach did not work in
his case, as the graph suggests higher epsilon values than needed,
hich leads to over clustering. Ozkok and Celik (2017) also use a k-
earest neighbor graph to determine the optimal setting. Schubert
t al. (2017) note that the epsilon value is depending on the distance
etric and the domain, but should generally be as small as possible.
In regard to EDs, the epsilon value depends on multiple vari-

bles and can differ for each ED. An iterative approach was  taken
o determine the optimal epsilon value. For all boxes the distances
o all other boxes are calculated and stored in ascending order in
he array distmin. The first epsilon value is the value of the minimal
istance, i.e., the distance between the nearest boxes. In each iter-
tion this value is increased to the next bigger distance value. For
efining the stopping criterion, the clustering result was evaluated

n regards to the following criteria:

Davis-Bouldin index (Davies and Bouldin, 1979): The Davis-
Bouldin index measures the average similarity measure of each
cluster with its most similar cluster. Similarity is defined as the
ratio of within-cluster distances to between-cluster distances.
The lower to zero, the better the separation of clusters, as the
clusters are farther apart.
Calinski-Harabasz index (Caliński and Harabasz, 1974): The
Calinski-Harabsz index is defined as the ratio of sum of between-
cluster dispersion and inter-cluster dispersion. The higher the
value, the better defined are the clusters.
Silhouettes coefficient (Rousseeuw, 1987): Similar to Calinski-
Harabasz index, the higher the value, the better defined are the
clusters. It is calculated by comparing the intra-cluster distance
and the mean nearest-cluster distance (where the element is not
a part of), to achieve clusters that are cohesive and distinct.

These values are internal quality criteria of clustering algorithms
nd take into account how well clusters are defined and separated.
hese criteria were chosen because these values do not need the
round truth, which is not available at this point. The Calinski-
arabasz index as well as the silhouettes coefficient should get
igger if the higher epsilon leads to better separated clusters. Con-
ersely, the Davis-Bouldin index should get closer to zero. In each
un the current value of these indices is compared to the values
n the previous run. If these values change in the opposite direc-
ion it can be assumed that the best result was  already achieved.
herefore the iterations are stopped and the epsilon value of the
revious run is set as the optimal value. This was  tried with each
f the three parameters as well as combinations of these. The sil-
ouette coefficient leads to the best results and is therefore used
s stopping criterion. The clustering process stops as soon as the
topping criterion evaluates to true or the highest distance value is
eached.

Stopping criterion: Clustering is applied with increasing epsilon
alues until the stopping criterion is reached. As stopping criterion
he silhouettes coefficient (Rousseeuw, 1987) is used, which is an
nternal quality value, referring to the cluster definition. The value
f the silhouettes coefficient rises if the clusters are more defined.

herefore we continue the iterative clustering process, until the
oefficient gets smaller than in the step before, which is a sign
f the cluster definition getting worse. At this point, the loop is
topped and the end result will be obtained by running DBSCAN
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to the dimension, and the associated element is highlighted in the
ED. Moreover, all references to associated regulatory standards and
norms are extracted using regular expressions, noted on top of the
Fig. 5. User interface fe

with epsilon being the penultimate value - the value where the
silhouettes coefficient was highest.

Algorithm 3. DigiEDraw clustering.

Input: array of bounding boxes, distance matrix, dist min
Output: dictionary of dimension sets

1:  get array bounding boxes, distance matrix,  distmin

2: run DBSCAN(distance matrix,  epsilon = smallest distmin, MinPts = 1) �
First iteration of clustering

3: if sh < shold � Silhouettes coefficient is used as stopping criterion then
4:  stopping criterion = true � If Silhouettes coefficient gets smaller,

stopping threshold is reached
5: end if
6: while not stopping criterion � Continue clustering while stopping

criterion is not true
7:  run DBSCAN(distance matrix,  epsilon = next distmin, MinPts = 1) �

epsilon = next value of distmin

8: if sh < shold then
9: stopping criterion = true
10: end if
11: if epsilon = nnmax � If epsilon reaches maximum distance, clustering

is stopped then
12: end clustering
13: end if
14: end while
15: run DBSCAN with penultimate epsilon � The value before reaching the

stopping criterion is used
16: return array of clusters � Each cluster containing one to multiple

elements
The clustering algorithm can be seen in Algorithm 3. We  take

the results of the preprocessing (Algorithm 1) and the calculation of
the distance matrix (Algorithm 2) and run the DBSCAN implemen-
tation as long as the stopping criterion is not met. The result (array
of elements, assigned to clusters) is then returned to continue with
postprocessing. Overall, the clustering result depends on the qual-
ity of the ED, i.e., whether or not the ED was designed according to
existing standards, e.g., with respect to distance between elements,
the epsilon value, MinPts,  and the employed distance metric.

3.3. Postprocessing
The array of elements with assigned cluster numbers (see Fig. 4,
right side for the running example) resulting from Algorithm 3 is
postprocessed in several steps. At first, data cleaning is performed,

9

g ED ‘Elevator Bottom’.

sing regular expressions. In detail, the cleaning involves filtering
or expressions that are not relevant for dimensions. This step can
e adapted to fit particular needs and scenarios. In addition, the
lements are sorted again. If the bounding boxes of the elements
re determined as horizontal, sorting is performed based on the x-
alue and if vertical by the y-value, to ensure that after merging the
lusters, the elements are in correct order. The last step converts
he array of elements into a dictionary which can then be stored in

 key value store.6 Fig. 4, right side, shows the resulting key value
et for the running example. Entry {4.00, +0.10, −0.03}: {320.711,
72.578, 354.384, 203.493}, for example, refers to a dimension set
ontaining elements 4.00, +0.10, 0.03 with the associated coordi-
ates of the overall bound box. The resulting dimension sets are
hen postprocessed using regular expressions, stored in a database,
nd on request by the user shown via the DigiEDraw user interface
cf. Fig. 5).

. Evaluation

DigiEDraw is evaluated with respect to its feasibility, the recall
nd precision of its algorithms, and its application.

.1. Feasibility – prototypical implementation

Algorithms 1–3 are implemented within the DigiEDraw pro-
otype which consists of an extraction tool7 and a webservice
ncluding the user interface.8 The DigiEDraw user interface is
epicted in Fig. 5. The ED of the workpiece is displayed on the left
hile the automatically extracted dimension sets are shown on the

ight hand side. Next to the dimensions, the user can input the man-
al measurements which are automatically stored in a database
or further processing. The user can click on the input field next
6 DigiEDraw uses redis, https://redis.io/.
7 https://github.com/DigiEDraw/extraction
8 https://github.com/DigiEDraw/ui

https://redis.io/
https://redis.io/
https://redis.io/
https://redis.io/
https://github.com/DigiEDraw/extraction
https://github.com/DigiEDraw/extraction
https://github.com/DigiEDraw/extraction
https://github.com/DigiEDraw/extraction
https://github.com/DigiEDraw/extraction
https://github.com/DigiEDraw/ui
https://github.com/DigiEDraw/ui
https://github.com/DigiEDraw/ui
https://github.com/DigiEDraw/ui
https://github.com/DigiEDraw/ui
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Table 2
Evaluation results.

Drawing name RecallDE PrecisionDE Iterations eps-value

Gripper 0.82 0.6 4 4.3
Elevator Bottom 0.93 0.88 4 4.3
Aufspannung 0.85 0.58 3 4.15
Adapterplatte 0.93 0.87 5 8.58
GV12 0.88 0.76 4 4.88
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UI and linked if available. Therefore, these standards can be eas-
ily accessed if necessary. The DigiEDraw user interface enables the
user to get a clear view on all dimensions and directly input the
associated measurements.

4.2. Validation – recall and precision

The quality of the clustering algorithm can be validated using
external or internal validation. Internal validation was  already dis-
cussed in Section 3, for the stopping criterion. External validation
refers to the comparison to the ground truth, which in this case con-
sists of the actual dimensions. This can only be validated manually,
as the actual dimensions have to be extracted by hand. According
to literature regarding external evaluation for density-based clus-
tering methods, Ester et al. (1996) use visual inspection. Aliguliyev
(2009) mention “accuracy” and “recall”, which are used to calcu-
late more complex evaluation measures. Ting (2010) define the
measures “precision” and “recall”, which are commonly used to
evaluate information extraction systems. In this work these preci-
sion and recall measures are used.

Definition 2 (Recall). In the context of information retrieval, Ting
(2010) defines recall as:

Recall [58] :

= Total number of documents retrieved that are relevant

Total number of relevant documents in the database

RecallDE := extracted relevant dimension sets

all relevant dimension sets

where extracted relevant dimension sets denotes the num-
ber of relevant dimension sets extracted from the ED and
all relevant dimension sets denotes the number of all relevant
dimension sets in the ED.

In order to calculate this metric, the actual correct dimension
sets, as displayed in the ED, as well as the correctly extracted, i.e.
complete, sets are counted manually.

Definition 3 (Precision).  Ting (2010) define precision as:

Precision [58] :

= Total number of documents retrieved that are relevant

Total number of documents that are retrieved

For this paper, the value is adapted to:

PrecisionDE := extracted relevant dimension sets

all extracted elements

where extracted relevant dimension sets denotes the num-
ber of relevant dimension sets extracted from the ED and
all extracted elements denotes all elements extracted by
DigiEDraw.

This specifies how much useful information could be extracted
out of all the information that was retrieved.
In order to calculate precision, the correctly extracted sets are
the same as for the recall calculation. The total number of extracted
elements are counted automatically.

Fig. 6 shows cutouts of four example EDs, i.e., “Gripper”, “Aufs-
pannung”, “Aufspannung Ecke” and “Adapterplatte”. These EDs in
full, as well as “Elevator Bottom” and “Halter” can also be down-
loaded from the git repository. An additional ED has been obtained
by a company partner and is not publicly available.

5

t

10
Halter 0.85 0.73 5 5.06
Aufspannung Ecke 0.91 0.67 4 4.2

Table 2 shows the validation results based on the seven exam-
le EDs in terms of recall and precision as well as the number of

terations and the used epsilon value.
The EDs chosen for the evaluation (cf. Fig. 6) cover a variety

f possible component EDs, as all main parts (dimensions, size
olerances, geometrical tolerances, tables, multiple graphical
lements) as well as the main challenges (e.g. combination of
raphical and textual elements, unequally spaced out over the
D space, textual elements in different orientations) are part of
hese EDs and they differ in terms of quantity of elements and
istribution as well as arrangement of these. The average recall is
.88 and the average precision is 0.73. The results are discussed in
ore detail in Section 5.

.3. Application

Fig. 7 depicts the process models (modeled using Business Pro-
ess Modeling and Notation (BPMN)9) for producing the workpiece
hown in Fig. 1. More precisely, Fig. 7a depicts the production
rocess for a single workpiece. The process with manual quality
ontrol includes subprocess Version 1 (cf. Fig. 7b) and the pro-
uction process with a facilitated and optimized quality control
sing DigiEDraw includes subprocess Version 2 (cf. Fig. 7c). For both
rocesses, the actual production part is the same. For the quality
ontrol in Fig. 7b, an employee manually measures the dimen-
ions of the workpiece and checks whether they are within the
olerance range specified in the corresponding ED (cf. Fig. 1). This
uality control can be facilitated and optimized through DigiEDraw,

.e., by two system-based tasks Display Dimensions in UI and
ompare Measurements as depicted in Fig. 7c. In both scenarios,
he employee has to have the ED available. For Fig. 7b, the ED is
ead manually, whereas in Fig. 7c the ED has to be uploaded to
he DigiEDraw webservice before the production process starts. For
sing DigiEDraw no additional knowledge or training time is nec-
ssary. The user simply has to upload the ED and is then provided
ith the UI shown in Fig. 5. The user still has to decide manually
hich features should be measured, which also acts as a plausibility

heck for the extracted dimensions.
Currently, DigiEDraw facilitates and optimizes manual measur-

ng in production processes. However, DigiEDraw could also be
sed as part of an automated measurement process, i.e., by pro-
iding the input for a measuring program. In addition, DigiEDraw
an help in the design phase by providing feedback if the elements
re too close together or overlap and are therefore not only harder
o be extracted automatically, but also lead to less readable EDs for
umans.

. Results and discussion
In this section, we  summarize the results along research ques-
ions RQ 1 and RQ 2 as set out in the introduction. Then we

9 bpmn.org
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formulate guidelines on EDs and discuss an extended application
of DigiEDraw.

RQ 1: How can textual information, specifically dimensioning
requirements, be automatically extracted from EDs, under the condi-
tion that each extracted dimension set consists of only one dimension,
the respective tolerances, and additional information?

Existing approaches target different ED formats. This paper
focuses on PDF format. Algorithm 1 realizes the preprocessing of
EDs by extracting HTML elements, filtering and sorting the tex-
tual elements. After the elements are extracted, the dimension sets
have to be recomposed. This is achieved through clustering using
DBSCAN (cf. Algorithm 3) in an iterative way until the best possible
results are achieved. Other solutions were also tried: converting
the PDF into image format and using OCR to extract the dimen-
sion led to inferior results. Similarly, instead of clustering, regular
expressions and a brute force approach provided worse results.
Afterwards, postprocessing differentiates between dimension ele-
ments, text referring to regulatory standards and other textual
elements and provides this additional information in form of a user
interface to assist employees with manual quality control.

RQ 2 How should the clustering parameters be set to achieve
optimal clustering results, i.e. complete dimension sets and avoid over-
clustering?

• RQ 2.1: Which distance metric leads to optimal results?
• RQ 2.2: How should the DBSCAN parameters be set?
We  propose a distance metric based on the average distance
between the two nearest points of the bounding boxes, taking
into account parallel and intersecting elements. Aside from the

u
n
f
t

11
 three EDs.

istance metric, the parameter influencing the result of DBSCAN
he most, is the epsilon value. We  propose an iterative approach,
ncreasing the epsilon value in each run, before a stopping crite-
ion is reached. As stopping criterion the silhouette coefficient is
sed, which measures the relation between the inner-cluster dis-
ance and the between-cluster distance. For evaluation purposes
ecall RecallDE and precision PrecisionDE are used. Table 2 shows
he results of the evaluation. The recall values are between 0.82
nd 0.93, whereas the precision values lie between 0.58 and 0.88.
he average recall is 0.88, meaning that 88% of all relevant informa-
ion has been extracted. The average precision is 0.73, meaning that
f all extracted elements 73% are indeed dimension sets. The fluc-
uation in these values could be a result of different conditions such
s the layout of the drawing and in particular if design guidelines
egarding, e.g., minimal distance have been adhered to. The preci-
ion values depend not only on the clustering of the values, but also
n the postprocessing where the elements are filtered. These values
ay  seem partly low. For the described use case, a 100% precision

s not essential, as there is always a user involved, who still has to
easure the features manually. This means that the user interface
ight still show unrelated values, but these unrelated values have

ecreased significantly, achieving a better overview for the user.
owever, if DigiEDraw should be used to provide input for an auto-
atic measuring program, without human involvement, higher

recision values should be obtained. In future work, we will there-
ore focus on increasing recall and precision by learning from the

ser interaction. No substantial fluctuations were observed for the
umber of iterations and the eps-value. This can be explained by the

act that no extreme cases, where values are very far apart or close
ogether, were part of the evaluation set. However, even though
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Fig. 7. Production process (modeled using Signavio©): (a) the main production proc

the range of variation does not seem large, even small changes can
influence the recall and precision values.

Section 2 discusses approaches for scanned EDs as well as CAD
format to digitize the graphical as well as textual elements. If the
EDs are only available on paper, one of the mentioned approaches
has to be used. However, these approaches may  be problematic,
as the quality heavily depends on the quality of the scan. In addi-
tion, most of these approaches only focus on one aspect and source
code is mostly not available. Approaches for CAD formats are also
limited, as it is not common to note dimensions in these models,
but rather when transitioning the models to EDs. If PDF docu-
ments are available these issues can be avoided, and accurate
results can be achieved by directly extracting from the PDF using
DigiEDraw. DigiEDraw is providing an end-to-end approach, start-
ing from uploading a drawing, to the integration of extracted values
into a process. It is also easy to use and apply in industry, as it
does not require programming skills or training time. Unique to
DigiEDraw is also that only the pre- and postprocessing steps rely
on domain-specific knowledge, as the clustering step itself relies on
the distance metric. Thus, the DigiEDraw clustering approach can
be adapted to other domains requiring only small adjustments.
5.1. Limitations

DigiEDraw is currently limited to EDs in digital PDF. However,
DigiEDraw could be extended to include DXF as well as scanned

•
•

•

12
) with manual quality control and (c) with facilitated and optimized quality control.

Ds, by adding a DXF parser and an OCR library to the prepro-
essing stage. The approach is sensitive to noise, e.g., if dimensions
verlap. Therefore the best results are achieved if the ED adheres
o the standards and norms where, among others, spacing and
ont is specified. Currently, the approach was  tested on component
rawings, but can be adapted/extended to, for example, assem-
ly drawings. Furthermore, the DigiEDraw approach is intended
o be used in conjunction with manual quality control, therefore
ncluding another check of the extracted dimensions. The follow-
ng structuring guidelines specify under which conditions the best
esults can be achieved.

.2. ED structuring guidelines

The lessons learned from designing, implementing, validating,
nd applying DigiEDraw flow into the following guidelines. They
tate how EDs should be structured for achieving optimal results
nd supporting quality control in production processes:

The ISO norms concerning the distances between elements are
adhered to, in order to avoid overlapping.

The ED is either in conventional portrait or landscape format.
Diagonal text should be avoided, clear horizontal or vertical writ-
ing is optimal.
Standard fonts are used.
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If all of the guidelines are followed, DigiEDraw can even extract
dimensions out of complex EDs. Additionally, well structured EDs
are also easier to understand for the employees.

Section 4 discusses the application of DigiEDraw to facilitate
and optimize manual quality control in the production process.
In addition, DigiEDraw can be used as quality control for the ED
itself. This is motivated as follows: extraction results may  vary
according to the compliance to standards. It is important that
the different values are organized and specifically no values are
overlapping or stacked upon each other. If this is the case, the
extraction process cannot work properly. Thus, DigiEDraw can be
used to assess the extractability of an ED, while it is still in the
design phase. The design engineer can then immediately react and
adapt the ED accordingly, facilitating reading for humans as well
as for DigiEDraw. In addition, DigiEDraw can be used to generate
an automatic measurement program, by extracting dimensioning
information, only requiring the employee to check the extracted
elements and edit these if necessary, similar to the approach
mentioned by Rica et al. (2020). This would be a more efficient
approach than manually extracting all information. A measure-
ment program could then be used to fully automate the quality
control process. Zeleny et al. (2017) also use a clustering algo-
rithm for web page pre-processing using HTML boxes as input.
This could constitute another application, in a completely different
domain.

6. Conclusion

Today, EDs are mainly used as contractual basis as well as to
provide additional information, in particular information about tol-
erances. However, there is still no approach to incorporate these
EDs automatically in the production process. This paper proposes
DigiEDraw to extract dimensions from EDs using DBSCAN. The
dimensions can then be used for quality control tasks. The develop-
ment of DigiEDraw shows that it is possible to extract dimensioning
information from EDs with a recall of over 88% and a precision of
73%. DigiEDraw was applied for facilitating and optimizing man-
ual quality control in a real-world production process. Additional
application scenarios such as the automatic creation of measure-
ment programs are conceivable. To the best of our knowledge, this
is the first end-to-end approach where dimensions are extracted
from a PDF ED.

DigiEDraw is currently limited to EDs in digital PDF. However,
DigiEDraw could be extended to also include DXF as well as scanned
EDs, by adding a DXF parser and an OCR library to the preprocessing
stage. The best results are achieved if the ED adheres to the guide-
lines e.g., standards are complied with. Currently, the approach was
tested on component drawings, but can be adapted/extended to, for
example, assembly drawings.

In future work, more parameters influencing the recall and pre-
cision of DigiEDraw will be explored. This could be achieved by
learning from the user interaction, i.e. allowing the user to mark
unrelated values, storing these values and therefore learning for
future drawings. In addition, the relationship between font size and
clustering parameters will be examined and included into the algo-
rithm. This could lead to a more domain specific approach. At all, it
seems promising to include more semantics such as specific posi-
tions or areas and their meaning, potentially in combination with
object recognition. In addition, we will explore how it can be dis-

tinguished between essential and non-essential information, e.g.,
is there a pattern which dimensions are essential for overall qual-
ity of a workpiece. Finally, we will explore additional application
scenarios and types of EDs.
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