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ABSTRACT 

Given the exceptional, positive role of innovation for economic and social progress, 

the underlying normative complexity has received only limited attention so far. Rather, 

a favourable view that considers innovation, mostly implicitly, as something good per 

se dominates the general understanding both in business and politics as well as in 

innovation research. In three independent publications, this dissertation explores the 

opportunities of responsible innovation and enables a more differentiated appraisal of 

the normative dimensions of innovation. In the face of increasingly complex 

ramifications of innovation and intensifying societal tensions, the dissertation 

contributes to the urgent re-politicisation of the concept.  
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ZUSAMMENFASSUNG 

Angesichts der besonderen positiven Bedeutung von Innovation für gesellschaftlichen 

Fortschritt wurde der normativen Komplexität des Konzepts nur wenig 

Aufmerksamkeit geschenkt. Vielmehr dominiert ein wohlwollender Blick, der 

Innovation – meist implizit – als etwas Gutes an sich betrachtet, das allgemeine 

Verständnis sowohl in Wirtschaft und Politik als auch in der Innovationsforschung. In 

drei eigenständigen Artikel untersucht diese Dissertation die Möglichkeiten 

verantwortlicher Innovation und ermöglicht damit eine differenziertere Bewertung der 

normativen Dimensionen von Innovation. Angesichts zunehmend komplexeren 

Auswirkungen von Innovationen und sich zuspitzenden gesellschaftlichen 

Verwerfungen kann die Dissertation so einen Beitrag zur dringenden Re-Politisierung 

des Konzepts leisten. 
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 Introduction  

Over the past centuries, technological change and new organisational and social 

practices have yielded vital advancements for both people and societies and continue 

to be drivers of economic and social progress today. Or, in the words of B. Godin 

(2008): Innovation is the emblem of modern societies. Yet, over the last decades it has 

become more and more evident that a solely favourable view of innovation as an 

"instrument for growth" provides an incomplete picture. Not only have so-called 

unintended negative consequences of new technologies increasingly entailed in part 

dramatic harms (Biggi and Giuliani 2021) and social and ethical impacts grown 

increasingly salient in light of the deep societal embedding of new technologies 

(Philbeck, Davis, and Larsen 2018), but also from an economic perspective the mono-

causal relationship between innovation and economic growth is subject to greater 

questioning (Soete 2013), and challenges from climate change require a fundamental 

reorientation towards planetary boundaries (Rockström et al. 2009) as the basis for 

human life and thus for innovation. This highlights, amongst other things, the 

normative complexity of innovation, which has been neglected, if not ignored, in both 

academic debate as well as in practice in research and development, business, and 

politics – given the wealth effects of technological change. In other words, to this day 

a so-called "pro-innovation bias" (Rogers 1962) dominates the general understanding 

of innovation, impeding a more balanced normative understanding. 

This dissertation seeks to draw a normatively differentiated picture of innovation 

against the background of the concept of responsible innovation (Burget, Bardone, 

and Pedaste 2017). To the extent that responsible innovation aims to align 

technological change with societal needs, perspectives, and values, and represents the 

most common approach today to systematically open up a predominantly technical-

economic conceptualisation of innovation to societal aspects, it provides an adequate 

framework for illuminating the different normative dimensions of innovation. To 

derive a normatively more nuanced picture, three points of intersection with 

neighbouring disciplines and research fields which have been neglected in the debate 

on responsible innovation so far are being systematically explored. The three articles 

forming this dissertation firstly examine the normative complexity from the perspective 

of economic theory and derive a corresponding approach for responsible innovation, 

secondly illuminate the role of companies for responsible innovation and develop a 

corresponding governance framework from a business ethics perspective, and thirdly 

address the relationship between acceptance research and responsible innovation by 
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using empirical data. This way, the prospects of responsible innovation and its central 

governance mechanism based on participation shall be examined and enhanced by 

arguments and insights from three related research fields. Or, put differently, the 

dissertation seeks to demonstrate the demand as well as the prospects for responsible 

innovation using the terms and concepts of economic theory, business ethics, and 

acceptance research. Otherwise, responsible innovation may run the risk of eventually 

evolving into a topic in its own right – but without significant and effective reference to 

theories, concepts, and practices critical to innovation. This dissertation thus aims not 

only to contribute to the further development of responsible innovation, but also to 

ensure that the term "responsible innovation" no longer appears to be an oxymoron in 

the future (Delvenne 2017). Instead, responsible innovation should turn into a 

tautology: Innovation is an inherently social project about how society wants to 

progress through new scientific and technological means. The negotiation of costs and 

benefits, opportunities and risks, and their distribution is, simply put, nothing else than 

the question of what kind a society wants to be. By re-politicising the concept of 

innovation, this dissertation intends to help reconcile two major current concerns: 

innovation on the one hand, and social cohesion on the other. In view of the urgent 

challenges posed by growing societal polarisation and fragmentation and even crises 

of democracy (Przeworski 2019), it seems all the more important to not only focus on 

the influence of technological change thereon, but also to re-evaluate its functional role 

for societal stability and cohesion as a whole (Mokyr 1990). To this end, this 

dissertation contributes to transforming responsible innovation (back) from an 

oxymoron into a tautology. 

The dissertation is structured as follows: Following this introduction, the second 

chapter first provides a general overview of the context of innovation [2.1] by 

highlighting the immense positive role of innovation today [2.1.1], presenting a brief 

history of the concept of innovation [2.1.2], and giving an introduction to the current 

field of innovation studies [2.1.3]. The second part of the chapter begins by discussing 

the dark side of innovation and its consideration in current research [2.2.1], before a 

general overview of the normative dimensions of innovation is introduced [2.2.2]. To 

the knowledge of the author this includes the first attempt of a general systematisation 

of a new field of innovation ethics. The third chapter provides an introduction of the 

concept of responsible innovation [3.1] and introduces the research questions of the 

three individual articles against the background of the current state of research in the 

context of responsible innovation [3.2]. Against this background, the following chapter 

entails the three individual articles of this dissertation [4.1-4.3]. Given the nature of its 
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subject a highly interdisciplinary research approach is necessary which combines 

perspectives from philosophy, ethics, social sciences, and economics as well as 

different theoretical, conceptual, and empirical methods. The three articles 

constituting the dissertation are in this sense a theoretical [4.1], a conceptual [4.2], and 

an empirical case study [4.3]. Building on this, chapter 5 briefly summarizes the most 

important results [5.1], discusses them with respect to the general implications for 

responsible innovation [5.2], and points to implications for both further research [5.4] 

as well as practice [5.5]. The dissertation ends with a reflection of its general findings 

in the light of current societal developments and debates.  

  



 

5 
 

 Innovation is good, isn’t it? On the dark side of innovation 

This chapter provides an introduction into the dissertation’s subject by explaining the 

general context as well as developing a first systematization of a new field of innovation 

ethics. The chapter consists of two parts, the first of which provides a more general 

introduction to innovation [2.1], while the second one focuses more closely on its 

“dark side” and its normative dimensions [2.2]. The first part is structured as follows: 

After a brief section highlighting the key role of innovation for modern societies and 

social progress [2.1.1], I will give a brief historical introduction into the concept of 

innovation [2.1.2] and present key approaches to researching innovation by 

recapitulating the current state of innovation studies [2.1.3]. The second part first 

summarizes the current research approaches investigating normative aspects of 

innovation [2.2.1], before developing a novel systematization based on four 

dimensions of a circle of innovation ethics [2.2.2]. 
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 A brief introduction to innovation 

 The positive impact of innovation 

Science, technology, and innovation are a fundamental part of modern life. Part of the 

reason for this is the crucial role that new knowledge and technological developments 

have played in the development of modern societies and the significant contribution 

they have made to continuous progress in recent centuries. Although this has primarily 

led to growing economic prosperity in Western countries since the beginning of the 

20th century and especially in its second half, one can also observe from a global 

perspective not only a clear upswing in so-called developing countries, but also a 

drastic improvement in living conditions overall. Whereas in 1990, 1.9 billion people, 

or 36% of the world's population, lived in extreme poverty, only 730 million people, 

or 9.9% of the world's population did so in 2015. This trend and its historical 

background become even stronger when we take yet another look at the period 

between 1820 and 2015, which highlights in particular the major positive role of the 

second half of the 20th century in the decline of global poverty (fig. 1).  

 

 

 

Assuming that a look at health improvements, e.g. in terms of life expectancy or infant 

mortality rates, allows for a more direct inference of the impact of innovation, these 

may reinforce the observation of the overall progress, especially in the second half of 

the 20th century: Global life expectancy increased from just over 30 years in 1900 to 

Fig. 1: Number of people in extreme poverty from 1990 to 2015 (Source: 
Our World in Data). 
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over 70 years in 2019 (fig. 2), while infant mortality worldwide decreased from over 

20% in the mid-20th century to under 5% in 2019 (fig. 3).  

 

 

At the same time, not only has the gross domestic product per capita increased 

drastically worldwide since 1820 and again especially since 1950 (fig. 4), but also the 

number of registered patents as a very rough indicator of innovation (illustrated here 

by the example of the United States of America) grew continuously with the beginning 

of the 20th century (fig. 5).   

 

 

 

It is important to note at this point that the rather approximate description of the 

developments ignores the at times drastic discrepancies between different regions of 

the world as well as between individual countries. These are nevertheless of utmost 

importance for an in-depth analysis of these developments. However, what the highly 

Fig. 2: Global life expectancy 1770 to 
2019 (Source: Our World in Data). 

Fig. 3: Global child mortality 1950 - 2019 
(Source: Our World in Data). 

Fig. 4: Global GDP per capita 1820 - 
2018 (Source: Our World in Data). 

Fig. 5: Patents in USA 1840 - 2014 
(Source: Our World in Data). 
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simplified juxtaposition is meant to reveal is the general progress and the positive 

effects on general living conditions worldwide, which can at least partly be explained 

by decisive scientific findings and technological developments of the past decades. The 

correlation of technological change and positive economic development is therefore a 

central element of a description of innovation and its importance for contemporary 

societies (Mokyr 1990; Grossmann and Helpmann 1991; Hasan and Tucci 2010). 

Despite the fact that the relationship between innovation and economic growth is 

complex (Verspagen 2006), it can be concluded from a retrospective perspective that 

innovation has been important for prosperity and overall welfare (Mokyr 1990). 

Moreover, innovation and technological change not only increased welfare but also 

helped advancing knowledge, changed human practices, and facilitated social 

coexistence. In short, innovations relieved human life and substantially enriched 

cultural life.  

It appears almost trivial to use examples of individual innovations that have had a 

profound impact not only on economic, but also on social progress. Of course, 

innovations such as the printing press at the end of the 15th century or the industrial 

revolution in the 18th century, which was largely driven by the development of the 

steam engine, are truly emblematic. But also in more recent times, innovations such 

as genome editing based on the so-called CRISPR/Cas9 method or the technological 

change triggered by digitisation can be attributed revolutionary significance. Here the 

example of so-called artificial intelligence (AI) may be particularly relevant. AI systems 

are already today widely used in almost all sectors of society, from manufacturing, 

agriculture, trade, finance, and medicine to government and public administration. 

Applications range from digital assistants such as chatbots, language translation tools, 

recommender systems of varying complexity in the consumer sector or professional 

contexts, to applications for autonomous driving or complex robotic systems and face 

recognition technologies.1  Even if the wider effects of AI can only be assessed in the 

longer term, it can already be said today that AI-systems are not only profoundly 

changing existing business models, products, processes, procedures and practices 

across sectors, but are also having a profound economic and social impact. This 

includes not only platforms or information and communication services that enable 

new types of collaboration and allow to empower diverse individuals and groups, but 

 
1 This paragraph builds on the second article of this dissertation (Häußermann and 
Lütge 2021).  
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also, for example, the radical improvements that AI technologies enable in medicine 

or for climate and environmental protection.  

In short, it seems fair to say that, historically, innovation has enabled economic 

prosperity as well as societal progress, especially for Western societies, but also 

globally. Innovations thus constitute a basic element of modern societies. Last but not 

least, this means that addressing current major challenges might not be possible 

without innovation (Witt 2016; J. Schot and Steinmueller 2018).  
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 A brief history of the concept 

But what does the concept of innovation, after all an emblem of modern societies, 

actually mean? Originating from ancient Greek καινοτομία, the word “innovation” 

etymologically stems from the Latin verb innovare meaning "to renew" but also "to 

come back to", primarily used in a legal context (Bontems 2014; Benoît Godin 2008; 

Benoit Godin 2015). Later, the term was revived particularly in the writings of Niccolò 

Machiavelli (1513) and Francis Bacon (1625), and thus enjoyed its first renaissance. 

From the very beginning, the concept had a political character, in that it aimed to 

change existing conditions, yet without initially making any reference to creativity or 

new knowledge (Benoît Godin 2008). According to its origins, innovation is thus 

caught between a revolutionary overthrow of the status quo on the one hand and a 

more conservative adherence to existing conditions on the other (“everything must 

change so that everything can stay the same”). In this respect, interestingly enough, the 

controversial character and the rejection of and resistance to innovation is part of the 

discourse on the concept very early on. With this in mind, it is no surprise that the 

sociologist Gabriel Tarde (1890, 1895, 1898, 1902) first made innovation a core 

concept for explaining social change in the late 19th century and presented the first 

theory of innovation. Innovation, according to him, is characterised primarily by 

imitation, which arises from the rejection of original inventions (Benoît Godin 2008). 

Thus, for Tarde, imitation is a key principle for society and its evolution. Central to 

Tarde's understanding of innovation to explain social change were ideas closely related 

to the concept of imitation, such as novelty, originality, imagination, and discovery - 

even though he never provided an explicit definition of these terms. According to 

Tarde, innovation happens mostly unconsciously through changes in practices and 

behaviours, although society as a whole tends to be conformist and conservative, 

adapting changes in terms of social cohesion through opposition and imitation 

(Bontems 2014). It was not until the middle of the 20th century that E. M. Rogers 

(1962) revived the idea of such a comprehensive meaning of the concept and 

developed another sociological theory of innovation as an explanatory model for social 

change. With the beginning of the 20th century, a sociologically-driven understanding 

of innovation was further established and a number of theories of innovation were 

developed and discussed (Ogburn 1922; Gilfillan 1935; Hart 1932). Core elements of 

these innovation theories are the overcoming of a dichotomy between imitation and 

innovation and the emergence of a linear and process-oriented understanding of 

innovation (Benoît Godin 2008). Accordingly, innovation is characterised by a linear 

sequence of invention and imitation, which eventually leads to innovation through the 
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successful introduction and use of an invention. Innovation in this sense is therefore 

an adopted invention. In this way, over the course of the 20th century, the 

development of a linear process model of innovation reinforces the role of novelty 

and thus also creativity, knowledge, and technology, all of which enable the initial 

invention at the beginning of the process. The increasingly important epistemic quality 

of innovation, in the sense of novelty and necessary uncertainty (Witt 1996), now plays 

a crucial role not least in dealing with unexpected, in the sense of unknowable, side-

effects (Delvenne 2017). At the same time, innovation is described as a social and, to 

a certain extent, systemic process, insofar as there may be an individual inventor, but 

this inventor always draws on a social context and cultural heritage and, moreover, 

cannot possibly guarantee the successful adoption and societal use of his or her 

invention on his or her own. The growing attention that the concept receives in the 

course of the 20th century ultimately leads to an understanding of innovation that is 

still influential today and that prioritises the production of new knowledge and, in 

particular, the development of technological inventions alongside their successful use 

and adoption (Benoît Godin 2008). As a result, not only a linear and process-oriented 

conceptualisation of innovation comes to the fore, but also the dimensions of 

production of an invention on the one hand and its utilisation on the other are not 

contrasted, but inherently thought together within the framework of a linear 

understanding. 

Alongside the sociologically and techno-sociologically driven development of 

innovation theories, economic perspectives on innovation evolved in the course of the 

20th century and became increasingly influential for the general understanding of the 

concept. Although, unlike in sociology or psychology, change is not a central category 

for economic theories, which instead deal with equalities and equilibria (Veblen 1898), 

the profound transformations brought about by increasing mechanisation, the 

industrial revolution and the Great Depression of the 1920s and 1930s prompted 

fundamental discussions in economics as well (Pigou 1932; Hicks 1939). The growing 

importance of technology was taken into account by an enhanced assessment and 

investigation of the deployment of technologies in companies and the economy, which 

eventually led to the introduction of the so-called production function at the end of 

the 1920s, linking the quantity produced of a good (output) to quantities of inputs. 

This way, the production function expresses the technological change in the terms of 

economic theory and attempts to represent it in the corresponding models. Most 

influentially, Robert M. Solow finally captured this in his definition of the residual of 

the production function as technological change (Solow 1957). This, in turn, laid the 
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foundation for what is until today a significant body of research on innovation from an 

economic perspective, namely the correlation of research and development with 

productivity measures. It was through this conceptualisation of the impact of 

technological change on firm productivity that innovation increasingly found its way 

into mainstream economics in the course of the 20th century. At the same time, 

however, the path that innovation has taken in economics cannot be understood 

without the influence of J. A. Schumpeter and the theory of evolutionary economics. 

Famously, Schumpeter described capitalist economics as a mode of creative 

destruction and thus made innovation the core element of the functioning of capitalist 

economies (Schumpeter 1934, 1942, 1947). The constant renewal of existing 

structures and production methods, i.e., continuous innovation activities, not only 

introduce new products and practices, but also keep the economic system as a whole 

alive on the basis of precisely this mechanism. Accordingly, Schumpeter distinguishes 

five different categories of innovation based on a classification by D. Ricardo: 1) 

introduction of a new good; 2) introduction of a new method of production; 3) opening 

of a new market; 4) conquest of a new source of supply of raw materials or half- 

manufactured goods; and 5) implementation of a new form of organization. Although 

Schumpeter departs from sociological conceptualisations and differentiates between 

invention and innovation (Benoît Godin 2008), he similarly follows a linear and 

process-oriented understanding that emphasises the successful introduction and use 

of innovation alongside its production. Hence, even though he is often called the 

founder of innovation theory in the sense of technological innovation, he builds on 

existing sociological literature on innovation and, like other economists, 

conceptualises innovation essentially as a change in modes of production through new 

combinations of the available means of production. This paved the way, through the 

increasing influence of the economic perspective, for the conceptualisation of 

innovation as commercialised innovation, which is still authoritative today (Benoît 

Godin 2008). According to such a linear understanding of innovation, basic research 

and applied research as necessary steps in the development of new knowledge and 

new technologies are followed by the production and manufacture of innovations, 

which are then commercialised and introduced into society via markets and put to use 

there. This so-called "technology-push" model (in contrast to a "demand" or "market-

pull" perspective that came into focus later) not only had a decisive influence on the 

sociological theories of innovation and economic research that have gained 

considerable momentum in the course of the 21st century, but also represented an 

important point of reference for innovation and technology policy since the end of the 

Second World War (Bush 1945). Against this background, i.e. parallel to the 
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increasing technologisation of production and the economy as a whole, innovation has 

been increasingly shaped by an economic perspective that sees innovation as an 

efficient instrument for increasing productivity and thus for economic progress and 

growth: „Many factors contributed to this shift: the political and economic context, the 

industrial and consumer revolutions, the impacts of technologies on individuals and 

societies, technology as a source of economic growth and productivity and, above all, 

the institutionalization of technological invention via patent laws, and industrial 

development through R&D laboratories. To many, innovation thus became an 

industrial and economic affair“ (Benoît Godin 2008, 44). Until today, a predominantly 

economically driven view of the concept of innovation continues to dominate the 

scientific analysis, its practical application, as well as the political approach and the 

societal debate. This not only involves an understanding of innovation that is often 

technology-driven, but also focuses on the way in which new knowledge and new 

technologies are introduced and used in society through commercialisation by 

companies in international and globally organised markets.2 Innovation is thus 

considered as  prime strategy for gaining a competitive advantage and generating 

sustained profits (Witt 2016; Acs et al. 2012; Baumol 1990), while from a political 

perspective innovation serves as a solution to seemingly every problem (Bontems 

2014) and is considered a permanent desideratum (Witt 2016). Or in the words of 

D.A. Schön, innovation came to be seen as the instrument of growth, and growth as 

the occasion for and object of innovation (Schön 1967, 54 following Godin 2008). 

  

  

 
2 This description of the predominant innovation paradigm is not meant to ignore 
developments that attempt to go beyond it, such as in the field of social, sustainable, 
green, or inclusive innovation. Such critical voices, which aim to question and expand 
the one-dimensional focus on technology and marketisation, should by no means be 
forgotten at this point, as they are in fact of particular importance for the topic of this 
dissertation. However, in so far as the mainstream approach and the generally 
prevailing understanding of the concept of innovation is being discussed here, a 
correspondingly more narrow presentation has been chosen.   
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 Researching innovation today: The field of innovation studies 

Against the background of this historical qualification of a conceptualisation of 

innovation, different strands of research can be distinguished today. In this context, 

the more recent academic debate on innovation is not only a multi- and 

interdisciplinary endeavour from the very beginning (Fagerberg and Verspagen 2009), 

substantially shaped by sociological and economic perspectives, but is also closely 

entangled with political missions and organisational formations (Fagerberg, Martin, 

and Andersen 2013; Fagerberg, Mowery, and Nelson 2006; Fagerberg and Verspagen 

2009; B. R. Martin 2012). Building on the view of innovation as a technology-driven 

linear development process established in the course of the 20th and until the middle 

of the 21st century, systemically oriented perspectives on innovation came to the fore 

in the second half of the 21st century and especially from the 1960s to 1990s. While 

in a form of knowledge generation referred to as Mode-1 (Gibbons et al. 1994) new 

knowledge and innovations emerge along disciplinary boundaries and strict academic 

frameworks, so-called Mode-2 forms of knowledge production take account of a 

dynamically changing environment for science and technology. To this end, they 

reflect an increasing application orientation of knowledge production, which not only 

focuses knowledge and technology development more on specific contexts and 

challenges, but also contrasts a stronger "market-pull" dynamic with a "technology-

push". In addition to an increasing application orientation, the emerging Mode 2 

paradigm of knowledge production is characterised in particular by its stronger 

transdisciplinarity and "social distribution", whereby a so-called "co-production of 

knowledge" moves to the fore, which, beyond classic knowledge producers such as 

academia, involves various individuals and organisations and their heterogeneous 

knowledge resources in development, research and innovation processes (Nowotny, 

Scott, and Gibbons 2001, 2003; Gibbons 2000; Gibbons et al. 1994). This means that 

not only new challenges, questions, and equally new responses and solutions enter the 

horizon, but it also leads to a transformation of the previous linear organisation of 

innovation. This shift towards a more complex set of actors and processes required 

for the creation of innovations is reflected in a systemic view of innovation in the 

scientific debate. In particular, the highly influential theory of so-called national 

innovation systems (Lundvall 1992; Nelson 1993) has been instrumental in 

broadening the prevailing linear perspective on innovation by turning the focus to 

networks, interactions, and underlying systemic conditions. Until today, the model of 

national innovation systems constitutes an influential basis for understanding 

innovation against the background of the relationships and cooperations between the 
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diverse actors of an innovation system. Against this background, the so-called Triple 

Helix model (Etzkowitz and Leydesdorff 2000) was developed, which centres on the 

interactions between academia, business, and politics in order to analyse innovation. 

Building on this, further concepts were developed as part of the current debate on 

innovation from a systemic-driven perspective, each of which places a specific 

emphasis on dealing with the changing general parameters for innovation. Particularly 

influential in this regard has been the work of E. Carayannis and D. Campbell on a 

so-called Mode 3 paradigm of knowledge and innovation production (Carayannis and 

Campbell 2012b) together with a Quadruple Helix model (Carayannis and Campbell 

2012a; Arnkil et al. 2010), which particularly stresses the role of civil society 

perspectives as a driver and lay knowledge as added value for new knowledge, services 

and products on the one hand, and to address growing legitimacy requirements and 

acceptance concerns, on the other. A step further goes the so-called Quintuple Helix 

model (Carayannis, Barth, and Campbell 2012; Carayannis and Rakhmatullin 2014), 

which, in view of the immense challenges of the global climate crisis, highlights the 

ecological in addition to the societal context. Approaches such as "user innovation" 

(Hippel 1988) or "open innovation" (Chesbrough, Vanhaverbeke, and West 2006) also 

play an important role in this context (Häußermann and Heidingsfelder 2017). 

Thereby, the sociologically driven and systemic approach forms a major research 

strand for the analysis of innovation today (Fagerberg, Mowery, and Nelson 2006). 

Finally, the concept of so-called innovation ecosystems is connected to this (Schroth 

and Häußermann 2018; Adner and Kapoor 2010; Gomes et al. 2018), which 

combines systemic approaches with perspectives of more traditional innovation 

management and their focus on value creation, among other things (Autio and 

Thomas 2014). This is achieved by breaking down and merging traditional boundaries 

between science and business ecosystems (Valkokari 2015).   

This approach provides a link to other primary strands of innovation research, which 

analyse the general conditions, opportunities, and challenges for innovation from an 

economic or management perspective in light of economic, entrepreneurial, and 

organisational contexts. Economic research today is still largely influenced by a 

Schumpeterian conceptualisation of innovation, as it starts from the central role of 

companies as decisive actors in the creative process of developing and introducing 

innovations (Fagerberg and Verspagen 2009). In addition to the statistical 

measurement of innovation activities via various indicators such as patent filings or 

GDP growth, which continue to be a core element of innovation research and 

innovation policy today, especially against the background of the early entanglements 

of innovation research and innovation policy (Benoît Godin 2008; Fagerberg and 
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Verspagen 2009), economic analyses focus, for example, on the potential and impact 

of new products, services, and new production methods on markets and business 

models or on the organisational environment for innovativeness and the impact of new 

technologies on companies. Issues in economic innovation research therefore 

concern, on the one hand, organisational questions of innovation management about, 

for example, required knowledge, necessary entrepreneurial capacities, the 

involvement of external actors, the role of leadership, and organisational cultures or 

the design of innovation processes. At a different level, economic research strands 

explore the effects of innovation on particular markets and societies, e.g., with regard 

to employment effects in particular sectors, growth effects and forecasts, the 

distribution of costs and profits, or the representation of complex correlations via 

suitable (mathematical) models. Similar to the summary presented here, J. Fagerberg 

(2006) distinguishes four current research strands in innovation research: 

1) Innovation in the making 

2) The systemic nature of innovation 

3) How innovation differs 

4) Innovation and performance 

In line with the preceding introduction of the sociological perspective on the systemic 

nature of innovation, Fagerberg summarises the part of innovation research that 

examines "the roles of institutions, organisations, and actors in this process at the 

national and regional level" under "the systemic nature of innovation" and the 

comparison of different systems with regard to temporal, spatial, political or industry-

specific variations under "how innovation differs" (Fagerberg 2006, 4). Fagerberg 

describes the above-mentioned economic perspective on innovation in the sense of 

entrepreneurial questions of innovation management under the heading "innovation 

in making", while the economic analysis of the different effects is summarised under 

"innovation and performance".   

In conclusion, it can thus be said that innovation research today is primarily shaped 

by sociological and economic research strands which, along specific historical 

developments of the concept of innovation, have departed from a linear notion in the 

sense of a "technology push" and, in the course of the second half of the 21st century, 

have shifted towards a systemic understanding based on the complex relationships 

between heterogeneous actors and dynamic processes and cooperation structures for 

the development and introduction of innovations, which tend to be driven by the 

societal demand side ("society/market-pull"). Furthermore, the brief description of the 
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historical development of the concept of innovation makes clear that the sociological 

perspective of science and technology studies on innovation today is also significantly 

shaped by an economic perspective (J. C. Schmidt 2007). This finds expression not 

only in the (implicitly) underlying concept of innovation in the sense of 

"commercialised innovation", but also in the often unquestioned normative evaluation 

of innovation in general. It is not least due to the economic character of innovation 

research and the economically driven view of innovation as a whole that leads to 

innovation being regarded as something positive, valuable, to be generally endorsed 

and, all in all, as something "good". Apart from a few exceptions in innovation research 

(Georgescu-Roegen 1976; Nelson 2011, 1977; Justman and Teubal 1986), the general 

"pro-innovation bias" (Rogers 1962) appears historically reasonable and to some extent 

justified in view of the enormous positive effects on the economy and the economy 

(Mokyr 1990). However, a solely positive view of innovation is problematic not only 

in that it loses sight of the complexity of associated costs and benefits and possible 

negative effects as well as their distribution, but also operates at the theoretical-

conceptual level with an under-complex and incomplete concept of innovation. In any 

case, the „pro-innovation bias“ (Rogers 1962), also referred to as „cult of innovation“ 

(Winner 2018), „gospel of innovation“ (Komlos 2016), „ceremonnial value of 

innovation“ (Schubert 2015a), „innovation as ideology“ (Benoît Godin and Vinck 

2017) or „innovation fetish“ (David 2012), reveals not only a general underlying 

technoscientific optimism(J. C. Schmidt 2007) and a general equation of innovation 

with progress (Schubert 2015a), but the deficiency to adequately deal with the 

normative dimension of innovation. Even though the inherently destructive side of 

innovation was explicitly recognised by J. Schumpeter in his dictum of "creative 

destruction" (Schumpeter 1942) - and here even in the main noun for the central 

process of economic development - the failure to take this into account appears to go 

back to Schumpeter's historical observation and conclusion that innovation, in the long 

run and on average, improves the general welfare of the population (raising the 

“standard of life of the masses“ (Schumpeter 1942, 68). What remains unclear, 

however, is whether creative destruction can be considered legitimate at all: „Is what 

created in a process of change necessarily better than what is destroyed?“ (Schubert 

2013; Mulgan 2016). With this in mind, it seems surprising to note that the destructive 

side of innovation has hardly ever received attention (Metcalfe 2001; Buenstorf et al. 

2013a; Schubert 2013; Coad et al. 2021). This does not only refer to unintended 

consequences of new technologies or negative externalities in terms of environmental 

costs, but also to problematic effects from an economic perspective, e.g. with regard 

to diffusion and acceptance (Rogers 1962; Juma 2016; Tenner 1997) or market 
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developments that make innovation increasingly be viewed as not unconditionally 

positive from an economic perspective either (Soete 2013; Komlos 2016; Buenstorf 

et al. 2013b). Overall, it can be concluded that the pivotal role that innovation as 

technological change has played for economic prosperity has led to an increasing 

blindness to the normative intracies at different levels. Insofar as economic growth is 

generally regarded as a goal worth pursuing, and innovation seems to have proven its 

worth as a central instrument and primary strategy for achieving this, both at the level 

of society as a whole and at the corporate level, innovation has over time increasingly 

become a goal to be embraced per se, the normative dimensions of which do not seem 

to need to be questioned. Ignoring the normative complexity seems problematic, not 

least with regard to innovation and science and technology policy (Bontems 2014; 

Schubert 2015a; Soete 2019; Edler and Fagerberg 2017), which against this 

background also takes innovation as something inherently good, of which the more 

the better (Coad et al. 2021) and thus often focuses on the mere enabling and suitable 

framework conditions for innovativeness and innovation. Recent tendencies, however, 

show an increasing shift away from a "market-fixing" approach as normative justification 

for policy interventions towards demand-(Edler 2006), transformation- (J. Schot and 

Steinmueller 2018) and especially mission-oriented (Mazzucato 2016; European 

Commission 2018; Mazzucato 2017) approaches to innovation policy, which also 

address the question of the normative substance of value creation (Mazzucato and 

Perez 2014; Mazzucato 2018).  

Against this background, this dissertation examines the "dark side" of innovation and 

addresses its normative complexity. The aim is not to contrast an (implicitly) one-sided 

positive assessment with a negative one, but rather to show approaches how a 

normatively more complete picture can be drawn from within the existing research 

strands. To this end, the following chapter attempts to provide an overview of the 

various normatively relevant dimensions of innovation. Though the interest and 

attention is growing, until now no attempt has been made to provide a comprehensive 

overview of the normative issues associated with innovation. While it is beyond the 

scope of this section of the dissertation to give a detailed explanation of the different 

levels and lay out a thoroughly exhaustive matrix, I will only be able to make a very 

first attempt to provide a preliminary systematisation of the different normative 

dimensions related to innovation.  
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 The ethics of innovation: Mapping an emerging field of research 

The previous chapter offered an overview of innovation as an object of research. I was 

able to show that across the various disciplinary and methodological approaches, a 

normative understanding is adopted, at least implicitly, that conceptualises innovation 

as something good per se. From a historical perspective, the so-called pro-innovation 

bias seems to be empirically plausible given the many improvements technological 

change brought about. This is especially true from an economic point of view, which 

puts emphasis on the positive effects of innovations for companies and national 

economies (Romer 1986; Aghion and Howitt 1992; Dosi et al. 1988; Verspagen 2006). 

But also from a broader societal perspective, a variety of different indicators can be 

used to demonstrate the tremendous positive effects, for example in terms of child 

mortality or global poverty (Coad et al. 2021). This ultimately led to innovation being 

viewed as a key driver and success factor for competitiveness at the level of firms and 

industries as well as at national levels (Lundvall 1992). However, the fact that the risks 

and potential negative effects of innovation have been pushed into the background in 

this light  (Biggi and Giuliani 2021) and have hardly been taken into account in 

research (Dosi 2013) seems problematic. In short, an implicit pro-innovation bias 

(Rogers 1962; Sveiby, Gripenberg, and Segercrantz 2012) leads to a one-dimensional 

cult of innovation (Winner 2018) that equates innovation with progress (Schubert 

2015a) and ignores the normative complexity of the concept of innovation and its key 

principle of creative destruction (Witt 1996). 
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 On the dark side of innovation 

In recent decades there have been several voices and signals  that have clearly exposed 

the dark side of innovation (Jonas 1979; Beck 1986; Nelson 1977). Mostly, however, 

examples of this kind were understood as unique cases and exceptions that interpreted 

the potential risks of innovation from external causes rather than from the concept 

itself. In doing so, negative incidents are usually seen as so-called negative externalities 

of either individual technologies or economic growth as a whole, entailing risks and 

potential damage to e.g. human health or the natural environment. Well-known 

examples have almost become emblematic today: While asbestos was introduced in 

the 1950s as an innovative material that promised a remedy wherever protection from 

fire and collision was needed, by the late 1970s and 1980s its influence on the 

development of cancer among humans was discovered and all materials and products 

in which asbestos was now widely used were dismantled and destroyed (Tenner 1997; 

Witt 1996; Mokyr 2000; Benoît Godin and Vinck 2017). Or so-called 

chlorofluorocarbons (CFCs), a multi-purpose innovation in the chemical industry, 

which were used to replace potentially explosive chemicals in refrigerators or were 

used as lubricants, coolants, and fire extinguishing compounds, until it became 

apparent that the stability of the gas in the lower atmosphere contributed massively to 

the depletion of the ozone layer – which in turn led to an increase in ultraviolet 

radiation that subsequently raised the risk of skin cancer (Tenner 1997; Witt 1996; 

Juma 2016; Mokyr 1992). This problem resulted, as is well known, in the Montreal 

Protocol (United Nations 1989), a milestone in international environmental policy. 

Yet twelve of the most toxic chemicals ever invented, banned under the 2001 

Stockholm Convention because of their harmful effects on human health and the 

environment, can still be found in the most remote areas of the world, such as deserts, 

the open ocean, and Arctic regions, where there is no human activity or chemical 

applications (Lohmann et al. 2007). Further examples of the list include for example 

the problematic increase of allergies such as asthma (which are somehow 

conspicuously absent in Amish communities (Holbreich et al. 2012)); the rapid 

increase of anaphylactic shocks (Lee et al. 2017); the prolonged decrease in human 

sperm counts (Levine et al. 2017); the potential discrimination caused by the 

increasing use of AI-based assistance systems in various fields of application 

(Whittaker, M., Crawford, K., Dobbe 2018) or the environmental costs of large 

language models natural language processing (NLP) (Bender et al. 2021); the rise of 

child-hood obesity (Ebbeling, Pawlak, and Ludwig 2002); the collapse of insect 

populations (Kunin 2019); pervasiveness of fluorinated chemicals in the environment 
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(Lim 2019), plastic waste accumulating in the oceans (Cressey 2016); the ‘annihilation’ 

of vertebrate populations in the context of the current human-induced mass extinction 

event (Ceballos, Ehrlich, and Dirzo 2017); the increasing share of Earth’s surface 

made desolate and uninhabitable by human activity (e.g. Chernobyl, Fukushima, 

polluted battlefields such as Verdun in France (Bausinger, Bonnaire, and Preuß 2007; 

P. Cooper 2018), the Union Carbide disaster area in Bhopal with continuing 

groundwater contamination, nuclear waste disposal areas, former mining sites, or 

landmine fields); new pesticides such as DDT, new drugs such as thalidomide 

(Contergan) and rofecoxib (Vioxx), new techniques such as nuclear power generation 

and deep sea drilling, and so on (Coad et al. 2021; Binder and Witt 2019).3   

Negative consequences are also becoming increasingly apparent at the economic level, 

for example with regard to the ecological effects of global capitalism (Giuliani 2018) 

or the increased incidence of cancers in most of advanced economies (Luzzati, 

Parenti, and Rughi 2018). But also in the field of finance, innovations have not only 

positive and growth-promoting effects in view of the calamitous contributions to the 

2008 financial crisis (Dosi 2013): financial innovations such as sub-prime mortgages, 

collateralised debt obligations (CDO) and credit default swaps (CDS) all played a 

central role in creating the crisis, giving rise to a process of ‘destructive creation’ (Soete 

2013; Biggi and Giuliani 2021). In another context, scholars have noted that, at times, 

technological change has also had detrimental effects on employment. Recently, for 

example, the effects of a broad deployment of artificial intelligence and other 

automation technologies have been discussed, having labour-replacing effects in a 

range of sectors and on different occupational profiles (Korinek and Stiglitz 2017; 

Autor 2015; Frey and Osborne 2017; Bughin et al. 2017; Bonin, Gregory, and Zieran 

2015; Arntz, Gregory, and Zierahn 2017; Gregory, Salomons, and Zierahn 2019; 

Müller-Wieland et al. 2019). Other adverse economic impacts concern, for example, 

lock-in dynamics (Soete 2013), rent-seeking innovations through the deceiving of 

consumers (Akerlof and Shiller 2015) or monopolisation effects of data-driven 

business models and digital platforms (Kenney and Zysman 2016; Haucap 2018). 

Looking at the economic impact of ICT innovation, L. Soete (2013, 2019)  argues that 

while it has made a large positive contribution to an overall increase in growth, it has 

increasingly turned innovation into a mechanism of “destructive creation”, promoting 

unsustainable consumption growth. Accordingly, „the emergence of such service 

differentiation has also led to opportunities for cherry-picking: for selecting those 

 
3 Many examples of this section are based on Coad et al. (2021) and Biggi and Giuliani 
(2021).  
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segments of demand for profitable delivery at the expense of other less profitable 

segments, undermining as a consequence ‘full’ service delivery. As a result, many 

features of ‘universal service’ delivery associated with previous network service delivery 

have come under pressure. Their quality of delivery has become of lower quality, or 

in the worst case has even been discontinued“ (Soete 2019, 138).  However, by 

following the internal economic logic of destroying older product versions, ICT 

innovations have an unsustainable environmental impact and ecological footprint and 

thus promote an unsustainable form of consumption growth. Similarly, J. Komlos 

(2016) argues that innovation needs to be re-evaluated from an economic perspective 

due to the changes in the course of the 21st century: „Innovation’s net value added to 

GDP or employment, –net of the negative externalities – has most likely diminished 

substantially in the twenty-first century. The destructive forces of creative destruction 

have gained the upper hand“ (Komlos 2016).   

In addition to examples of such technological and economic externalities, questions 

of diffusion, adoption, and acceptance of innovation also play a decisive role, insofar 

as these are not only an expression of normative entanglements, but controversies, 

resistance, and technological inertia also have social and political effects, for example 

on the stability of societies, and thus also fulfil a democratic function (Juma 2016; 

Tenner 1997; Mokyr 1994, 2000, 1992; Mokyr, Vickers, and Ziebarth 2015; Metcalfe 

2001).  

In view of these examples of possible negative effects, the fact that the dark side 

appears somewhat neglected in innovation research seems astonishing (Schubert 2013; 

Sveiby, Gripenberg, and Segercrantz 2012; Buenstorf et al. 2013b; Coad et al. 2021). 

For example, in a literature review of all articles in the EBSCO database with 

"innovation" in the title, Gripenberg et al. (2012) found that only 26 articles addressed 

possible unintended and undesirable consequences of innovation. This corresponds 

to a share of 1 per 1,000 and seems to have not changed since the 1960s (Gripenberg, 

Sveiby, and Segercrantz 2012). Although innovation, science and technology play a 

prominent role in the development of modern societies and negative externalities as 

well as ethical issues, especially in the context of specific technologies and their 

applications, have recently become the focus of increasing attention (Coad et al. 2021; 

Biggi and Giuliani 2021), so far no consolidated research area called innovation ethics 

exists. Instead, normative dimensions and ethical questions are addressed at different 

margins of the field of innovation research – at least in part, however, with growing 

attention, as will be shown in the example of the concept of responsible innovation in 

the next chapter. However, seldom the adverse impacts of innovation are seen in 
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context with and as inherent to the concept of innovation itself (Vincent Blok and 

Lemmens 2015; Witt 1996; Binder and Witt 2019). This appears particularly 

intriguing as “the dark side of innovation” has already been recognized early on by M. 

Schumpeter, one of the key figures in innovation research, coining the term of creative 

destruction (Schumpeter 1942; Schubert 2013).  
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 Towards a new field of innovation ethics  

 Background 

Before the next section presents an overview of the different normatively relevant 

dimensions of innovation against the backdrop of the current state of research, first 

the general approach to normativity in the context of innovation research will be 

described.  

As already shown in the description of the development of today's social science-driven 

innovation research (see 2.1.3), constructivist concepts of the production of new 

knowledge and new technologies are mostly taken as a starting point. On the one hand, 

this is based primarily on sociological models of the so-called Mode 2-form of 

knowledge production, according to which a previously strictly hierarchical, 

disciplinarily organised, linear emergence of innovations oriented to classical actors in 

science is now determined by strongly contextualised and application-oriented 

processes of knowledge production, which in particular also involve societal needs and 

actors more directly in the development of innovations (Gibbons 2000; Gibbons et al. 

1994; Funtowicz and Ravetz 1993). According to such a constructivist understanding 

of the emergence of new knowledge and new technologies, one can speak of "co-

shaping", in the sense that societal perspectives and values are significantly involved in 

the shaping of new technologies and innovations from the very beginning (Bijker, 

Hughes, and Pinch 1987; Bijker and Law 1992; Yoshinaka, Clausen, and Hansen 

2003; Ropohl 1979; Lenk and Ropohl 1987). In this sense of a social and ethical 

shaping of technology and innovation, normative dimensions are inherently inscribed 

in the processes of development and diffusion of new technologies and innovations. 

The task of normatively oriented science and technology studies is then, on the one 

hand, to identify, reflect on, and critically discuss implicitly embedded and hidden 

normative values, ideas, assumptions, or even biases. More practical approaches such 

as value sensitive design aim in this sense at a normatively reflected design of 

innovations oriented towards explicit values (Friedman and Henry 2019). Insofar as 

the normative analysis of innovation from a social science perspective in the course of 

the 1990s increasingly aimed at the early shaping of new technology in line with societal 

needs ("better technology in a better society") (Rip, Misa, and Schot 1995), the aim was 

also to minimise the risk of possible negative impacts at an early stage. However, to 

the extent that a constructivist understanding of a societal co-shaping of innovation was 

assumed, this also provided the basis for the establishment of a societal relationship of 

responsibility for potential adverse consequences (Jonas 1979; Lenk and Maring 
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1993). Last but not least, it is this notion that is essential for the further evolution of 

technology assessment into a concept of responsible innovation (Liebert and Schmidt 

2015; Pellé and Reber 2015). In summary, it can thus be stated that current social 

science research on innovation does by no means describe innovation as ethically and 

normatively neutral (Brand 2020), but rather understands the normatively relevant 

societal ramifications of innovation against the backdrop of a constructivist 

understanding of systemically inscribed values and normative assumptions. This leads 

to the fact that concepts and approaches of technology assessment increasingly aim at 

making visible, reflecting, and finally actively shaping the normative dimensions of new 

technologies, insofar as their a-normative assessment is not possible: „It has become 

clear that a separation between scientific – and thus unbiased – analysis and subsequent 

normative analysis in the TA [technology assessment] process is untenable“ 

(Bechmann et al. 2007, 13). This ultimately led to an opening of innovation research 

to diverse perspectives and a fundamentally participatory orientation (Jasanoff 2003), 

in particular including the concepts and methods of technology assessment (Abels and 

Bora 2004; Joss and Bellucci 2002; Hennen 1999, 2012) (see also 3.1.). 

From an economic perspective, dealing with the normative dimension of innovation 

is not quite as explicit, at least the economic analysis of the normative levels of 

innovation has received little attention (Schubert 2015a) – although Schumpeter's 

(1942) influential conceptualisation of innovation already exposed a core normative 

dimension: the welfare gains of innovation are unevenly distributed of the economy 

and over time (Binder and Witt 2019). From standard neoclassical economic theory, 

the decisive normative criterion for evaluating innovations is the market test (Witt 

2016; Mokyr 2000): If a corresponding demand exists and the innovation meets a 

certain need, e.g. by offering a new solution to a more or less societally relevant 

problem or by simply promising a better price or better quality, the innovation will be 

evaluated positively on the market and may not only be considered desirable but also 

as welfare improving. This kind of normative understanding is based on preference 

satisfaction theory of welfare of standard neoclassical economic theory, according to 

which the relevant normative criterion is provided by people’s individuals preferences 

as revealed by their choices (Hausman, McPherson, and Satz 2017) (see also the first 

embedded paper of this dissertation). This forms the basis for societal evaluation on 

the basis of the so-called Pareto optimum, according to which that state of society is 

desirable in which it is not possible to improve the welfare (in terms of preference 

satisfaction) of one person without worsening the welfare of another. Although 

innovations and technological change as a whole quite obviously do not fulfil this 
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equilibirium criterion but rather lead to an unequal distribution of welfare gains and 

losses, they nevertheless seem desirable from an economic point of view. This is solely 

due to the compensation of the losers by the winners – even if this is only 

hypothetically possible in the sense of the Kaldor-Hicks criterion. Or in the words of 

Binder and Witt (2019, 352): „Under competitive conditions, the gains from an 

innovation are usually larger for the economy as a whole than the sum of the losses 

caused by pecuniary externalities. This is the very reason for why innovations do lead 

to a growth of per capita income (and a different way of saying that sometimes heavy 

damages to the welfare of some individuals do not exclude a positive average welfare 

effect of innovations). Because of this very fact it would, in principle, be possible to 

compensate all who lose out of the gains of the winners. Yet such compensations 

hardly ever take place. Nonetheless, when the mere possibility exists – […] – this is 

often considered sufficient for claiming that society as a whole can realize a welfare 

gain through innovations.“ Not only does the condition of compensation seem to 

entail some problematic theoretical assumptions (such as, for example, the possibility 

of an interpersonal comparison of utility or the fact that preferences become 

endogenous to the innovations they are intended to evaluate (see also first paper of 

this dissertation)), but above all it just often seems not to occur and does not seem 

theoretically possible or meaningful. For although compensation in monetary terms 

may still seem conceivable, compensation in terms of utility, the actual criterion of the 

compensation principle, is much more difficult – and in most cases could also turn 

out considerably differently (Komlos 2016). In short, both the often invoked Kaldor-

Hicks efficiency criterion and the Pareto criterion, both of which are supposed to 

provide normative justification from an economic perspective, do not seem to be 

applicable to the context of innovation (Komlos 2016; Schubert 2015a; Binder and 

Witt 2019; Schubert 2013; Mokyr 2000). As a consequence, it seems not only much 

more complicated than most economists would assume to demonstrate that 

innovation has an overall beneficial effect on society, but above all “the question of 

whether a possible increase in per capita output and living standards through 

continuing innovativeness is worth the risks involved” remains unsolved (Witt 1996, 

114). Or put differently: “How serious must or can the privations be for how many, 

and for which, people, before the costs become too high for the innovations to be 

acceptable as a source of progress?” (Witt 1996, 116). Moreover, the current practice 

and implicitly guiding understanding of an economic-driven approach to innovation 

seems not only theoretically problematic, but also “hardly democratic insofar as the 

public is not asked in a referendum whether it wants the new technology or at what 

rate it would like to transition to the new technology. It is not asked whether we should 
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allow the destruction of the existing technologies and the concomitant misery of those 

whose labor is rendered superfluous by the innovation“ (Komlos 2016). While for 

Schumpeter it may have been a historically accurate observation that innovation in the 

long run and in the aggregate leads to an improvement of welfare, “[i]t is […] now plain 

we have overestimated the productivity gains associated with technological change in 

the twentieth century. […] This means the social costs of new techniques (as opposed 

to the costs captured in market prices) are systematically underestimated” (Mokyr 

2014). In other words, although standard neoclassical economics based on welfare 

economics offers a central normative account for dealing with innovation – and this 

account is not only authoritative for the economic discussion of innovation, but also 

for policy-makers and their understanding of innovation as an "instrument for growth" 

– it proves to be at least problematic. At the very least, the mainstream economic 

perspective does not seem to adequately reflect the normative complexity of 

innovation theoretically and conceptually and thus does not form a suitable basis for 

its empirical analysis nor the information of policy. 

What this brief description of how the normative dimension of innovation is addressed 

in sociologically as well as economically influenced innovation research shows is that 

these not only differ greatly due to different disciplinary backgrounds, methods, and 

models, but also primarily conceptualise the negative societal and ethical 

consequences as a normatively relevant dimensions of innovation. Both in the case of 

sociological science and technology studies, which follow a constructivist 

understanding of the inherently normative conditionality and shaping of new 

technologies, and the economic perspective, which in the mainstream understanding 

of neoclassical economics assumes a normative equilibrium based on individual 

preferences and societal compensation, the pivotal point of concern in each case is the 

theoretical embedding of the normatively relevant societal impacts as well as their 

practical response – be it through approaches and methods in the sense of technology 

assessment or through a suitable institutional (policy) set-up (Witt 1996). What is 

striking, however, is that no comprehensive normative perspective is developed at the 

level of the concept of innovation itself (Vincent Blok and Lemmens 2015). Against 

this background, the following section will develop and present a first systematic 

overview of the different normative dimensions relevant for innovation. 
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 Four dimensions of innovation ethics  

In the following, a first structuring general overview of the normative dimensions of 

innovation is developed and presented, on the basis of which existing approaches to 

dealing with the normative dimensions in innovation research are presented. To this 

end, a very first systematisation of the normative aspects of innovation is proposed 

along four dimensions, building on a phase-based understanding of the innovation 

process (R. G. Cooper 1990, 1983, 1986; Verworn and Herstatt 2000). To the 

knowledge of the author, as of yet no comprehensive overview or systematization of 

the relation of innovation and normative implications exists. Therefore, it is important 

to note that the goal of this chapter is to provide a first general overview of normative 

aspects of innovation. As a consequence, such a broad scope remains at a more general 

level and is not apt for highlighting the diversity of manifold specific questions at a 

micro level. In other words, the aim of this section is to contribute to the emergence 

of a new field of innovation ethics by providing a first step towards its systematization. 

My attempt of a first structuring overview is thus by no means meant to be conclusive. 

For the proposal of an initial systematisation of the different normative-ethical 

dimensions of innovation, the structure of a circle was chosen for three reasons. Firstly, 

it is intended to take into account the increasing dynamisation of value creation and 

innovation processes, according to which these can no longer be understood in a linear 

way and along simple push and pull logics. And secondly, the circle illustrates how the 

different effects of innovation in terms of outcomes and impact contribute to the 

background conditions for (further) innovation. In other words, innovations always 

change their own framework conditions – but not always in a deliberate and positive 

way. And finally, it helps to illustrate that a comprehensive innovation-ethical inquiry 

can rarely be exhaustive with regard to a single dimension, but should rather be carried 

with due regard to relevant questions of other dimensions of the circle in order to 

understand interdependencies and conditional relationships.     

 

Against this background, the four basic dimensions of the circle of innovations ethics 

are: background conditions, innovation process, innovation output, (side-)effects and 

externalities.  
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In the following, the introduction and presentation of each of the four dimensions of 

the innovation ethics circle as a first proposal for systematising a new field of 

innovation ethics provides not only a brief description of the corresponding normative 

questions, but also proceeds by offering a brief summary of relevant existing research 

approaches.  

 

 

 

 
4 Note that this table only aims at providing an overview over normative relevant 
dimensions of innovation. There are of course many more aspects and disciplines 
important for the study of innovation which are not part of this depiction.  

 
Dimension4 

background 
conditions 

innovation process  innovation 
output 

impact,  
(side-)effects, 
externalities  

key question Why, when, and 
what for should we 
engage in 
innovation?  

How should we 
innovate?  

What is a good 
innovation?  

What are 
acceptable 
effects of 
innovation? 

neighbouring 
research fields  

political 
philosophy. 
political economy, 
social sciences,  
normative 
economics 
 

research ethics, 
business ethics, 
organizational ethics, 
science and 
technology studies  

domain ethics, 
applied ethics, 
normative 
economics, 
legal studies,   
public policy 

technology 
assessment, 
political 
philosophy 

Illustration 1: the circle of innovation ethics 
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 Normative dimension I: Background conditions 

The first dimension, on which normative questions relevant to innovation may arise, 

refers to the general context and societal background in which innovations are to be 

developed and used. The scope can be defined in different ways, i.e., both the global 

context as well as the geographically, culturally, or politically narrow context can be 

considered. In general terms, all normatively relevant aspects can be addressed that 

visibly and explicitly – but also implicitly and previously undiscovered – represent 

preconditions for the development and subsequent use of a particular innovation at 

hand. This can include, for example, questions about whether an institutional 

framework (global, international, national, regional) is in place which allows to develop 

and use innovations in a normatively desirable way. The institutional framework must 

not only include directly relevant aspects such as questions of (technical) 

standardisation, sufficient regulation, or processes of public information, but also 

aspects of the broader institutional framework: Is the innovation embedded in a 

sufficiently legitimised and democratic legal system? Is (international) tax legislation 

sufficient and effective to distribute potential profits fairly in society? In a certain sense, 

such questions can also be linked to J. Rawls' concept of background justice (Rawls 

2005, 1958), and it may be built upon in further research for the context of innovation.  

Further normatively relevant questions at the level of background conditions can, for 

example, address the distribution of power: Which actors are able to exploit new 

knowledge or a certain new technological potential at all? Is there fair competition with 

other possible ways of utilising the same knowledge or technological potential, which 

perhaps promise even greater added value for society, but for certain reasons relevant 

actors are not in a position to exploit it? Of which kind is the competitive relationship 

for the use of new knowledge and new technologies at all? Are all opportunities of new 

knowledge or new technologies that promise added value to society really exploited? 

What should (not) be done so that a technology can be used in the most societally 

effective way? Along these lines, even the question that can be described as 

counterfactual to innovation is relevant: What is not invented?  

In the context of AI-based technologies, relevant questions concern, for example, the 

distribution of possibilities to develop and use complex algorithms, models, and 

systems in the first place, insofar as this requires specialised capacities in terms of data 

availability, quality, computing capacities, as well as knowledge and skills, which are 

primarily in the hands of a few global corporations. This raises the question of the 

extent to which this leads to the technological potential only being used in certain 
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sectors or for certain fields of application. In order to achieve the highest possible 

societal impact, however, broad integration into diverse domain knowledge and usage 

by heterogeneous actors is necessary, for which critical background conditions are 

missing, need to be questioned, or changed.  

The examination of such questions has so far played a rather subordinate role in the 

context of the assessment of innovation and consequently only a few overlaps with 

established innovation research exist today. Nevertheless, there are a few examples of 

studies that deal with comparable normative questions in the context of innovation. 

  

With regard to the question of justice in the diffusion of innovation for example, 

Buchanan et al. (2011) extend the view not only to the distribution of the products of 

innovation but also efforts to influence which innovations occur. Justice in innovation 

thus requires a pro-active stance to utilize the potential of innovation for promoting 

justice. Innovation ethics in this sense also means developing a concept of justice 

suitable for the context of innovation (A. Buchanan, Cole, and Keohane 2011). 

Similarly, Ziegler (2015) explores a concept of just innovation based on Rawls' theory 

of justice as fairness. Likewise, Woodhouse and Sarewitz (2007) examine the 

relationship between innovation and social inequality based on the observation that 

“new techno-scientific capacities introduced into a non-egalitarian civilization will tend 

to disproportionately benefit the affluent and powerful” (Woodhouse and Sarewitz 

2007, 142). Consequently, institutional changes to the science-policy nexus are needed 

that not only enable the targeted use of innovation to address social inequality, but also 

guarantee a more equitable distribution of the costs and benefits of innovation. In this 

sense, social justice should become a primary consideration in deliberations about 

science and technology policies (Woodhouse and Sarewitz 2007).  

Another, so far rather disconnected strand of existing research, which can be classified 

under the first normative dimension of innovation ethics, deals with the complex 

relationship between innovation and international development (Papaioannou 2011; 

Voegtlin and Scherer 2017; Abolhasani et al. 2014; Ludwig and Macnaghten 2020). 

In this context, Papaioannou (2011) combines innovation research approaches with 

global justice considerations and argues for a necessary reform of the current 

intellectual property rights regimes to enable "alternative incentives for successful 

generation and application of new knowledge" in terms of minimal global justice 

requirements (2011, 321). Against a similar background of international development, 

Abolhasani et al. (2014) develop a framework of a justice-oriented innovation system 

using a grounded theory approach. Drawing on the concept of responsible innovation, 
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Ludwig and Macnaghten (2020) develop an account of just innovation that aims in 

particular to integrate the knowledge of traditional communities into innovation 

processes, especially against an international and global background. In this sense, they 

reflect on how "underlying political issues such as debates about decolonization, self-

determination, and the conditions for change" can be taken into account as 

prerequisites and framework conditions for change within a justice-oriented 

conceptualisation of innovation (Ludwig and Macnaghten 2020, 38). Finally, Voegtlin 

and Scherer (2017) examine deliberative governance schemes in the sense of voluntary 

soft-law regulations that are suitable for enabling good innovation in the sense of 

sustainable development in a globalised world.     

In the context of normative reflections on the background conditions of innovation, 

so-called innovation for good (Luciano Floridi et al. 2020; Cowls et al. 2021), inclusive 

(Schillo and Robinson 2017; Bryden and Gezelius 2017), or sometimes social 

innovation approaches (Howaldt and Schwarz 2010; Choi and Majumdar 2015; F. 

Moulaert, MacCallum, and Hillier 2013; Frank Moulaert et al. 2017) may also be 

considered, insofar as they treat certain normatively relevant shortcomings as objects 

of innovation.  

Overall, the first dimension of the innovation ethics circle might be understood against 

the backdrop of R. Nelson's influential reflections on the very uneven technological 

progress that innovation seems to have led to so far (Nelson 1977, 2011). Insofar as 

Nelson focuses on the systemic and structural backgrounds that have created the 

particular orientation of innovation systems given t^^oday and points to effective 

governance measures and policies, he addresses the normative direction of innovation 

in the sense of the relevant background conditions.    

 

 

 Normative dimension II: Innovation process 

The second level of the innovation ethics circle as presented here concerns the 

innovation process, i.e., the normative aspects of developing and producing new 

knowledge and innovations. Which perspectives, needs, and values find their way into 

the development of new technologies, and which seem to be implicit and structurally 

excluded from the outset? What normative implications are contained in the systemic 

framework conditions for doing innovation, be it at the national level of innovation 

systems, at the level of organisational systems, or of standards and norms for 

technology-specific development processes? In addition to normatively relevant 
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questions of the practical design of innovation processes, organisational questions also 

play a role, e.g., the influence of organisational culture on innovation (cf. Chen, 

Sawyers, and Williams 1997). The second level of innovation ethics also includes the 

normative dimension of terms and concepts that are crucial for the innovation process: 

How are criteria such as truth, novelty, better, or more even defined (J. C. Schmidt 

2007)? What (normative) criteria apply to the definition of problems and initial 

questions relevant to innovation on the one hand and to legitimate solutions on the 

other? Such questions come to the fore especially in increasingly inter- and 

transdisciplinary innovation processes, since here different concepts, languages, and 

(implicit) value systems collide and are being negotiated simultaneously. Finally, 

questions of collaboration and cooperation may also be raised, insofar as ever more 

complex innovation processes are usually developed in network-like structures and 

collaborations. Against this background, ethical questions of collaboration between 

different actors such as organisations or individuals are relevant on a macro level with 

regard to power relations or the negotiation of different interests, as well as on a micro 

level with regard to individual collaboration, including psychological and behavioural 

aspects. But also issues concerning (implicit) assumptions regarding potential target 

and user groups are part of the second normative dimension of innovation, insofar as 

a more or less conceptualised idea of users or customers and their preferences and 

values is necessary in the course of the innovation process. However, this can raise 

important questions in terms of biases and prejudices towards people or a particular 

group.  

The concept of responsible innovation has made a significant contribution, particularly 

with regard to addressing normative aspects of the design of innovation processes. As 

a more detailed introduction of the concept is given in chapter 3, the importance of 

the concept for the shift of the scientific view on the innovation process is only briefly 

mentioned at this point. Although there are different interpretations of responsible 

innovation in terms of a focus on the process or product level (B. J. Koops et al. 2015), 

the process-oriented operationalisation of the concept by R. Owen et al. (Richard 

Owen et al. 2013a; R. Owen, Macnaghten, and Stilgoe 2012) has become of particular 

importance for research. They define four crucial dimensions of responsible 

innovation that aim to shape the innovation process in such a way that innovations can 

contribute to a desirable future. In this sense, the four dimensions focus on the early 

anticipation of possible impacts, the reflexivity of the actors and institutions involved, 

the targeted opening up to and integration of previously neglected perspectives and 

knowledge bases, and the capacity to align innovation processes with the different 
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perspectives and values of diverse stakeholders (a more detailed overview of 

responsible innovation can be found in Chapter 3). Based on the concept of 

responsible innovation, a multitude of methodological approaches, conceptual and 

empirical studies have emerged that deal with the normative challenges of the 

innovation process. Not only are different methodological approaches to adapting 

innovation processes examined (Long et al. 2020), but also institutional aspects 

(Richard Owen et al. 2021) and the organisational level (Christensen et al. 2020) are 

taken into account. Another conceptualisation of responsible innovation that focuses 

on the practice of innovation is offered by the approach of innovation as ethos by V. 

Blok (2019b) in the sense of "a concept of action-based responsible management of 

corporate innovation". Similarly, virtue ethics approaches link responsible innovation 

to professional ethics ideas and seek to operationalise the concept of practical 

knowledge as a key virtue for innovators (Grinbaum and Groves 2013; Steen, Sand, 

and Van de Poel 2021; Sand 2018).   

In a similar way (Simon 2016; van den Hoven 2013), value-sensitive design focuses on 

the normative dimensions of innovation processes and the development of new 

technologies (Friedman and Henry 2019; Zhu et al. 2018). In particular, value-

sensitive design focuses on the values of the people involved that are implicitly 

inscribed in the development of a new product in the course of the innovation process, 

trying to make them visible, reflect them and thus also make them an object of debate 

and design - and not to integrate them implicitly and passively. This idea is taken up 

by so-called "ethics by design" approaches, which place the addressing and explicit 

consideration of normative challenges at the level of the design of products and 

solutions and in this sense aim to produce ethical innovations (Dignum et al. 2018; 

Van de Poel 2001; D’Aquin et al. 2018; Bonnemains, Saurel, and Tessier 2018). 

Other more practical approaches include considerations that aim to identify normative 

aspects via the explicit inclusion of ethics experts in innovation processes (van 

Wynsberghe and Robbins 2014) or in the sense of up-stream engagement (Wilsdon 

and Willis 2004)  or mid-stream modulation (E. Fisher, Mahajan, and Mitcham 2006) 

through the early inclusion of diverse societal perspectives and to bring them to a 

broader discussion. So-called professional ethics (Abbott 1983) are also a way of 

enabling normative reflection at the level of the innovation process and determining 

certain ethical standards for specific professions such as physicians and engineers. For 

example, in the context of AI technologies comparable approaches are currently being 

discussed. From a professional ethics perspective, for instance, P. Boddington (2017) 

presented the proposal of a code of conduct for the development of AI systems. The 

Bertelsmann Foundation (2018) introduced a similar proposal for the German 
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context. B. Mittelstadt (2019), on the other hand, expressed concerns about the 

effectiveness of a professional ethics approach for the context of AI. McLennan et al. 

(2020), meanwhile, take up considerations on the inclusion of ethics experts and 

develop an embedded ethics approach for the development of AI systems.  

The second level of the innovation ethics circle may thus draw on various existing 

approaches to address normative aspects at the level of the innovation process. 

Nevertheless, it must be noted that these each highlight specific aspects in the context 

of the innovation process (process design, institutional framework conditions, 

professional ethics) and that no systematic overview of normative questions and 

approaches with regard to the innovation process is available to date. 

  

 

 Normative dimension III: Innovation outputs 

The third level of the innovation ethics circle concerns the result of an innovation 

process, or the innovation itself, so to speak. This is to be understood in the sense of 

a broad concept of innovation which, in addition to new products, services, and 

business models, also includes new forms of organisation, changed behaviour, or new 

social practices. Normatively relevant questions concern both conceptual background 

assumptions, e.g., with regard to definitions and criteria for what can legitimately claim 

to be an innovation result at all, and specific ethical questions in the context of the 

individual innovation and its application. However, in contrast to other dimensions, 

this is less about the potential effects of introducing and using an innovation than about 

ethical aspects of a technology, product, or business model itself. What ethical 

questions arise in the (commercial) use of a technology per se or its marketization 

through a particular business model? Who should or can benefit from an innovation, 

who cannot?  

Prominent examples in this field include innovations in the field of biotechnology, e.g. 

(heritable) genome editing, where complex ethical questions already emerge in 

relation to the technology itself (National Academy of Sciences; National Academy of 

Medicine; National Academy of Engineering 2017), which have led, among other 

things, to calls for a moratorium in order to determine ethical guidelines and limits for 

this technology and innovations based on it (Lander et al. 2019). Similarly, in the field 

of lethal autonomous weapon systems (Leveringhaus 2016), for example, the general 

development and use of the technology and innovations in this field is critically 

discussed (Sharkey 2010). This also implies questions for actors such as companies 
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conducting research and seeking to develop innovations in this field in order to remain 

competitive. From an innovation ethics perspective, it could be argued that companies 

should refrain from innovating in this field and focus on other, possibly new 

technologies or fields of application (Byrne 2018).   

Characteristic for the description of the third level of innovation ethics is, however, 

that not only technology-, product- or application-specific questions in the sense of 

domain ethics (Maring 2016) are raised, but that in innovation these coincide, at least 

most often, with entrepreneurial and/or strategic decisions for a profit-oriented 

commercialisation or any other market introduction. In other words, in innovation, 

normative dimensions of research, development, and technology come together with 

economic and business ethical aspects. Interestingly, however, it is precisely this 

interface that has so far been rather neglected in the academic debate, possibly due to 

the complexity of the normative-ethical interrelationships. It seems clear, however, that 

approaches that examine innovations solely from the perspective of technology ethics 

lose sight of important dimensions of the economic and entrepreneurial embedding 

of innovation, and vice versa. With a few exceptions, which do not build on or even 

refer to each other (Hanekamp and Wütscher 2007; Fassin 2000; Clausen and Loew 

2009; di Norcia 1994; Pellé 2017; Preuss 2011; Rexhepi, Kurtishi, and Bexheti 2013), 

or focus on specific sub-topics such as organisational innovation (Brusoni and Vaccaro 

2017) or entrepreneurship (Miles, Munilla, and Covin 2004), there is no established 

research strand that deals with the topic of innovation from a business or corporate 

ethics perspective. Yet various ethical aspects of the development and introduction of 

business strategies (F. Hansen and Smith 2006; Spiller 2000) and specific business 

models (Lissack and Richardson 2003), which introduce innovations into the market 

and thus lead to a societal use, are of crucial importance for the normative assessment 

of innovation. The example of the increasing influence of digital technologies and new 

possibilities of data analysis on new business models (Ciampi et al. 2021; Loebbecke 

and Picot 2015) shows that a normative evaluation of this form of commercial use of 

new technological means is necessary, but not trivial. In this context, major incidents 

such as the Facebook scandal, in which the company Cambridge Analytica leveraged 

user data to deliberately manipulate the 2016 presidential election in the United States 

of America through tools such as microtargeting, might be a case in point. Although 

this represents an exceptional example, such developments should be understood 

against the backdrop of more general trends, such as data-based business models, 

especially in the online advertising sector or in the context of social media, which call 

for an ethical assessment of such innovations. In addition to the opportunities for 
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targeting (Ward 2018; Borgesius et al. 2018), the tactical exploitation of so-called dark 

patterns of human psychology through instruments of user experience design (Gray et 

al. 2018) and the strategic influencing or even manipulation of behavioural nudges on 

the basis of Big Data (Yeung 2017; Häußermann 2019) also come to mind. In short, 

increasing excesses of a so-called attention economy (T. Wu 2016), which harvests our 

attention by means of new technological possibilities and scientific findings, show that 

precisely the manner of introduction and commercial use are important factors in the 

normative evaluation of innovation.    

Moreover, so-called dual use issues are relevant in this context, shedding light on the 

ethical aspects of new knowledge and technologies that can be used for good and 

harmless as well as for harmful and malicious purposes (Pustovit and Williams 2010; 

S. Miller 2018). Originally discussed in particular against the background of 

technologies that can be used for both civilian and military aims, questions of dual use 

technologies are gaining new importance, not least in the context of digital and 

biotechnologies. One thinks, for example, of the possibilities of digital technologies 

for networking and communication, which are used both by oppressed minorities and 

terrorist perpetrators of violence, or surveillance systems used by authoritarian 

political systems. Not least, dual use technologies are therefore also an important 

subject of regulation with regard to security and export issues (European Commission 

2009).  

On the output level of innovation ethics, the strategic relationship to regulation may 

also be addressed, in so far as the design of an innovation or a business model is also 

specifically adjusted to existing legal framework conditions (Coad et al. 2021). 

However, this also entails the risk that innovations not only attempt to circumvent or 

delay regulation (Luciano Floridi 2019), but also exploit it in a deliberate manner or 

even influence it in order to promote innovations that are profitable in the short term 

but costly and even harmful to society in the long term (Soete 2013).  

Finally, at the output level, questions and approaches that make certain normative 

goals the purpose of their innovation are of course also relevant. Insofar as the possible 

impacts of the innovations are not dealt with here, it is primarily a question of whether 

the design of the product or business model is aligned with certain normative goals. 

To the extent that every innovation implicitly possesses a normative orientation, the 

discussion of purpose at this level of innovation ethics can be relevant for every kind 

of innovation, even if the goal is expressed in financial values such as increasing sales 

or profits. In contrast, approaches such as social innovation (Choi and Majumdar 

2015; F. Moulaert, MacCallum, and Hillier 2013; Majumdar, Guha, and Marakkath 

2015), inclusive innovation (Chataway, Hanlin, and Kaplinsky 2014; Schillo and 
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Robinson 2017; Altenburg 2009), sustainable or green innovation (Pesch 2012; 

Schiederig, Tietze, and Herstatt 2012; Adams et al. 2016), or innovation for social 

good (Cowls et al. 2021; Luciano Floridi et al. 2020) seek to bring an explicit normative 

orientation of innovation to the fore and thereby align innovation with specific social 

goals.  

In summary, it can be said that the third dimension of the innovation ethics circle, the 

level of the outcome of an innovation process, brings together all those normative 

aspects that are already implicitly or explicitly raised by the design of a product, service, 

or business model even before the potential effects of its introduction and use. Thus, 

at this level, questions of the ethical design of new technologies are brought together 

with aspects of economic and business ethics, insofar as a significant share of today's 

innovations is introduced into society via commercial markets. With a few exceptions, 

this nexus seems to have remained rather underexplored in innovation ethics.  

 

 

 Normative dimension IV: (Side-)effects and externalities of innovation 

The fourth level of the innovation ethics circle comprises the normative dimensions 

of the potential societal impacts of innovation. This category includes all effects that 

are directly related to the development, introduction, and use of an innovation and are 

either known and even intended components of the innovation or an accepted effect, 

as well as so-called unintended consequences that may not have been possible to know 

and only occur at a later point in time. The fourth level of innovation ethics thus not 

only encompasses a whole range of different normative dimensions of the complex 

effects that innovations can cause, it is also the most widely studied field of innovation 

ethics so far, especially from the perspective of science and technology studies as well 

as from an economic perspective (cf. chapter 2.2.1). Although from a normative point 

of view it may initially appear to make sense to also consider and systematise the 

various positive effects and externalities of innovation (Mulgan 2016), the various 

potential negative effects constitute the main focus of research. Although negative 

consequences are often referred to as unintended and undesirable side effects, it is not 

easy to determine whether and when potential side effects were really not known, 

could not have been known, or were perhaps part of the system after all ("features, not 

bugs") and may even have remained intentionally unanticipated to avoid accountability 

(Coad et al. 2021; Stilgoe 2020). While the sociological discussion tends to refer to 

(unintended) side effects and consequences (Grunwald 2009; Bechmann et al. 2007), 
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in economic research potential societal impacts that are not explicitly part of the cost-

benefit calculation of the innovation are summarised under the term negative 

externalities (Witt 1996; Komlos 2016). Roughly summarised, a distinction can be 

made between pecuniary or distributive and technological side effects or externalities 

(Binder and Witt 2019)5. In principle, the identification, investigation, and evaluation 

of potential impacts are faced with the challenge that, due to the epistemic quality of 

innovation as novelty, they may not be recognisable ex ante and may occur at any point 

in time. 

In the sense of Schumpeter's normative foundation, which is still authoritative at least 

for the economic perspective on innovation, according to which in the aggregate 

"innovation raises the living standard of the masses" negative pecuniary externalities in 

the sense of an unequal distribution of welfare effects always occur in society (Binder 

and Witt 2019; Witt 1996; Komlos 2016). Therefore, the question of how the 

different welfare effects or the costs and gains of an innovation are distributed among 

the individual members of a society and how this distribution is normatively justified 

is crucial. However, the very conceptualisation of costs and gains in a complex 

economy is anything but trivial (Schubert 2009), not least as they may change against 

the background of different points in time of an evaluation of the effects. Welfare 

effects can not only be expressed in concrete monetary values, but also, for example, 

in terms of the loss of a job, a devaluation of human capital, dislocation, a change or 

even loss of social status, or simply in terms of uncertainty, anxiety (Schubert 2013, 

2015a). Such negative pecuniary externalities can occur both as welfare effects of 

individual members of society (persons, companies, sectors) and as harm to the 

economy as a whole. As Binder and Witt (2019, 351) put it: „The reason is that 

innovations selectively improve the competitive position of single firms or single 

industries and induce substitution processes at the expense of other firms or industries 

competing for the same customers’ spending. As a consequence of such “pecuniary” 

externalities, specific investments – made before an innovation was introduced – may 

be devalued or even lost. Capital owners may face losses of expected returns. Labor 

may face being laid off and forego expected returns on human capital investments 

when forced to accept employment elsewhere. In short, innovations often cause 

massive interpersonal redistribution of welfare.”  

 
5 In line with the interdisciplinary approach of the thesis, the terms side effects and 
externalities are used interchangeably in the following. 
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The basic question is therefore how the differing and necessarily unequal societal 

distribution of the benefits and burdens of an innovation is normatively justified, i.e., 

which normative criterion is used for this. Authors such as Witt (1996), Binder and 

Witt (2019) or Schubert (2012, 2013, 2015a) argue from an evolutionary economics 

perspective that a recourse to welfare economics concepts of mainstream or 

neoclassical economics based on the fulfilment of individual revealed preferences 

seems problematic and indefensible from both a theoretical and a practical point of 

view (see above). Even though the economic perspective is essential for the general 

understanding of innovation (see 2.1) and the importance of negative externalities is 

well recognised, there are only few contributions on how to deal with this normative 

question from an economic perspective. Only a few authors address the normative 

challenges posed by innovation from an economic perspective in terms of the 

foundations and concepts of economic theory: from an evolutionary economics 

perspective (Witt 1996; Binder and Witt 2019; Schubert 2013, 2012), with a focus on 

policy (Schubert 2015a; Soete 2019), or adopting an empirical approach to the 

negative economic effects of innovation (Komlos 2016; Mokyr 2014; Soete 2013). 

Overall, the normative dimension seems to be almost completely neglected in the 

economic discussion of innovation (Schubert 2015a) and the (implicit) assumption for 

dealing with the negative effects from an economic perspective is still strongly based 

on Schumpeter's formative conceptualisation that innovation in the aggregate and in 

the long run leads to more welfare and progress. Critically, however, this omits an 

explicit normative discussion of which deprivations can be justifiably accepted by 

whom, to what extent, and at what point in time in order to make certain welfare gains 

possible. In short, it seems appropriate to note that, contrary to the influential 

significance of economics on innovation, there has not yet been a comprehensive 

discussion of the normative dimension of negative externalities in the sense of the 

social costs (Coase 1960) of innovation. Rather, critical challenges posed by innovation 

for standard economic theories seem to be rather ignored and it is adhered to 

underlying concepts such as Pareto and Kaldor-Hicks efficiency (see chapter 2.2.2), 

which assume some form of compensation for unequal distributions in welfare effects. 

In other words, it is a question of designing an institutional embedding through 

appropriate framework conditions which imply a societally acceptable distribution of 

welfare gains and losses, especially with regard to negative (pecuniary) externalities 

(Witt 1996). 

Arguably the best-known and best-researched normative aspect of innovation are all 

the effects that can be summarised under negative technological externalities. Not only 
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is the list of different examples of negative impacts of new technologies and products 

long (see chapter 2.2.1), but also the development of different conceptual approaches 

and empirical studies is most advanced, especially in the sociologically driven 

discussion of new technologies. Negative technological externalities encompass the 

entire range of all possible negative societal effects: from negative effects on the health 

of individuals such as users or those affected and health damage at the level of society 

as a whole (public health), negative effects in the sense of individual rights violations 

or restrictions and effects at the level of political-societal coexistence, or negative effects 

on so-called public goods such as damage to the environment and the climate. In 

particular, technology assessment approaches offer important methods for analysing 

and evaluating the complex societal impacts in terms of technological externalities 

(Bechmann et al. 2007; Grunwald 2002; Müller 1996; Coates 1982; Decker et al. 

2004; Coates 2001; Banta 2009). Originally developed in the USA as an institutional 

instrument of science-based policy advice on new technologies in the late 1960s and 

1970s (Bimber 1996), various methods and concepts developed over time both in a 

academic context and in forms of institutionalised policy advice. The concept of 

responsible innovation also has its origins in the emergence of technology assessment 

(see chapter 3.1).  As described in chapter 2.1, in the course of the second half of the 

20th century the understanding of innovation, innovation systems, and the processes 

of knowledge production changed fundamentally towards a dynamic and systemic-

oriented perspective, which emphasises different actors as sources of knowledge and 

particularly the co-productive form of the production of new knowledge and 

innovation, taking into account societal demands (Gibbons et al. 1994; Nowotny, 

Scott, and Gibbons 2003; Funtowicz and Ravetz 1993). Against this background, a 

constructivist understanding of innovation in the sense of a "shaping of technology" 

became the defining understanding of the relationship between new technologies and 

societal needs and values in the course of the 1980s (Bijker, Hughes, and Pinch 1987; 

Bijker and Law 1992). In this sense, the identification, analysis and evaluation of 

ethical, legal, social aspects or implications (ELSA/ELSI) developed over time into an 

integral part of science and technology studies and innovation research. Parallel to this, 

in the course of the 1960s and since then, the profound effects of an increasing 

mechanisation of modern societies became increasingly visible and perceptible (Beck 

1986; Jonas 1979), notably through increasing effects of economic growth on the 

environment (Meadows et al. 1972) or incidents of catastrophic scale such as the 

Chernobyl disaster in 1986 or with regard to socio-political effects and implications for 

democratic societies (Habermas 1968). This led, among other things, to a conceptual 

advancement of technology assessment from expert-based forms (of policy advice) to 
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approaches that attempt to take research, development, and innovation processes into 

account (constructive technology assessment) (J. W. Schot 1992; Rip, Misa, and Schot 

1995; J. W. Schot and Rip 1997; Genus and Coles 2005; Genus 2006), or propagate 

the inclusion and participation of new stakeholders, including civil society actors such 

as citizens (participatory technology assessment) (Abels and Bora 2004; Hennen 1999; 

J. Hansen 2006; Durant 1999; Cotton 2014; Joss and Bellucci 2002). Last but not 

least, the concept of responsible innovation emerged from such considerations (see 

chapter 3.1). 

In addition to more recent participatory approaches, almost all quantitative and 

qualitative methods of (social) sciences are part of the toolbox of technology 

assessment in order to identify, analyse, and evaluate impacts on all areas of society. 

With a focus on ecological effects, the approach of life-cycle assessments (LCA) has 

recently established itself as an influential standard in the investigation of the societal 

impacts of technologies (Freudenburg 1986; Renn 1982) (ISO 14044) (International 

Standard Organisation 2006). However, based on the 3-pillar model of sustainability 

(Renn et al. 2007), social dimensions are increasingly being integrated into 

corresponding concepts and methods (UNEP/SETAC Guidelines) (Benoît et al. 

2010). So-called social life cycle assessments (SLCA) (R. Wu, Yang, and Chen 2014) 

then face the challenge of complementing environmental- and biophysical-oriented 

LCA methods based on validated, mostly quantitative indicators with corresponding 

and comparable categories in the social domain (Grießhammer et al. 2007, 2006; 

Lehmann et al. 2013). To this end, first methodological and conceptual approaches 

were developed (Andreas Jørgensen et al. 2008; Iofrida et al. 2018), most of which 

aim to quantify social effects as well (Corona et al. 2017; Takeda et al. 2019). The 

Helmholtz-Centre for Environmental Research (UFZ), for example, has developed an 

approach that extends the typical product-based analysis to a SLCA of an entire value 

chain of a region (Siebert, Bezama, O’Keeffe, et al. 2018; Siebert, Bezama, Zeug, et 

al. 2018). Furthermore, first participatory approaches in the field of SLCA are 

available, for example for the identification of stakeholders and relevant impact areas 

(Mathe 2014) or to complement them with qualitative research methods or 

Multicriteria Decision Analysis (MCDA) (De Luca et al. 2015). Approaches for so-

called Life Cycle Sustainability Assessments (LCSA) go one step further, combining 

the analysis and assessment of ecological impacts via LCAs and social effects via 

SLCAs with an investigation of the economic sustainability dimension with the help of 

Life Cycle Costings (LCC) (Finkbeiner et al. 2010; Kloepffer 2008). The advantage 

and at the same time the major challenge of corresponding assessment models is the 
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comparability and integration of the different values from the ecological, economic, 

and social dimensions. 

On a more thematic level, Coad et al. (2021) recently identified five different 

dimensions in which innovation can be harmful and derived four integrated types of 

harm from innovation for society on an aggregated level. First, they identify public 

health risks in the sense of known health risks as well as the general distribution of 

benefits and costs, e.g. through opportunity costs of investments in expensive high-

tech medicine. A second category of possible harms is the potential influence of 

innovations on environmental degradation. This includes not only direct climate 

damage in the sense of high CO2 emissions, but also "the collapse of some ecosystems 

and regular mass extinctions, involving the melting of Arctic and Antarctic ice, thawing 

of permafrost, destruction of coral reefs, irreversible fragmentation of rainforests, the 

expansion of deserts, increasing frequencies of droughts, floods and forest fires, and 

the collapse of insect and vertebrate populations" (Coad et al. 2021, 6). Under the third 

category, harm to society, the authors summarise all those negative consequences that 

innovations can have on society and a good way of living together. Think of, for 

example, what impact algorithmic systems can have on discrimination and the fair 

treatment of (groups of) people, or what impact digital platforms can have on polarised 

public debates and democratic opinion-forming processes.  Harm to the economy, the 

fourth type of harm, encompasses the negative economic effects that innovations can 

have, for example by leading to monopoly effects on markets or the exploitation of 

patent and IP rights leading to unequal knowledge distributions that do not efficiently 

exploit the societal benefits of new technologies.     

Biggi and Giuliani (2021) go one step further by using bibliometric techniques to 

identify thematic focus areas in the academic debate on the negative impacts of 

innovations. Accordingly, five different thematic clusters can be identified in a first 

systematic literature review of the research field (Biggi and Giuliani 2021): While the 

cluster of work-related consequences of technology acceptance deals with the adverse 

effects, in particular of the use of ICT technologies in organisations, e.g. with regard 

to job satisfaction, work-life balance, and the impact of ICT on the workplace, the 

rapidly growing field of unsustainable transitions encompasses studies that deal with 

the unintended and harmful effects of certain socio-technical systems on a meso level 

(e.g., electricity, agro-food, transportation). In particular, the focus is on the 

unsustainable tendency of such innovations and the risks of so-called rebound effects 

of innovations that are actually supposed to make a positive contribution to the 

environment. The third cluster, innovation & growth downside effects, focuses on the 
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impact of innovations on a macro level, for example in the sense of the effects of new 

financial instruments or effects on employment and economic inequality. The fourth 

identified thematic area, dangers of emerging technologies, is dedicated to the 

investigation of possible unintended negative consequences of emerging technologies 

such as nanotechnologies and aims at appropriate governance frameworks. Finally, the 

last cluster, open innovation's dark side, looks at the negative impacts of open 

innovation strategies as organisational innovation on the performance and survival of 

firms. Based on a total of 125 studies Biggi and Giuliani (2021) identify these five 

thematic clusters as well as their respective theoretical antecedents. Overall, the second 

cluster, unsustainable transitions, not only has the largest number of assigned articles, 

but shows the highest growth in recent years, along with topic area four, the dangers of 

emerging technologies. 

In accordance with the theoretical differentiation introduced in this thesis between 

social science-driven perspectives of innovation research on the one hand and more 

classical economic approaches on the other (cf. 2.1.2; 2.1.3; 2.2.2.2; 2.2.2.4.), the 

identified types of harm (Coad et al. 2021) and thematic research strands found in the 

literature (Biggi and Giuliani 2021) can also be categorised accordingly, insofar as there 

is one area (harm to the economy) and two thematic clusters (innovation & growth 

downside effects & open innovation's dark side) that are explicitly dedicated to the 

economic dimension. All others can be assigned to sociologically-oriented science and 

technology studies. Overall, it is striking that in these most recent – and to the author's 

knowledge only – reviews of the research field on the normative dimensions of 

innovation, the focus is more or less exclusively on the effects in terms of negative 

(side) effects and externalities. Even negative pecuniary externalities in the sense of the 

distribution of welfare effects seem to appear rather marginally. This not only 

underlines the enormous importance of the normative dimension for the field of 

innovation ethics, to which a contribution is to be made here. It also shows that the 

relevance of normative aspects is still primarily located at the level of (non-intended) 

consequences and is less understood as a normative dimension of the concept of 

innovation per se. This in turn underlines the relevance of addressing normative-

ethical questions in the context of innovation from a more comprehensive perspective. 

The concept presented here, based on four integrated dimensions of the innovation 

ethics circle, offers a first proposal for further discussion. 
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 Examining the prospects of responsible innovation 

This chapter presents a brief introduction into the concept of responsible innovation, 

originally introduced as „responsible research and innovation (RRI)“, providing the 

conceptual background of the thesis and the three publications it is based upon.6 As 

the field of responsible innovation today encompasses a wide variety of conceptual 

and empirical studies, practice-oriented publications, different forms of 

institutionalization and organization, as well as the practical development, test, and use 

of various methods and tools, the aim of this section is not to provide an exhaustive 

and concluding introduction to the emergence the concept,  and its use and role today. 

Rather, this section seeks to give the reader a solid understanding of the concept of 

responsible innovation in order to be able to comprehend the identified research 

needs that have been addressed in the three published case studies. Therefore, the 

general introduction of the concept is followed by three sub-sections focussing on the 

specific aspects of responsible innovation which this thesis focuses on. The three sub-

sections thus present the more closely related literature in the field of responsible 

innovation relevant to each of the three research questions of the individual articles.  

 

  

 
6 When the idea of a concept of responsible innovation was originally developed and 
introduced it seeked to comprise the whole innovation process and in particular 
phases of research and development as enabler and early phases of innovation. 
Following a wide conceptual understanding of innovation (see section 1.1.2), however, 
one can assume that the notion of research is an inherent part of innovation. 
Moreover, as the focus of this thesis is not on the particular characteristics of research 
and its normative and ethical implications, as in the case of research ethics for example, 
but rather it is interested in the often economical- and business-driven use of 
innovation in today’s societies, the notion of “responsible innovation“ is used.  
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 A brief introduction to the concept of responsible innovation 

In dealing with the normative dimensions of innovation, the concept of responsible 

innovation has established itself as a particularly valuable approach in recent years. 

Today, responsible innovation not only combines different streams of innovation 

research, but also increasingly integrates other disciplines and approaches, for example 

from economic and business ethics or organisational sociology. As a concept which 

was very much policy-driven in its origins, it is characterised by a peculiar mixture of 

theoretical, conceptual, and empirical research on the one hand and practical 

approaches such as innovative methods and tools for implementation on the other. In 

this sense, responsible innovation has always been not only an interdisciplinary, but 

above all a transdisciplinary field. At least in part, the concept of responsible 

innovation was developed in the wake of the Lisbon Treaty in 2009 and as part of the 

completion of the European Research Area (ERA), gaining increasing attention 

especially since 2011 onwards (de Saille 2015; Rip 2016; Tancoigne, Randles, and Joly 

2016). Responsible innovation has thus become a central element of the European 

Commission's science, technology, and innovation (STI) policies, particularly through 

the influence the concept has had on the various research framework programmes, 

the design of funding streams, and even the formulation of individual calls for 

proposals (Stirling 2006). While before societal dimensions of innovation were rather 

conceptualised in terms of a deficit and as the management of possible irrational public 

resistance (de Saille 2015), the name of corresponding programmes changed from 

"Science and Society" to "Science in Society" in the context of the FP7 research 

framework programme (in which responsible innovation experienced an explicit roll-

out for the first time), before it finally appeared in the Horizon 2020 framework 

programme (FP8) as "Science with and for Society“ (SwafS) (R. Owen, Macnaghten, 

and Stilgoe 2012). How responsible innovation will find its way into the latest research 

framework programme "Horizon Europe", on the other hand, seems to be an open 

question at this point in time (Erik Fisher 2020). 

At the level of the academic discourse, responsible innovation builds in particular on 

various concepts of technology assessment (cf. 1.2.2), which in turn have been strongly 

influenced by debates in the field of bioethics and the ethical questions surrounding 

nanotechnologies (Grunwald 2012; Burget, Bardone, and Pedaste 2017). Building on 

a constructivist understanding of innovation, according to which the development of 

new knowledge and technologies is an inherently social process (Yoshinaka, Clausen, 

and Hansen 2003; Bijker and Law 1992; Bijker, Hughes, and Pinch 1987) which in 

addition to scientific and technological inventions necessarily involves social 
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dimensions and should therefore include institutional frameworks as well as a variety 

of affected perspectives and actors. Concepts such as constructive (Rip, Misa, and 

Schot 1995; J. W. Schot and Rip 1997; Genus 2006; Genus and Coles 2005) and 

participatory technology assessment (Hennen 1999; Joss and Bellucci 2002; Joss 2002; 

Cotton 2014; Hennen, Petermann, and Scherz 2004; Hennen 2012), along with other 

influences such as anticipatory governance (Barben et al. 2008; D. H. Guston 2014), 

midstream modulation (E. Fisher, Mahajan, and Mitcham 2006), or the ethics of 

responsibility (Lenk and Maring 1993; Jonas 1979), are significant precursors to the 

concept of responsible innovation (Ribeiro, Smith, and Millar 2017; Burget, Bardone, 

and Pedaste 2017). The concepts of constructive and participatory technology 

assessment already point to two core elements of responsible innovation, according to 

which a responsible shaping of innovation can succeed by opening up to diverse 

societal perspectives and taking them into account at an early stage, i.e., already during 

the innovation process. Against this background, the three most relevant definitions of 

responsible innovation are as follows:   

„Responsible Research and Innovation (RRI) refers to the comprehensive approach 

of proceeding in research and innovation in ways that allow all stakeholders that are 

involved in the processes of research and innovation at an early stage (A) to obtain 

relevant knowledge on the consequences of the outcomes of their actions and on the 

range of options open to them and (B) to effectively evaluate both outcomes and 

options in terms of societal needs and moral values and (C) to use these considerations 

(under A and B) as functional requirements for design and development of new 

research, products and services“ (European Commission 2013, 3). 

„Responsible Research and Innovation is a transparent, interactive process by which 

societal actors and innovators become mutually responsive to each other with a view 

on the (ethical) acceptability, sustainability and societal desirability of the innovation 

process and its marketable products (in order to allow a proper embedding of scientific 

and technological advances in our society)“ (Rene Von Schomberg 2011, 9). 

„Responsible innovation means taking care of the future through collective 

stewardship of science and innovation in the present“ (Stilgoe, Owen, and Macnaghten 

2013, 1570).  

Along these lines, responsible innovation can be defined as a participatory governance 

framework that aims to align new technologies with societal values (Richard Owen et 

al. 2013b). Through the deliberative inclusion of different stakeholders and, not least, 

individual members of the public, the aim is not only to anticipate negative 
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implications and prevent potential harmful effects, but ultimately to make innovation 

useful for addressing societal needs and solving major societal challenges, in short for 

societally desirable futures. Through the fundamental participatory-deliberative 

approach, responsible innovation is based on an understanding of broadly shared 

responsibility ("co-responsibility") to control innovation and steer it in an ethically 

acceptable, societally desirable, and sustainable direction (Lubberink 2018). On this 

generally shared basis, a variety of different conceptualisations exist to date (Burget, 

Bardone, and Pedaste 2017; Ribeiro, Smith, and Millar 2017), whereby a fundamental 

distinction can be made between process-oriented and outcome-oriented approaches 

(B. J. Koops et al. 2015). While the latter assumes a substantial normative orientation 

of innovation towards certain goals and values and asks for the right impacts of 

innovation (René Von Schomberg 2013, 2014), a more process-oriented 

understanding seems to have become more established, particularly in the academic 

debate, operationalising responsible innovation along the four dimensions of 

anticipation, reflexivity, inclusion/deliberation, responsiveness (Richard Owen et al. 

2013a; Stilgoe, Owen, and Macnaghten 2013).    

Accordingly, responsible innovation requires to be anticipatory in the sense that 

innovation should identify both intended as well as possible unintended economic, 

social, ethical, environmental, or other consequences. While anticipation in this sense 

means the identification of various trends and current developments in order to 

recognise possible (negative) externalities as early as possible, it is also accompanied 

by a more comprehensive examination of the wider environment of innovation, e.g. 

in the sense of social needs (Lubberink et al. 2017). Closely linked to its roots in 

different forms of technology assessment, the anticipatory dimension of responsible 

innovation therefore means, in addition to recognising the necessary uncertainty 

associated with developing and adopting an innovation, identifying and analysing 

potential impacts and developing measures and strategies to prevent or mitigate them 

and strengthen the positive impact. The second dimension of reflexivity aims at the 

capacities and practices to deal with the necessary confrontation with known 

framework conditions as well as unknown and even unconscious influences on 

innovation. This can include reflection on governance mechanisms, motivations, 

normative assumptions but also areas of ignorance and uncertainties (Richard Owen 

et al. 2013a). In addition, forms of reflection can find expression both in the 

implementation of certain methods or standards, the reflective design of innovation 

processes, or the adaptation of organisational framework conditions and the building 

of reflective capacities. The third dimension of responsible innovation, inclusion or 

deliberation, presents, in a sense, a cross-cutting aspect (Burget, Bardone, and Pedaste 
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2017) insofar as it can also be seen as a tool or response to realise the requirements of 

anticipation and reflexivity. In short, this dimension determines to „inclusively opening 

up visions, purposes, questions, and dilemmas to broad, collective deliberation 

through processes of dialogue, engagement, and debate, inviting and listening to wider 

perspectives from publics and diverse stakeholders. This allows the introduction of a 

broad range of perspectives to reframe issues and the identification of areas of 

potential contestation“ (Richard Owen et al. 2013a, 38). The underlying assumption 

is thus that the different normative aspects of innovation require the inclusion of 

different perspectives or even a broader societal exchange in order to bring about a 

decision. This not only takes into account increasing demands for legitimacy in the 

context of the governance of science, technology, and innovation (see section 1.1.3), 

but also facilitates the development of "better" solutions, e.g. in the sense of accepted 

innovations or new fields of application and business models (Stilgoe, Owen, and 

Macnaghten 2013). In this sense, the dimension of inclusion or deliberation can be 

used and operationalised with different objectives, both for normative considerations 

in the sense of involving directly or indirectly affected stakeholders and for 

instrumental purposes such as for a better understanding of societal needs or for the 

capitalization of resources, knowledge, or capital (Lubberink et al. 2017). While the 

term inclusion primarily emphasises the requirement of involving different 

stakeholders, deliberation also brings the mode of inclusion and exchange to the fore. 

In short, this dimension manifests the ideal of inclusion, deliberation, or participation 

as a central element for the conceptualisation of responsible innovation (Brand and 

Blok 2019; van Mierlo, Beers, and Hoes 2020; Voegtlin and Scherer 2017). Finally, 

the fourth dimension, responsiveness, describes the requirement for responsible 

innovation to provide for the "capacity to change shape or direction in response to 

stakeholder and public values and changing circumstances" (Stilgoe, Owen, and 

Macnaghten 2013, 1572). Responsiveness can be achieved or enhanced through a 

variety of mechanisms and addressed at different levels. Building on the investigation 

of responsiveness in the context of environmental policy (Pellizzoni 2004), 

responsiveness can be related both to the systemic level of innovation systems and to 

the organisational level of governance and culture of actors such as companies, 

research organisations, or public administration agencies. While in the former case, 

for example, the complex structure of cooperations and processes can be reflected 

with regard to their responsiveness to societal challenges, organisational 

responsiveness refers to issues such as the institutional capacities to recognise and 

understand new and different forms of knowledge, to absorb it, and to make strategic 

use of it.      
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With regard to these four dimensions of responsible innovation, a number of different 

methods, practices, and tools have been discussed, investigated, developed, and 

applied, both in terms of a descriptive-analytical analysis and the practical 

implementation of responsible innovation in research and business (Schuijff and 

Dijkstra 2020). This includes the development of specific methods and tools (Long et 

al. 2020), as well as approaches for organisational implementation (Christensen et al. 

2020) and institutionalisation (Richard Owen et al. 2021). 7 Key activities related to the 

different dimensions include foresights (horizon scanning, scenarios), technology and 

vision assessments, living labs, or stakeholder mapping techniques for anticipation; 

multi-disciplinary collaboration, embedded ethicists, review processes and standards 

(ethical audits), codes of conduct, or moratoria for reflexivity; focus groups, user-

centred or participatory design, citizens panels and consensus conferences, social labs, 

or crowdsourcing for inclusion and deliberation; and finally organisational measures 

(leadership, corporate culture), diversity, rules, adjusted regulation & standards, open 

innovation & open access, value-sensitive design, or absorptive capacity routines for 

responsiveness (Stilgoe, Owen, and Macnaghten 2013; Lubberink et al. 2017; Schuijff 

and Dijkstra 2020).   

As responsible innovation is a general approach to aligning innovation with societal 

needs, approaches can be found today across a variety of academic fields and sectors, 

including information and communication technologies (Stahl, Timmermans, and 

Flick 2016; Stahl 2012; Jirotka et al. 2017; Stahl and Coeckelbergh 2016; Stahl 2019; 

Stahl, Eden, and Jirotka 2013), nanotechnology (Malsch et al. 2015; Krabbenborg and 

Mulder 2015), neurotechnology (de Jong et al. 2016; Garden et al. 2016, 2019; 

Shelley-Egan et al. 2018), medicine and health (Kerr, Hill, and Till 2018; Dzobo et al. 

2020; Chatfield et al. 2017; Pacifico Silva et al. 2018), food (Long and Blok 2017; 

Garst et al. 2017; Brand 2020; de Bakker et al. 2014), agriculture (Bruijnis et al. 2015; 

Gremmen, Blok, and Bovenkerk 2019; Rose and Chilvers 2018), biotechnology 

(Asveld, Ganzevles, and Osseweijer 2015; Douglas and Stemerding 2013; Shortall, 

Raman, and Millar 2015), or energy innovation (Correljé et al. 2015; Pellizzone et al. 

2017, 2015). 

Moreover, not only has a community of researchers and practitioners from industry 

and policy emerged in the last decade, but there are also a number of central resources 

for dealing with responsible innovation. In addition to a specifically established 

 
7 A website, rri-tools.com, has been set up to provide an overview of the different 
methods and approaches. 
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academic journal, the "Journal of Responsible Innovation" (David H. Guston et al. 

2014),  the founding volume "Responsible Innovation: Managing the Responsible 

Emergence of Science and Innovation in Society" (Richard Owen, Bessant, and Heintz 

2013) and the authoritative series consisting of the anthologies "Responsible 

Innovation 1" (van den Hoven et al. 2014), “Responsible Innovation 2” (B.-J. Koops 

et al. 2015) and “Responsible Innovation 3” (Asveld et al. 2017) are particularly 

important. In addition, the originally strongly European-oriented perspective has 

increasingly been expanded to include international perspectives on responsible 

innovation (René von Schomberg and Hankins 2019; Macnaghten et al. 2014).  

Finally, a further perspective can be cast on responsible innovation. As responsible 

innovation aims to contribute to a more comprehensive democratisation of innovation 

on a systemic level (Braun and Griessler 2018), the ambitions of the concept do not 

only focus on changing innovation processes in the sense of a participatory governance 

along the dimensions of anticipation, reflexivity, deliberation, and responsiveness. 

Rather, it also aims at institutional changes of structural and systemic preconditions of 

the innovation system in terms of the orientation towards societal needs in the sense 

of a normative directionality (Nelson 1977, 2011). However, responsible innovation 

should not itself be subject to a pro-innovation bias and overlook the normative 

entanglements at the level of the concept of innovation itself (Vincent Blok and 

Lemmens 2015; Vincent Blok 2020). In this sense, responsible innovation will have 

to escape the cult of innovation (Brand 2020) and recognise the political dimension of 

innovation (Delvenne 2017). It is here that this dissertation starts and, based on the 

normative dimensions of innovation (see section 2.2), contributes to a more complete 

and effective conception of responsible innovation in terms of a re-politicisation of 

innovation as a whole (Benoît Godin 2008).  
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 Three research gaps and nearest neighbours in the literature 

The overarching research aim of this dissertation is to develop a more solid and 

comprehensive understanding of responsible innovation given its current 

conceptualizations as introduced in section 3.1 above and the different normative 

dimensions of innovation as described in chapter 2. Against this background the 

dissertation is based upon the assumption that responsible innovation needs to engage 

more intensively with neighbouring disciplines and research fields in order to be able 

to cover more effectively the different normative dimensions of innovation. In other 

words, the aim is to foster responsible innovation by integrating interdisciplinary 

perspectives from neighbouring fields. More specifically, I argue that current 

conceptualizations of and approaches to responsible innovation lack perspectives 

from normative economics, business ethics, as well as from current research on the 

social acceptance of new technologies. Even though innovation today is perceived 

following an economic understanding as well as considered an entrepreneurial 

endeavour which results to the conceptualization of innovation as commercialized and 

adopted innovation, approaches of responsible innovation seem to be almost blind 

with regard to (normative) economic theory, not quite favourable towards established 

concepts of business ethics, and reluctant to incorporate new findings from innovation 

acceptance research. In particular, this pertains to the role of participation as key for 

responsible innovation and the notion and relevance of it in related research strands. 

Therefore, this dissertation and the three individual publications it is based upon seek 

to address these three shortcomings of responsible innovation. In three 

interdisciplinary case studies, of which one is theoretical, one conceptual, and one an 

empirical study, I combine perspectives, concepts, and findings of a neighbouring field 

of research with the concept of responsible innovation. As the results will show, each 

of the different approaches can provide a valuable expansion of responsible 

innovation. The first article of the dissertation, “Aligning Innovation and Ethics: An 

Approach to Responsible Innovation Based on Preference Learning”, connects 

responsible innovation with an investigation of the normative implications of 

innovation from a perspective from normative economic theory. The second 

publication, “Community-in-the-loop: towards pluralistic value creation in AI, or—why 

AI needs business ethics”, starts from a discussion of the ethics AI as new and 

emerging key technology and develops an approach to responsible innovation as 

participatory governance building on an established theory of business ethics. The 

third study, entitled “Social acceptance of green hydrogen: Building trust through 

participation”, explores the role of participation for the social acceptance of green 
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hydrogen in Germany and thereby allows to demonstrate the prospects of responsible 

innovation from the perspective of technology acceptance research. The following 

three sub-sections introduce each combination of responsible innovation with a 

different field of research, refer to the existing literature on the specific intersection (if 

there is any), and point to the benefits of such interdisciplinary examinations. Each of 

the three sub-sections concludes with the derived research questions the 

corresponding article attempts to answer. 
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 Responsible innovation and normative economics 

The analysis of responsible innovation from the perspective of normative economics 

is based on two observations and resulting assumptions. First, innovation has an 

inherently normative dimension that is also relevant from an economic viewpoint on 

the concept of innovation. Secondly, approaches to responsible innovation have so far 

mostly been "narrow" (Vincent Blok and Lemmens 2015) in the sense that the 

normative implications from the perspective of economic theory have hardly been 

taken into account. However, this appears to omit significant aspects, not least given 

the fact that an economic conceptualisation of innovation not only determines the 

general understanding, albeit mostly implicitly, but also plays a decisive role in 

informing policy and the corresponding design of a governance framework for 

innovation. It seems all the more astonishing that responsible innovation has so far 

hardly taken into account perspectives and insights from normative economics or even 

been discussed against the background of economic theory and its conceptualisations 

of innovation, apart from rather cursory references to Schumpeter's dictum of 

innovation as "creative destruction". In addition to the article by Schlaile et al. (2018) 

in particular, the contribution by M. Hühn (2018) should be mentioned which 

reconstructs A. Smith's conceptualisation of innovation as an exercise in social 

construction based on his distinct anthropology and the famous impartial spectator. 

From this, he then develops an account of responsible innovation informed by the 

Smithian concept of the entrepreneurial process (Hühn 2018). Notably, Schlaile et al. 

(2018) argue for an „(re-)conceptualisation of responsible innovation by proposing an 

evolutionary economic approach“. Based on the explicit assumption of innovation as 

a complex, collective, and dynamic phenomenon, they develop an “agent-based model 

that incorporates a multidimensional space of characteristics in which new products 

or services are represented by more than the mere aspect of price and quality. Instead, 

innovations are denoted by a large set of characteristics, including also negative or 

harmful ones” (Schlaile et al. 2018, 7). Building on a comparative discussion of 

neoclassical economics and evolutionary economics and the implications for an 

economic conceptualisation of innovation, they argue for a broader and more complex 

consideration of the role of individuals as consumers in the context of innovation. To 

this end, they finally present an agent-based simulation model that explores in different 

scenarios the possibilities and implications of a more comprehensive evaluation of 

innovation by consumers, i.e., a consideration of negative and harmful effects 

alongside factors such as quality and price.  In a sense, the interdisciplinary study by 

Schlaile et al. (2018) thus builds a first bridge between responsible innovation on the 
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one hand and the existing economic debate on the normative dimension of innovation 

(Komlos 2016; Binder and Witt 2019; Witt 1996), especially from an evolutionary 

economics perspective (Buenstorf et al. 2013b; Schubert 2012, 2015a, 2013). 

However, in the context of an economic debate these focus on the discussion of the 

normative justification of innovation against the background of the unequal 

distribution of welfare gains and losses and corresponding implications for innovation 

policy (see chapters 2.1.3 & 2.2.2). For example, Witt (1996) compares different 

institutional set-ups such as a Pareto progress enforcing regime or a laissez faire regime 

as well as possibilities of a liability or negligence rule in order to distribute the negative 

externalities of innovation fairly in society. What the first interdisciplinary bridge 

between responsible innovation and normative economics by Schlaile et al. (2018) 

shows in particular is the (normative) importance of individuals as consumers. Insofar 

as this aspect has been rather neglected in the context of responsible innovation, this 

offers a suitable interface for a closer link between responsible innovation and 

normative economics. 

Against this background, the first article of this dissertation aims at an extension of 

responsible innovation through a normative economic theory perspective on the 

normative implications of innovation with a particular focus on the role of individuals. 

Therefore, the following research questions will be addressed in the context of a 

theoretical case study: (1) What are the implications of the concept of innovation for 

normative economics and how can a theoretically grounded normative 

conceptualisation of innovation from the perspective of economics look like? (2) 

What are the implications of such a normatively justified conceptualisation of 

innovation from the perspective of economics for responsible innovation, both on a 

theoretical and practical level, with special consideration of the role of participation?
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 Responsible innovation and business ethics 

With the growing establishment of responsible innovation and the increased 

engagement with the concept both on a scientific-theoretical level and with regard to a 

practical implementation of different operationalisations and practice-oriented 

approaches, the interest in the framework conditions, opportunities, and barriers of 

responsible innovation in an entrepreneurial and industrial context increased as well. 

Although the concept originally emerged from policy-driven and academic debates 

(see section 3.1), the need to address the business level of innovation was recognised 

early on. This has given rise to a rapidly growing strand of research – perhaps one 

could even say that this is currently the most active field of research in the area of 

responsible innovation – which can be summarised under the title "responsible 

innovation in industry" (Long et al. 2020; Long, Iñigo, and Blok 2020; Fraaije and 

Flipse 2020; Lubberink et al. 2017; Lubberink 2018; van de Poel et al. 2017; Dreyer 

et al. 2017; Martinuzzi et al. 2018; van de Poel et al. 2020; Yaghmaei and Poel 2020; 

V. Blok, Hoffmans, and Wubben 2015; Pellé 2017; Flipse 2013; Timmermans et al. 

2017; Iatridis and Schroeder 2016; Auer and Jarmai 2017; Garst et al. 2017). What is 

striking, however, is that the explicit consideration of business ethics in the sense of 

classical theories and established concepts is rarely discussed in the context of 

responsible innovation in industry. This may be due to the fact that responsible 

innovation is often based on theories of science and technology studies and technology 

assessment rather than on business ethics (see also sections 3.1, 2.1.3, 2.2.2). A few 

exceptions to this are the more recent contributions by Brand (2020), Brand and Blok 

(2019), Brand, Blok, and Verweij (2020), und Blok (2019a). They focus in particular 

on the notion of "deliberative engagement as a central governance mechanism in 

responsible innovation" (Brand and Blok 2019, 5) and highlight the different tensions 

that this aspect leads to in the context of market-based economy and corporate 

surroundings. The introduction of a governance model for innovation geared towards 

stakeholder engagement (Silva et al. 2019; Noorman, Swierstra, and Zandbergen 

2017) and deliberation may not only give rise to conflicts in a commercial context with 

regard to negative effects on the innovation capacity of firms, problems of knowledge 

sharing, the loss of competitive advantage, and not least to conflicts with existing 

corporate governance structures (Brand and Blok 2019), but also points to complex 

power relations and potential or even likely conflicts between different interests and 

values of the stakeholders involved. In this sense, some of the authors argue for an 

explicit recognition of divergent or even opposing values and for a move away from 

consensus-oriented models of deliberation and stakeholder engagement. Rather, they 
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argue, an agonistic form of deliberation seems more appropriate (Brand, Blok, and 

Verweij 2020; Vincent Blok 2019a) in order to be able to meaningfully adhere to the 

ideal of deliberative engagement as a governance mechanism for responsible 

innovation (Brand and Blok 2019). In any case, a closer analysis of the micro-level of 

participation as a governance mechanism and the ethical implications that arise from 

it, as ethics of stakeholder engagement or ethics of participation (Vincent Blok 2019a), 

seems warranted (cf. Häußermann et al. 2021). The few existing contributions that 

conceptualise responsible innovation against the background of established theories 

and concepts of business and corporate ethics must also be understood in this context. 

Brand and Blok (2019), for example, discuss the ramifications of responsible 

innovation's participation requirements in contrast with Heath's market failures 

approach to business ethics (Heath 2006, 2014), stakeholder theory (Freeman et al. 

2010; Freeman, Wicks, and Parmar 2004; Phillips 1997; Harrison and Wicks 2013) 

and political Corporate Social Responsibility (CSR) (Palazzo and Scherer 2006; 

Scherer and Palazzo 2007, 2011) in order to derive lessons for responsible innovation. 

Voegtlin and Scherer (2017), on the other hand, develop their own account of 

responsible innovation in a global context of sustainable development using political 

CSR as a general framework and only selectively referring to the concept of 

responsible innovation. Beyond that, the emerging field of responsible innovation in 

industry regularly refers to both research and practices of corporate social 

responsibility, mostly, however, without explicitly building on a more profound theory 

of business ethics (Martinuzzi et al. 2018; Dreyer et al. 2017; Iatridis and Schroeder 

2016; Vincent Blok 2019a; van de Poel et al. 2017; Chatfield et al. 2017; Garst et al. 

2017; Hemphill 2016).8 It can therefore be observed that so far only a few exceptions 

discuss responsible innovation from a business ethics perspective and in particular with 

a focus on the participatory claim of a governance framework based on deliberative 

engagement. Accordingly, voices point out that this ideal seems to be problematic in 

commercial contexts (Noorman, Swierstra, and Zandbergen 2017), cannot adequately 

reflect ethical dimensions and value conflicts (Brand, Blok, and Verweij 2020; Vincent 

Blok 2019a), and responsible innovation thus seems to be confined to an academic 

perspective (Silva et al. 2019; Dreyer et al. 2017). As van de Poel et al. (2020) highlight, 

 
8 What is also interesting to note is that from the perspective of research on CSR too, 
the area of innovation is only rarely discussed, or at least not systematically (Martinez-
Conesa, Soto-Acosta, and Palacios-Manzano 2017; Liu and Xu 2014; Rexhepi, 
Kurtishi, and Bexheti 2013; Ferauge 2012; Preuss 2011; Clausen and Loew 2009; 
Groves et al. 2011; Louch, Idowu, and Fllho 2010; Lins, Servaes, and Tamayo 2017; 
Gallego-Álvarez, Prado-Lorenzo, and García-Sánchez 2011; Saeidi et al. 2015). 
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this calls for, amongst other things, further strategizing for stakeholder engagement and 

placing values at center stage. 

Against this background, the second paper of this dissertation follows first attempts to 

connect responsible innovation more closely to established theories of business ethics, 

in particular with regard to the central governance mechanism of deliberative 

engagement. In order to contribute to further strategize stakeholder engagement and 

place values center stage (van de Poel et al. 2020) as well as to be able to adjust 

responsible innovation to the competitive environment of markets and corporate 

requirements (Silva et al. 2019; Dreyer et al. 2017), it provides a conceptual case study 

developing an participatory and deliberative governance mechanism building on the 

established theory of business ethics called order ethics. The research question of this 

article therefore asks: (1) How can a governance framework based on participation 

and deliberation be developed on the basis of order ethics as an established theory of 

business ethics? (2) How can specific normative-ethical issues of an emerging 

technology like AI be conceptualised as an entrepreneurial challenge to which the 

participatory governance framework provides a response in the sense of responsible 

innovation? 
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 Responsible innovation and social acceptance 

Albeit with different emphases and interpretations, the social acceptance of 

innovations played an important role throughout the history of the concept. At times, 

it was rather the adopter and user than the inventor who was considered the innovator 

(Benoît Godin 2008). In particular with an growing sociological understanding of 

innovation, the diffusion and adoption of innovation moved into the focus of attention 

(Rogers 1962).  

Last but not least, the complex social processes responsible for the social acceptance 

and success of an innovation became part of the academic debate. The undisputed 

and fundamental economic benefits that innovation has brought in recent centuries 

have not only led to an instrumental understanding of innovation as growth policy and 

an entrenched pro-innovation bias, but have also resulted in resistance to innovation 

or technological inertia being seen as something temporary that will inevitably be 

overcome and can even only be explained by irrationality (Mokyr 2000; Juma 2016). 

However, the normative complexity of innovation and the necessary unequal societal 

distribution of welfare gains and losses demonstrate that acceptance is a complex social 

process for the integration of new technologies and innovations into societal systems 

and institutional frameworks. The debate and the struggle for social acceptance thus 

express nothing other than "tensions between the need to innovate and the pressure to 

maintain continuity, social order, and stability" (Juma 2016, 5). In this sense, 

technological inertia is not only an expression of social negotiation processes to 

balance advantages and disadvantages, opportunities and risks and their societal 

distribution, but also an important challenge for democracies in times of technological 

change. Insofar as there is the risk of a "serious inconsistency between democracy and 

continuous innovation", so that "democratic decision processes do not maximize the 

long-term economic welfare of economies" (Mokyr 2000, 65), the management of "the 

interactions between change and necessary social stability remains one of the most 

critical functions of government" (Juma 2016, 6) – especially of democratic societies.

  

Against this background, it is hardly surprising that the academic study of the 

acceptance of innovations and new technologies is an established and widely 

diversified interdisciplinary field of research. Especially in the field of information 

technologies, the technology acceptance model (TAM) introduced by Davis (1986) is 

influential in explaining perceived usefulness and usage intentions in terms of social 

influence and cognitive instrumental processes. While they focused on the use of 
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technologies in a working environment (Davis 1989; Davis, Bagozzi, and Warshaw 

1989), its continuous elaboration and extension aimed, for example, at a better 

understanding of perceived usefulness through external factors such as social influence 

or subjective norms (Venkatesh and Davis 2000; Venkatesh et al. 2003; Marangunić 

and Granić 2015). In addition to the field of information technologies, a weighty strand 

of scientific debate on acceptability has been established in the context of renewable 

energy innovation (Boudet 2019; Devine-Wright et al. 2017; Gupta, Fischer, and 

Frewer 2012; Upham, Oltra, and Boso 2015; Wüstenhagen, Wolsink, and Bürer 

2007). The different definitions, disciplinary approaches, and diverse research 

methods (Upham, Oltra, and Boso 2015; Ricci, Bellaby, and Flynn 2008; Ruiz, 

Marrero, and Hernández 2018) share a common interest in understanding and 

explaining the different internal factors at the level of the individual acceptance subject 

as well as external factors at the level of the acceptance object and the wider societal 

and institutional context. In this regard, participation plays an increasingly important 

role (Holstenkamp and Radtke 2018) as social acceptance is not solely dependent on 

the properties of a given technology, but is likewise influenced by the interactions and 

dialogue among various stakeholders. As the promotion of acceptance has always been 

a central objective of the concept of responsible innovation (Ribeiro, Smith, and Millar 

2017; René Von Schomberg 2012; Richard Owen et al. 2013a), the consideration of 

acceptance from the perspective of responsible innovation seems to be obvious. It is 

therefore somewhat surprising that the intersection of acceptance research and 

responsible innovation has only been explored in very few cases (Correljé et al. 2015; 

Koirala, van Oost, and van der Windt 2018; Pellizzone et al. 2015, 2017). Whereas 

Correljé et al. (2015), for example, develop an approach to responsible innovation in 

energy projects with a focus on stakeholder interactions based on the concept of value 

sensitive design, Koirala et al. (2018) operationalise the four dimensions of responsible 

innovation based on Owen et al. (2013a) for the field of community energy storage. 

Pellizzone et al. (2015, 2017) in turn focus on the societal dimensions of geothermal 

energy using the framework of responsible innovation and refer in particular to the 

importance of public engagement. 

In light of this existing debate on the intersection between social acceptance and 

responsible innovation, the third publication of this dissertation aims to link the two 

concepts and research strands more closely using the concept of participation as a core 

element. To this end, an empirical case study will examine whether and how a 

conceptualisation of participation in the sense of responsible innovation could be 

useful for dealing with social acceptance and what implications this has for responsible 
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innovation. Based on an empirical case study on the social acceptance of green 

hydrogen in Germany, the article therefore aims to answer the following two research 

questions: (1) What role does participation play in the social acceptance of innovation 

(using the case of green hydrogen)? (2) What might an acceptance-oriented 

conceptualisation of participation mean for responsible innovation? 

  



 

62 
 

 Publications 

 Aligning Innovation and Ethics: An Approach to Responsible Innovation 

Based on Preference Learning 

 Publication details 

The first co-authored paper by Häußermann, J. J. and F. Schroth (2020) was published 

in Philosophy of Management (ISSN 2052-9597, volume 19, issue 3, pages 349-364). 

The postprint version of the paper is available via DOI: 10.1007/s40926-019-00120-

1. Author contributions are: research design J.H., wrote the paper: J.H. & F.S. 

 Abstract  

New technologies not only contribute greatly to society and the economy; they also 

involve fundamental societal shifts, challenging our values and ideas about ourselves 

and the world. With a view to aligning technological change and innovation with ethical 

values, the concept of responsible innovation advocates the inclusion of a variety of 

stakeholders, in particular from society. In shifting moral responsibility towards the 

producers of innovations, responsible innovation rejects the standard normative 

economic view that the ethical evaluation of innovations is a matter of individual 

consumers’ market-based choices. However, in this article we argue that responsible 

innovation should not abandon all normative consideration of the individual outright, 

to which end we present an alternative normative economic approach based on 

preference learning. We show how this approach can provide an enhanced 

understanding of responsible innovation by clarifying the redistribution of moral 

responsibility and casting individuals in the normative role of co-innovators, rather 

than mere consumers. We argue that responsible innovation should enable 

individuals to form preferences and evaluate innovations, so as to align innovation with 

ethical demands. Finally, we show how our proposed approach can be put into 

practice in so-called laboratories in real-world contexts, using methods from the field 

of design. In short, drawing on normative economics, this article aims to establish a 

new understanding of responsible innovation that is conceptually sound and can form 

the basis for novel innovation practices. 
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 Introduction 

The tremendous impact of what is often described as digital transformation has 

sparked off new interest in and intense debate on ethics, technology and innovation. 

The new technological possibilities presented by Artificial Intelligence, Big Data, the 

Internet of Things and Industry 4.0 raise significant ethical challenges concerning such 

issues as human self-determination, the right to privacy and protection against 

discrimination. A fundamental challenge here is to determine which ethical principles 

should govern the responsible design of new technologies. Ultimately, this is 

underpinned by the question of what shape we want technological change to take: How 

do we as a society want to utilise new technologies? How can they best promote the 

common good? Which innovations do we want to shape our future, so as to enable 

individuals to live a good life? In the absence of an underlying ethical framework, 

technologies and innovations alone cannot answer questions concerning what future 

we want and what ultimately constitutes a good life (Mulgan 2016; Philbeck, Davis, 

and Larsen 2018). Therefore, the dynamics of digital transformation and the profound 

economic, social and ethical impact of digital innovations require new approaches that 

provide an ethical grounding for innovation and technological change.  

In light of the above, this paper shows how the concept of responsible innovation can 

be supplemented with insights from normative economics in order to provide a 

tenable and comprehensive solution to the challenge of aligning innovation with ethics. 

Responsible innovation entails a redistribution of moral labour and a shift of 

responsibility towards the producers of innovations – in repudiation of the mainstream 

normative economic view that ethical evaluation of innovations takes place on the 

market, through individual consumers' choices with respect to new products or 

services. We argue, however, that in rejecting said mainstream normative economic 

view the dominant understanding of responsible innovation too readily dismisses the 

role and normative status of the individual. Instead, we suggest that responsible 

innovation could be conceived of in an even more participatory and inclusive manner, 

by incorporating the role of the individual – and hence society in general – via a 

different normative approach, based on the notion of preference learning. Our 

proposal thus corroborates the notion that individuals should not be regarded as mere 

consumers, and provides justification for instead seeing them as co-innovators.  

We defend our proposed normative approach by showing that the aforementioned 

mainstream normative economic view, according to which innovations are subject to 

market-based evaluation as a result of consumers' choices, should be rejected for at 
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least two reasons. Our proposed preference learning-based normative economic 

approach, however, makes it possible to salvage the role of the individual and 

normative individualism, which can in turn be integrated into – and thereby enhance 

– the concept of responsible innovation.  

Moreover, as we show towards the end of this paper, the approach we propose not 

only serves to refine the concept of responsible innovation, but has also enabled us to 

develop a novel methodological framework for putting said concept into practice, via 

so-called laboratories in real-world contexts. 

In short, this article argues that responsible innovation should better integrate society 

at the level of the individual, on the basis of an alternative normative economic 

perspective centred on the notion of preference learning. This requires that individuals 

are given the opportunity and means to form preferences towards (potential) 

innovations – which can in turn serve as the basis for a novel practical approach to 

responsible innovation. 

The paper is structured as follows. First, in Section 2, we briefly present the concept 

of responsible innovation and explain how it seeks to better align innovation with 

ethics. We then discuss conventional normative economics in Section 3. We start by 

raising two objections to the dominant normative perspective based on welfare 

economics, before presenting an alternative normative economic approach, which is 

based on preference learning and is applicable to innovation. In Section 4, we argue 

that this alternative normative approach should be integrated into the concept of 

responsible innovation, so as to provide a more comprehensive ethical framework for 

innovation. Finally, we present a practical methodological approach that enables 

individuals to develop and become of aware of their preferences towards (potential) 

innovations. We conclude by clarifying how we hope to have contributed to a better 

understanding of responsible innovation by means of our analysis and proposal, 

before suggesting some questions for further research.  
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 Responsible Innovation as a Means of Aligning Innovation and Ethics 

A new yet already fairly well-developed concept, responsible innovation seeks to better 

align innovation – broadly understood – with societal values and needs, in terms of 

both processes and outcomes (René Von Schomberg 2013). Combining elements of 

different disciplines and perspectives (Grunwald 2011; Häußermann and 

Heidingsfelder 2017; Lubberink et al. 2017), responsible innovation is concerned with 

whether innovations have a detrimental or positive impact on society, as well as 

clarifying what the “right” effects of given innovations may be (René Von Schomberg 

2014). One particularly influential account of responsible innovation is provided by 

Stilgoe, Owen and Macnaghten (R. Owen, Macnaghten, and Stilgoe 2012; Richard 

Owen et al. 2013a; Stilgoe, Owen, and Macnaghten 2013). According to their 

framework, innovation processes that are designed in accordance with and governed 

by four central dimensions – anticipation, reflexivity, inclusion and deliberation, and 

responsiveness – produce outcomes that ultimately better address societal values and 

needs. Though this may currently be the dominant conceptualisation of responsible 

innovation, it is still a relatively young field, marked by the emergence of new and 

competing perspectives (Burget, Bardone, and Pedaste 2017; Lubberink et al. 2019; 

Ribeiro, Smith, and Millar 2017; Rip 2016; Timmermans and Blok 2018). Still, given 

the central aim of aligning innovation with societal values and needs, one feature that 

is common to all interpretations of the concept is the inclusion of different 

stakeholders, in particular the public, for the sake of more democratic innovation 

processes (Brand and Blok 2019; Taebi et al. 2014; Timmermans and Blok 2018). 

While more conventional forms of technology assessment address the social and 

ethical aspects of innovation only after a product or service has been developed and 

launched (Grunwald 2014), the concept of responsible innovation emphasises the 

inclusion of ethics within the innovation process itself (Brand and Blok 2019; 

Häußermann and Heidingsfelder 2017). To this end, a variety of approaches, ranging 

from methods based on design research (M. Heidingsfelder et al. 2015) to new 

collaboration strategies (Schroth and Häußermann 2018), have been developed, 

discussed and put to use. In seeking to democratise innovation by involving not only 

direct stakeholders, but also (lay) members of the public and other societal actors that 

may not have an immediate stake in a given innovation process (Richard Owen et al. 

2013a), responsible innovation contributes to a new distribution of moral labour and, 

by extension, (co-)responsibility for innovations (Brand and Blok 2019; Rip 2014; 

Schlaile et al. 2018). In contrast to the conventional approach of leaving the ethical 

assessment of innovations to the market and individuals as consumers, responsible 
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innovation shifts responsibility towards the producers of the innovations in question, 

whether it be businesses, research organisations or government agencies. It thus treats 

the ethical assessment of innovations, i.e. asking whether they are good or bad and to 

what extent they can be considered societally desirable, as a participatory process that 

includes the general public, so as to shape technological change according to ethical 

and social principles – or as Brand and Blok (2019, 6) put it: “It is held that when 

diverse stakeholders and lay people are involved in the innovation process, innovators 

can learn about the social desirability of an innovation and become responsive to 

societal values and needs.”  

We believe that the concept of responsible innovation as described above is at base 

sound and presents an auspicious means of aligning innovation with ethics. However, 

while it is reasonable to shift the ethical assessment of innovations away from 

individuals in their roles as consumers and towards the innovators themselves, we 

argue that responsible innovation should not abandon the perspective of the individual 

altogether. In its rejection of the mainstream market-based normative perspective, the 

dominant understanding of responsible innovation overlooks alternative normative 

economic approaches to innovation that could help to incorporate the perspective of 

the individual (cf. Schlaile et al. 2018). In particular, we argue that responsible 

innovation should draw on a different kind of individual-based normative economic 

approach, namely one which focusses on how individuals form preferences towards 

innovations in the first place. Using the process of preference formation as normative 

starting point in turn provides the basis for novel practical implementations of 

responsible innovation.  

In the next section, we develop precisely such an approach. We start by introducing 

the mainstream normative economic perspective on innovation, which is based on 

conventional welfare economics, and which seems to be assumed by the dominant 

understanding of responsible innovation. After discussing two objections to this view, 

we present an alternative approach that draws on the notion of preference learning 

and takes a more rounded view of the role of the individual, which can accordingly be 

integrated into an enhanced understanding of responsible innovation.  
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 Innovation and Welfare Economics: Two Problems with the Conventional 

Ethical Assessment of Innovation 

When trying to find a suitable normative criterion and justification for innovation, it 

makes sense to start by looking at how mainstream economics assesses particular 

effects, developments or states in terms of how well individuals, or society in general, 

is said to be faring – which in turn relies on a particular understanding of “welfare”. 

Accordingly, in this section we briefly present the standard approach to ethical 

questions within economics, which draws on conventional welfare economics. We 

then put forward two reasons why this approach seems questionable, especially in the 

context of innovation. Our first argument is based on the particular epistemic quality 

of innovations. The second argument we present draws on the findings of behavioural 

economics, in light of which it seems unreasonable to assume that people have stable 

and coherent preferences. It is important to emphasise that an extensive theoretical 

discussion of normative economics falls outside the scope of this paper. Rather, our 

aim here is to problematise the standard approach in order to identify alternative 

perspectives on ethics and innovation, and so to arrive at a novel approach to 

responsible innovation.   

 

 Mainstream Economics and Normativity 

Within mainstream economics, the ethical evaluation of policies, outcomes and 

institutions in terms of increases or decreases in welfare follows conventional welfare 

economics, which defines welfare as extent to which preferences are satisfied 

(Hausman, McPherson, and Satz 2017). In other words, this view equates individual 

well-being (i.e. welfare) with the satisfaction of personal preferences, all of which carry 

equal weight; interpersonal comparisons of preferences are considered neither 

possible nor relevant (Robbins 1932). Based on the premise that it is (morally) good 

if people are better off, conventional welfare economics therefore holds that, given 

that other normative demands are not at stake, it is good – and hence required – to 

satisfy people’s preferences in order to make them better off. For welfare economics 

to constitute a robust framework of economic theory, it must therefore be able to 

provide a convincing account of what preferences are, and how they can be identified 

or assessed. This is where revealed preference theory, which underpins the 

conventional conceptualisation of preference within economics, comes in. The main 

assertion of this theory is that people’s preferences can only be inferred based on their 
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actual observed choices; that is, whether or not they ultimately bought a new product, 

used a new service, or the like. 

This depends on certain central assumptions about the nature of preferences. One 

such key assumption is that people’s preferences are clearly defined, in the sense that 

they are in fact always able to decide between two alternatives, or are otherwise truly 

indifferent. Another important supposition is that people's preferences remain stable 

over time and do not change depending on different contexts (Hausman 1992).  

It is important to note that this theory does not consider the specific reasons someone 

may have for preferring a given option – such as its usefulness or pleasurability – to be 

ethically relevant. Utility is defined purely as preference satisfaction and, accordingly, 

maximising utility is simply a matter of doing whatever one most prefers to do, 

irrespective why. Different options can thus be represented by an ordinal utility 

function, where the position of each given option is determined solely by its place in 

an agent’s preference ranking (Hausman and McPherson 2009). In thus defining 

preferences as the ranking of alternatives that is implicit in people’s choices, revealed 

preference theory can be understood as identifying utility maximisation with choice 

(Hausman 2012). Moreover, this theory can be understood as defining the conditions 

for rationality and rational choice (cf. Mas-Colell, Whinston, and Green 1995). On 

the premise that rational agents would strive to improve their welfare through 

maximisation of utility, and given that revealed preference theory equates utility with 

preference satisfaction, conventional welfare economics holds rational choices to be 

those which satisfy the agent's preferences. These preferences, in being the only 

relevant normative determiner of individual welfare, can be imputed by observing 

people's choices – which can in turn be predicted on the basis of their revealed 

preferences. Thus standard economic theory has ultimately come to identify 

preferences with choices, and to treat the terms “utility maximisation” and “choice” as 

synonymous (Gul and Pesendorfer 2008). 

In short, conventional welfare economics sees the satisfaction of individual 

preferences as revealed in peoples’ choices as sole normative criterion (Hausman, 

McPherson, and Satz 2017; Reiss 2013). Thereby, it relies on neoclassical assumptions 

of rationality, according to which people have stable and coherent preferences 

(Hausman 2012).   
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 Two Objections  

In the context of innovation, there are at least two objections that may be raised against 

the normative foundation described above.  

The first pertains to an epistemic problem. Innovation involves novelty. As economics 

is concerned with individual choices (see above), innovations can be described as 

involving choices or actions that have no precedent (Witt 1996). Whether a product, 

service, or something else, an innovation is by definition something previously 

unknown, which has not been given prior consideration; thus, its value and effects 

cannot be anticipated in advance (Witt 1996). Taking this epistemic dimension of 

innovation seriously, it no longer seems reasonable to rely on a normative account 

which requires people to have stable and coherent preferences in the context of an 

innovation-based and thus constantly evolving economy. How should individuals have 

well-formed preferences towards something which is necessarily unknown and thus 

not assessable? It is difficult to explain why individuals should choose to adopt an 

innovation, say an entirely new product or service, for which they could not have 

developed a prior preference. Yet, as we have seen above, conventional welfare 

economics relies on the assumption that individuals have consistent, stable and well-

formed preferences towards innovations, independent of changing contexts. This 

seems implausible, given that change is an integral part of the concept of innovation. 

Given that innovations entail novelty, change and perhaps even disruption, it is 

unreasonable to expect individuals to have specific preferences with respect to, for 

instance, a new product that they have yet to get to know. Moreover, the formation or 

adjustment of preferences with respect to an innovation will more often than not 

impact an individual's existing set of preferences (Binder and Witt 2011), which makes 

it problematic to refer to existing preferences in the normative evaluation of (new) 

innovations. As Binder and Witt (2011, 6) argue, individual preferences may be 

contingent on past innovations, which would mean that preferences are systematically 

affected by innovations: “The major difficulty is that preferences tend to become 

endogenous to the process of innovative change in the economy: the preferences by 

which individual well-being is assessed are shaped through the very processes whose 

welfare effect they are supposed to evaluate.” This process is illustrated in Elster's 

(1983) account of how the Industrial Revolution may have led to less welfare as a result 

of an increase in opportunity sets, since people were no longer able to satisfy their 

preferences to the same extent: “We were happier before we got these fancy new 

things, but now we would be miserable without them” (Elster 1983, 135). Since, as we 

have just shown, preferences are systematically affected by innovations, it is untenable 
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to base the normative assessment of innovations on the satisfaction of preferences. 

How should the welfare effects of innovations be assessed on the basis of preferences, 

if these preferences are themselves shaped through innovations? 

In short, innovation that requires novelty – and thus genuine uncertainty – is 

incompatible with conventional welfare economics, which treats the satisfaction of pre-

existing and perfectly consistent preferences (as revealed through people’s choices) as 

normative criterion (Schubert 2012, 2015a).  

Our second argument against the normative approach to innovation within 

conventional welfare economics centres on a behavioural problem. Going as far back 

as the 1970s, the findings of behavioural economics have challenged, or even refuted, 

the validity of neoclassical axioms of rationality as basis for an adequate positive 

description of human behaviour (Kahneman, Slovic, and Tversky 1982; Tversky and 

Kahneman 1974). Since, as behavioural economics shows, people (often) lack stable 

and coherent preferences, their behaviour cannot provide reliable evidence of their 

welfare – in contrast to what revealed preference theory assumes. Due to cognitive 

limitations, people often fail to satisfy their preferences and make inferior decisions 

regarding their own welfare. That has led some to argue that people’s inconsistent 

choices may be treated as mistakes (Sunstein and Thaler 2003; Thaler and Sunstein 

2003). This line of reasoning, however, leads one to notions of “preference 

purification” and “informed” or “true” preferences (Hausman 2012; Infante, 

Lecouteux, and Sugden 2016b, 2016a; Lecouteux 2015; Sugden 2015b), which are 

subject to serious objections. These notions view human decision-making in terms of 

psychological mechanisms that interfere with rational choice. However, though it 

explains deviations from latent reasoning, this approach provides no psychological 

explanation of the process of latent reasoning itself – which is problematic, to say the 

least (cf. Kahneman 1996). Thus, there is, or at least seems to be, no good reason to 

believe that informed, true or latent preferences exist (Whitman and Rizzo 2015). The 

fact that innovation occurs in a highly dynamic context that involves change and 

uncertainty makes the assumption of the existence of stable and “true” preferences 

particularly questionable.  

In short, attempting to adhere to conventional welfare economics within a behavioural 

context reveals a conflict between normative and behavioural economics (McQuillin 

and Sugden 2012). The conventional normative view of preference satisfaction relies 

on the assumption of the existence of some sort of “true” preferences, which people 

would have if they were free from behavioural bias. However, as there is no evidence 
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that such preferences exist, this view is unfounded (Sugden 2015a). In other words, it 

is not reasonable to assume that people have stable and coherent preferences towards 

innovations, on the basis of which those innovations may be evaluated.  

We have argued that the findings of behavioural economics carry major implications 

for normative economics – in particular conventional welfare economics, which treats 

the satisfaction of preferences as normative criterion. Although this argument can be 

expanded and developed into a general criticism of conventional welfare economics, 

it is used here merely to indicate the crucial shortcomings of a normative approach 

based on the satisfaction of preferences. This is particularly relevant to current 

discourse on innovation, since the assumption of the existence of “true” preferences 

has significantly influenced how innovation is conceived of, presented and ultimately 

implemented. This kind of normative understanding affects how innovation 

economies are shaped and what innovators implicitly think they should do – yet as we 

have shown, in the context of constant economic and technological change, welfare 

cannot be defined in terms of existing preferences. Therefore, there is a need for new 

normative criteria, which take into account the very nature of innovation.  

In this section, we first introduced the standard economic approach to assessing 

innovations, which is based on welfare economics and uses the satisfaction of 

individual preferences as normative criterion. We then presented two reasons why 

said normative approach is problematic. While the first criticism we presented 

focusses on the particular epistemic nature of innovation, our second objection draws 

on key insights from behavioural economics, and their implications for normative 

assessment on the basis of preference satisfaction. In view of the fact that the normative 

dimensions of innovation currently form the subject of heated debate, and given that 

appropriate ethical criteria are urgently needed, the absence of a tenable normative 

approach within economics is striking (cf. Binder and Witt 2011; Schubert 2012).  

 

 Preference Learning as Normative Criterion 

In order to avoid both of the problems with conventional welfare economics discussed 

above, we propose that the focus be shifted from single preferences to the dynamic 

process that gives rise to those preferences in the first place (Dold and Schubert 2018) 

as the basis for normative evaluation. Rather than assuming that people already have 

stable and coherent ethical preferences with respect to innovations, we maintain that 

it is important that they are given the space and opportunity to develop ethical 
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preferences, so that innovations can be aligned with their needs and values.9 Hence, 

we follow Schubert (2012, 2015a, 2015b) and Witt (2001) in arguing that the relevant 

normative criterion should be the possibility for individuals to “learn”; that is, to 

experiment and acquire preferences as part of their personal development. In other 

words, while it is beyond the scope of this paper to develop a new theoretical model 

of normative economics, we argue that preference learning provides the grounds for a 

plausible normative approach that can be integrated into the concept of responsible 

innovation. Accordingly, rather than the satisfaction of people’s imputed preferences, 

what matters is whether individuals can learn, interact with innovations, experiment 

with new preferences and thus “creatively construct their own identity” (Dold and 

Schubert 2018, 233) on an ongoing basis. This corresponds to Schubert's (2012, 

2015b) call for “effective preference learning” as a new conceptualisation of welfare or 

well-being, to be used as normative measure in an innovation-based and evolving 

economy. This procedural concept of welfare is to be understood as the capacity “to 

engage in the ongoing learning of instrumentally effective preferences” (Schubert 

2012, 585). Thereby, we also avoid some kind of substantive assumption about the 

normative criterion evaluating innovations. Underlying this procedural understanding 

of welfare as a continuous preference learning process is the idea that agents adapt to 

change through learning. Witt (2001) and Earl and Potts (2004) maintain that although 

in the face of complexity, ignorance and uncertainty, human cognitive capacity may 

never allow individuals to be aware of a complete set of preferences, they can 

nonetheless engage in the continuous construction of their respective dynamic 

preference sets. As Schubert (2012) argues, “individuals adapt to changing 

circumstances by trying out and acquiring new preferences.” In this way, they act as 

“experimental consumers“ with the objective of continuously exploring both their 

needs and sources of utility to satisfy said needs. Assuming that individuals construct 

their identity by reflecting upon their evolving preferences, Dold and Schubert (2018) 

claim that individuals care about being able to form their preferences in a self-

determined way (Deci and Ryan 2000), and thus argue that individuals should be 

conceptualised as “loci of learning” (2018, 234). Accordingly, the account of 

 
9 By “ethical preferences”, we mean individual preferences with respect to the ethical 
and social implications of a given innovation. In other words, we do not use the term 
to draw a distinction between ethical and unethical preferences, but rather to refer to 
an individual's stance, attitude or personal values in relation to a particular innovation. 
Any given innovation can thus be understood to have an ethical dimension, which is 
made visible and becomes a deciding factor as a result of people's ethical preferences 
with respect to it.  



 

73 
 

preference learning that we are propounding focusses on how individuals actually 

develop their preferences or, in other words, how they “learn”. 

But how does the concept of preference learning avoid the two objections raised 

above? First, the inherent novelty of innovation no longer poses a problem, since the 

shift in focus to the process of preference formation means that single preferences are 

not required to be stable and coherent. On the contrary, it is the dynamic process of 

preference formation that enables individuals to engage with the unknown. Therefore, 

requiring that the process of innovation be aligned with that of preference formation 

is a tenable normative criterion that takes into account the novelty and uncertainty 

inherent in innovation. Secondly, our preference learning-based approach avoids the 

problem of assuming the existence of “true” or latent preferences by changing the role 

and normative status of single preferences to outcomes of an ongoing process of 

learning (cf. Dold and Schubert 2018, 236). In other words, by shifting the focus to 

the process of preference formation – i.e. the way individuals reflect on, balance and 

negotiate their eventual preferences – we are able to overcome the dualistic model of 

a consistent, reflective and “true” self on the one hand, and a fast and intuitive self on 

the other (cf. Kahneman 2011).  

Finally, the notion of preference learning as described above can be integrated into 

responsible innovation and provide a novel normative economic substantiation for the 

concept. Focussing on the process of preference learning not only takes the 

participatory dimension of responsible innovation seriously, but also enhances our 

understanding of the concept by providing a new perspective on the role of the 

individual. 

We furthermore argue that conceiving of responsible innovation in terms of 

preference learning provides a solid foundation for the development of practical 

measures that enable individuals to construct and reflect on preferences. Or, as Dold 

and Schubert (2018, 237) maintain, policies to further preference learning “should 

focus on the task of modifying those contextual elements that foster individuals’ means 

of preference learning, viz., educational and cultural institutions that provoke 

individuals’ reflection of their evolving preferences and access to markets that allow 

individuals to test different preferences on a continuous basis.” Accordingly, in the 

next and final section of this paper we present a methodological approach based on 

our proposed understanding or responsible innovation, which aims to foster 

preference learning. 
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 Laboratories in Real-World Contexts: A Practical Approach to Responsible 

Innovation Based on Preference Learning 

As shown above, the concept of responsible innovation addresses the challenge of 

aligning innovation with societal values and needs through a democratisation of 

innovation via the inclusion of different and diverse stakeholders – in particular 

societal actors. This leads to a redistribution of responsibility and a new division of 

moral labour. However, as we have shown, the heretofore dominant understanding of 

responsible innovation has largely neglected the role and normative status of the 

individual. We therefore propose a normative economic clarification and justification 

of the role and inclusion of individuals that draws on the notion of preference learning 

– and thus builds on and increases the participatory aspect of responsible innovation. 

While this is in keeping with certain central aspects of the notion of responsible 

innovation, namely the rejection of the conventional idea of market-based normative 

judgements on the part of individuals as mere consumers, and a shift in responsibility 

towards the innovators themselves, our proposed approach nonetheless assigns a 

crucial role to the individual – albeit not as a consumer, but rather as a person, 

member of society and co-innovator. In short, conceiving of responsible innovation 

on the basis of preference learning entails understanding participation as more than 

the mere involvement of societal stakeholders. It is crucial that individuals are given 

the means to “learn”; that is, to form (ethical) preferences towards innovations10  and 

reflect upon their evolving preferences with respect to, for instance, emerging 

technologies. This kind of learning requires an appropriate institutional and 

methodological framework which, as we demonstrate below, can be provided by so-

called laboratories in real-world contexts (LRWs) (cf. Schäpke et al. 2018).  

As part of an experimental turn in the social sciences (Overdest, Bleicher, and Gross 

2010), LRWs have gained in prominence over the last two decades. Examples of 

LRWs include living labs, real-world laboratories, social labs and other similar 

 
10  Note that by “ethical preferences”, we mean individuals’ preferences with respect to 
the ethical and social dimensions of innovations (see footnote 1). Responsible 
innovation thus focusses on the ethical dimension of a given new technology when it 
seeks to evaluate whether or not, to what extent or in what form it might be “preferred”. 
Although our notion of ethical preferences could be contextualised within current 
debates about hierarchical preferences (cf. Lazar and Klein 2018; Schnellenbach 
2019), doing so falls beyond the scope of this paper, as it would shift the focus to a 
theoretical discussion of behavioural economics. Nevertheless, the relationship 
between hierarchical or reflective preferences and the notion of ethical reflection in 
responsible innovation may be worth investigating in future research. 
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approaches, all of which are marked by the collaboration of scientific and societal 

actors, an embeddedness in real-world contexts, and experimentation (Schäpke et al. 

2018). They aim to facilitate the collaborative development of solutions through new 

forms of cooperation, dialogue and reflection in novel setups (Hassan 2014; Kieboom 

2014). 

LRWs qualify as an environment to enable preference learning due to three reasons: 

first, they enable the integration of ethical concerns in technology trajectories at the 

stage of the research process. In such an environment, individuals may become co-

innovators as LRWs provide an opportunity to incrementally adjust science and 

innovation as they actually occur (Richard Owen et al. 2013a). Second, in contrast to 

the closed setting of secluded laboratories (Callon 2009), LRWs move research from 

in-vitro to in-vivo settings (Schaer 2017). Thus, interactions and dynamics of the real 

world can be taken into account and research opens up to groups outside the 

laboratory (Schroth, Glatte, and Kaiser 2020). Regarding the integration and 

acknowledgement of ethical issues in R&D processes, this is advantageous compared 

to laboratories, as ethical issues “cannot be tackled within the laboratory [and] should 

be put on the agenda of groups outside the laboratory” (Boenink 2013). Third, LRWs 

are marked by multi-stakeholder involvement and experimental learning, reflecting 

some of the core principles of responsible innovation, i.e. reflection, deliberation and 

inclusion. They might therefore seem like good candidates for the practical 

implementation of an understanding of responsible innovation that incorporates 

preference learning.  

Upon taking a closer look at these concepts, however, it becomes apparent that they 

fall short in terms of preference learning. The objective of living labs, for example, is 

to better understand the complexity of a given real-world environment and users' 

interaction with technologies, whereas social labs are used to initiate the development 

of social innovations and to investigate people's experiences with these innovations in 

real-world settings (Schroth and Schraudner 2019). Both of these approaches lead to 

a better understanding of the complexity of the real world than would be afforded by 

the insulated setting of a traditional laboratory. However, in both cases the “learning” 

that occurs is focussed on enhancing the functionality of the innovation at hand, with 

ethical considerations and preference learning playing only a marginal role. 

Furthermore, in both instances, it is primarily the researchers who “learn”, in that they 

gain new insights and information. As we have argued above, however, the full 

potential of responsible innovation can only be realised if the users of future 
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technologies, products and services are also given the means to “learn”, i.e. to develop 

and reflect on their preferences with respect to these innovations.  

We thus suggest the following methodological refinements, which should serve to 

better align the core principles of LRWs with responsible innovation, and to create 

the conditions required for preference learning. 

To make preference learning – and hence responsible research – possible, we suggest 

that LRWs create the opportunity for participants to come together physically in order 

to articulate their needs, formulate ideas, and reflect on their preferences. By 

employing a set of interdisciplinary methods from the field of design and from the 

social sciences, participants can be given the means to make possible and necessarily 

unknown future scenarios visible and tangible  (for a more detailed discussion of these 

methods, see for example: M. Heidingsfelder et al. 2015; M. L. Heidingsfelder, 

Schütz, and Kaiser 2016; Kaiser et al. 2019). In particular, experimentation with and 

co-design of so-called speculative prototypes of new technologies, products and 

services can provide a basis for interpersonal exchange and social debate on the 

normative implications and potential ethical trade-offs entailed by specific innovations. 

Unlike in approaches such as living labs, these prototypes are used not to improve the 

functionality of, for instance, newly-developed products, but instead to enable 

individuals to articulate, negotiate and reflect on their needs and ethical stance with 

respect to potential innovations – and thus to “learn” about their own ethical 

preferences. 

This approach was used in an LRW focussed on innovation for rural development, 

where participants encountered speculative prototypes of future technologies on a 

walking tour through their hometown. At the existing bus station, for instance, they 

were confronted with a prototypical possible future mobility station, where they were 

encouraged to think about the potential applications of future mobility solutions – and 

of advantages and disadvantages these solutions might hold for them personally. While 

discussing these perceived pros and cons, the participants gradually became aware of 

their respective individual preferences with regard to possible future mobility 

solutions. 

Alternatively, speculative prototypes can take the form of desirable future scenarios. 

Combining methods and tools from participatory design with established foresight 

practices, the development of these scenarios encourages individuals to think about 

future technologies and innovation without being bound by practical constraints – and 

thus to explicate preferences they would not be able to formulate when thinking in 
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terms of existing limitations. This, too, serves to create open discourse and enable 

individuals to identify their own preferences (Kaiser et al. 2019).  

In the aforementioned LRW on rural development, for instance, participants worked 

in teams to design desirable future scenarios for rural areas. In doing so, they debated 

and grappled with the meanings, implications and crucial ethical aspects of potential 

future innovations. Thus, for instance, participants formulated and articulated their 

individual preferences with regard to autonomous vehicles and sharing platforms. 

They then presented those preferences to other workshop participants.  

As these examples show, our proposed practical approach brings multiple 

stakeholders together physically to experiment with future and speculative 

technologies and innovations in a real-world context, which enables them to form and 

become aware of their own individual preferences. In other words, the type of LRW 

we propose combines the two central principles of social and living labs, namely multi-

stakeholder engagement and experimental learning, in a manner that makes the 

formation of individual preferences possible.   

Moreover, helping individuals develop ethical preferences with respect to the (future) 

development of technologies and innovations creates the possibility of shaping the 

future on the basis of said ethical preferences. Our proposed practical approach to 

responsible innovation could thus be considered as an example of the kind of ethics 

foresight Floridi calls for, i.e. a soft and translational ethical approach to new digital 

technologies (Luciano Floridi 2014, 2018; Taddeo and Floridi 2018) – which is very 

similar to what we propose in this paper. In other words, the practical approach to 

responsible innovation we have presented here makes it possible to align innovation 

and technological change with societal needs and values and, ultimately, for us to work 

towards the kind of future we want.  
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 Conclusion 

This paper introduced the concept of responsible innovation as a means of aligning 

innovation with ethics. Noting that in seeking to redistribute moral responsibility for 

innovation, responsible innovation rejects the view that innovations should be assessed 

through individuals' market-based choices, we argued that the role of the individual 

should nonetheless not be dismissed altogether. Drawing on the notion of preference 

learning, we proposed a new normative economic approach, on the basis of which 

responsible innovation could incorporate a more rounded perspective on the role of 

the individual and achieve a greater level of participation. Moreover, as we hope to 

have demonstrated, our approach is compatible with actual innovation practices.  

In line with Blok (2018b) and Blok and Lemmens (2015) in this paper we aimed to 

clarify some of the important conceptual assumptions underlying innovation. 

However, while we did try to integrate findings from economics into our analysis and 

of and proposed modifications to responsible innovation, we call for more attempts to 

include perspectives from economics, business, and innovation management in future 

research on the topic. For example, further studies might ask how responsible 

innovation could be integrated into conventional innovation management, or what 

advantages it offers in a competitive marketplace. Finally, following Timmermans and 

Blok (2018), we explored possible practical implementations of our proposed 

understanding of responsible innovation. Nevertheless, we see a need for further 

research that translates responsible innovation's conceptual principles into actual 

innovation processes, and for corresponding empirical analyses of said processes and 

their outcomes.  

To conclude, with our proposed expanded understanding of responsible innovation, 

and the corresponding practical framework for integrating ethical preferences into 

innovation processes by means of LRWs, we have taken the first steps towards a better 

alignment of innovation with ethics. We believe that our approach to responsible 

innovation presents a promising solution to the challenge of integrating ethical 

preferences into innovation processes, so as to enable society itself to set the course 

for digital transformation and the use of new technologies. Thus innovation becomes 

not just the furtherance of (inevitable) technological and economic progress, but rather 

a process of actively shaping the future in accordance with societal norms and values. 
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 Abstract  

Today, due to growing computing power and the increasing availability of high-quality 

datasets, artificial intelligence (AI) technologies are entering many areas of our 

everyday life. Thereby, however, significant ethical concerns arise, including issues of 

fairness, privacy and human autonomy. By aggregating current concerns and 

criticisms, we identify five crucial shortcomings of the current debate on the ethics of 

AI. On the threshold of a third wave of AI ethics, we find that the field eventually fails 

to take sufficient account of the business context and deep societal value conflicts the 

use of AI systems may evoke. For even a perfectly fair AI system, regardless of its 

feasibility, may be ethically problematic, a too narrow focus on the ethical implications 

of technical systems alone seems insufficient. Therefore, we introduce a business 

ethics perspective based on the normative theory of contractualism and conceptualise 

ethical implications as conflicts between values of diverse stakeholders. We argue that 

such value conflicts can be resolved by an account of deliberative order ethics holding 

that stakeholders of an economic community deliberate the costs and benefits and 

agree on rules for acceptable trade-offs when AI systems are employed. This allows 

AI ethics to consider business practices, to recognise the role of firms, and ethical AI 

not being at risk to provide a competitive disadvantage or in conflict with the current 

functioning of economic markets. By introducing deliberative order ethics, we thus 

seek to do justice to the fundamental normative and political dimensions at the core 

of AI ethics. 
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 Introduction 

Today, due to growing computing power and the increasing availability of 

comprehensive, high-quality datasets, so-called artificial intelligence (AI) technologies 

are increasingly being used in almost all sectors and are thus entering many areas of 

our everyday life (Perrault et al. 2019; Benaich and Benaich 2019). Yet the use of AI-

based algorithmic systems raises ethical questions, calls societal beliefs into question 

and challenges many fundamental values (Luciano Floridi et al. 2018; Dignum 2018). 

This concerns, for example, questions of discrimination and fairness, privacy and 

human autonomy in semi-automated decision-making, risks of individual and social 

surveillance or threats to democracy through dynamic misinformation in social media 

and to human life through autonomous weapon systems or drones (B. D. Mittelstadt 

et al. 2016; Tsamados et al. 2020). Addressing the complex social, ecological and 

ethical consequences the development and use of AI systems might have, the emerging 

field of AI ethics seeks to establish normative approaches both on a theoretical as well 

as practical level which mitigate adverse effects and enhance the advantages of AI for 

the benefit of society.  

Bringing together several different concerns about its evolution, we identify five crucial 

shortcomings of the first two waves of AI ethics. Based on this analysis, we introduce 

a business ethics perspective of deliberative order ethics claiming that at the core the 

use of AI systems may lead to fundamental value conflicts which to resolve AI ethics 

needs to be adequately equipped. In short, we argue that by too narrow a focus on 

technical systems, current AI ethics tends to ignore the context of using AI, namely 

their integration into business practices and economic markets. The question then 

becomes how AI ethics could include a broader normative perspective which 

acknowledges the wider societal embeddedness of AI innovation. In response to this 

question, we advocate complementing AI ethics with a normative theory of business 

ethics that makes it both theoretically more solid and practically better applicable given 

the conditions under which AI innovation is (mostly) carried out today. Specifically, 

we present a contractualist approach of deliberative order ethics which stipulates that 

value conflicts triggered by the use of AI systems should be resolved by the 

stakeholders of an economic community deliberating and agreeing on mutually 

beneficial rules for balancing benefits and costs and acceptable trade-offs between 

diverse values. In this way, the ambition is to make the use of AI a matter of pluralistic 

value creation. Thus, acknowledging the political dimension of AI ethics, our 

approach of deliberative order ethics helps to address the fundamental normative 

questions raised by the use of AI in society (B. Mittelstadt 2019; Greene, Hoffmann, 
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and Stark 2019; Whittlestone et al. 2019; Green 2020; Rahwan 2018; Binns 2018; 

Wong 2020).  

This article proceeds as follows: in the following section 2, we first outline the evolution 

of the first two waves of AI ethics before we then aggregate five crucial shortcomings 

at the threshold of an emerging third wave. The next section 3 proceeds by introducing 

the normative theory of order ethics and refining it in contrast to integrative social 

contracts theory (ISCT) as most proliferated theory of contractualist business ethics. 

Building on this, we then develop the concept of deliberative order ethics and discuss 

our approach in light of similar existing reasonings of the AI ethics debate (4). We 

then examine whether or not and to which extent our proposal may successfully 

address the five shortcomings identified in section two (5). We conclude by 

summarising our reasoning and highlighting both its purpose and relevance as well as 

its limitations (6).   
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 Toward a third wave of AI ethics  

 From principles to practice   

Although AI today is a highly interdisciplinary field, it can be described as a subfield 

of computer science which includes a range of technologies to create algorithmic 

systems that aim to reproduce human capabilities of intelligence (Mccarthy et al. 

2006). Already established as a field of academic research since the 1950s, recent 

increases in computing power and the growing availability of large datasets allowed 

disillusions of the 1970s and late 1980s known as AI winters to be overcome. Today, 

it is particularly methods of machine learning and so-called neural networks that 

enable self-learning systems to be developed which, trained with the corresponding 

data, can ultimately perform even relatively complex tasks (Russell and Norvig 2016). 

Based on different techniques of learning such as supervised, unsupervised, 

reinforcement or deep learning, AI thus allows the creation of algorithmic systems that 

assist humans by their ability to perform tasks in a highly adaptive and (semi-

)autonomous manner. AI systems are already widely used in almost all sectors of 

society, from manufacturing, agriculture, trade, finance and medicine to government 

and public administration. Applications range from digital assistants such as chatbots, 

language translation tools, recommender systems of varying complexity in the 

consumer sector or professional contexts, to applications for autonomous driving or 

complex robotic systems and face recognition technologies. However, the enormous 

potential and the broad range of possible applications do not only promise economic 

and business value. Often there are far-reaching social consequences for individuals 

and society as well as the environment. Ethical issues in the development and use of 

AI systems are raised, for example, with regard to the protection of individual rights, 

autonomy and privacy, risks of biases and discrimination based on characteristics such 

as skin colour, race or gender, the lack of accountability of AI-supported decisions, or 

risks of undesirable individual or social surveillance. Mittelstadt et al. (2016) and 

recently Tsamados et al. (2020) describe six types of ethical concerns. In addition to 

traceability, these include epistemic concerns about inconclusive, inscrutable or 

misguided evidence on the one hand and normative aspects such as unfair outcomes 

and transformative effects on the other. One well-known example is the case of a 

recruiting tool developed by Amazon which was designed to identify the most suitable 

candidates among the applicants based on data on previous career paths within the 

company. However, as the system revealed to discriminate heavily against women and 

systematically favoured male applicants, Amazon had to withdraw it completely. 

Another high-profile case is provided by COMPAS, a system designed to help courts 
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assess the risk of recidivism of defendants. Despite a high overall accuracy, however, 

it turned out that the probability of being wrongly assigned a high risk of recidivism 

was twice as high for a black offender than for a white offender ('false positive'), while 

white offenders were twice as likely to be wrongly assigned a low risk ('false negative') 

(Larson et al. 2016).  

In view of the increasing use of AI and its vast influence on individuals and society, 

the debate about its ethical implications has attracted growing attention from the 

public, businesses, the academic community, and politics. In order to harness the 

benefits of AI while at the same time taking appropriate account of the ethical risks 

involved, a number of different actors from science (‘The Montreal Declaration’ 2017; 

Future of Life Institute 2018), politics (High-Level Expert Group on Artificial 

Intelligence (HLEG) 2019; AI4People 2018; OECD 2019; UK House of Lords 2017; 

Datenethikkomission 2019), industry (Deutsche Telekom 2018; Microsoft 2018; 

Google 2018), as well as professional associations (IEEE 2017) and civil society 

(Partnership on AI 2016) have developed principles and guidelines to enable the 

ethical and responsible use of AI. Although their focus varies in detail, cross-cutting 

issues and trends can be identified. Jobin et al. (2019) summarise a total of eleven, 

Hagendorff (2020) six and Floridi et al. (2018) five overarching principles. Using 

different review methods, Jobin et al. (2019) and Hagendorff (2020) highlight the 

principles of transparency, fairness or accountability. The principle of transparency, 

for example, aims primarily at disclosing the functioning of AI systems to make results 

explainable and interpretable. In this way, damage can be averted, (legal) justifiability 

verified and trust strengthened (Jobin, Ienca, and Vayena 2019). The principle of 

fairness seeks to prevent undesirable bias and resulting forms of discrimination in 

order to ensure diversity and equality. Accountability aims to ensure that decisions are 

justified in a comprehensible manner and that the distribution of responsibility is 

clarified in advance. From a more integrative perspective, the different principles and 

guidelines have been summarised with regard to established principles of bioethics of 

beneficence, non-maleficence, autonomy, justice, and explicability (Luciano Floridi 

and Cowls 2019; Luciano Floridi et al. 2018). While beneficence is to ensure that the 

use of AI promotes overall wellbeing and is consistent with sustainability and the 

common good (Luciano Floridi et al. 2020), the principle of non-maleficence aims to 

prevent potential damage caused by the use of AI (Luciano Floridi et al. 2018). In view 

of (semi-)autonomous systems, the principle of autonomy stipulates that people 

should always retain the last decision-making power or "the power to decide which 

decisions to take". Justice encompasses the effects that AI systems have on societies in 
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terms of unfair discrimination, but also on social cohesion and solidarity, and aims to 

ensure that the costs and benefits of the use of AI systems are fairly distributed within 

society (Luciano Floridi et al. 2018; Tasioulas 2019). Finally, the principle of 

explicability, which is the only one specifically for the context of AI, shall ensure that 

users and those affected by an AI system are able to understand and comprehend its 

results and that the distribution of responsibility is clear. We summarise the quest for 

principles and guidelines as the first wave of AI ethics. In view of the increasing use 

and impact of AI systems on individuals and society, it reflects the need to develop 

and use AI systems in line with a set of ethical values. 

Even though the transition is certainly fluid, we take approaches tackling a concrete 

implementation of ethical AI as a second wave of AI ethics. One influential case is the 

ACM Conference on Fairness, Accountability and Transparency (ACM FAccT), 

formerly ACM FAT*, which evolved into an active community concerned with the 

ethical design of AI in close connection to relevant technical issues. In particular 

questions of explainable AI (Gilpin et al. 2019; T. Miller 2019; Madumal et al. 2018; 

Arrieta et al. 2019; Páez 2019; Gunning 2019) or issues of fairness (Seng and Lee 

2021; Hellman 2020; Holstein et al. 2019; Barocas, Hardt, and Narayanan 2019; 

Kleinberg 2018; Chouldechova and Roth 2018; Pessach and Shmueli 2020; Corbett-

Davies and Goel 2018) have emerged as productive fields of research. But also more 

governance-oriented approaches to the practical implementation of ethical AI play an 

important part, for example with regard to a professional code of conduct for 

developers (Boddington 2017; Bertelsmann Stiftung 2018), a more direct involvement 

of ethicists in the development of AI systems (Bonnemains, Saurel, and Tessier 2018; 

McLennan et al. 2020), or in terms of checklists (Gebru et al. 2020; Madaio et al. 

2020), adapted internal structures (Rakova et al. 2020), suitable impact assessment 

frameworks (Schiff et al. 2020) and auditing processes (Raji et al. 2020) or a value-

based AI label (AI Ethics Impact Group 2020). Finally, perspectives from the law 

concern the ethical design of AI at the interface with regulatory issues (Wachter, 

Mittelstadt, and Russell 2018; Calo 2018; Wachter and Mittelstadt 2019; Larsson 

2020; Coeckelbergh 2019). In summary, Morley et al. (2020) provide a 

comprehensive overview of a variety of approaches and tools for the integration of 

ethical aspects in the development of AI systems. They develop a typology which 

relates the different approaches to implementing the five overarching principles 

according to Floridi et al. (2018), and assigns them to seven phases of an algorithmic 

development process. Overall, we conclude that a first wave of AI ethics, in view of 

the impact on individuals and societies, has put forward appropriate ethical principles 
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to guide the development and use of AI systems. The second wave builds on this and 

looks into how principles can be implemented and how guidelines can be put into 

practice. Although the difficulty of operationalisation and practical implementation is 

often emphasised (Jobin, Ienca, and Vayena 2019), the variety of approaches 

presented indicate that there are nevertheless a number of promising efforts in 

progress. 

Based on the first and second wave in AI ethics described above, we argue that there 

are indications of a third wave, the upshot of which is not yet clear. Based on critical 

analyses of its evolution, we identify five key shortcomings of current AI ethics which 

we discuss in the next section.    

 

 Five shortcomings of current AI ethics 

Following the quest for appropriate ethical principles and initial considerations on 

their practical implementation, a number of concerns have been voiced about the 

ensuing trends in AI ethics. In the following we will consolidate different concerns in 

order to delineate the current status of AI ethics. We argue that current critique can 

be summarised under five key shortcomings. First, AI ethics neglects the importance 

of business practices, without which, however, the ethical assessment of the use of AI 

systems is based on an incomplete picture (Greene, Hoffmann, and Stark 2019; B. 

Mittelstadt 2019; Veale 2020; Green 2020; Hagendorff 2020). Secondly, AI ethics is 

characterised by a form of technical solutionism which not only narrows the view of 

problems but also of options for action (Morley et al. 2020; Metcalf, Moss, and Boyd 

2020; Greene, Hoffmann, and Stark 2019; Green 2020; Hagendorff 2020; B. 

Mittelstadt 2019). Closely related to this we find, thirdly, a focus on individuals, both 

in terms of the effects of AI systems and the responsible actors (Hagendorff 2020; 

Morley et al. 2020; Green 2020; B. Mittelstadt 2019; Greene, Hoffmann, and Stark 

2019). Fourthly, the principle-focused approach of AI ethics faces problems in its 

practical implementation, on the one hand with regard to the necessary 

operationalisation of general principles, and on the other hand in terms of 

accountability and guaranteeing the intended effects (B. Mittelstadt 2019; Green 2020; 

Jobin, Ienca, and Vayena 2019). And finally, the unclear relationship between AI 

ethics and the legal regulation of AI is criticised, which, among other things, leads to 

AI ethics being misused by powerful corporations to prevent or at least delay legal 

action (B. Mittelstadt 2019; Rességuier and Rodrigues 2020; Jobin, Ienca, and Vayena 
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2019; Benkler 2019). In the following, we discuss these five shortcomings and their 

relevance to the field of AI ethics. 

1. AI ethics neglects the business context of developing and employing AI systems in 

society 

Although seemingly trivial, it is worth noting that it is mostly firms that commercialise 

AI systems and introduce them to markets at the end of an innovation cycle. Against 

this background, it seems reasonable to assume that an ethical assessment should take 

into account the business context of AI systems. In fact, even if an AI system is 

completely ethically designed on a technical level – if this is possible at all and whatever 

that may mean with regard to say fairness, privacy or safety in particular (Kleinberg 

2018; Binns 2020; Wong 2020) – major ethical questions may arise. Think, for 

example, of the risks of dual use or the cases in which employees from Google or 

Microsoft have voiced public protest against the potential use of some of their 

companies’ products for immigration and law enforcement agencies, military purposes 

or foreign governments (K. Martin, Shilton, and Smith 2019; Veale 2020; Whittaker, 

M., Crawford, K., Dobbe 2018). Or take the already widespread and various use of 

AI systems in recruiting, which raise questions about whether decisions about the 

future of people based on (psychological) profiling are legitimate and desirable. When 

and how are (semi-)automated decision-making processes about people’s career 

prospects and opportunities for personal development societally desirable? Or, as 

Tasioulas (2019), p. 65 puts it: “Consider, for example, the plight of long-term 

unemployed people whose job applications are routinely rejected by the automated 

systems that now dominate workforce recruitment. After months or even years of 

applying unsuccessfully for jobs, those individuals may never once have their 

application read and evaluated by a fellow human. Even if we assume that the relevant 

algorithm meets a good standard of functionality, i.e. it is just as effective, efficient and 

compliant with norms of appropriateness as the average human recruiter, the fact that 

it is a non-human mode of decision-making is worrisome. It is hard to pin down the 

worry very precisely, but the thought is roughly that the job seeker is subjected to a 

cold, alienating, and ultimately potentially disrespectful process because his 

application never comes to the attention of a fellow human being. So much is suggested 

in this extract from a recent Guardian article: “It’s a bit dehumanising, never being 

able to get through to an employer,” says Robert, a plumber in his forties who uses job 

boards and recruiters to find temporary work. Harry, 24, has been searching for a job 

for four months. In retail, where he is looking, “just about every job” has some sort of 

test or game, anything from personality to maths, to screen out applicants. He 
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completes four or five tests a week as jobs are posted. The rejections are often instant, 

although some service providers offer time-delay rejection emails, presumably to 

maintain the illusion that a person had spent time judging an application that had 

already failed an automated screen.’ (Buranyi 2018)”. Hence, beyond issues of fairness 

or privacy questions arise as to whether its use may lead to ethically questionable 

business models, such as e.g. attention hacking (Greene, Hoffmann, and Stark 2019), 

whether the use of certain infrastructures such as cloud services directly or indirectly 

promotes competition-distorting monopoly structures (cf. Haucap 2018) or whether 

power balances relating to existing infrastructures are shifted through the use of AI 

(Veale 2020).    

The problem of too narrow a view can also be substantiated from a more technical 

perspective. Using AI methods such as machine learning, so-called optimisation 

methods are often applied, which can calculate different models and optimisation 

functions on the basis of training data and defined optimisation goals, since an 

analytical solution to the problem is not possible (Kulynych et al. 2018; Gürses, 

Overdorf, and Balsa 2019; Datenethikkomission 2019). The use of optimisation 

technologies as a central element of AI systems shows two things. On the one hand, it 

illustrates that focussing on the individual protection of, say, privacy on a technical 

level does not allow the dynamic effects to be controlled in terms of profiling or 

manipulation of groups or societies (Veale 2020). Even if this means that companies 

are less interested in qualitative insights into individual data but only need the data for 

the statistical, probably even decrypted optimisation of services (Veale 2020), this 

shows all the more that AI ethics' focus on the technical improvement of the system 

itself does not grasp the full picture. Instead it is crucial to include questions about the 

acceptability of consequences, potential side-effects and the legitimacy of a product, 

service or business model into the ethical evaluation. Secondly, the increasing use of 

optimisation technologies highlights the fact that their ethical evaluation is a complex 

and often inherently political undertaking which can only be answered through societal 

discourse and public deliberation. Take, for example, the at first sight rather 

innocuous optimisation of routes of public school buses in Boston (Bertsimas, 

Delarue, and Martin 2019). It demonstrates that in addition to more efficient bus 

routes to reduce costs, traffic volume and CO2 emissions, major health issues and 

different individual needs of children, e.g. with special needs, must be taken into 

account. The multiplicity of different variables to be included in an optimisation 

function poses an immense challenge to achieve a fair result with acceptable trade-offs 

with which those affected are satisfied (Scharfenberg 2018; Ito 2018; Crockford and 

Ito 2017). 
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A focus on the ethical design of AI systems on a technical level thus risks ignoring 

essential and fundamental aspects. Even if a system is technically mature and meets 

the highest standards of accuracy, fairness and privacy, its use may be ethically 

problematic because it overlooks trade-offs or may reinforce structural social injustices 

as in the case of predictive policing (Green 2020). While ethical aspects at the micro 

level of the technical system constitute a key element of AI ethics today, crucial 

business decisions and practices that implement these systems in products, services 

and business models have been largely neglected. As a result, however, questions 

relating to, e.g. the concentration of power, practices of attention hacking, or 

concerning structural injustices such as institutional racism or problematic profit 

motives are ultimately not being addressed (Greene, Hoffmann, and Stark 2019). 

Moreover, too narrow a focus not only assumes that ethical challenges arise from 

flawed or inadequate design of the AI system (Greene, Hoffmann, and Stark 2019; B. 

Mittelstadt 2019), but also limits the scope of possible options for action in the sense 

of a technical fix (B. Mittelstadt 2019; Hagendorff 2020; Morley et al. 2020; Greene, 

Hoffmann, and Stark 2019). The ethical relevance of business practices and the wider 

societal context shows that a focus on "better building" (Greene, Hoffmann, and Stark 

2019) is insufficient as ethical implications go beyond an ethical design of AI as a 

technical system and AI ethics cannot be "solved" but should rather accompany the 

use of AI continuously (B. Mittelstadt 2019; Metcalf, Moss, and Boyd 2020). In this 

light, approaches to "ethics by design" (Dignum et al. 2018; d’Aquin et al. 2018; 

Aizenberg and van den Hoven 2020) may reveal similar limitations insofar as they are 

based on the assumption that ethical questions can be dealt with exclusively or 

predominantly at the level of the design of a system. The implicit assumption of moral 

causation in the sense that poor ethics on the part of the responsible developers are 

the source of bad designs which in turn produce harmful outcomes (Greene, 

Hoffmann, and Stark 2019) reflects at least a limited understanding, in the worst case 

it indicates more fundamental normative shortcomings. Although the relevance of 

conflicts between short-term profit interests and truly ethical AI have been recognised 

(Morley et al. 2020; Hagendorff 2020; Veale 2020; B. Mittelstadt 2019), such aspects 

often remain outside the current focus on ethical design. However, this should not be 

seen as imposing an apparently incompatible opposition between business on the one 

hand and ethics or society on the other (cf. Hagendorff 2020). Nor should it mean 

that the commercial exploitation of AI is in itself ethically problematic. The point is 

that due to its narrow focus AI ethics does not include an integral part of AI systems 

as developed and employed in society without considering business models, business 

practices, their potential wider impacts and the general societal context which they are 
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part of. The ultimate danger here is for AI ethics to become ineffective and powerless 

(Rességuier and Rodrigues 2020; Luciano Floridi 2019; Benkler 2019). In response 

to this shortcoming, the challenge is therefore to expand AI ethics in such a way that 

the use and integration of AI systems in business practices and the necessary 

negotiation of legitimate (optimisation) goals and trade-offs can also adequately be 

taken into account.   

 

2. AI ethics is biased toward a technological solutionism 

Another reported deficiency of current AI ethics lies in the tendency to ignore the 

question of whether and when the use of AI systems may be less appropriate than 

another solution (Green 2020; Greene, Hoffmann, and Stark 2019; Metcalf, Moss, 

and Boyd 2020; Hagendorff 2020; B. Mittelstadt 2019). At least three different 

elements can be distinguished with respect to this type of technological solutionism. 

First, following a technically driven perspective, AI ethics seems to take technical 

progress and the development and use of AI as given and somewhat unchangeable 

(Green 2020; Greene, Hoffmann, and Stark 2019). Yet this loses sight of the fact that 

technical progress always takes place within the scope of economic, political and social 

conditions. To the extent that technical advances are thus always the result of the 

societal conditions under which they are achieved, they are normatively shaped and 

not invariable. The development and use of new technologies like AI is therefore 

always informed by societal values, no matter how hidden they may be. This implicit 

adoption of technological determinism raises a second element. According to this, 

technological solutionism leads AI ethics to neglect the question of whether an AI 

system is in fact the most suitable and effective solution for the problem at hand (Green 

2020). The question as to when a (semi-)automated decision-making system is actually 

the best choice, whether human decisions may be useful in a specific case (Hagendorff 

2020) or whether the cause of the problem is not rather to be found on a structural 

and systemic level (Green 2019; Veale 2020), is of utmost ethical importance. Or as 

Greene et al. put it (2019, 2127), p. 2127: the “ethical debate is largely limited to 

appropriate design and implementation—not whether these systems should be built in 

the first place.” Finally, third, this kind of technological solutionism implies restricting 

AI ethics to technical solutions to address ethical challenges. However, this not only 

limits the range of possible courses of action and levels at which changes are necessary 

for ethical AI. It also narrows the view of where and which ethical questions arise at 

all: when holding a hammer, everything looks like a nail. This tendency of a technical 

fix in AI ethics thus risks overlooking important ethical questions, curtailing complex, 
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ethical questions and thus avoiding a wider societal debate (B. Mittelstadt 2019; 

Greene, Hoffmann, and Stark 2019). But fundamentally, as the examples above 

reveal, “AI ethics is effectively a microcosm of the political and ethical challenges faced 

in society” (B. Mittelstadt 2019, 505), p. 505. Recognising this means, among other 

things, that more emphasis must be placed on the question of the ethical 

appropriateness of (the use of) an AI system, e.g. in relation to the causes of the 

problem to be solved and possible (non-)technical alternatives.  

 

3. AI ethics succumbs to an individualist focus 

The first two points of criticism are closely linked to the aspect of an individualistic 

focus. As pointed out in the example of optimisation technologies above, AI ethics 

mainly examines the ethical implications in relation to individuals, i.e. whether the 

privacy of persons is sufficiently protected, whether persons are unfairly discriminated 

against or whether the results of AI systems are sufficiently comprehensible for its 

users. However, this overlooks ethically relevant effects that the use of AI systems may 

have on groups or society as a whole (Veale 2020; Morley et al. 2020). While Morley 

et al. (2020) highlight the role of trust, questions of societal monitoring, control and 

governance and their political impact, particularly on democratic societies, are often 

discussed in public debate (Zeng et al. 2010; Yang et al. 2019; Yeung 2017). An overly 

individualistic focus therefore risks not addressing important ethical consequences at 

the societal level. In addition, Hagendorff (2020) points to a noticeable omission of 

more often than not hidden social and ecological costs, such as the outsourcing of 

necessary labelling of data sets to so-called "clickworkers" or the extensive energy 

consumption caused by necessary hardware services. While this may be understood 

as a weakness in relation to the first wave of AI ethics, the problem also persists when 

it comes to the question of implementation. To the extent that there is a tendency to 

implement ethics in the sense of "better building" by means of technical solutions, 

mainly developers and data scientists are assumed responsible for ethical action. In 

addition to the application of appropriate technical measures, this is reflected, for 

example, in the development of professional ethics (Bertelsmann Stiftung 2018; 

Boddington 2017), the teaching of ethics to AI practitioners (Goldsmith and Burton 

2017) or tools such as checklists (Madaio et al. 2020; Gebru et al. 2020; Ryan and 

Stahl 2020) directed at developers and data scientists. But also critical contributions, 

which rather belong to an emerging third wave of AI ethics, sometimes tend to argue 

with a focus on individuals as relevant actors for ethical AI (Green 2020). The point is 

not to say that this perspective on appropriate action would be unjustified or ineffective 
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– because it certainly is not. Instead, we wish to highlight that this form of an individual 

focus tends to lose sight of the role of the organisational level, i.e. of businesses, their 

strategies and business models, but also of questions of internal governance and 

corporate culture (cf. Metcalf, Moss, and Boyd 2020) as important levers for ethical 

AI. In the words of Mittelstadt (2019, 505), p. 505: “This approach conveniently steers 

debate towards the transgressions of unethical individuals, and away from the collective 

failure of unethical organisations and business models.” Consequently, the lack of an 

individualistic orientation shows two things. On the one hand, a wider deliberative 

approach is needed to discuss and assess the complex social impacts appropriately. 

And secondly, the role of organisations and companies as actors should be given more 

weight as responsibility for ethical action should not be assigned at the individual level 

alone.    

 

4. AI ethics is problematic in its implementation and lacks accountability and clear 

impact 

The fourth weakness can be summarised as the problem of implementing ethical 

principles. One reason for this lies in the often very abstract and vague formulation of 

ethical principles, which leave room for different interpretations (Jobin, Ienca, and 

Vayena 2019). This results not only in the risk of divergent interpretations, unclear 

claims and negative effects on trust (Morley et al. 2020), but also in a rather vague basis 

for attempts of operationalisation and implementation in legal, organisational or 

technical contexts. Beyond that, the challenge of translating abstract ethical principles 

into specific requirements may be one reason for the focus on technical solutions, 

given that technical parameters provide precise specifications for the implementation 

of ethics. On a social, political, legal, governance or corporate culture level, the field 

of possible measures and methods of implementation appears to be much more 

diverse – and hence much more complicated. The abstract formulation of ethical 

principles thus leads to the considerable difficulty of developing and implementing 

approaches for their practical implementation (Morley et al. 2020; Jobin, Ienca, and 

Vayena 2019; Whittlestone et al. 2019; Coeckelbergh 2019; Hagendorff 2020; 

Luciano Floridi 2019), not least on a legal level (Larsson 2020). Besides suitable tools 

and measures, this also applies to the definition of responsible actors and 

accountability structures that ensure that the principles are complied with at all (B. 

Mittelstadt 2019; Jobin, Ienca, and Vayena 2019). While appropriate approaches to 

the implementation of AI ethics are urgently needed, their mere existence is not 

sufficient. Effective structures and robust processes need to be established, evaluated 
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and documented in order to enable a sustainable impact of AI ethics (B. Mittelstadt 

2019). What this shortcoming of AI ethics shows is not only the difficulty of putting 

ethics into practice, especially in a business context. It also points to the fundamental 

discrepancy between normative goals and practical approaches, often due to the lack 

of an explicit and theoretically sound normative framework (Green 2020) to justify 

both particular normative goals and the means of their effective implementation. As a 

consequence, a third wave of AI ethics should focus on substantiating normative goals 

based on a solid theoretical foundation in order to derive practical approaches and 

counteract a gap between formulated principles and their practical implementation.

  

5. AI ethics lacks a clear relationship to legal regulation 

Finally, a fifth weakness can be summarised as the often unclear relationship to the 

legal regulation of AI systems. The dynamism with which the first and second wave of 

AI ethics were triggered and large technology corporations dominated the resulting 

public discourse led to concerns that industry could determine the ethical standards 

to be applied to AI (Benkler 2019). Although the concern is closely linked to the 

economic power of many large corporations, the often conceptually ambiguous 

relationship of AI ethics to pivotal legal issues, such as the impact of AI on existing 

legislation or the need for further legal regulation, contributes to this concern. 

Rességuier and Rodrigues (2020) argue that this is due to an underlying law conception 

of ethics which misunderstands the role of ethical principles and thus risks the practical 

effectiveness of AI ethics. Beyond mere virtual signalling, the ambiguous use of 

“ethics” on a communicative level may be tactically exploited to influence the public 

debate and prospective legislation. An undefined relation of ethics and law thus risks 

AI ethics being misused to soften, delay or prevent hard legal regulations (B. 

Mittelstadt 2019; Jobin, Ienca, and Vayena 2019; Green 2020; Wagner 2018; 

Coeckelbergh 2019; Veale 2020). Moreover, even at the political level, the relationship 

between ethics and law sometimes seems to be unclear in the context of AI (Wagner 

2018), which may become problematic in view of the time delay in legislative processes 

reacting to rapid technological developments such as AI (Larsson 2020). Although the 

danger of "ethics washing" thus seems reasonable (Benkler 2019; Green 2020; 

Rességuier and Rodrigues 2020; Tsamados et al. 2020; Veale 2020; Larsson 2020; 

Metcalf, Moss, and Boyd 2020; Morley et al. 2020), it is important to note that from a 

conceptual perspective the relationship of ethics to questions of legal regulation can 

be considered complementary in principle (Luciano Floridi 2018). In contrast to legal 

legislation, ethics is particularly helpful when legislation is unavailable, requires ethical 
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interpretation or counterbalance, or when something that is (still) legal should be 

avoided for ethical reasons, or something not yet legally required should be done for 

ethical reasons (Luciano Floridi 2019). Even though AI ethics lobbying, that is “the 

malpractice of exploiting digital ethics to delay, revise, replace, or avoid good and 

necessary legislation (or its enforcement) about the design, development, and 

deployment of digital processes, products, services, or other solutions” (Luciano 

Floridi 2019, 188), p. 188, poses a significant risk of undermining serious ethical 

efforts, a conceptually clear demarcation from questions concerning the legal 

containment of AI systems is possible. In short, we conclude that the fifth identified 

shortcoming requires a third wave of AI ethics to clearly determine its legitimate role 

and promote appropriate communication activities. Building on a solid normative 

foundation, AI ethics should thus describe both its tasks and limitations. 

As this review of the evolution of AI ethics demonstrates, at the beginning of a third 

wave some key steps need to be taken to ensure that AI ethics can make an effective 

long-term contribution to technology, the economy and society. Based on the 

principles-led approaches of the first and manifold efforts for the practical 

implementation of the second wave, ethical implications of AI-based business models 

and business practices on a societal level need to be brought more into focus. In 

addition to "better building" (Greene, Hoffmann, and Stark 2019) the goal of “better 

managing”, in the sense of considering the wider social, economic and ecological 

consequences, needs to become a key element of AI ethics. The call for a transition 

to "microethics" (Hagendorff 2020; cf. L. Floridi 1999) should therefore be 

complemented by a perspective of "macroethics", which deals with the ethics of 

products and services at the level of markets and the organisational relationship 

between businesses and society as a whole. Secondly, this includes to extend current 

approaches that take the development and deployment of AI systems as a given and 

irreversible fact and concentrate on technological answers, so that the deployment of 

AI systems as such can be reflected and wider options for action are enabled. Thirdly, 

a third wave of AI ethics needs not only to take greater account of the wider impacts 

on societies but also focus on businesses at an organisational level as responsible actors 

for ethical behaviour. Future approaches to AI ethics should finally adopt conceptually 

clear and transparent demarcation of the legal regulation of AI and openly address 

challenges in implementing ethics. Besides practical approaches for everyday business, 

the implementation of AI ethics should also comprise issues of effectiveness, 

accountability, and the justification of both normative goals and proposed measures. 

In conclusion, the five concerns as described above point to the weakness of current 
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AI ethics in recognising fundamental normative challenges and acknowledging the 

inherent political dimension of AI ethics (B. Mittelstadt 2019; Greene, Hoffmann, and 

Stark 2019; Green 2020; Wong 2020). This manifests itself in the neglect of the 

business context, a strong focus on ethical design and a primary attribution of 

responsibility to individuals such as developers. Against this background, we aim in 

the following chapter to offer a first step towards complementing AI ethics by drawing 

on established normative theories from business ethics.   
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 Order ethics as business ethics approach to AI  

In this chapter, we present a contractualist theory of business ethics arguing that it 

provides a suitable normative approach to AI ethics. Since a comprehensive 

introduction to the philosophical foundations of contractualism or business ethics is 

beyond the scope of this article, we focus on the aspects essential to our reasoning. 

We first introduce the concept of order ethics and then contrast it with integrative 

social contracts theory (ISCT) as the most prominent example of contractualist 

business ethics.  

Business ethics deals with the question of the possibility of ethical behaviour in a 

market economy which is driven by the principle of competition (Moriarty 2017). 

Despite early contributions on AI from a business ethics perspective (Khalil 1993) and 

the fact that the impact of AI on business ethics has been recognised (Kaplan and 

Haenlein 2020, 2019) and conceptualised by several authors (K. Martin, Shilton, and 

Smith 2019; K. Martin 2019; Ryan and Stahl 2020; Bartneck et al. 2021), business 

ethics approaches are hardly found in the current AI ethics debate (Lütge 2019; K. 

Martin, Shilton, and Smith 2019), but in no case from a contractualist perspective. 

As a concept of contractualist business ethics, order ethics refers to constitutional 

versions of contractualist theory (J. M. Buchanan 1975; G. Brennan and Buchanan 

1985) which provide for the fundamental attribution of basic rights, e.g. based on 

human rights, via a constitutional contract, and thus go beyond more reductionist 

approaches of contractualism building on J. Locke or R. Nozick. Although to some 

extent similar to J. Rawls’ contractualist Theory of Justice (1971), two key distinctions 

can be made (Luetge, Armbrüster, and Müller 2016): first, the negotiation of 

contractual conditions does not take place in an idealised setting behind a veil of 

ignorance but is shifted to the real-world situation of business ethics. Secondly, a 

constitutional version of contractualism does not seek to derive normative principles 

that determine a just social order but reflects solely on the normative foundations of 

economic action based on the assumption of self-interested persons. In this sense, it 

is an economic approach to business ethics that promises to be particularly compatible 

with business practice. 

The starting point of order ethics are value conflicts which are addressed and aimed 

to be resolved from a contractualist perspective. As will be shown, it is this fundamental 

approach that makes order ethics a promising complement to AI ethics. Confronted 

with conflicts between different values – ranging from individual interests, to social 

norms or ethical values – order ethics assumes that no recourse to a certain substantial 
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normative principles is possible, however they may be defined and justified in advance 

in any form, but that a solution can only be reached by agreeing to a rule for the benefit 

and in the interest of all parties involved. Ethical conflicts in this sense are to be 

negotiated and resolved only through a solution that settles the conflict in the sense of 

a voluntary agreement on the basis of individual consent, but not through reference to 

higher normative principles. In this sense, the contractualism of order ethics is both 

more and less ambitious than Rawls' understanding of it (Luetge, Armbrüster, and 

Müller 2016): less ambitious, as no attempt is made to justify overarching normative 

principles, and more ambitious, as this means that contractual renegotiation in the face 

of ethical conflicts takes place under real-world conditions with all the associated 

entanglements and complications. For order ethics the level on which agreements are 

made is essential. Based on the distinction between action and rules (G. Brennan and 

Buchanan 1985), order ethics holds that ethical conflicts can only be resolved in a 

justifiable manner at the level of the conditions for action. In this way, order ethics 

responds to the risk of ethical behaviour being crowded out, since more often than 

not it is not rewarded at the level of individual actions in a competitive environment 

(Luetge 2013). Typically conceptualised in the form of the prisoner's dilemma, order 

ethics thus reflects the problem of cooperative behaviour (in competitive markets): 

only if ethical standards are set at the level of rules can individual ethical behaviour be 

reasonably required since otherwise they will be subject to some form of sanction. 

With this in view order ethics advocates the following concerning the notion of rules 

(Luetge, Armbrüster, and Müller 2016, 692; citing G. Brennan and Buchanan 1985), 

p. 692:  

[1] Only changes in rules can change the situation for all participants involved at 

the same time. 

[2] Only rules can be enforced by sanctions – which alone can change the 

incentives in a lasting way.  

[3] Only by incorporating ethical ideas in (incentive-compatible) rules can 

competition be made productive, making individuals’ moves morally 

autonomous in principle. With the aid of rules, of adequate conditions of 

actions, competition can realise advantages for all people involved. 

First of all, rules need not be understood in a narrow economic or political sense as 

they can also be drawn from ideas from other areas of society such as culture, 

philosophy or arts (Luetge, Armbrüster, and Müller 2016). What is further important 

is that corresponding rule changes or new rules designed to resolve ethical conflicts do 

not conflict with individual actions, so that no counteracting incentives on the level of 
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rules arise (Luetge 2016). The shift from ethics to the level of rules means that ethical 

conflicts should be clarified by deriving more general rules that apply not only to the 

specific individual case at hand but to at least one specific group of conflicts and actors. 

In this sense, it is about finding rules of distribution of goods and not about 

determining one particular distribution of goods (Luetge, Armbrüster, and Müller 

2016). Not least, an agreement on the level of rules facilitates the consent of all parties 

involved. Although order ethics thus underlines the importance of an appropriate 

general framework for ethical behaviour through the concept of rules, rules should not 

be put into one with laws. Instead, order ethics seeks to provide a conceptual 

supplement to laws and the general legal framework based on the theory of incomplete 

contracts (Hart 2017) which may also raise ethical conflicts. Incomplete contracts 

occur, for example, when obligations are not sufficiently clarified, when it is difficult 

to assess whether a contract has been complied with or when its enforcement is difficult 

(Luetge 2016). To the extent that it is impossible to adequately equip all contracts for 

all possible future scenarios and to amend incomplete contracts, their occurrence is 

necessary and cannot be avoided. The resulting scope for interpretation of legal 

contracts, which deal with complex issues or claim validity over a long period of time, 

should thus not be seen as a shortcoming but rather as an advantage in dynamic 

environments by allowing flexibility and adaptability. Order ethics understands the 

role of ethics in managing the openness of incomplete contracts, including the resulting 

uncertainty and possibly emerging conflicts (Luetge 2005; Luetge, Armbrüster, and 

Müller 2016; Luetge 2016). This allows order ethics to define the place of ethics and 

to specify its relationship to legal regulations. "Order" therefore does not refer to the 

legal framework but to all other formal and informal rules and agreements which seek 

to enforce ethical behaviour, for example at the level of individual sectors or groups 

of firms (Lütge 2019). 

By shifting the focus of ethics to the level of rules, order ethics finally emphasises the 

contractualist criterion of mutual benefits (Heugens, van Oosterhout, and Kaptein 

2006; Luetge 2005; Luetge, Armbrüster, and Müller 2016). Accordingly, given the 

absence of overarching normative principles, only such an agreement can be 

normatively justified which offers benefits for each individual or party involved on the 

basis of his or her individual values and interests. In this context, possible advantages 

are to be understood broadly and include not only monetary or financial benefits, but 

everything that people take to be advantages (Luetge 2005). In practical terms, firms 

should resolve ethical conflicts arising, for example, from previously missing, 

impossible or unintentional legal regulations by means of adapted or new rules, which 
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are in the interest of every stakeholder involved and thus generate mutual benefits. For 

only when real win-win situations are created (Luetge, Armbrüster, and Müller 2016) 

a normatively justified solution can be claimed. This does not imply that firms should 

abandon a business management perspective but rather that they must improve their 

economic calculations by incorporating the values of various stakeholders and, for 

example, taking into account long-term effects on reputation (Luetge 2005). 

In a nutshell the core elements of order ethics can be summarised as follows: 

[1] Building on contractualism as normative theory, order ethics argues that 

ethical conflicts cannot be resolved by reference to overarching normative 

principles (reasonable pluralism). 

[2] Instead, ethical conflicts ought to be solved by adapted or new rules to which 

each stakeholder involved consents based on their individual values.  

[3] The normative criterion is the mutual advantage that is to be achieved by a 

respective agreement.  

We conclude the brief introduction of the concept of order ethics by highlighting some 

of its main advantages. First, the concept of order ethics is rooted in a fundamentally 

pluralistic view of society. According to this, a multitude of different values can be 

legitimately held, which ultimately may come into conflict with each other. In resolving 

these conflicts, no shared basis of common values of any kind should be assumed but 

rather each individual value is accepted as normatively justifiable. This offers a key 

advantage over other ethical theories of business ethics such as utilitarian approaches. 

Roughly speaking, the latter assume that in the face of an ethical conflict, the option 

that yields the greatest possible (measurable) benefit should be chosen. However, this 

not only bears the risk of delivering highly counterintuitive results but more 

importantly it requires the maximisation of utility, however defined and justified as 

universal ethical norm. Secondly, a contractualist approach seems to be better 

equipped than stakeholder theories of business ethics to reconcile claims of different 

stakeholders, balance incommensurable conflicts of values or solve problems of 

collective action, given that contract theories were originally formulated to address 

these very issues (Wempe 2004). Third, by aiming at rule changes, crucial constraints 

of operating in a competitive environment can be taken into account. For as Morley 

et al. (2020, 2161), p. 2161, note, it is highly plausible that not least in the context of 

AI, an ethical approach would constitute a competitive disadvantage for any single "first 

mover". Fourth, order ethics allows us to specify the relationship between ethics and 

legislation, which is of particular relevance to AI ethics. Before we discuss the 
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implications in more detail at the end of this chapter, we first contrast the introduced 

concept of order ethics with the probably most prolific theory of contractualist 

business ethics, namely integrative social contracts theory (ISCT).   

  

 A cursory comparison of two contractualist theories of business ethics: order 

ethics and ISCT 

Just as order ethics, integrative social contracts theory (ISCT), originally developed by 

T. Donaldson and T. W. Dunfee (1999; 1994, 1995), stems from a contractualist 

basis. For ISCT too, the central question is how conflicts between different or 

differently prioritised values and norms can be overcome. In contrast to order ethics, 

however, ISCT assumes a macrosocial contract which sets the conditions for 

microsocial contracts. Although Donaldson and Dunfee do not assume a strong 

hypothetical setting in the sense of Rawls’ veil of ignorance as the contractors know at 

least their basic preferences and values, they nevertheless assume that “information 

about their personal economic endowments and roles in society” (Dunfee and 

Donaldson 2015) is unknown. Under the four terms of the macrosocial contract, the 

following conditions are set out (Dunfee and Donaldson 2015; T. Donaldson and 

Dunfee 1994; T. J. Donaldson and Dunfee 1999): 

[1] Local communities may specify ethical norms for their members through 

micro-social contracts (called “moral free space”). 

[2] Norm-generating microsocial contracts must be grounded in informed 

consent buttressed by a right of community members to exit and to exercise 

voice within their communities. 

[3] In order to be obligatory (legitimate), a microsocial contract must be 

compatible with hypernorms. 

[4] In case of conflicts among norms satisfying principles 1–3, priority must be 

established through the application of rules consistent with the spirit and letter 

of the macrosocial contract.  

According to ISCT, the actual discussion of ethical conflicts is moved to the level of 

micro-social contracts, which all members of a local community must agree to for the 

agreement to be considered an authentic norm. The members of a community have 

the right to leave the agreement and to give voice to their position. Individuals may be 

members of several economic communities, defined as “self-circumscribed group of 

people who interact in the context of shared tasks, values, or goals and who are capable 

of establishing norms of ethical behaviour for themselves” (T. Donaldson and Dunfee 
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1994, 262), p. 262. Decisive for the legitimacy of micro-social contracts is their 

compliance with so-called hypernorms, certain universal ethical principles such as 

those expressed in human rights (T. Donaldson and Dunfee 1994; T. J. Donaldson 

and Dunfee 1999). These can be either procedural hypernorms such as the right to 

exit and voice, substantive hypernorms such as respect for human dignity or structural 

hypernorms such as the right to property or necessary social efficiency (Dunfee and 

Donaldson 2015). Lastly, ISCT stipulates that conflicts between microsocial norms 

will be resolved by so-called priority rules, provided that they are in line with 

hypernorms. A total of six such rules decide how to deal with conflicts in case of doubt. 

A large part of the practical implementation of ISCT, besides the identification of 

stakeholders of a community, rests thus in the empirical determination of microsocial 

authentic norms (Dunfee 1991) and the identification of relevant hypernorms. Ever 

since its original introduction in the mid-1990s, ISCT was criticised (e.g. Wempe 

2004, 2008; Soule 2002; Phillips and Johnson-Cramer 2006; Boatright 2000; Calton 

2006; Reisel and Sama 2003; Van Buren III 2001) and defended (Dunfee and 

Donaldson 2015; Dunfee 2006) and has become an important cornerstone in the 

debate on contractualist business ethics.  

Starting from this rough summary of ISCT, some similarities and differences to the 

theory of order ethics can be noted, given they both provide approaches of 

contractualist business ethics. Fundamentally, both concepts bear similarities in their 

contractualist foundation, according to which they start from two different levels, 

constitutional and post-constitutional rules based on Buchanan (1975) in the case of 

order ethics and macro and microsocial contracts in the case of ISCT. Furthermore, 

against the backdrop of their similar theoretical framework, both approaches 

emphasise the role of individual consent for the legitimate validity of rules or authentic 

norms, with ISCT particularly emphasising the role of consent in the sense of engaging 

in a practice (T. Donaldson and Dunfee 1994). Beyond these underlying similarities, 

however, significant differences in the way the concepts are further elaborated can be 

identified. Most noticeable appears to be the handling of ethical conflicts. While order 

ethics seeks to resolve conflicts through mutually advantageous rule changes, ISCT 

establishes hypernorms, i.e. universally justified principles (Luetge, Armbrüster, and 

Müller 2016). Referring to third normative principles, however, creates serious 

problems of justifiability, legitimacy and empirical identification given the assumption 

of reasonable pluralism. Also, in practice, the identification of hypernorms seems to 

result in a much more complicated process as it involves high justification standards. 

In this light, the concept of order ethics seems to be more suitable for the context of 



 

103 
 

AI as it works on the grounds of weaker normative requirements. The second 

difference we notice concerns the perspective from which ethical conflicts are 

approached. ISCT considers these conflicts to be deficiencies of a market economy 

and that they should be corrected accordingly (Luetge, Armbrüster, and Müller 2016). 

Not least, this limits the scope of possible outcomes of ISCT to standards like code of 

conducts and results in a mechanical approach to business ethics (Burg 2009), which, 

as we have shown above, is not adequate for the context of AI. Order ethics, on the 

other hand, aims to achieve mutual benefits for all stakeholders of an ethical conflict 

through rule changes and in this sense, it strives to ethically improve the market 

economic system. Again, order ethics seems to offer a better approach for the context 

of AI. Because especially in a dynamic and rapidly developing field of technology, it 

is important to actively shape innovations through ethics. This type of productive 

perspective is facilitated by an opportunity-oriented approach rather than an approach 

geared to remedying deficiencies. Moreover, solving emerging ethical conflicts through 

a set of six priority rules seems to present a somewhat rigid (Calton 2006; Phillips and 

Johnson-Cramer 2006) and probably conservative (Husted 1999) framework, which 

appears to be ill-suited for the dynamic context of AI. 

Nevertheless, we would like to point out one aspect which we think is worth being 

added to order ethics from the concept of ISCT in the context of AI. This concerns 

the characterisation of economic communities as respective subjects of ethical 

decisions. We find that this conceptualisation fits particularly well into the concept of 

order ethics as it provides a suitable starting point for its procedural expansion in the 

context of AI. In the next section we will argue for a procedural amendment of order 

ethics providing a practical method to deal with ethical conflicts between values and 

interests in the context of AI. 
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 Community-in-the loop: The concept of deliberative order ethics 

 Bringing business ethics to AI: A procedural extension of order ethics  

In the following section we will introduce order ethics as a theory of normative 

business ethics to the field of AI. To this end, we advocate that order ethics provides 

a suitable framework of normative business ethics to complement AI ethics as 

presented in the first part of the paper. However, we also argue for a procedural 

addition through deliberative stakeholder engagement that provides a suitable 

methodological extension to debate value conflicts and agree on trade-offs via 

adequate rules.  

The starting point of order ethics is the question of how to deal with ethical conflicts 

that may arise for firms given the competitive environment of international market 

economies. We believe that this approach to ethics provides a valuable addition to the 

predominant perspective of current AI ethics considering the shortcomings as 

identified above. As Wempe (2009) explains, ethical conflicts between different norms 

and values may arise due to globalisation, increasing complexity, increasing 

specialisation. This applies especially to the context of AI. Importantly, the perspective 

of ethical conflicts allows issues beyond ethical design to be brought into the focus. 

Because besides conflicts between accuracy, accountability or fairness (Corbett-Davies 

et al. 2017), in particular conflicts between very diverse and complex issues have to be 

taken into account when assessing an AI system. Ultimately, the assessment of conflicts 

between different values, norms or interests is about determining the necessary trade-

offs and negotiating which solution and distribution of costs and benefits is acceptable 

for all parties involved. Some of these conflicts are already inherent in the concepts 

currently employed by AI ethics, such as fairness or privacy, the application of which 

therefore requires a thorough normative analysis (Kleinberg, Mullainathan, and 

Raghavan 2017; Kleinberg et al. 2018; T. Miller 2019; Wong 2020; Binns 2020; B. 

Mittelstadt 2019). Other potential trade-offs include, for example, those between the 

intended purpose of an AI system and resulting costs for employees in terms of layoffs 

or training, costs for suppliers or other partners in terms of systemic risks or resulting 

dependencies, complex social or ethical costs in terms of gains in flexibility, risks to 

surveillance and privacy, direct or indirect costs to society through monopolisation 

effects or beneficial alternatives that are being pushed aside, or costs for the 

environment from energy consumption or the mining of raw materials. While some 

of these conflicts and trade-offs may be explicitly considered and perhaps even 

included in the cost calculation of a system and business model, such as the risks of 
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safety and security, others, especially unintended and longer-term consequences, are 

often difficult to identify at all (Rahwan 2018). Take the example of the above-

mentioned recruiting systems. What effects does the increased use of AI-based 

recruiting systems have on applicants, on the human resource management in firms 

and on the labour market in general? Under what conditions does their use seem 

acceptable to all stakeholders in the long term? The example of optimisation 

technologies illustrates the complexity of the conflicts: how should benefits and 

drawbacks for children, parents, teachers, schools, public administration and bus 

companies in terms of health effects, cost and time savings and environmental effects 

be best organised for all stakeholders? Along similar lines, Whittlestone et al. (2019) 

describe such conflicts as tensions with which AI ethics is confronted. By summarising 

four such key tensions in general terms, they highlight the challenge of assessing costs 

and benefits. It becomes clear that the identification and judgement of such value 

conflicts is a political task by its very nature, which involves the social negotiation of 

different values, conflicts and trade-offs (Whittlestone et al. 2019). 

Insofar as the contractualist theory of order ethics starts out from precisely such ethical 

conflicts, the approach seems particularly apt to complement AI ethics at this point. 

As order ethics is based on reasonable pluralism respecting the multitude of values 

that prevail in society, no substantial basis in the sense of a certain set of shared values 

is assumed. For the context of AI this means that all values and interests must be given 

equal consideration in emerging conflicts, without any of them being in any way given 

a lower valuation than others. Nor would it be possible to reduce conflicting values to 

some kind of common basic value. No matter how great a challenge this presents for 

order ethics, it is essential to recognise the pluralism of values. Order ethics now 

provides for agreements on the level of rules to which the stakeholders involved agree 

on the basis of the normative criterion of mutual advantage (Luetge 2005). At this 

point, we propose to add an important procedural element to order ethics in order to 

develop and agree by means of participation and deliberation on a suitable measure 

at rule level, in which all stakeholders can realise their values, i.e. achieve benefits of 

some kind. Our proposal thus amounts to the following: in order to deal with conflicts 

between different values and to arrive at an assessment of trade-offs and a fair 

distribution of costs and benefits of an AI-based product or service, stakeholders 

responsible for or affected by a business practice should formulate a rule through a 

deliberative participation process to which all can agree on the basis of their own 

interests. We argue that participation is the appropriate method for deriving an eligible 

rule (or set of rules) since the legitimate interest of stakeholders is already manifested 
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in the criterion of mutual advantages and the collaborative, co-creative development 

of an eligible rule is therefore the most effective way to meet it. To negotiate complex 

value conflicts in the context of AI, the participatory involvement of stakeholders as 

well as the cooperative consultation is necessary since only in this way relevant values 

and interests as well as diverse consequences and benefits and costs can be identified, 

and ultimately legitimate trade-offs balanced. First, only in this way can the diverse 

values and potential costs be determined because for most of them there are neither 

any validated data or parameters nor standards for their evaluation. Second, only a 

deliberative process allows decisions to be made on whether trade-offs are acceptable 

and whether the balance between advantages and disadvantages is societally desirable. 

The question of which social groups (e.g. children, children with special needs, 

teachers, bus drivers, etc.) should benefit or bear which disadvantages, how health 

effects should be weighed against cost savings and environmental improvements are 

complex societal negotiation processes. Similarly, in the case of AI systems in 

recruiting, questions may arise such as how to reconcile efficiency gains for firms with 

potential benefits and harms for certain groups of applicants, potentially increasing 

dissatisfaction and emotional distress for applicants, or with increased insecurity in 

labour markets. Deliberating about the different costs and benefits for respective 

stakeholders is therefore a suitable approach to prioritise values, decide on trade-offs 

and thus do justice to the political dimension of the problem. Only through 

participatory and deliberative exchange can a societal consensus and, building on this, 

an agreement be found which provides acceptable benefits for all. In our view, 

participation and deliberation are the appropriate methodological strategies to make 

AI ethics, within the framework of order ethics, a societal and political debate on the 

consequences of AI-based business practices at the level of organisations and actors. 

With the procedural supplement to order ethics presented here, we hope to adapt the 

crucial step of rule changes to the context of AI ethics.     

  

One important element is the question of legitimate stakeholders. For order ethics it 

is central to develop ideas on the level of rules, so that ethical behaviour does not cause 

a competitive disadvantage for individual actors. Depending on the individually 

defined scope, stakeholders may be, for example, those who belong to a specific 

industry or a specific area of application of AI systems, such as AI in recruiting or 

human resource management, or AI in the public sector or for public infrastructures. 

Stakeholders include those involved in the development and employment of AI 

systems as well as those potentially affected, in particular specific groups from civil 

society. Ultimately, the identification of relevant stakeholders depends on the precise 
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definition of the specific scope that the rule to be developed should cover. It is likely, 

however, that this can only be finally determined in the participatory deliberation 

process itself, as it is often anything but trivial to decide at which level a rule is effective 

and compatible with competition. For this purpose, we suggest borrowing the term 

community from ISCT (T. J. Donaldson and Dunfee 1999; T. Donaldson and 

Dunfee 1994) to describe as an economic community a group of stakeholders who 

are interested in the ethical governance of AI systems on the basis of a shared interest 

in a specific field of application.  

Furthermore, the issue of rules is essential. In general, rules can be drawn from a wide 

variety of conceptual ideas and therefore do not need to be legitimised by a specific 

legal, political or economic background (Luetge, Armbrüster, and Müller 2016). 

Rather, the aim is to give voice to the pluralism and capabilities of deliberative 

participation processes through creative rules. The only requirement is that beyond 

resolving one individual case and assessing the costs, benefits and trade-offs of a 

concrete AI system, the rules must apply to at least a certain group of corresponding 

products, services or AI-based business practices. With regard to the examples 

consulted, this might include rules for AI-based business practices in recruiting or 

human resource management. 

The participatory and deliberative extension of order ethics can be further explored 

in the light of some critiques of ISCT, which argue that its rather static approach is not 

sufficiently equipped for dynamic contexts of changing norms and conflicts (Phillips 

and Johnson-Cramer 2006; Calton 2006; Burg 2009; Ast 2019). Burg (2009), for 

instance, analyses ISCT's concept of authentic norms and criticises Donaldson and 

Dunfee's recurrent recommendation of corporate codes as an appropriate measure. 

According to him, this form of "mechanical business ethics" seems problematic: “At 

their best, codes are merely levers for internal and external stakeholders to hold 

organisations and organisational actors accountable by stating what is obvious to nearly 

everyone. At their worst, codes present an ethical façade that is only marginally related 

to manifest organisational norms, to be treated as the punch line of a joke about how 

one should behave within an organisation (‘Check the code of conduct!’)” (Burg 2009, 

675), p. 675. Not least, this point is reminiscent of the problems of a too principled 

approach to AI ethics described above. Alternatively, Burg advocates an approach of 

deliberative business ethics which establishes and prioritises norms by an open process 

of stakeholder dialogue and ultimately reaches agreements based on consent. 

Similarly, Phillips and Johnson-Cramer (2006) have criticised the lack of dynamism in 

ISCT arguing that the described mechanisms of exit and voice do not adequately 
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reflect the dynamic processes of norm evolution. For a dynamic addition to ISCT they 

propose four principles, including the principle of community discourse "to create 

systems for the exercise of voice" (Phillips and Johnson-Cramer 2006, 298), p. 298. 

Calton (2006) also formulates a more dynamic and process-oriented supplement to 

Donaldson and Dunfee's ISCT. According to him, ISCT's reference to hypernorms 

and the defined priority rules are too inflexible and thus unsuitable to deal with the 

manifold and dynamic value conflicts in a pluralistic context. He introduces a dialogic 

twist, allowing stakeholders to find a fair agreement in an interactive learning process. 

Such a dynamic dialogue process is able "to unleash the full reflective potential of a 

social contracting theory of business ethics" (Calton 2006, 344), p. 344. 

Overall, it can be noted that ISCT, as the most advanced theory of contractual business 

ethics, has already been enriched by various participatory and deliberative approaches 

(Van Buren III 2001; Reisel and Sama 2003; Dunfee 2006; Wempe 2004). We argue 

that the advantages of such an extension can also be applied to order ethics in the 

context of AI. However, since the focus of this article is not on a conceptual extension 

of order ethics, some essential issues have to remain outstanding. What remains to be 

clarified, for example, are the specific criteria for the identification of stakeholders (cf. 

Phillips and Johnson-Cramer 2006), whether particular types of rules may be 

differentiated and what requirements for consent may be derived. Here it can at least 

be stated that consent in the sense of an ongoing collaborative process (Burg 2009; cf. 

Wong 2020) would not only enable a constant monitoring and adjustment of rules for 

rapidly changing business practices, but could also play an important role in terms of 

accountability. Furthermore, the challenges of process design and the different starting 

conditions must also eventually be addressed. In particular, standards must be set that 

adequately take into account the heterogeneity of the stakeholders involved. How can 

different levels of knowledge, power imbalances and different cultures and languages 

be managed in such a way that a fair deliberation process is possible? While it is clearly 

worth building on prior work from related fields, future research would need to further 

specify the participatory deliberation process and relevant criteria.  

Since a more comprehensive explanation of the proposal goes beyond the scope of 

this article, we summarise our reasoning as follows: 

[1] When introducing AI-based business models, conflicts between different 

values, norms and interests may arise over the distribution of benefits and 

costs of deploying AI. 
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[2] In order to decide on a societally desirable distribution of costs and benefits 

and agree on acceptable trade-offs, the deliberative participation of the 

relevant economic community is necessary. 

[3] Through engaging in a participatory process of deliberation, the economic 

community, i.e. stakeholders of using AI in a particular field of application, 

ultimately establishes overarching rules that enable ethical behaviour without 

creating competitive disadvantages. 

[4] Assuming the same legitimacy of the different interests and values, the decisive 

normative criterion is that all stakeholders of the community agree to the rules 

on the basis of mutual advantages.  

[5] As a result, rules are to be created through inclusive deliberation of the 

economic communities, enabling ethical AI business practices in the sense of 

pluralistic value creation. 

In other words, our proposal is to complement the third wave of AI ethics with a 

stakeholder engagement approach, according to which, whenever conflicts arise 

between different values, firms engage in a participatory and deliberative process with 

the relevant economic community to develop rules that enable ethical behaviour in 

the field of given business practices. Stakeholders of an economic community refers 

to all such parties who are involved in any way related to the use of AI systems in a 

specific field of application, whether as developers, users, or affected person or group 

of civil society. What is crucial here is the theory-based normative criterion of mutual 

benefits on the basis of which stakeholders consent to an agreement. Only if all 

stakeholders recognise satisfactory gains in the ratio of costs and benefits, and in this 

sense win-win situations are created, may a rule legitimately claim validity and be 

considered as enabling ethical business practices. While in the case of public school 

bus services, it seems rather intuitive that all parties involved should benefit from the 

introduction of an AI-based system, this becomes even more complex in the case of 

AI-based recruiting systems. What follows is that not only, say, developers and firms 

as users but also potential applicants must benefit from the use of the respective 

systems. What is thus characteristic is the aim of creating shared value instead of 

unilateral business value in terms of financial profits for firms involved. This is in line 

with Schormair and Gilbert (2020) who present a framework for creating shared value 

in situations of value conflicts among stakeholders. Comparing approaches of agonistic 

and deliberative stakeholder engagement, they argue for an integrative approach based 

on a process of discursive justification. Recognising stakeholder value pluralism, they 

develop a five-step procedural framework which helps to resolve value conflicts by 
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steps of discursive sharing and potentially leads to pluralistic stakeholder value 

creation. It is worth pointing out that both approaches do not attempt to resolve the 

problem of value conflicts by referring to monistic normative theories or consensus in 

the sense of an agreement on single values, but rather seek to realise different values 

and thus mutual benefits within a procedural framework. For AI ethics this means that 

it should not (only) be about “solving” ethical problems but also the creation of more 

comprehensive benefits or even the promotion of the common good. The perspective 

of pluralistic value creation helps to establish "AI for good" (Luciano Floridi et al. 2020) 

not as a sub-field but as the core prospect of AI ethics.  
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 Discussion: Contractualism, deliberation and AI ethics  

In the recent debate on AI ethics, a few different contractualist or deliberative ideas 

have been put forward (Rahwan 2018; Binns 2018; Wong 2020; Whittlestone et al. 

2019; Rosenbaum and Fichman 2019) 11. In the following section, we discuss some of 

these proposals in order to refine the approach of deliberative order ethics as outlined 

above.  

Most prominently, Rahwan (2018) has introduced social contract theory to the AI 

ethics debate by arguing for a conceptual framework of society-in-the-loop (SITL). 

Based on the paradigm of human-in-the-loop (HITL), he applies the idea that at some 

point of the algorithmic system a human is involved to provide monitoring and 

supervisory functions, and adapts it to a more general societal level. As Rahwan (2018, 

7), p. 7, puts it: “While HITL AI is about embedding the judgement of individual 

humans or groups in the optimisation of AI systems with narrow impact, SITL is about 

embedding the values of society, as a whole, in the algorithmic governance of societal 

outcomes that have broad implications.” Recognising the ethical and societal 

implications AI systems may have, he makes use of social contract theories in a 

broader tradition referring to Hobbes, Locke and Rousseau as well as to Rawls and 

Gauthier in modern times as an adequate framework to deal with fundamental value 

conflicts and the question to find fair distributions of costs and benefits and acceptable 

trade-offs. As societies today become increasingly governed by AI-based algorithms, 

SITL seeks to expand the general social contract to the realm of algorithmic and AI-

assisted decision making. In order to be able to agree on acceptable trade-offs, both 

quantifying externalities as well as ways to articulate values and societal expectations 

are needed to evaluate AI systems. Rahwan then discusses different methods and 

techniques that could be used to “bridge the society-in-the-loop gap”, from value-

sensitive design to crowdsourcing and data-driven tools such as computational social 

choice, as well as deliberation between stakeholders and public engagement (Rahwan 

2018, 10–11), pp. 10-11. While he is not proposing one specific methodological 

avenue to resolve value conflicts and agree on trade-offs, he nevertheless seems to 

recognise the significance of public engagement as not only experts alone can decide 

on societal values, but it is precisely through interaction and deliberation that values 

and norms emerge and can eventually be agreed upon.  

 
11 Contractualist arguments in the context of AI have also been put forward on a technical level or looking 

at specific ethical challenges, such as justifiability (Loi, Ferrario, and Viganò 2020) or autonomous vehicles 
(Leben 2017). But also from a perspective of discourse ethics criteria of rational communication have 
been developed to manage algorithmic accountability (Buhmann, Paßmann, and Fieseler 2020).  
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In general, Rahwan’s and our approaches presented above have much in common as 

they both seek to provide an ethical framework for AI based on the normative theory 

of contractualism. Against this background, our account of deliberative order ethics is 

similar to Rahwan’s SITL in the conceptualisation of AI ethics as conflicts between 

different values and interests with regard to the trade-offs AI systems may imply. While 

both approaches use contractualist theory to address necessary trade-offs, we focus on 

stakeholder participation and deliberation as appropriate method to find an 

agreement. Rahwan on the other hand seems to remain rather open in this regard yet 

emphasises the need for quantifiable tools to measure human values (Rahwan 2018, 

9), p. 9. Although we agree that this would help streamline negotiation processes, we 

remain somewhat sceptical about quantifiable parameters as prerequisite in order to 

be considered. As the pluralistic approach is explicitly acknowledging the equal 

authority for any value and interest that stakeholders may hold, thus including 

economic as well as broad social or ecologic values, we think that the quantifiability 

condition risks excluding and disadvantaging some values and thus unjustifiably 

reduces the deliberative arena. Perhaps the most important difference, however, lies 

in the different levels at which the approaches are ultimately intended to have practical 

effect. Whereas Rahwan defines the SITL framework in contrast to the HITL 

paradigm that operates on a micro-level of individual technical systems; our approach 

focuses on the organisational level of firms based on contractualist business ethics. 

The SITL thus “looks more like public feedback on regulations and legislations than 

feedback on frequent micro-level decisions” (Rahwan 2018, 12), p. 12. Deliberative 

order ethics by contrast seeks to enable ethical behaviour of firms at an intermediate 

level, below the level of legislation and above individual measures of corporate 

governance. As pointed out above, the rules which deliberative order ethics aim to 

establish in order for ethical behaviour not to constitute a competitive disadvantage 

can be understood as soft law. In Rahwan’s framework, negotiation and public 

engagement would instead take place at the regulative level of hard law. While both 

our approaches thus acknowledge the crucial political dimension of AI ethics, 

deliberative order ethics supplements the picture by adding a political and discursive 

level between legislation and the micro level of technology. It is in this sense that we 

call our approach community-in-the-loop (CITL) adapting Rahwan’s reasoning and 

based on our definition of economic community above. We argue that in general 

society expresses values and preferences through the political system in place, 

assuming they are democratic societies. We agree with Rahwan in that more adequate 

hard legislation in the context of AI is needed and that more participation and 

deliberation on the level of democratic political systems would be of great value, yet 
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for ethical AI based on participation to be most effective, we believe an approach of 

community-in-the-loop would be appropriate.  

In the context of algorithmic accountability, Binns (2018) proposed a concept based 

on the democratic ideal of public reason. Binns explores the question of algorithmic 

accountability, i.e. the right of individuals to know what principles and considerations 

lie behind an algorithm-based decision in order to be able to understand and, if 

necessary, contest it (Binns 2018, 547), p. 547. The challenge of algorithmic 

accountability, according to Binns, is therefore to make the implicit values of technical 

systems understandable and justifiable in such a way that they might persist in a 

pluralistic environment. Thus, the task is not only to identify the epistemic and 

normative assumptions inscribed in the development and design of technical systems, 

but to provide explanations and justifications that are acceptable to all (potentially) 

affected individuals. However, in a society in which individuals legitimately hold 

differing values, a divergence not only in epistemic but particularly in normative 

standards seems likely. Thus, in order for algorithmic accountability to promote the 

legitimacy of algorithmic-based decisions, Binns suggests that an account of public 

reason be taken as a basis. Put simply, this states that despite existing differences, there 

must be universal rules and principles “provided they are suitably public and shared 

by all reasonable people in the society” (2018, 549), p. 549. The dilemma of justifying 

epistemic and particularly normative assumptions in the context of pluralistic societies 

may thus be overcome by referring to universal principles that establish the shared 

standard as a frame of reference.    

Although Binns' focus is on a more specific problem, it bears similarities to 

deliberative order ethics not only in that he draws from ethics and political philosophy, 

but also in that he uses a similar problem description as starting point. Hence, both 

approaches start from the question of how conflicts between different values and 

interests triggered by the use of AI-based systems are to be solved, given the 

assumption of reasonable value pluralism. The solutions, however, as provided by 

Binns' approach to algorithmic accountability in terms of public reason on the one 

hand and our proposal for an approach of deliberative order ethics on the other hand, 

show two main differences. First, our proposal starts at an intermediate level of 

business ethics, while Binns like Rahwan (2018) starts at the wider political level of 

democratic societies. Secondly, Binns' account of public reason provides for value 

conflicts to be resolved by reference to universal principles, while order ethics attempts 

to refrain from assuming any universal normative principles. At this point, Binns 

emphasises that in advocating a public reason-flavoured form of algorithmic 
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accountability, no particular form of public reason should be presupposed. Instead 

“the precise content of these common principles is expected to emerge from a process 

of reflective equilibrium between equal citizens” (Binns 2018, 550), p. 550. To some 

extent, the process of reflective equilibrium on a societal level to identify universal 

ethical principles is similar to the deliberative process of order ethics to describe 

community specific ethical rules. Thus, while Binns seeks to resolve pluralistic 

conflicts of values in the context of AI by establishing principles and rules at a societal 

level, we believe that from a business ethics perspective, such rules are most effective 

and practicable at the community level in terms of specific fields of application. Would 

it not be plausible to assume that for principles of algorithmic accountability too, 

different rules might be useful depending on the area of application, but still general 

enough as it is shared by a group of stakeholders, an economic community? Would it 

not be possible, for example, to have different shared epistemic and normative 

standards for algorithmic accountability, depending on whether an online retailer 

refuses to provide me with a specific offer or whether my application for a vocational 

training position has been rejected? And still others when I receive my tax return? 

Despite the differences in the proposed responses, we find in Binns’ proposal a 

corroboration of our concept of deliberative order ethics as it similarly highlights the 

issue of value conflicts underpinning AI ethics and seeks a solution based on rules and 

standards developed by public-deliberative dialogue. 

Moreover, Wong (2020) introduced a deliberative approach to the question of 

algorithmic fairness based on the accountability for reasonableness framework (AFR). 

Similar to the criticism of a too limited technical focus raised in section 2, he argues 

that algorithmic fairness is mainly conceived as a technical challenge (Wong 2020, 

227), p. 227. However, as it turns out, the concept of fairness is in itself controversial 

and different definitions exist, each with their own implications. Above all, however, 

this shows that firstly, it is mathematically impossible for an algorithm to fulfil different 

fairness measures at the same time, i.e. fairness claims other than those implemented 

are necessarily violated. Secondly, trade-offs between fairness and other factors in the 

design of algorithms arise, e.g. between fairness and performance or accuracy, or 

between fairness and safety (Wong 2020, 229), p. 229. As a result, algorithmic fairness 

is ultimately a question of conflicting values and interests of involved stakeholders and, 

in this sense, an inherent political task. In response to this challenge, Wong proposes 

to rely on the accountability for reasonableness framework (AFR) based on Daniels 

and Sabin (2002). Recognising the pluralistic nature of liberal democracies, the AFR 

presents a procedural framework to establish a “‘process or procedure that most can 
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accept as fair to those who are affected by such decisions. That fair process then 

determines for us what counts as fair outcome’” (Daniels and Sabin 2002, 4, quoted 

from [13]), p. 233. To this end, AFR formulates four conditions in order for decision-

making processes to be considered fair and legitimate: a publicity condition, a 

relevance condition, a revision and appeals condition, and a regulative condition. 

What Wong thus proposes is to use a procedural account of public deliberation to 

engage in a “genuine exchange of reasons” and facilitate social learning to find 

common ground on appropriate fairness measures which are acceptable to all. In this 

way, Wong's approach is similar to Binns’ (2018) proposal in that both emphasise the 

political dimension of conflicting values and develop a framework for societal 

responses. Yet while Binns deduces his concept especially against the backdrop of 

reasonable pluralism, Wong argues on the basis of the internal features of algorithmic 

fairness (Wong 2020, 239), p. 239. Both Binns and Wong thus explore the question 

of how a shared normative basis for an ethical approach to AI can be found in the face 

of differing and conflicting values and interests, once in relation to algorithmic 

accountability and once in the context of algorithmic fairness. Wong's proposition of 

an AFR differs from our approach to deliberative order ethics mainly by its explicitly 

practical claim (Wong 2020, 241), p. 241, which offers concrete criteria for process 

design in order to determine which values or which conceptualisation of individual 

values should be adopted in the design and use of AI systems. In this way, Wong's 

proposal can be seen as a supplement on a practical level of implementation. 

Regarding the implementation of deliberative or ethics, in particular the revision and 

appeals condition and criteria for the development of rules require further elaboration. 

What remains open, however, is how AFR's criteria should be applied in practice. 

Insofar as the proposal addresses specific AI systems on the one hand, but on the 

other hand is based on the overarching level of the political system as a whole 

(deliberative democracy) (Wong 2020, 238), p. 238, the connection between the two 

levels does not seem trivial. It is here that the added value of our account of 

deliberative or ethics comes into play as it attempts to provide a more precise 

description of who (firms) wants to achieve what (establishment of rules) and how 

(deliberative stakeholder engagement) and at which level (economic communities). 

This kind of methodological middle step of normative political theory on the one 

hand, and precise criteria for process design on the other, not only facilitates the 

practical application but also allows normative theory to be differentiated and 

expanded over different levels. 
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Finally, Whittlestone et al. (2019) and Rosenbaum and Fichman (2019) explored the 

wider societal dimensions of ethical issues in the use of AI. Rosenbaum and Fichman, 

like Binns (2018), focus on the question of algorithmic accountability and point out 

the complexities of technical and sociotechnical approaches. Summarising different 

ways forward they point to the societal and political dimensions of digital justice “by 

moving away from a focus on the algorithm itself” (Rosenbaum and Fichman 2019, 

243), p. 243. As mentioned above, Whittlestone et al. (2019) argue that the normative 

dimension of AI ethics should be understood as tensions between different values and 

principles and thus agree with our proposal to take value conflicts as a starting point 

as well as with the ideas of Rahwan (2018), Binns (2018), Wong (2020). They echo 

the concern that fundamental normative conflicts may not be resolved with a technical 

or principled view (B. Mittelstadt 2019; Greene, Hoffmann, and Stark 2019; Green 

2020). Rather, they underline the difficulty to achieve acceptable results when dealing 

with value conflicts or tensions: “Making these trade-off judgements will be a complex 

political process. Weighing the costs and benefits of different solutions can be an 

important part of the process but alone is not enough, since it fails to recognise that 

values are vague and unquantifiable, and that numbers often hide complex value 

judgements. In addition, resolving trade-offs will require extensive public engagement, 

to give voice to a wide range of stakeholders and articulate their interests with rigour 

and respect” (Whittlestone et al. 2019, 199), p. 199. Moreover, trade-offs may not be 

unavoidable, e.g. if further research and development promises solutions that reduce 

or even avoid trade-offs (Whittlestone et al. 2019). Should we then wait for the 

technology to be applied in the future or should we use existing applications? Or does 

this perhaps point to precisely those instances where a technical, AI-based solution 

may not be the best alternative (Green 2019)? Whittlestone et al. (2019) therefore 

stress the need for stakeholder engagement and deliberation in order to evaluate costs 

and benefits and find agreement on acceptable trade-offs. Our account of deliberative 

order ethics picks this up and introduces a normative theory of contractualist business 

ethics to provide a both normatively firm and practicable approach to AI ethics.  

Overall, the discussion shows that a broadening of AI ethics towards the fundamental 

normative conflicts between different values and interests on a societal level is needed 

(Rahwan 2018; Binns 2018; Wong 2020; Whittlestone et al. 2019; Rosenbaum and 

Fichman 2019). We understand the proposals by Rahwan (2018), Binns (2018), 

Wong (2020) and Whittlestone (2019) as an affirmation that the starting point of value 

conflicts as adopted by deliberative order ethics is suitable for addressing the ethics of 

AI on a comprehensive societal level. We also agree with Rahwan (2018), Wong 
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(2020), Whittlestone (2019) and, to some extent, Binns (2018) that in view of the 

conflicts and trade-offs to be negotiated, a participatory and deliberative approach is 

appropriate for negotiating a fair distribution of costs and benefits and acceptable 

outcomes in a mutual exchange between affected stakeholders. Based on contractualist 

business ethics, our approach further specifies that firms should involve not only 

stakeholders of a specific business model, but the whole economic community in the 

sense of all stakeholders involved and potentially affected by the use of AI systems in 

a specific application area, say recruiting, not least from civil society. Engaging in 

participatory deliberation, firms should ultimately establish rules that enable mutual 

advantages to be created for the entire economic community. Thus, while the basic 

theoretical approach is similar to other current contributions, our approach is distinct 

in that it introduces a business ethics concept based on a solid theoretical framework. 

We argue that a business ethics perspective is useful for linking normative-theoretical 

considerations to the relevant implementation context of AI innovation, to both 

conceptually enhance AI ethics and improve its practical application. In this respect, 

our proposal of deliberative order ethics provides a valuable addition to the existing 

contractualist and deliberative proposals in AI ethics.  

Recently, Himmelreich (2019) argued that AI ethics should turn to political 

philosophy in order to take greater account of the collective decisions that are evoked 

by the use of AI systems. Political philosophy would then be able to add three basic 

concerns to the conceptual toolkit of AI ethics: reasonable pluralism, individual 

agency, legitimate authority. As explained above, contractualist business ethics is 

fundamentally based on the question of preserving reasonable pluralism and the 

possibilities of legitimate authority. Along these lines, our theory-based proposal 

contributes to complement AI ethics with political philosophy. Insofar as we are 

developing a concept of business ethics on such a theoretical basis, we even go one 

step further and argue that AI ethics needs not only political philosophy but also 

normatively sound contributions of business ethics (Luetge, Armbrüster, and Müller 

2016; Heath, Moriarty, and Norman 2010; Moriarty 2005). It is precisely from such 

an integrated approach that AI ethics can be pushed forward both in terms of 

normative concepts and in practice. 
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 Problems solved? Addressing current shortcomings with deliberative order 

ethics 

Recognising the beginnings of a third wave, we started our reasoning with a critical 

discussion of the current state of AI ethics. To this end, we summarised five 

shortcomings of a first and second wave of AI ethics. In this section we will therefore 

briefly discuss whether or not and to what extent the concept of deliberative order 

ethics may successfully address current weaknesses.  

1. AI ethics neglects the business context of developing and employing AI systems 

The first shortcoming concerned the focus on the technical level of AI systems, which 

tends to neglect the integration in an entrepreneurial and wider societal context. In 

response to this, deliberative order ethics offers a valuable contribution as it starts at 

the level of firms and their business practices which may create value conflicts. The 

deliberative approach involving the stakeholders of an economic community does not 

focus on the ethical design of the technical system alone, but rather on the question of 

how the use of AI in a specific societal context is acceptable for all involved, i.e. how 

it can be implemented to the benefit of all. The object of ethical scrutiny is thus not 

only the AI system on a micro level but the AI system in the context of its 

commercialisation, and its impact on markets, the environment, individuals and 

society. In this way, primarily responsible actors are not individual developers but 

firms on an organisational level and their strategic behaviour in economic 

communities. By introducing a business ethics perspective, the business context of the 

use of AI systems is systematically taken into account. At the same time, the political 

dimension of AI ethics is reflected by focusing on value conflicts and deliberatively 

negotiating acceptable trade-offs with all stakeholders, not least from civil society. 

Drawing from political philosophy, deliberative order ethics thereby is able to "address 

fundamental normative and political tensions" (B. Mittelstadt 2019), p. 501, prompted 

by AI systems. 

2. AI ethics is biased toward a technological solutionism 

Closely connected to the first issue of too narrow a focus on technical systems alone, 

the second problem refers to the problem of technological solutionism. By focusing 

on the ethical design of AI systems, the question of whether or not a particular AI 

system should be built and employed in the first place or whether there is perhaps 

another, possibly non-technical alternative that can better solve the problem at hand 

moves out of sight. Here, too, deliberative order ethics seems to offer an 
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approximation to the problem by broadening the scope of AI ethics. Insofar as rules 

for a fair distribution of costs and benefits and acceptable trade-offs are negotiated in 

a deliberative procedure, what is at stake is a more comprehensive evaluation of AI-

based business practices. This includes the question of whether the use of AI systems 

appears appropriate and reasonable in view of the identified costs and benefits. 

Although its goal is not to devise possible alternatives, the deliberative establishment 

of rules defines the framework (level playing field) within which the use of AI systems 

is socially acceptable. By formulating the conditions accordingly, minimum thresholds 

can be set and certain AI applications may thus be ruled out. 

3. AI ethics succumbs to an individualist focus 

Thirdly, we pointed out that the focus on AI systems and their ethical design leads to 

ethical action primarily to be located at the level of individuals such as data scientists 

and developers. However, this fails to recognise the role of the organisational level, 

both internally in terms of governance mechanisms and corporate culture and 

externally in terms of its integration in markets and the wider societal contexts. Here 

the perspective from business ethics helps to bring the role of firms as organisations 

into focus. In doing so, deliberative order ethics concentrates less on internal aspects 

than on external interactions and the behaviour of businesses in society. Accordingly, 

responsibility for ethical behaviour is no longer attributed (only) to developers but to 

firms as social actors who need to establish general rules for the ethical use of AI 

systems on the basis of their own interests. In this sense, firms have the responsibility 

to initiate or actively participate in respective deliberative processes if they intend to 

establish a new business segment or expand an existing one by using AI. 

4. AI ethics is problematic in its implementation and lacks accountability and clear 

impact 

The fourth weakness relates to the difficulty of making abstract principles manageable 

in practice, identifying effective approaches and ensuring their normative soundness 

(gap between a variety of tools and normative justification). Here the approach of 

deliberative order ethics can only partly provide an adequate answer as it fell outside 

the scope of this article to spell out its practical application. Nevertheless, in response 

to the observed implementation problems, our approach advocates a systematic 

combination of normative theory with an applied perspective of business ethics. 

However, the concept needs to be fleshed out for its implementation and its 

effectiveness needs to be critically evaluated.  
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5. AI ethics does not clarify its link to legal regulation 

Finally, we pointed out the ambiguous relationship between AI ethics and legal 

regulation, which has been criticised by a number of authors. Here, our proposal 

provides a thorough clarification. Based on a contractualist theory of normative 

business ethics (Luetge 2013) and the concept of incomplete contracts (Hart 2017), 

the complementary character of ethics can be specified (cf. Luciano Floridi 2019). 

Deliberative order ethics highlights the relevance and need of legislation and hard law 

regulating the development and use of AI in order to set clear and binding rules 

enabling fair competition. It is only in addition to these regulations that order ethics 

seeks to address inevitable gaps for ethical rules. Thereby, ethics may also function as 

participatory creation and testing of ethical rules for as long as the legislative process is 

still under way (cf. Larsson 2020), and rules might even become legislation at some 

point. According to the complementary nature of the relationship, deliberate order 

ethics should thus under no circumstances provide a basis for avoiding or delaying 

legislation. 

To conclude, complementing AI ethics with deliberative order ethics thus offers 

several benefits. By integrating ethical considerations on the business practices 

surrounding the use of AI systems in society, it forces firms to identify and analyse the 

diverse impacts the employment of AI may have, to discuss costs and benefits from a 

comprehensive perspective with all stakeholders from the community and explicitly 

formulate rules for acceptable trade-offs that allow added value for all. Thereby value 

conflicts caused by critical business practices become the subject of an open dialogue. 

As a result, both new and already existing problematic business practices can be 

revealed and put up for discussion (cf. Binns 2018). Furthermore, the deliberative 

approach not only helps uncover relevant values and interests in society, it also initiates 

the weighing up and explicit balance of different societal values, from economic to 

social and ecological values. Establishing societal standards for a desirable use of AI, 

deliberative order ethics offers an avenue designed to make the use of AI beneficial 

for everyone in society. Beyond avoiding adversarial effects, this makes pluralistic 

value creation the ultimate ambition of AI ethics. 
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 Conclusion 

The increasing use of AI systems not only presents great opportunities for many 

important areas of society such as medicine or climate protection, it also raises 

profound ethical questions and challenges fundamental societal values. Recognising 

these impacts, the field of AI ethics emerged developing both theoretical guidelines as 

well as practical tools addressing issues such as unfair discrimination or algorithmic 

accountability.  

In this article, we introduced a procedural account of a deliberative order ethics to 

complement AI ethics. To this end, we first presented the current state of AI ethics 

which results in our review in two first waves of AI ethics. At the threshold of the 

beginning of a third wave we consolidate different concerns by arguing that in its 

current form AI ethics is facing at least five crucial shortcomings: AI ethics tends to 

neglect the business context of developing and employing AI systems, it is biased 

toward a technological solutionism, succumbs to an individualist focus, is problematic 

in its implementation and lacks accountability and clear impact, and does not clarify 

its link to legal regulation. Building on this critique, we first introduced the 

contractualist concept of normative business ethics called order ethics. Contrasted with 

ISCT as the most proliferated theory of contractualist business ethics, we argue that 

deliberative order ethics provides an adequate approach to deal with the complex 

value conflicts firms may trigger through AI in pluralistic societies. Order ethics holds 

that these conflicts should be resolved by adequate rules so that ethical behaviour does 

not lead to a competitive disadvantage to which stakeholders agree based on mutual 

benefits. Secondly, we proposed a procedural expansion arguing that it is through 

participation and deliberation that stakeholders of an economic community may 

adequately discuss costs and benefits and agree on rules for acceptable trade-offs when 

using AI systems in their respective field. Thereby, deliberative order ethics ultimately 

seeks to make the use of AI systems a matter of pluralistic value creation. The role of 

ethics in AI thus becomes, among other things, to ensure that AI creates diverse 

societal and ecologic value in combination with financial business value.    

By complementing AI ethics with an approach of business ethics we aim to integrate 

the level of business practices into the considerations of AI ethics and highlight the 

organisational role of firms for achieving ethical AI. Since AI systems and most other 

emerging technologies are at least commercialised and brought to society by firms 

through new business models or enhanced products and services, we believe that one 

cannot achieve truly ethical AI without addressing key issues of business ethics. From 

a favourable point of view, building “ethical” AI systems that are then part of 
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questionable and dodgy business practices and markets does not seem to cover the 

whole picture. At worst, it is part of a deceitful strategy and irresponsible. Some 

perspectives in AI ethics seem to implicitly assume an opposing relation of business 

and ethics which ultimately leads to the conclusion that truly ethical AI can only be 

possible beyond businesses and markets in their current logic and structure. This, 

however, means admitting that, at least in the short and medium term, ethical AI 

business practices cannot gain wider application. Although we are somewhat 

sympathetic to such a sincerely critical and more idealistic view, our ambition is to 

strive for realistic change to achieve ethical AI at all, given the current circumstances. 

At the critical point at which AI innovation currently stands, it is thus particularly 

important to reflect the normative foundations of both economics and businesses and 

to make AI ethics an endeavour of business ethics too. To this end, we have made a 

first contribution with this article. 

Combining two previously separated fields of research, this article shows some 

important limitations. First, as we focused on demonstrating how a business ethics 

perspective may provide a valuable complementation to AI ethics addressing some of 

its current shortcomings, a detailed description of the concept of deliberative order 

ethics and what a concrete application might involve exceeded the scope of this article. 

Among other aspects, this would entail more conceptual detail with regard to criteria 

for deliberation processes, rules and consent as well as an exemplary description of its 

implementation in practice. Secondly, our analysis of the first two waves of AI ethics 

only covers major trends and was thus unable to do full justice to the diverse and 

dynamic field that is emerging today. An adequate review for the purpose of a 

systematic critique of the field would provide the subject of an entire article. Alone the 

focus of this article was a different one. 

These limitations, however, also provide the basis for further research. Future research 

agendas should seek to both systematise and consolidate the very diverse and dynamic 

field of AI ethics as well as foster the development of solid practical approaches. More 

specifically, further research needs to develop practical approaches and tools based on 

well-founded normative claims and evaluate their effectiveness empirically. 

Finally, this article contributed to a diversification of causation narratives about 

(un)ethical AI (Greene, Hoffmann, and Stark 2019): without taking into account the 

role of business practices and markets, AI ethics risks never reaching its goals. 

Therefore, political philosophy and business ethics are urgently needed complements 

to ensure that AI ethics remains a theoretically sound and practically effective effort. 
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 Abstract  

Social acceptance presents a major challenge for Germany’s transition to green energy. 

As a power-to-x technology, green hydrogen is set to become a key component of a 

future sustainable energy system. With a view to averting conflicts like those 

surrounding wind energy, we have investigated social acceptance of green hydrogen at 

an early stage in its implementation, before wider rollout. Our study uses a mixed-

method approach, wherein semi-structured interviews (n=24) and two focus group 

workshops (n=51) in a selected region in central Germany serve alongside a 

representative survey (n=2054) as the basis for both understanding social attitudes and 

reaching generalisable conclusions. Overall, it is possible to observe both a marked 

lack of knowledge and a large degree of openness towards green hydrogen and its local 

use, along with high expectations regarding environmental and climate protection. We 

reach three key conclusions. Firstly, acceptance of green hydrogen relies on trust in 

science, government, the media, and institutions that uphold distributive justice, with 

consideration for regional values playing a vital role in establishing said trust. Secondly, 

methodologically sound participatory processes can promote acceptance, and active 

support in particular. Thirdly, recurrent positive participatory experiences can 

effectively foster trust. Accordingly, we argue that trust should be strengthened on a 

structural level, and that green hydrogen acceptance should be understood as a matter 

of responsible innovation. As the first empirical investigation into social acceptance of 

green hydrogen, and by conceptually interlinking acceptance research and responsible 

innovation, this study constitutes an important contribution to existing research. 
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 Introduction 

In order to achieve greenhouse gas neutrality by 2050 and honour the Paris Agreement 

as well as to implement the sustainable development goals (SDGs), Germany needs 

renewable energy sources to form the cornerstone of an environmentally friendly and 

sustainable energy supply system (Bundesregierung der Bundesrepublik Deutschland 

2010). The government’s „National Hydrogen Strategy“ (Bundesregierung der 

Bundesrepublik Deutschland 2020) accordingly identifies green hydrogen, which is 

produced via electrolysis powered by renewable electricity, as a key component of 

such a system. On a European level too (European Commission 2020), the potential 

of green hydrogen to play a key role in the European Green Deal for the European 

Union (European Commission 2019) has been recognized (Brudermüller et al. 2021). 

However, development and above all implementation of this technology are still at an 

early stage. The resulting lack of practical experience with it, especially among the 

general public, makes studying social acceptance of green hydrogen challenging 

(Hildebrand, Gebauer, and Taubitz 2019). Yet therein also lies a valuable opportunity: 

the earlier relevant acceptance factors can be identified, the more effectively long-term, 

sustainable solutions can be developed, ensuring wide social adoption and use across 

various industries. 

As initial explorations of power-to-x technologies emphasise, participation has an 

important role to play in this regard (Hildebrand, Gebauer, and Taubitz 2019; 

Ashworth et al. 2019). In the debate surrounding renewable energy infrastructures, 

this is by no means a novel insight: participation has been considered key to Germany’s 

transition to green energy for a number of years (cf. Holstenkamp and Radtke 2018). 

Creating opportunities for public involvement can help resolve or mitigate potential 

conflicts arising from the creation of renewable energy facilities, for instance when 

selecting locations for wind farms. Moreover, openness and transparency increase the 

legitimacy of planning and decision-making processes – regardless of their actual 

outcomes. Social acceptance is thus not solely dependent on the properties of a given 

technology, but is likewise influenced by interaction and dialogue among various 

stakeholders. 

This study therefore focusses on the role of participation in green hydrogen 

acceptance. The aim is to show how, as a matter of responsible innovation, 

participation can promote trust and lay a sustainable foundation for social acceptance 

of green hydrogen.   
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To this end, we chose a mixed-method approach, combining a representative survey 

of the German population (n=2054) – designed to both gauge green hydrogen 

acceptance and test six hypotheses on the relationship between acceptance, trust and 

participation –  with findings derived from qualitative interviews (n=24) and two 

focus group workshops (n=51) conducted as part of a case study carried out in and 

around Leipzig (McCusker and Gunaydin 2015). The survey results were subjected 

to quantitative analysis for the sake of drawing reliable and representative 

conclusions, while also representatively validating the qualitative findings from our 

case study. Conversely, our case study findings facilitate a better understanding of 

the relationships confirmed by our quantitative survey. 

This paper is structured as follows. In the next section [4.3.4], we define our research 

question against the background of the current state of research on the connection 

between participation and social acceptance of sustainable energy system 

transformation. After that, we present our quantitative [4.3.5] and qualitative [4.3.6] 

findings, which are then discussed in terms of the relationship between participation, 

trust and green hydrogen acceptance [4.3.7]. Finally, we point out important 

implications and limitations of the study, and suggest avenues for further research 

[4.3.8]. 
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 Background 

Green hydrogen has the potential to become a cornerstone of the global transition to 

green energy (Dincer 2012; Hosseini and Wahid 2016; van Renssen 2020). Firstly, 

converting renewable electricity to green hydrogen makes it possible to store 

weather-dependent regenerative energy derived from wind and sunlight (Ogden 

1999; Ozarslan 2012; Zhang et al. 2016). Secondly, hydrogen-powered fuel cells and 

hydrogen-based synthetic fuel constitute possible alternatives to direct electricity 

usage and battery-powered technologies in transport (Farrell, Keith, and Corbett 

2003; Singh et al. 2015) and heating (Dodds et al. 2015). Furthermore, in areas such 

as the steel and chemical industry, green hydrogen technology provides the only 

route to decarbonisation (Bhaskar, Assadi, and Nikpey Somehsaraei 2020; Otto et 

al. 2017). At the same time, green hydrogen’s potential role in Germany’s energy 

transition is a matter of not only technical feasibility, but also socially accepted 

implementation (A. Schmidt, Canzler, and Epp 2019). This becomes all the more 

important as the resource-intensive construction of infrastructure requires decisions 

with long-term impact, although some existing infrastructures, such as natural gas 

pipelines, may also be used for hydrogen.   

 

 Social acceptance of renewable energy innovation and the role of participation 

Although the majority of Germany’s population has a fundamentally positive attitude 

towards the country’s energy transition, conflicts regularly arise during the planning 

and implementation phases of specific projects. The „social gap“ (Bell et al. 2013; 

Bell, Gray, and Haggett 2005) between strong approval voiced in opinion polls on the 

one hand, and local protests on the other, shows that social acceptance takes place on 

different levels (Wüstenhagen, Wolsink, and Bürer 2007). Public reaction to new 

energy environments is thus not just predicated on aspects of the technologies 

themselves, such as potential safety issues. Local context and the ways in which people 

are personally affected likewise influence their perception and assessment of changes 

to their everyday surroundings (Perlaviciute and Steg 2014; Upham, Oltra, and Boso 

2015).  

In the past, public rejection was often seen as symptomatic of the NIMBY (“not in my 

backyard”) syndrome, yet this simplified view is now considered outdated (Devine-

Wright 2009, 2005; Wolsink 2000). Current approaches suggest that local changes 

can just as easily elicit positive reactions „in situations of good ‘fit’ between symbolic 

meanings associated with both place and project” (Devine-Wright 2011, 341), with 
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local context and the community’s day-to-day life providing possible symbolic, 

emotional and ideational points of reference (Batel 2018; Bosch and Schmidt 2020). 

This also pertains to the relationships between the stakeholders of a given project. In 

particular, the presence or absence of a sense of trust and fairness among stakeholders 

helps determine the public’s reaction to new energy technologies (Huijts, Molin, and 

Steg 2012). Accordingly, in both research and practice, the question of how increased 

participation can promote renewable energy acceptance has become increasingly 

relevant (Hildebrand, Rau, and Schweizer-Ries 2018; Holstenkamp and Radtke 

2018).  

In contrast to renewable energy technologies such as wind and solar power, green 

hydrogen is still largely unknown to the majority of the German population (Hyacinth 

Project 2017; Zimmer and Welke 2012). To date, only a small number of public 

participation projects and focus group studies have examined the German public’s 

attitude towards hydrogen technologies in general. In addition to sparse knowledge 

and a lack of direct experience, these studies reveal a fundamental openness that could 

turn into either approval or rejection, depending on the information made available 

and the dynamics of communication (Scheidler and Pfaff 2019) – as well as doubts as 

to whether hydrogen technologies are being developed and used to serve the common 

good, and not just business interests (Zimmer and Welke 2012; Hytrust 2013). 

Research carried out in the United Kingdom and the Netherlands reveal similar 

findings, identifying distrust of industry and public institutions as a significant barrier 

to acceptance (Huijts, Molin, and van Wee 2014; Ricci, Bellaby, and Flynn 2010; 

Mumford and Gray 2010). Against this background, we maintain that social 

acceptance of green hydrogen should be investigated at a very early stage in its 

implementation, with a particular focus on the role of trust.   

 

 Linking social acceptance with the concept of responsible innovation    

The concept of responsible innovation centres on the development of new 

technologies in harmony with social values (Stilgoe, Owen, and Macnaghten 2013; 

René Von Schomberg 2013; Rip 2014; Ruggiu 2015; Burget, Bardone, and Pedaste 

2017). The corresponding academic field comprises not only conceptual and 

empirical research, but also the development of practical approaches, including 

methods and tools that help shape processes, organisations or the innovation system 

as a whole (Long, Iñigo, and Blok 2020; Lubberink et al. 2017). Responsible 

innovation aims not just to avoid ethically, socially and ecologically undesirable 
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consequences, but also to address specific societal challenges through innovations 

that contribute to the common good. Operating within a participatory governance 

framework, innovation processes should accordingly involve not only directly 

responsible organisations, but also more broadly affected societal actors, society at 

large, or individual members of the public (Richard Owen et al. 2013a). The 

underlying premise is that early integration of a variety of stakeholders makes it 

possible to incorporate multiple perspectives – and thus also social values – into the 

development of new technologies. In a process thus marked by inclusion and 

responsiveness, existing dynamics between actors within the innovation system can 

change and new relationships be forged, while a greater degree of democratisation 

helps establish mutual trust among civil society, science, business and government 

(Stilgoe, Owen, and Macnaghten 2013; V. Blok, Hoffmans, and Wubben 2015). 

Despite being concerned with the development and implementation of new 

technologies in line with social values and for the benefit of society – a process in 

which participation plays a central role – the concept of responsible innovation has, 

to date, not been systematically linked with acceptance research. Within acceptance 

research, on the other hand, explicit connections have been drawn to responsible 

innovation, most prominently by Pellizzone et al. (2017, 2015). Were the two fields 

systematically interlinked, it could help uncover their respective blind spots and open 

the door to mutual learning and synergy. That this has not yet happened is all the 

more surprising given that the concept of responsible innovation has been 

incorporated into research on the global transition to green energy (Koirala, van Oost, 

and van der Windt 2018; Correljé et al. 2015), and considering that acceptance has 

always been considered a (side-)effect or even one of the aims of responsible 

innovation (René Von Schomberg 2012; Richard Owen et al. 2013a).  

We suspect that there are two reasons for this. Firstly, the focus of acceptance 

research falls primarily on individuals, groups, communities or entire societies as 

(potential) end users or as (potentially) affected by a given technology. The 

technology itself, however, is viewed from a passive, external perspective as an 

object of acceptance that is essentially taken as given (Upham, Oltra, and Boso 

2015). Responsible innovation, on the other hand, focusses on the circumstances and 

process surrounding the development of the technology in question, with the aim of 

substantially influencing said process and altering its outcome in response to societal 

needs. Secondly, responsible innovation aims to effect systemic change, its medium- 

to long-term goal being the democratisation of innovation via sustainably changed 

relationships between different actors (Richard Owen et al. 2013a; Carayannis and 
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Campbell 2012b; Braun and Griessler 2018). By contrast, acceptance research mainly 

focusses on specific use cases, the end goal being the successful introduction and 

sustainable local or general adoption – i.e. acceptance – of a given technology. 

This paper constitutes an argument for more decisively and systematically 

interlinking these two fields of research and practice. Using the example of green 

hydrogen, we aim to show how this can benefit the investigation and promotion of 

social acceptance from the perspective of responsible innovation. 

 

 Research question 

In this paper, we investigate social acceptance of green hydrogen in Germany, with a 

particular focus on the role of participation. Working from the assumption that trust 

is crucial for social acceptance, and that participation should therefore aim to promote 

trust, we ask the following research question: can participation promote social 

acceptance of green hydrogen – and if so, how? 
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 Quantitative data 

 Methods 

A representative survey was conducted between 15 and 25 May 2020, in the form of 

an online questionnaire completed by a total of 2054 respondents. The results of the 

survey were weighted and are representative of the German population aged 18 and 

above (fig. 1). The standardised German-language questionnaire was developed by the 

authors of this paper, and the fieldwork carried out by an external contractor. 

 

 

  

 

 Description of questionnaire and variables 

The questionnaire consisted of 97 questions grouped into 27 sets. In addition to 

general demographic questions regarding age, place of residence, marital status, 

income, household size and political orientation, respondents were given questions 

related to green hydrogen acceptance. Environmental awareness was assessed via 23 

questions and – as in the federal government’s most recent study on environmental 

awareness in Germany (Bundesministerium für Umwelt 2019) – mean values were 

subsequently calculated to respectively represent cognitive environmental awareness, 

emotional environmental awareness, and environmentally conscious behaviour on a 

scale of zero to ten. Further questions focussed on experiences with participatory 

processes and the perceived competence and trustworthiness of a variety of actors 

from the fields of government (comprising both local and national government, as well 

as European institutions), the media (comprising print media as well as public and 

private broadcasting), research and education (comprising research facilities and 

academic institutions), business (comprising small and large-scale enterprises) and 

respondents’ own private sphere. Additional factors assessed via the questionnaire 

include respondents’ perceived self-efficacy, their willingness to become involved in 

promoting or opposing renewable energy use in their own city or municipality, their 

Fig. 1: Structure of the quantitative data sample 
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familiarity with hydrogen in general and green hydrogen in particular, what impact they 

expect green hydrogen to have on areas such as safety, mobility and environmental 

protection, and the importance they attach to public involvement in green hydrogen 

adoption. The scales used are explained in more detail in section 3.2 below. 

 

 Statistical analysis 

In line with our research question, the following statistical methods were employed in 

analysing the survey data. In an initial exploratory analysis, logistic regression was used 

to determine the factors that influence local approval of green hydrogen. A second 

logistic regression analysis uncovered factors influencing the public’s willingness for 

active involvement in this regard. Logistic regression was chosen as analytic method 

given the absence of a normal distribution of individual variables, and was performed 

using binary dependent variables. Effect size was calculated following Cohen (1992). 

Due to its exploratory nature, this initial stage of the analysis encompassed numerous 

independent variables. Given the variables’ level of measurement and partial lack of 

normal distribution, a Spearman rank correlation was subsequently carried out 

(Hollander, A. Wolfe, and Chicken 2015). Differences between groups were then 

analysed using the nonparametric Wilcoxon test, since the variables did not satisfy the 

assumption of normality (Gehan 1965). In the case of multiple tests, Bonferroni 

correction was used to counteract alpha error accumulation (Bland and Altman 1995).

  

 

 Results 

 Descriptive findings on green hydrogen acceptance in Germany 

While 85% of respondents indicate having heard of hydrogen, the same is true for 

only 26% in the case of green hydrogen (fig. 2). Here, significant differences can be 

observed between age groups: older individuals are more familiar with hydrogen as 

such, whereas younger people are more likely to have heard of green hydrogen (fig. 

3). Familiarity with (green) hydrogen is also seen to differ significantly in accordance 

with level of education, with those in possession of or currently studying towards a 

university degree or equivalent qualification being more likely to have some knowledge 

of it (fig. 4). No significant regional differences can be observed in this respect. 
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Among respondents, the most well-known use of hydrogen is within the field of 

mobility (as indicated by 70%), followed by the energy supply sector (56%) and 

industrial settings (48%). Only 37% of respondents feel able to form an opinion of 

Fig. 2a: Familiarity with hydrogen Fig. 2b: Familiarity with green hydrogen 

Fig. 3: Familiarity with hydrogen and green hydrogen by age 

Fig. 4a: Familiarity with hydrogen by 
level of education 

Fig. 4b: Familiarity with green hydrogen by 
level of education 
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hydrogen technologies, in contrast to other energy technologies such as solar (62%) 

and wind power (60%). 64% of respondents expect green hydrogen to have a positive 

impact on environmental protection and sustainability, followed by mobility and 

infrastructure (52%), regional value creation (43%), and job creation and structural 

change (40%). Only 7% of respondents expect green hydrogen to have a negative 

impact on public and personal safety, whereas 60% foresee no or even a positive 

impact, and 33% declined to comment. Here it is worth noting that 87% of undecided 

respondents, along with 61% of those who foresee a negative impact on safety, 

nonetheless have a very or somewhat positive attitude towards local green hydrogen 

use. 

 

 

86% of respondents indicate feeling very or somewhat positive about green hydrogen 

usage in their own cities or municipalities (fig. 5). Whereas 43% of those in favour are 

very or somewhat willing to become actively involved in promoting local adoption of 

green hydrogen, only 13% of those opposed indicate a willingness for active 

involvement (fig. 6). Furthermore, knowledge is seen to have a highly significant 

influence on approval – 92% of respondents familiar with green hydrogen approve of 

Fig. 5: Local approval of green 
hydrogen in Germany 

Fig. 6: Local active support for and active opposition to green hydrogen and 
renewable energies in general in Germany 
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its use in their local environment, as opposed to 85% of those unfamiliar with it – and 

an even clearer impact on potential active support: only 44% of those without 

knowledge indicate a willingness to become actively involved, in contrast to 69% of 

those with knowledge of green hydrogen. 

The overall high level of approval despite limited familiarity with green hydrogen 

reflect the findings of Achtenberg et al. (2010) on the role of knowledge – in that it 

only leads to increased acceptance under certain circumstances and in conjunction 

with factors such as trust and cultural predispositions. The substantial level of local 

approval shows that local acceptance is better explained in terms of place attachment 

than as a matter of NIMBY reactions (Devine-Wright 2009, 2005; Devine-Wright and 

Howes 2010). Overall, the combination of limited knowledge and fundamental 

openness towards hydrogen technologies revealed by the survey is consistent with 

earlier findings from Germany (Scheidler and Pfaff 2019; Zimmer and Welke 2012), 

the Netherlands (Achterberg et al. 2010; Huijts, Molin, and van Wee 2014), the 

United Kingdom (Flynn, Ricci, and Bellaby 2013; Ricci, Bellaby, and Flynn 2008) and 

Spain (Iribarren et al. 2016). Our findings on the influence of age and level of 

education on hydrogen acceptance likewise confirm the results of earlier studies 

(Achterberg et al. 2010; Altmann and Graesel 1998; Zachariah-Wolff and Hemmes 

2006). A clear difference can however be observed between public familiarity with 

hydrogen in general, and green hydrogen in particular. Whereas many people have a 

rough understanding of the former, having learnt about hydrogen in school or having 

encountered it in a range of practical settings12, the term “green hydrogen” has not yet 

entered the broader public lexicon. Nevertheless, the population is very open to and 

willing to use green hydrogen, in large measure thanks to its expected positive impact 

on environmental protection and the achievement of climate targets (A. Schmidt, 

Canzler, and Epp 2019; Zimmer and Welke 2012). The issue of safety, on the other 

hand – to which technology experts often attach great importance – turns out not to 

be a particularly decisive factor for green hydrogen acceptance (Flynn, Ricci, and 

Bellaby 2013; Ricci, Bellaby, and Flynn 2008). 

 

 
12 This is suggested by our qualitative findings from the interviews and focus groups. 
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 Environmental awareness in Germany and its impact on green hydrogen 

acceptance 

As part of the survey we assessed the environmental awareness in Germany, as 

conceptualised by Scholl et al. (2015). Compared to the most recent biennial 

representative survey of the Federal Ministry for the Environment, Nature 

Conservation and Nuclear Safety (BMU) (2019) our findings reveal a marked decrease 

in cognitive environmental awareness (from 7,9 to 4,2), emotional environmental 

awareness (from 7,2 to 4,8) and environmentally conscious behaviour (from 4,6 to 3,7) 

(fig. 7). 

 

 

The significant decrease in environmental awareness can be explained by the drastic 

shift in public attention that occurred between the two surveys as a result of the 

COVID-19 pandemic. Whereas environmental and climate protection continually 

stood at the centre of public discourse in 2018 and ultimately led to the start of the 

Fridays for Future movement, our survey coincided with the outbreak of COVID-19 

in Germany, the effects of which had a particularly strong grip on the public’s attention 

in May 2020. Accordingly, issues related to environmental and climate protection are 

seen to have lost much of their cognitive and emotional significance. The somewhat 

less pronounced decline in environmentally conscious behaviour can be accounted 

for by the fact that patterns of behaviour are slower to change and less easily influenced 

than cognition and affect. These findings demonstrate that environmental awareness 

is not yet embedded deeply enough in German society to withstand dramatic shifts in 

public attention. Moreover, our findings reveal the scope of the challenge involved in 

restoring – and expanding on – pre-pandemic levels of environmental awareness, and 

bringing related issues, targets and tasks back to the forefront. 

Fig. 7: Level of environmental consciousness in Germany 
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Using two logistic regression analyses, we were furthermore able to determine that 

cognitive and emotional environmental awareness influence green hydrogen 

acceptance in different ways. For the first regression model, we assumed that higher 

levels of cognitive environmental awareness have a positive impact on approval of 

green hydrogen. Our analysis shows both the model as a whole (chi-

squared(23)=236.28, p=.000, n=2054) and the coefficient of individual variables to be 

significant. When cognitive environmental awareness increases by one unit, local 

approval increases by 92.3%. The Nagelkere R-squared value is .214, corresponding 

to a large effect following Cohen (1992). 

Our second model rested on the hypothesis that higher levels of emotional 

environmental awareness positively influence people’s willingness to actively promote 

green hydrogen use. Here, too, a logistic regression analysis reveals both the model as 

a whole (chi-squared(27)=252.76, p=.000, n=1397) and the coefficient of individual 

variables to be significant. When emotional environmental awareness increases by one 

unit, willingness for active involvement increases by 74.9%. The Nagelkere R-squared 

value is .221, corresponding to a large effect following Cohen (1992). 

The correlation observed in both instances firstly underlines the importance of 

environmental awareness in promoting green hydrogen acceptance (Emmerich et al. 

2020; Hyacinth Project 2017). Secondly, it becomes clear that specific measures are 

needed to promote acceptance as a matter of public attitude on the one hand, and to 

increase support in terms of active involvement on the other. Whereas the former 

requires focussing on information and convincing factual arguments, the latter calls for 

measures that operate on an emotional level. In light of the current urgent need to 

activate advocates of green hydrogen (Hildebrand, Rau, and Schweizer-Ries 2018; 

Local Energy Consulting 2020), our findings thus provide a blueprint for the design of 

measures that effectively promote acceptance. Merely relying on arguments based on 

technological advantages or logical necessity will not suffice; rather, green hydrogen 

and its specific practical applications need to be embedded in visions that are as 

captivating as they are robust. 

 

 Participation, trust and green hydrogen acceptance, part I 

Our quantitative survey also served to test six hypotheses on the significance of trust 

and participation to green hydrogen acceptance. 
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Building on earlier findings on the role of trust in various actors (Huijts, Molin, and 

Steg 2012; Midden and Huijts 2009; Montijn‐Dorgelo and Midden 2008; Pellizzone 

et al. 2015; Pellizzone, Allansdottir, and Manzella 2019) and in institutions that ensure 

the just distribution of costs and benefits (Gross 2007; Huijts, Molin, and Steg 2012; 

Scherhaufer et al. 2017; Wolsink 2007; Wolsink and Breukers 2010), our first two 

hypotheses operationalise the relationship between trust and acceptance: 

 

Hypothesis 1.1: A positive correlation exists between green hydrogen acceptance and 

the perceived trustworthiness of government, business, science and the media.  

Hypothesis 1.2:  A positive correlation exists between green hydrogen acceptance and 

high levels of confidence in the fair distribution of the costs and benefits of green 

hydrogen use.  

 

Regarding hypothesis 1.1, our findings reveal a significant correlation between local 

green hydrogen acceptance and the perceived trustworthiness of the scientific sector 

(rs = .319, p<.001, n = 208813), corresponding to a moderate effect following Cohen 

(1992). Local green hydrogen acceptance is likewise seen to correlate significantly with 

the perceived trustworthiness of government actors (rs = .209, p<.001, n = 2088) and 

the media (rs = .212, p<.001, n = 2088), in both instances corresponding to a small 

effect following Cohen (1992). The perceived trustworthiness of the business sector, 

on the other hand, does not correlate significantly with local green hydrogen 

acceptance. With respect to hypothesis 1.2, our findings show local green hydrogen 

acceptance to correlate significantly with confidence in the fair distribution of the costs 

and benefits of green hydrogen use (rs = .258, p<.001, n = 2088), corresponding to a 

small effect following Cohen (1992). These findings reveal trust and perceived 

distributive justice to be relevant acceptance factors for green hydrogen, with trust in 

the scientific sector emerging as particularly influential. 

The next two hypotheses deal with the effect of participation on green hydrogen 

acceptance, building on earlier findings that reveal participation to have a positive 

impact on the acceptance of other renewable energy technologies (Baxter 2017; 

 
13 Summarised values for the perceived trustworthiness of government, the media, science and business 

are as follows: science: 52% very/somewhat trustworthy – 37% both in equal measure – 11% 
very/completely untrustworthy; government: 31% very/somewhat trustworthy – 44% both in equal 
measure – 25% very/completely untrustworthy; media: 25% very/somewhat trustworthy –  31% both in 
equal measure – 33% very/completely untrustworthy; business: 22% very/somewhat trustworthy – 44% 
both in equal measure – 34% very/completely untrustworthy. 
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Langer et al. 2018; Langer, Decker, and Menrad 2017; Lienhoop 2018; Schenk, 

Hunziker, and Kienast 2007; Suškevičs et al. 2019; Zoellner, Schweizer-Ries, and 

Wemheuer 2008): 

Hypothesis 2.1: People with participatory experience display higher levels of approval 

of green hydrogen. 

Hypothesis 2.2: People who assess their own participatory experiences favourably 

display greater willingness to actively support green hydrogen adoption. 

With respect to hypothesis 2.1, our statistical analysis reveals significantly higher levels 

of approval of green hydrogen among people with participatory experience (mean 

1,69, mean rank 874,73), compared to those without (mean 1,94, mean rank 

1089,70).14 The asymptotic Wilcoxon test yields a z value of -7,494, a p value of <.001, 

and an n value of 2088. The r value of .164 corresponds to a small effect following 

Cohen (1992). Regarding hypothesis 2.2, people who assess their participatory 

experiences favourably display significantly greater willingness for active involvement 

(mean 1,88, mean rank 147,49) than those who do not (mean 2,31, mean rank 

192,18).15 The results of the asymptotic Wilcoxon test are z = 3,445, p<.001 and n = 

365. Here, the r value is .180, corresponding to a small effect following Cohen (1992). 

These findings indicate a notable correlation between participation and approval of 

green hydrogen, and between the quality of people’s participatory experiences and 

their willingness to become actively involved in promoting its use. 

The final two hypotheses focus on the relationship between participation and trust: 

Hypothesis 3.1: Positive participatory experiences correlate positively with trust in 

government, business, science and the media. 

Hypothesis 3.2: Positive participatory experiences correlate positively with 

expectations that the costs and benefits of green hydrogen use will be distributed fairly. 

Regarding hypothesis 3.1, our findings reveal a highly significant correlation between 

positive participatory experiences and trust in various actors. This is particularly true 

of trust in government (rs = .762, p<.001, n = 426), science (rs = .556, p<.001, n = 426) 

and the media (rs = .741, p<.001, n = 426), with the correlation in each case 

 
14 On a scale of 1 to 4, where 1 = very positive, 2 = somewhat positive, 3 = somewhat negative and 4 = very 

negative. 
15 On a scale of 1 to 4, where 1 = very willing, 2 = somewhat willing, 3 = somewhat unwilling and 4 = very 

unwilling. 
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corresponding to a large effect following Cohen (1992). In the case of trust in business 

(rs = .402, p<.001, n = 426) the effect is moderate, per Cohen‘s scale (1992). Our 

analysis likewise confirms hypothesis 3.2, showing the correlation between positive 

participatory experiences and expectations of fairness to be highly significant (rs = .418, 

p<.001, n = 426). The effect in this instance is moderate, following Cohen (1992). 

These findings indicate a strong to moderately strong positive correlation between 

positively assessed participatory experiences and trust in various actors and 

institutions. 

 Qualitative data 

 Case selection 

In addition to the representative survey discussed above, the findings presented in this 

paper are based on a regional case study on green hydrogen acceptance carried out in 

and around Leipzig, with a specific focus on the town of Grimma and its surroundings. 

This area was selected for two reasons. Firstly, the study called for a region where 

initial forays into green hydrogen use have already been undertaken. Central 

Germany’s long-standing tradition as chemical industry hub, its well-developed 

hydrogen infrastructure, and the local presence of research organisations and 

companies that have been dealing with green hydrogen for some time therefore made 

this region an ideal candidate, with local industrial initiatives to introduce or expand 

green hydrogen use in and around Grimma16,17 providing an additional argument for 

focussing on this area in particular. Secondly, the research project that forms the basis 

of this paper was conducted in cooperation with a network of local organisations 

working towards turning the area into a hydrogen model region18 – which made 

selecting interviewees and workshop participants significantly easier.  

 

 Methodology 

Qualitative methods aid in understanding and explaining complex social interactions 

and relationships (Merriam 2002; Tracy 2010; Upham, Oltra, and Boso 2015). 

Insofar as qualitative research is primarily geared towards in-depth understanding 

(Boddy, 2016), the findings from our regional case study are not themselves directly 

 
16 Cf.: https://www.lvz.de/Region/Grimma/Grimma-soll-ein-Wasserstoff-Standort-werden 
17 Cf.: https://www.mdr.de/wissen/wasserstoffzug-leipzig-grimma-100.html 
18 https://www.hypos-eastgermany.de/en/ 
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generalisable, yet allow for certain generalised conclusions when viewed in 

combination with the quantitative findings from the representative survey (Mayring 

2007). In particular, our qualitative findings facilitate a clearer understanding of the 

respective roles of trust and participation. 

First of all, a total of 24 semi-structured interviews were conducted with members 

of the general public (n=12) and representatives of government (n=4), science (n=2) 

and business (n=6), so as to cover the broadest possible range of perspectives 

(Bernard 2018). Potential interviewees were identified and contacted directly 

(Robinson, 2014) or – in the case of the local general population – additionally 

recruited by means of a call for participation distributed via local newspapers, social 

media, posters, and on- and offline networks. The interviews took place between 

July and September 2019 and in all but two cases were conducted in person. Each 

interview lasted 60 minutes and made use of one of two distinct interview guides 

respectively designed for respondents from civil society and interviewees from the 

other three fields. All interviews were voluntary and were recorded with consent 

(Esterberg 2002). The recordings were subsequently transcribed (Oliver, Serovich, 

and Mason 2005) and analysed on the basis of a deductively developed and inductively 

supplemented codebook consisting of 6 main categories and 33 subcategories (Tracy 

2019), using Mayring’s qualitative content analysis (Mayring 2010; Mayring and Fenzl 

2019) and with the help of MAXQDA software.   

Secondly, two workshops lasting six hours each were conducted in December 2019 in 

Grimma and in February 2020 in Leipzig, with two separate focus groups totalling 51 

participants (Bloor et al. 2001; Wilkinson 1998). Variously representing civil society, 

local government, business and science, and possessing greatly varying prior 

knowledge of green hydrogen, the members of each focus group were given the 

opportunity to engage in equitable dialogue through a process of participatory design 

(M. L. Heidingsfelder, Bitter, and Ullrich 2019; Sanders 2002; Sanders, Brandt, and 

Binder 2010). Participants were recruited by means of open calls for participation 

distributed via local networks, on- and offline media, social media, flyers and posters. 

Although we aimed to achieve as much balance as possible, both groups contained a 

majority of older participants (aged ~45 and above) and men. The overall aim was to 

gain a better understanding of different perspectives by means of a suitable workshop-

based approach, while facilitating mutual dialogue and the consolidation of a diverse 

range of views into a shared, socially accepted vision for local green hydrogen use.  
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 Results 

 General findings 

Overall, in spite of the public’s self-ascribed limited knowledge of green hydrogen, we 

were able to observe a high level of general and local approval in the investigated 

region. Two factors emerged as particularly decisive for acceptance of green 

hydrogen, namely its perceived environmental and climate friendliness, and its 

capacity to help address specific local needs (e.g. within the field of mobility) and 

current challenges (e.g. with respect to structural change and job creation) by utilising 

the region’s distinct capabilities (as long-standing chemical industry hub). In general, 

the greatly varying levels of trust placed in representatives of government, the media, 

science and business, and in the institutions and processes accompanying the 

introduction of new technologies, could be seen to play a major role.19  

 

 Participation, trust, and green hydrogen acceptance, part II 

In the absence of prior knowledge on which to base their assessment of green 

hydrogen, participants in the interviews and focus groups were seen to fall back on 

perceptions of various aspects of their local context. This consisted, firstly, in the 

activation and transference of more or less explicitly comparable experiences – for 

instance with infrastructure projects – to the introduction of green hydrogen. This was 

particularly evident in participants’ reported perception of government and industry 

processes, and the extent to which they trust the various responsible parties. Here, a 

complex picture emerges. Whereas positive personal experiences have led to a large 

degree of trust in municipal-level government actors, the same is decidedly less true 

for all higher-level government institutions and decision-making processes, which tend 

to be seen as slow, of questionable integrity and dubiously motivated. Companies are 

generally viewed with scepticism and considered untrustworthy, with the exception of 

(very) small local businesses. By contrast, the scientific sector enjoys a large degree of 

trust, almost without exception. 

Secondly, regional self-image could be seen to have a substantial impact on acceptance. 

Participants were seen to deliberately integrate green hydrogen into their 

 
19 On the basis of the qualitative findings we derived twelve acceptance factors for green hydrogen, which 

were then operationalised in a practical guide to the implementation of green hydrogen projects. The 
guide (in German) can be downloaded here: 

https://www.cerri.iao.fraunhofer.de/de/projekte/AktuelleProjekte/hypos.html 
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understanding of their region as a traditional chemical industry hub affected by 

structural change and fighting for a sustainable future. Drawing various distinct 

connections between the technology and their own region helped participants come 

to two favourable conclusions regarding local green hydrogen use. Firstly, a very large 

majority deemed their region well-equipped to use green hydrogen, thanks to its 

existing infrastructure, prior history, and knowledgeable individuals and organisations. 

Secondly, as a sustainable energy technology, green hydrogen was identified as a means 

of solving important local challenges, with respect to the transition to green energy, job 

creation and mobility. Thus, in addition to subjective factors, local context, as well as 

the varying extents to which past experiences have led people to trust different actors, 

institutions and processes, could be seen to have a major impact on green hydrogen 

acceptance in the investigated region. 

Furthermore, most participants in the case study were seen to consider participation 

an important and effective tool for promoting social acceptance. Particularly in the 

run-up to specific planning or implementation projects, it is seen as a means of 

informing the public and other stakeholders, and of facilitating direct communication 

between different actors. Participation is thus considered a valuable means of 

disalienating existing structures and breaking down occasionally hardened fronts 

between government, business, science and the media on the one hand, and civil 

society on the other. The inclusion of representatives of the scientific sector is seen as 

particularly important, given their role as neutral and knowledgeable parties to be 

consulted in case of uncertainty. Moreover, engaging in direct dialogue with 

government and civil society is seen as a way for research organisations and businesses 

to fulfil their respective social responsibilities. 

Certain differences between the two focus groups showed participation to be especially 

conducive to green hydrogen acceptance when people share a common motivation 

and willingness to become involved (a “reason why”). This not only points to the 

significance of group composition and dynamics to participatory processes (Scheidler 

and Pfaff 2019), but also highlights two key factors for the successful promotion of 

acceptance. Firstly, the methods employed in guiding participatory processes, and the 

quality of the resulting process itself, are fundamental to overcoming multiple 

hierarchies and asymmetries (e.g. those resulting from different levels of knowledge) 

so as to facilitate equitable dialogue. Secondly, inasmuch as acceptance depends on 

sustained and personally meaningful involvement, it is important to approach 

participation from a long-term perspective. In addition, transparency and honesty 
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regarding the potential outcome and limits of any given participatory process are key 

to avoiding disappointment, which may otherwise adversely impact acceptance. 

Taking the issue of trust into account, the focus group workshops were 

methodologically designed to enable participants to find a common language for 

addressing complex questions related to local green hydrogen use. Through a carefully 

guided process employing methods from the field of participatory design, a space was 

created for participants to get to know a variety of perspectives and arguments, build 

mutual understanding, and develop a shared vision. In addition, having a neutral 

research organisation in charge of recruitment and moderation helped make the 

involved parties more open to the process and to cooperation with one another. Their 

joint development of a shared vision for regional green hydrogen use could thus foster 

mutual trust, while enabling especially members of the public to understand and 

contribute to an otherwise opaque and impenetrable decision-making process. 

Participants in both workshops expressed the need for continued dialogue over a 

longer period of time. This shows that whereas short-term participation can create 

mutual understanding, trust can only be sustainably established via iterative or longer-

term participatory processes. Here, however, a certain paradox arises: while 

participation can ultimately strengthen trust, the willingness to get involved in 

participatory processes and engage with other perspectives presupposes a certain 

measure of trust. Accordingly, despite our inclusive approach and efforts to keep the 

barrier to entry as low as possible, people who expressed little to no trust in the first 

place proved difficult to recruit for our study. 

Overall, our findings show that given the development and proper implementation of 

appropriate methods, participation has the capacity to lay the groundwork for trust, 

which is then to be further cemented over the medium and long term.  
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 Discussion 

 Trust is crucial for green hydrogen acceptance 

Our findings reveal trust in actors and institutions responsible for ensuring the fair 

distribution of costs and benefits to be a significant acceptance factor for green 

hydrogen. In particular, a relatively strong positive correlation can be observed 

between acceptance and trust in science. This can be explained by people’s tendency 

to think of green hydrogen primarily as a product of scientific research, when tasked 

with evaluating it in the absence of a particular practical application and corresponding 

context. The absence of a specific use case in our study likewise explains why 

acceptance could be seen to correlate more weakly with trust placed in media outlets 

to provide impartial information, and with trust in government actors. Given the 

latter’s decisive role in the implementation of new technologies, we expect trust in 

government to become a far more significant factor in specific use cases. Similarly, the 

insignificant correlation between local acceptance and trust in the business sector can 

be explained by the fact that the public does not associate (green) hydrogen with 

particular companies – and unlike Emmerich et al. (2020), we did not make use of 

any hypothetical scenarios capable of triggering such associations. The weak 

correlation between expected distributive justice and acceptance can be explained by 

the public’s lack of experience to date with the costs and benefits of green hydrogen 

use. Our data nonetheless indicates the existence of a fundamental correlation, which 

we expect to gather in significance as public experience increases. 

As our qualitative findings confirm, only the scientific sector enjoys a large measure of 

trust. By contrast, little trust is placed in the media, and people tend to be sceptical or 

very critical of government and business. Our qualitative findings furthermore reveal 

trust in government and business actors to be a relevant insofar as they are held 

responsible for properly weighing costs and benefits in terms of sustainability and the 

common good, and deciding on an implementation strategy befitting the self-image of 

the region in question. This is in line with Devine-Wright’s (2011, 2009) thesis on the 

significance of place attachment and place identities to acceptance, and highlights the 

importance of attaining a symbolic fit between place and technology. The latter was 

particularly noticeable in our case study, where participants could be seen not only to 

think in terms of positive user experiences and cost savings, but also to explicitly and 

productively embed green hydrogen in their vision and understanding of community, 

belonging and regional identity. 
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We are thus able to qualitatively expand upon our quantitative findings on the role of 

trust. What emerges as relevant is the extent to which actors and institutions are trusted 

to manage the introduction green hydrogen in harmony with the local prioritisation of 

regional self-image and social values such as fairness (cf. Wolsink 2007), as opposed 

to merely acting in self-interest. 

The results of our study build on earlier findings on the role of trust in acceptance in 

the context of geothermal energy (Pellizzone, Allansdottir, and Manzella 2019; 

Pellizzone et al. 2015) and wind energy (Aitken 2010; Wolsink 2007; Wolsink and 

Breukers 2010), and highlight the importance of trust in the relevant institutional 

framework (Di Ruggero 2014; Scherhaufer et al. 2017; Wolsink 2000, 2007). This 

encompasses more than just social trust (Siegrist and Cvetkovich 2000) as a means of 

dealing with personal lack of knowledge (Flynn, Ricci, and Bellaby 2013; Midden and 

Huijts 2009; Montijn‐Dorgelo and Midden 2008); rather, it is above all a matter of 

trust in the actors and processes that determine how green hydrogen is introduced and 

used. Our findings furthermore confirm the importance of trust and fairness at 

community level as described by Wüstenhagen et al. (2007), as well as Mumford and 

Gray’s (2010) findings on the impact of low levels of trust in companies within the 

energy sector. In addition, our findings echo those of Pellizzone et al. (2017, 2015), 

which reveal a “deep-seated distrust in institutions, companies and decision-makers” 

among the general population, while identifying questions of fairness and the common 

good as decisive for acceptance. Scherhaufer et al. (2017) likewise emphasise the 

importance of fairness, placing it in connection with policy cores, which are unlikely 

to change and in turn guided by so-called deep core beliefs – an example of which 

would be a region’s self-image, which can be described as a deep core belief about its 

values. 

 

 The quality of participatory processes is important for acceptance 

Although our chosen research design does not allow for causal conclusions, a 

remarkable correlation can nonetheless be observed between green hydrogen 

acceptance and participation. Individuals with participatory experience display 

significantly higher levels of acceptance, from which we infer that in addition to 

openness, environmental consciousness and knowledge, a crucial role is played by 

people’s perceived capacity to influence processes and decisions that affect their 

personal circumstances (e.g. the introduction of a new technology). Through 
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participation, people experience self-efficacy and gain a better understanding of 

different attitudes and needs. 

The correlation of favourably assessed participatory experiences with acceptance is 

particularly interesting. It shows, firstly, that it is not the mere fact of participating that 

is important, but rather the (perceived) quality of the participatory experience itself – 

measured not only in terms of methods and results, but also such aspects as the attitude 

of the organisers and whether participants feel respected. Secondly, positively assessed 

participatory experiences are specifically conducive to active support, which is vital to 

social acceptance of renewable energy technologies in Germany (Hildebrand, Rau, 

and Schweizer-Ries 2018; Local Energy Consulting 2020) (cf. 3.2.2). 

The findings from the focus groups furthermore show that sound methodology and 

properly conducted processes are key to enabling successful deliberation and 

exchange of different perspectives, the development of a common language and – if 

need be – the reconciliation of different interests. This highlights the necessity of 

developing and testing sound methodological approaches in order to optimise 

participatory processes, as pointed out by Scherhaufer et al. (2017) in their discussion 

of the effectiveness of visualisation. Building on Lienhoop’s (2018) argument that 

different levels of participation are needed along with “substantial improvements so as 

to enhance procedural justice”, our findings underline the importance of the quality 

of participatory processes, as measured not only in terms of their end results, but also 

in terms of procedural fairness, and transparency with respect to the potential outcome 

and impact of the process in question. Overall, our study corroborates earlier findings 

on the role of participation in acceptance with respect to other forms of renewable 

energy (Aitken 2010; Breukers and Wolsink 2007; Hildebrand, Rau, and Schweizer-

Ries 2018, 2012; Pellizzone et al. 2015) and the significance of fairness in participation 

(Baxter 2017; Liebe, Bartczak, and Meyerhoff 2017; Wolsink 2007), while expanding 

on the importance of methodological soundness and the quality of participatory 

processes and experiences. Building on existing research on the negative impact of 

alibi participation on acceptance (N. Brennan and Van Rensburg 2016; Langer et al. 

2018; Schweizer-Ries et al. 2010), it would at this point be possible to continue a micro-

level investigation of particular participatory processes with reference to theoretical 

(e.g. Schroeter et al. 2016) or practice-oriented (e.g. Australian Public Service 2020; 

DIALOGIK 2017) efforts to satisfy the demand for increased participation enshrined 

in official policy.  
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 Recurring positive participatory experiences promote trust 

The quantitatively calculated positive correlation between participation and trust is 

likewise confirmed by our qualitative findings. The strong correlation between 

favourably assessed participatory processes and professed trust in government, science 

and the media shows that inclusion in planning and decision-making processes enables 

people to gain an understanding of different perspectives, decisions and compromises, 

while a positive perception of said processes can help strengthen their trust in the 

relevant actors and institutions. Conversely, those professing higher levels of trust are 

more likely to form a favourable assessment of their participatory experiences. 

The smaller effect observed in the case of trust in companies can be explained by their 

tendency to withdraw from the spotlight in predominantly government-steered 

participatory processes marked by conflict. Combined with the fact that people with 

high levels of trust in business are likewise less likely to take part in government-

steered, public participation processes, this means that companies benefit less from 

the positive impact of trust. 

The significant correlation between positively assessed participatory experiences and 

expectations that the costs and benefits of green hydrogen usage will be distributed 

fairly similarly shows that the methodological design of a given participatory process 

affects participants’ perceptions and expectations of fairness. Conversely, people with 

high levels of trust in institutions responsible for upholding distributive justice are more 

likely to describe participatory processes as successful. 

Our qualitative findings also provide further evidence of the paradox mentioned in 

section 4.3.2 above. For the most part, the people we managed to recruit for our 

interviews and focus groups displayed at least some measure of basic social trust. 

Individuals whose trust had been largely or fundamentally eroded, however, were far 

less receptive to our recruitment strategies and proved difficult or impossible to 

include in the process.20 Nevertheless, by providing the necessary framework and 

methods for equitable dialogue and mutual understanding, the participatory process 

could be seen to have a positive impact on participants’ trust. Although this shows that 

participation can promote trust, we maintain that a certain measure or minimum level 

of trust should not become a prerequisite for inclusion in participatory processes, lest 

they become incapable of reaching those members of the public who are more given 

 
20 For instance, out of nearly 50 people who were directly contacted via e-mail and/or telephone, only 12 

ended up taking part in the process. The remaining participants were recruited via an open call for 
participation distributed via posters, flyers and mailing lists. 
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to distrust. This would in turn not only serve to widen the social gap between the more 

sceptical and more trusting segments of society, but may also make widespread social 

acceptance impossible to achieve. 

The bilateral, interwoven relationship between trust and positive participatory 

experiences makes their mutual reinforcement possible, especially over a longer 

period of time. Accordingly, as recurrent positive experiences can capitalise on and 

strengthen existing trust, the design of participatory processes needs to adopt a long-

term perspective. This is confirmed by the desire expressed in our study – by both 

interviewees and focus group participants – for continued dialogue and for joint 

deliberation to take place on a more permanent basis. Participation should thus 

become systemic and be organised on a recurring or long-term basis, so as to effectively 

build trust and avoid the risk of simply preaching to the choir. 

Against this background, we argue that social acceptance should be understood as a 

matter of responsible innovation (Stilgoe, Owen, and Macnaghten 2013), in 

acknowledgement of the need to open the innovation system to civil society. This can 

be achieved by means of long-term public participation. By building trust over the long 

term and promoting acceptance at an early stage, responsible innovation’s central tenet 

of democratisation can be embedded in the development and use of green hydrogen 

technology. 

First of all, we maintain that approaching acceptance as a matter of responsible 

innovation entails a stronger focus on systemic measures, so as to firmly cement the 

role of social values in steering green hydrogen use by means of cross-sectoral 

participation – and in particular through the involvement of civil society. This means 

taking the general public’s knowledge seriously and affording the public as actor more 

trust, responsibility and authority – which in turn calls for research into diverse forms 

of interaction and dialogue. 

Secondly, there needs to be a stronger focus on innovation processes. Efforts and 

strategies to create conditions amenable to acceptance should look not only towards 

the subject, but also the object of acceptance and its surrounding context. It does not 

suffice to try to determine which individual factors – for instance psychological 

characteristics – tend to favour acceptance. Instead, we argue that technology 

acceptance also requires investigating and (re-)shaping research, development, 

planning and implementation processes, with the resulting participatory innovation 

processes providing a space for different forms of practical involvement and the 

expression of a variety of reactions. Acceptance is thus not treated as a given outcome; 
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instead, as particular practical solutions based on green hydrogen technology are 

collaboratively developed and implemented in response to specific needs, the relevant 

acceptance criteria are at the same time collaboratively inscribed in the solutions 

themselves. 

Adopting a participation-oriented understanding of acceptance as a matter of 

responsible innovation could serve to address numerous limitations of acceptance 

research – which has been criticised for not affording the public enough trust (Aitken 

2010), not paying enough attention to different forms of (expressing) approval or 

rejection (Batel 2018; Batel, Devine-Wright, and Tangeland 2013), using 

predominantly quantitative approaches that potentially rely on a simplistic 

understanding of acceptance, thus overlooking important aspects thereof (Batel 2018; 

Flynn, Ricci, and Bellaby 2013), displaying a pro-acceptance bias in treating acceptance 

as both given and normatively desirable (Hagen et al. 2018), and generally 

inadequately factoring in the relevant institutional and sociopolitical context (Di 

Ruggero 2014; Scherhaufer et al. 2017; Wolsink 2000). By abandoning a top-down 

perspective (Batel, Devine-Wright, and Tangeland 2013) in favour of a participatory 

governance framework predicated on the systemic integration of civil society, more 

trust is placed in societal actors and in their knowledge, the focus is shifted to the 

institutional context surrounding innovation, and a greater variety of reactions is made 

possible via early participation – all of which serves to broaden the formerly narrow 

concept of social acceptance. Thus our findings reveal the limits of a passive 

understanding of acceptance that treats the acceptance object as given (Upham, Oltra, 

and Boso 2015), while highlighting the sociopolitical dimension of innovation and 

acceptance (Braun and Griessler 2018). 
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 Conclusion and policy implications 

 General implications 

In order to investigate green hydrogen acceptance in Germany, we chose a mixed-

method approach, combining quantitative data from a representative survey with 

qualitative data derived from interviews and focus group workshops. Given its key role 

in sector coupling and the establishment of a sustainable energy system, green 

hydrogen is central to the process of social transformation accompanying Germany’s 

energy transition. Since practical implementation of this technology is still at an early 

stage, early social acceptance can be promoted via responsible innovation and rollout 

processes, thereby avoiding the kinds of conflicts and delays seen in the case of other 

renewable energy technologies. 

Overall, our findings show the public to be simultaneously very unfamiliar with and 

very open towards – and in some cases even extremely interested in – green hydrogen, 

primarily thanks to the associations and promise of sustainability it carries. Trust is 

seen to be essential for acceptance: not only trust in science, government and the 

media, but also in institutions responsible for upholding regional values and ensuring 

the fair distribution of costs and benefits. What emerges as decisive in this regard is 

the extent to which the public is confident that green hydrogen will be used in 

accordance with regional values, demands and capabilities. 

Secondly, our findings show participation to be an effective instrument for promoting 

acceptance in general and active support in particular, and that positive participatory 

experiences can play an important role in fostering trust. Creating such experiences 

requires the careful, scientific development and implementation of suitable 

participation formats and methods, which take the relevant sociopolitical context and 

participants’ previous experiences into account, and which facilitate open and long-

term dialogue. Simply ensuring that participation takes place is not enough: when the 

goal is to build trust and promote acceptance, non-positive or negative participatory 

experiences can exact a very high price (N. Brennan and Van Rensburg 2016; Langer 

et al. 2018). Accordingly, we conclude that instead of being treated as a mere tool or 

short-term measure, participation should be instituted over the long term with a view 

to building and strengthening trust. 

Against this background, we argue that social acceptance of green hydrogen should be 

approached from the perspective of responsible innovation, and participation 

understood as a means of democratising innovation by systemically altering the 

relationship between civil society on the one hand, and government, science and 
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business on the other. In this way, trust can be strengthened on a structural level, thus 

staving off potential conflicts in the medium and long term. 

 

 Policy implications 

Our study has revealed instances of significantly eroded public trust. In addition, the 

window of opportunity for cementing public positivity and openness towards green 

hydrogen is closing with increased use of the technology. Furthermore, any conflicts 

that happen to draw the public’s attention risk creating a public image that can be 

difficult to change after the fact. All of these factors contribute to a certain level of 

urgency.21 

Our findings carry certain implications both for innovation policy in general, and with 

respect to green hydrogen in Germany. In terms of the latter, we offer two sets of 

practical recommendations. Firstly, there is a need for measures that increase public 

awareness and ensure widespread basic knowledge of green hydrogen (Bögel et al. 

2018). It is important that the information be presented in an accessible format, so as 

not to exclude especially older segments of the population and those with lower or no 

academic qualifications. Special attention should be paid to transparency and a 

balanced presentation of the technology’s advantages and disadvantages, current state 

of development and future possibilities, so as to avoid creating false expectations 

regarding sustainability. Secondly, advocates of green hydrogen need to be activated 

by means of participatory measures that target the emotional dimension of 

environmental awareness, for instance via emotionally engaging visions for regional 

hydrogen use. This requires creating positive participatory experiences, and evaluating 

their impact in a scientifically rigorous manner. 

Our findings furthermore support three broad recommendations for innovation 

policy. Firstly, there is a need for substantial investment in systemic trust in 

government, science, the media, and institutions that safeguard distributive justice, so 

as to create a stronger basis for acceptance of new technologies and the transition to 

green energy as a whole – all of which is to be understood as falling under the remit of 

innovation and technology policy. Secondly, we recommend more clearly 

acknowledging the sociopolitical nature of innovation by understanding questions of 

 
21 The federal government seems to have at least recognised the urgency and critical importance of social 

acceptance. The most recent amendment to the Renewable Energy Sources Act, which plays a central 
role in Germany’s energy transition, lists “acceptance of the further expansion of renewable energies” as 
one of the six most important current issues (Deutscher Bundestag 2020). 
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trust and fairness as integral parts of innovation policy, which should systematically 

inform the shape of innovation processes – for instance via the establishment of 

particular funding criteria or standardisation processes. Lastly, it is necessary to keep 

exploring and testing ways of further structurally democratising the innovation system 

via participation – not only within academic research, but also for instance as part of 

municipal innovation projects.  

 

 Limitations and avenues for further research 

Despite combining a representative survey with qualitative data, our study faced certain 

limitations. First of all, as our investigation of social acceptance of green hydrogen took 

place at a very early stage of its deployment, we did not have the option of examining 

any existing implementation projects – and could thus only focus on the technology’s 

potential use in participants’ local surroundings. Secondly, our particular focus on a 

region with a long history in the chemical industry resulted in qualitative findings that 

are only generalisable in combination with the quantitative results of our representative 

survey. Nonetheless, as the combination of quantitative and qualitative methods 

proved useful in exploring the complexities of social acceptance, we encourage further 

studies using a similar mixed-method approach. 

Our findings indicate, firstly, that the relationship between institutional trust and 

regional values merits further investigation. This could aid in translating broad regional 

energy concepts into specific strategies or business models (Kalkbrenner, Yonezawa, 

and Roosen 2017). Secondly, suitable criteria for assessing participatory processes in 

terms of their impact on acceptance need to be developed and appropriately 

evaluated. Thirdly, it is worth investigating the impact of various forms of recurring 

and long-term participation on institutional trust over a longer period of time. Fourthly, 

further research needs to specify participation in terms of its timing in research, 

development and innovation projects, the responsibilities attributed to different 

stakeholders, and the knowledge required to initiate such processes. Finally, our 

attempt to conceptually and empirically interlink acceptance research and responsible 

innovation gives rise to the following important questions. How can responsible 

innovation benefit from the scientific and methodological expertise of acceptance 

research? Which forms of systemic participation are particularly conducive to 

acceptance? What roles and processes would exist in a more democratic innovation 

system geared towards trust and acceptance, and which systemic adjustments would 

the establishment of such a system require? 
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 Discussion: On the prospects of responsible innovation 

This chapter first summarises the main findings of the three articles included in this 

dissertation before discussing them with regard to the future of responsible innovation 

in general and the role of participation in particular. The presentation of the most 

important results focuses on the findings with regard to the research questions 

formulated in 3.2. The more in-depth presentation of the individual results as well as 

their detailed discussion can be found in the respective articles (4.1, 4.2, 4.3). Finally, 

the research contribution made by this dissertation is highlighted and important 

limitations are pointed out. Overall, the aim of this chapter is to summarise the results 

of the three articles and, as far as possible and appropriate, to bring them together into 

an integrated overall picture of the status quo of responsible innovation against the 

background of current research. 
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 Results 

This chapter summarizes the most important findings of the three case studies. As this 

section aims to bring together the findings of three individual publications, it cannot 

include all of their specific findings. Rather, the following subsections provide a rough 

overview of the argument (theoretical case study), the developed approach (conceptual 

case study), and of the for this context most important results (empirical case study).   

 

 Responsible innovation and normative economics 

The first article investigates the implications of the normative complexity of innovation 

from a perspective of economic theory for the concept of responsible innovation 

(Häußermann and Schroth 2020). To this end, it first introduces the concept of 

responsible innovation as a means of aligning innovation with ethics. In the brief 

introduction to the emergence and main characteristics of responsible innovation, the 

importance of participation and the role of individual citizens is particularly 

highlighted. Through the participatory ambition to involve societal actors and 

individual citizens in the development and introduction of innovations as early as 

possible, “responsible innovation contributes to a new distribution of moral labour 

and, by extension, (co-)responsibility for innovations” (Häußermann and Schroth 

2020, 351). While the societal evaluation of innovation is usually seen as organised via 

a market test (cf. chapter 2.2.), the approach of responsible innovation aims to shift 

ethical responsibility more towards the forefront of the innovation process, i.e. to focus 

on the role of the producers of innovations. The article argues that, first, the 

conceptualisation of the ethical evaluation of innovation from the perspective of 

mainstream or neoclassical normative economics is intrinsically problematic and 

incomplete, and responsible innovation therefore too hastily neglects a substantiating 

reasoning from the economic perspective. What the article shows instead is that an 

account of normative economics based on the criterion of preference learning is more 

plausible, especially for the context of innovation. This ultimately allows economic 

perspectives to be taken into account more thoroughly by responsible innovation and 

to be included in a conceptualisation of the concept. Because insofar as the normative 

criterion of preference learning can avoid the problems of the classical account of 

mainstream economics based on the satisfaction of individual preferences, a 

procedural conceptualisation of welfare as a new opportunity to discover individual 

preferences enables both a theoretical underpinning from the perspective of economic 

theory and a functional expansion of practical approaches to implementation. In short, 
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“the account of preference learning that we are propounding focusses on how 

individuals actually develop their preferences or, in other words, how they ‘learn’” 

(Häußermann and Schroth 2020, 356). As the normative criterion for innovations 

from an economic viewpoint can no longer be merely individual purchasing choices 

or a so-called "market test", but rather the individual learning of preferences, attitudes, 

desires, concerns, or rejections in the face of innovations (new technologies, business 

models, products, services, etc.), a new dimension of the redistribution of 

responsibility and of a new division of moral labour through responsible innovation 

emerges. The rejection of the individual level in the sense of an evaluation by 

individuals as consumers must therefore not result in a neglect of individual evaluation 

as such, but rather be replaced by a focus on the possibilities of individual learning. In 

light of this, responsible innovation also means to give individuals the means to learn: 

“that is, to form (ethical) preferences towards innovations and reflect upon their 

evolving preferences with respect to, for instance, emerging technologies” 

(Häußermann and Schroth 2020, 357). To this end, as the article shows, an approach 

of "laboratories in real-world contexts" or also called living labs, which is already 

receiving attention in the context of responsible innovation for other reasons, is a very 

suitable approach. While typically a better understanding of the complex environment 

of new technologies and the interactions between users and individual applications 

stand in the focus, this practical approach can also be used to give individuals the 

opportunity to try out innovations, to experience opportunities, risks, and potential 

impacts and thus to develop their own attitudes and preferences.  

In a nutshell, the most important results of the first article for the present discussion 

can be summarised as follows:   

• The normative perspective of standard welfare economics based on the 

satisfaction of preferences is problematic and insufficient for the context of 

innovation. 

• Instead, an alternative normative criterion based on preference learning can 

be derived from the discussion of economic theory. 

• A normative approach based on preference learning allows responsible 

innovation to take into account perspectives and current findings in the field 

of (normative) economic theory. 

• Based on the concept of preference learning, an approach to responsible 

innovation inspired by economic theory both provides a novel theoretical 

substantiation as well as an expansion of its practical implementation.  
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• Rather than conceptualizing individuals as mere consumers of innovations, 

responsible innovation thus requires enabling individuals to form 

preferences and evaluate innovations, so as to align innovation with ethical 

demands and so that they can fulfil their (normative) role as co-innovators.  

In response to the research question presented in section 3.2.1. above, the following 

answers can be given. First, a normative approach based on standard welfare 

economics encounters at least two problems in the context, an epistemic and a 

behavioural problem, which is why a normative conceptualisation based on the 

criterion of preference learning seems more appropriate. For responsible innovation, 

it follows that integrating a normative economics perspective can be valuable both on 

a theoretical and practical level, as the role of individual evaluation can be salvaged 

less than individual consumers' market-based choices but as preference learning. As a 

result, responsible innovation requires to enable and foster individuals’ learning and 

reflection capacities through participation, e.g., by adjusting and suitable conditions 

and institutions for producing, marketing, and using innovations.   
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 Responsible innovation and business ethics 

The second published article examines the intersection of responsible innovation and 

business ethics using the example of AI technologies and the debate on AI ethics that 

has emerged in recent years (Häußermann and Lütge 2021). To this end, I first 

summarise the backdrop and the current state of the AI ethics debate and identify five 

current shortcomings. According to this, the current debate is flawed by the fact that it 

(1) neglects the business context of developing and employing AI systems in society, 

(2) is biased toward a technological solutionism, (3) succumbs to an individualist focus, 

(4) is problematic in its implementation and lacks accountability and clear impact, and 

(5) lacks a clear relationship to legal regulation. In light of these shortcomings, the 

article shows how responsible innovation can integrate established theories and 

concepts of business ethics through the unique role of participation. With this aim, 

building on the outlined status quo of AI ethics, the business ethics theory of order 

ethics is introduced and applied to the context of AI for the first time. This reveals 

that order ethics as a contractualist theory of business ethics offers a suitable business 

ethics supplement for the field of AI and innovation as a whole, since on the one hand 

it focuses on the examination of different values and value conflicts in pluralistic 

societies, and on the other hand it takes into account the entrepreneurial practice of 

markets and given competitive conditions. Accordingly, an extension of responsible 

innovation based on order ethics to include a business ethics perspective seems to be 

the appropriate basis for operationalising a participatory governance framework. 

Building on the importance of rules as a justified level for addressing ethical conflicts, 

the article then develops a deliberative governance framework that requires the 

participation of all affected stakeholders in order to obtain rules that are acceptable to 

all. Based on the normative criterion of mutual advantages for all actors affected by 

the rules, a procedural extension of order ethics is developed which uses the example 

of AI to show what role participation can play for responsible innovation, particularly 

against the background of established theories of business ethics. Finally, this not only 

broadens the perspective on participation, but also allows the framework of 

responsible innovation to be extended to other phases of value creation. By building 

on mutual advantages for the stakeholders concerned, the deliberative governance 

framework based on order ethics ultimately aims to enable business practices in the 

sense of pluralistic value creation. In this way, a business ethics complement to 

responsible innovation helps to take into account the commercialisation and 

marketing of innovations by companies using a participatory approach. The article 

therefore not only succeeds in showing a way of conceptually integrating responsible 
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innovation with established theories and concepts of business ethics, but also in 

making the potential of responsible innovation useful for later phases of the innovation 

process, i.e. the market-based distribution of innovations, in the sense of pluralistic 

value creation. 

In a nutshell, the most important results of the second article for the discussion here 

can be summarised as follows:   

• Beyond the example of AI technologies, order ethics offers a suitable basis 

for combining a business ethics perspective with the approach of 

responsible innovation. 

• The concept of a participatory governance framework provides the 

appropriate conceptual interface for integrating responsible innovation with 

business ethics considerations. 

• An extension of responsible innovation to include a business ethics 

perspective based on a procedural account of order ethics allows aspects of 

a market-based distribution, which is central to innovation, to be taken into 

account in terms of pluralistic value creation. 

Against this background, the research questions formulated in section 3.2.2 may be 

answered. The contractualist theory of order ethics offers a suitable framework for 

developing a participatory governance framework for innovation, insofar as the 

relevance of rules and the normative criterion of mutual advantages provide the basis 

for the inclusion of all stakeholders concerned. Secondly, it has been shown that 

normative-ethical aspects of a new technology such as AI can also be conceptualised 

to a significant extent as entrepreneurial challenges, or that this is even necessary in 

order not to lose sight of essential aspects (Häußermann and Lütge 2021, 4–5). The 

article shows how a participatory governance framework based on a procedural 

extension of order ethics is suitable for responsible innovation to take this normative 

dimension of innovation into account. As a result, responsible innovation can better 

reflect the organisational perspective of firms and the commercial context innovation 

and be better aligned with the objective of pluralistic value creation. 
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 Responsible innovation and social acceptance 

The third article looks at the relationship between responsible innovation and social 

acceptance in the context of an empirical case study (Häußermann et al. 2021). Based 

on the investigation of the social acceptance of green hydrogen in Germany using both 

qualitative and quantitative data, the article focuses on the role of participation and 

resulting implications for the relationship between responsible innovation and the 

social acceptance. 

The quantitative results show a positive correlation between participation and the 

acceptance of green hydrogen, especially with regard to the willingness to actively 

support the adoption of green hydrogen technologies. Our statistical analysis reveals 

significantly higher levels of approval of green hydrogen among people with 

participatory experience (mean 1,69, mean rank 874,73) compared to those without 

(mean 1,94, mean rank 1089,70). Moreover, people who assess their participatory 

experiences favourably display significantly greater willingness for active involvement 

(mean 1,88, mean rank 147,49) than those who do not (mean 2,31, mean rank 

192,18). These findings indicate a notable correlation between participation and 

approval of green hydrogen, and between the quality of people’s participatory 

experiences and their willingness to become actively involved in promoting its use. 

Furthermore, the results point to a significant correlation between participation and 

trust in government, business, academia, and the media. Our results reveal a highly 

significant correlation between positive participatory experiences and trust in various 

actors. This is particularly true of trust in government (rs = .762, p<.001, n = 426), 

science (rs = .556, p<.001, n = 426), and the media (rs = .741, p<.001, n = 426), with 

the correlation in each case corresponding to a large effect following Cohen (1992). In 

the case of trust in business (rs = .402, p<.001, n = 426) the effect is moderate according 

to Cohen’s scale (1992). These findings indicate a strong to moderately strong positive 

correlation between positively assessed participatory experiences and trust in various 

actors and institutions.    

A similar picture emerges from the qualitative results on the relationship between 

acceptance and participation. Here, not only a nuanced and complex relationship of 

trust between citizens on the one hand and different institutions on the other was 

revealed, but also the impact on the acceptance of a new technology such as green 

hydrogen was shown. Participation was revaealed to be an effective instrument for 

promoting both the social acceptance of the technology and trust in the actors 

involved. All in all, the qualitative and quantitative results show firstly the great 

importance participation can have for promoting the acceptance of new technologies. 
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Secondly, they draw attention to the role that trust in actors, institutions, and processes 

plays in acceptance and that it can likewise be promoted through participation. In 

particular, the article shows that the quality and design of participation processes have 

an influence on acceptance and that recurring or long-term participation is suitable for 

promoting trust.  

This entails a number of implications for responsible innovation. It shows that the 

elementary focus on participation can be an effective instrument for promoting 

acceptance of new technologies and innovations and can also contribute to increasing 

trust which is vital for innovation. Thus, understanding social acceptance as a matter 

of responsible innovation implies two key insights for the latter concept. First, 

responsible innovation should make an important contribution to the systemic 

strengthening of trust in the innovation system and its actors, institutions, and 

processes. In this sense, responsible innovation can not only achieve an alignment of 

societal needs and values on the level of particular technologies, but also pursue more 

integrated strategies and systemic goals. Sustainable results at this level, such as 

strengthened systemic trust, can in turn have a positive impact on particular projects. 

Secondly, responsible innovation may consider a stronger focus on the design of 

innovation processes and the role of participation. Responsible innovation not only 

systematically embeds participation in the innovation process, but also enables a wide 

spectrum of opportunities for participation and involvement, and can thus also reflect 

a wide range of reactions. In this way, numerous limitations of acceptance research 

can also be addressed.  

In a nutshell, the most important results of the third article for the discussion here can 

be summarised as follows:  

• Participation can be an effective tool for promoting the acceptance of new 

technologies and strengthening the trust in actors, institutions, and 

processes that is relevant for innovation. 

• Social acceptance should be understood as a matter of responsible 

innovation which entails several advantages. 

• Conceptualising social acceptance through the lens of responsible 

innovation opens up the space for very different reactions and relationships 

between innovations and citizens – and thus allows to go beyond a passive 

understanding of acceptance. 
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• The importance of trust also underlines the systemic relevance of 

responsible innovation not only to improve particular solutions, but also to 

contribute to a democratisation of the overall innovation system.  

 

With this, the research questions formulated in section 3.2.3 can be answered 

successfully, insofar as (1) the positive impact of participation on acceptance as well as 

(2) the implications and advantages of a conceptualisation of acceptance as a matter of 

responsible innovation can be shown. As a result, the article can not only shed light 

on the relationship between social acceptance of new technologies and responsible 

innovation, but also points out avenues for a conceptual enhancement and extension 

of responsible innovation.  
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 Discussion 

In this chapter, the results of the three individual articles that have been briefly 

summarised above will be discussed with regard to the concept of responsible 

innovation and contextualised against the background of current research. The aim is 

to present an integrated conceptual conclusion in view of the future of responsible 

innovation. To do this, the individual results of the articles as presented and discussed 

in greater detail in the respective sections of chapter 4 will not only be substantially 

summarised, but also generalised, and sharpened in order to derive a clear conclusion 

of this dissertation. 

 

A conceptualization of responsible innovation based on economic theory leads to a 

revived interest in individuals and their capacities to ‚learn‘ 

The results of the first article not only show that an examination of the normative 

complications of innovation is valuable in terms of economic theory, but that this can 

also offer added value for the concept of responsible innovation. However, except for 

some single exceptions (cf. Schlaile et al. 2018; Hühn 2018), the notion of responsible 

innovation has not yet been addressed from the perspective of normative economic 

theory. A recourse to the normative criterion of preference learning can provide 

responsible innovation with both theoretical underpinnings and important practical 

starting points. Since markets do not yet exist for many innovations and individuals 

have not yet developed preferences, a normative orientation towards the latter seems 

at least problematic (Binder 2013). But instead of completely rejecting the view of 

individual evaluations in the sense of economic theory and instead of the satisfaction 

of preferences through market-based choices, a procedural view of the learning of 

preferences should come into focus (Dold and Schubert 2018). For responsible 

innovation, this means that participation should be understood in a more bidirectional 

way and that the aim of inclusion should not be confined to the improvement and co-

creation of innovations but include the facilitation of learning in the sense of the 

development of preferences. In other words, part of responsible innovation should 

also be helping individuals to understand their own needs and desires and to compare 

them with the opportunities, risks, costs, and benefits as well as possible side effects. 

It is plausible that corresponding support in the individual formation of preferences 

will take place along all phases of the innovation process and by means of very different 

formats and methods: From the more integrated development of visions and desires 

for the future, to targeted pedagogically-inspired interventions for empowerment and 
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new approaches to product information, to new responsible innovation approaches in 

marketing and consumer protection. Thus, new fields of action and tasks for 

responsible innovation are coming into focus, which aim to treat individual 

preferences not in the sense of outcomes, but to assign a value of their own to the 

diverse and complex processes of learning. In this sense, the task of responsible 

innovation can be to modify „those contextual elements that foster individuals’ means 

of preference learning, viz., educational and cultural institutions that provoke 

individuals’ reflection of their evolving preferences and access to markets that allow 

individuals to test different preferences on a continuous basis“ (Dold and Schubert 

2018, 237). In this way, responsible innovation can not only contribute to the 

responsible design of a "market for preferences" (Earl and Potts 2004) and also address 

more strongly the behavioural dimensions of innovations (Akerlof and Shiller 2015). 

The consideration of learning as part of responsible innovation can also be understood 

from a macro perspective of the societal and economic level. Even though standard 

economic theories and models are based on growth and consumption, it is only 

recently that a growing interest in the demand side of markets and the relationship 

with innovation (policy) can be recognised (Witt 2001; Boon and Edler 2018; Edler 

2006; J. Schot and Steinmueller 2018). Insofar as the creation of individual 

preferences is decisive for the formation of the demand side of markets on the micro 

level, responsible innovation can start here and help in the formation of responsible 

preferences and demand structures that take into account major societal challenges. 

Insofar as control via markets and demand is an important mechanism and driver for 

social development, responsible preference learning can be an effective instrument for 

the transformation of markets and societies in the sense of sustainability. 

 

A business ethics inspired approach to responsible innovation leads to a more 

comprehensive integration of the organisational level of businesses and their role in 

society 

The results of the second article clearly show the potential and added value of 

connecting responsible innovation with business ethics theories and concepts. Not 

only can societal and ethically relevant aspects of later phases of innovation processes 

be given greater consideration, but in particular the role of companies as central actors 

for the development, diffusion, and use of innovations can be represented better in 

conceptual terms. Building on the growing attention paid to responsible innovation in 

an industrial contexts (Dreyer et al. 2017; van de Poel et al. 2017; Martinuzzi et al. 
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2018) (see section 3.2.2) as well as initial connections of responsible innovation with 

more traditional theories of business ethics (Brand and Blok 2019), this dissertation 

focuses on the role of participation from a business ethics perspective. Insofar as 

responsible innovation understands participation primarily as a governance model for 

innovation in terms of specific technologies or applications, a business ethics 

perspective extends the role of a participatory governance framework to the 

organisational level of companies, their societal role, and how they interact with 

different societal actors. In addition to a critical reflection on deliberation as a central 

governance mechanism in an entrepreneurial and market economy context (Brand 

and Blok 2019), the reference to contractualist theories of business ethics (Luetge, 

Armbrüster, and Müller 2016; Luetge 2016) allows responsible innovation to be 

positioned as a complementary approach between the governance level of individual 

innovations on the one hand and the governance level of laws on the other. By defining 

rules as a field for ethical action, responsible innovation can offer a strategic instrument 

to enable a responsible approach to innovation through the participatory inclusion of 

different actors and thus the opening of companies along the lines of a participatory 

governance framework. In the sense that responsible business action in the context of 

innovation does not only include the development of individual technologies or the 

consideration of legal requirements, responsible innovation needs to include the meso 

level of business behaviour within society. The proposal for a conceptual extension of 

responsible innovation presented in the second article contributes to these 

considerations. In this way, responsible innovation can not only pick up on different 

discussions in the field of stakeholder engagement and stakeholder dialogue (Brand, 

Blok, and Verweij 2020; Vincent Blok 2018a) or cross-sector collaboration in the 

context of new (open) innovation constellations (Carayannis and Campbell 2012b; 

Chesbrough, Vanhaverbeke, and West 2006), but also draw on other strands of 

research in the field of business and corporate ethics, such as political CSR (Scherer 

and Palazzo 2007, 2011). In a similar way as Brand et al. (2020) draw attention to the 

role of conflicts in terms of an approach of "agonistic deliberation" and Schormair and 

Gilbert (2020) discuss the handling of conflicts in terms of discursive justification, the 

approach presented in this dissertation does not aim to contain or bring together 

different perspectives to a common denominator and a single shared value. Rather, 

the extension of responsible innovation in terms of the participatory-deliberative 

governance framework aims at pluralistic value creation that conceptualises business 

activities as the realisation of different societal values. In this way, the expansion of 

responsible innovation to include a business ethics perspective aims to integrate 

normatively relevant dimensions of innovation that are central to a societally 
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responsible approach. For it is not only the design of technologies and products along 

societal values, but also how companies then use them, exploit them in business 

models, and make them part of corporate strategies and visions. Without taking these 

levels of innovation into account, responsible innovation risks remaining a toothless 

tiger. Therefore, a comprehensive approach to responsible innovation must also 

integrate economic and business ethics perspectives in order to be able to shape 

business practices in the context of innovation in a societally responsible way. The aim 

of responsible innovation should thus be to enable pluralistic value creation: 

Innovation as key to value creation must really aim at and realise societal values – even 

if we first have to be clear about which values these are (Mazzucato 2018).  

 

Understanding social acceptance as a matter of responsible innovation takes the key 

role of trust into account and paves the way for a democratisation of innovation systems 

The results of the third article of this dissertation shed light on the nexus between 

social acceptance and responsible innovation using the example of an empirical study 

of green hydrogen in Germany. In particular, the effectiveness of participation in 

promoting acceptance and the special role of trust were demonstrated. The 

dissertation can thus make an important contribution to the intersection of technology 

acceptance research and responsible innovation, which has only been researched to a 

limited extent to date (Correljé et al. 2015; Koirala, van Oost, and van der Windt 2018; 

Pellizzone et al. 2015, 2017). On the one hand, this concerns the advantages of viewing 

social acceptance from the perspective of responsible innovation for current 

acceptance research and its various shortcomings. For example, the lack of trust in 

societal actors and their knowledge (Aitken 2010), a limiting view of the variety of 

different forms of (expressing) approval or rejection (Batel 2018; Batel, Devine-

Wright, and Tangeland 2013), or the failure to consider relevant factors of the 

institutional or socio-political context (Scherhaufer et al. 2017; Wolsink 2000; Di 

Ruggero 2014) have been criticised. This manifests itself, among other things, in a 

simplistic understanding of acceptance (Flynn, Ricci, and Bellaby 2013; Batel 2018) 

and an implicit pro-acceptance bias (Hagen et al. 2018), according to which the 

acceptance of innovation as approval or support is already presupposed and expected 

from the outset. In this context, an approach based on responsible innovation offers 

the opportunity to broaden the view and pursue a less "top-down" perspective on 

acceptance. This means that by including societal perspectives in the innovation 

process at an early stage, not only are different reactions and relationships between, 
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say, a technology and citizens facilitated, but these also feed into the innovation as 

design factors. On the other hand, this intersection does not only give responsible 

innovation access to another established field of research (see section 3.2.3), but above 

all to a central dimension for the practical relationship between innovation and society. 

Although acceptance has therefore always been a declared objective of responsible 

innovation (Ribeiro, Smith, and Millar 2017), an expansion or strategic opening of 

responsible innovation for the topics and methods of social acceptance and technology 

acceptance research seems necessary. One reason why the concept of responsible 

innovation has rarely been taken into account in the context of social acceptance 

research could be that the latter is an established and consolidated field of research – 

with known limitations. Understanding social acceptance as a matter of responsible 

innovation, however, allows moving closer to the overarching vision of a more 

democratic governance of innovation systems (Braun and Griessler 2018) by 

challenging the at least implicitly widespread passive understanding of diffusion and 

adoption as well as acceptance of innovations and enabling a more complex 

understanding of innovation and its use in society. This is characterised not least by an 

explicitly more active, design- and participation-oriented role of society in the 

innovation system. It also raises an important question for responsible innovation: 

How can this understanding be scaled in the sense that it can claim validity for all 

(potential) users, as in the case of adoption and acceptance – and not only for those 

who could possibly be actively involved? For strengthening responsible innovation, a 

greater consideration of acceptance and acceptance research thus means two things: 

on the one hand, it opens up access to a widespread understanding of the relationship 

between innovation and society, both in academia as well as in business and policy. 

Secondly, it is precisely through a shift in this (implicit) understanding of the 

relationship between innovation and society that responsible innovation can effectively 

contribute to a democratisation of the innovation system. 

 

Responsible innovation needs to reconquer innovation as a political concept 

Against the background of the broader introduction (chapter 2.1.) and the context of 

the ethical dimensions of innovation in general (chapter 2.2), the results of the three 

articles of this dissertation point to the overarching challenge of reclaiming innovation 

as a political concept. Insofar as a technical-economic understanding of innovation as 

an end in itself and as key instrument for economic growth (see chapter 2), measured 

as an increase in gross domestic product, has established itself in the course of the 20th 
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and 21st centuries and continues to be dominant today, it is necessary to reclaim the 

originally inherently political character of innovation (Benoit Godin 2015; Benoît 

Godin 2008) in view of the increasing and more profound ethical-normative 

complications of innovations. This is not primarily meant to indicate a change in the 

substantive matter, according to which it would be a matter of an explicit thematic 

orientation or steering of technological change, but rather to reflect the fact that the 

normative-ethical dimensions and societal aspects are not so much side effects or 

undesirable consequences but fundamental elements of the concept of innovation per 

se. In this sense, a re-politicisation of innovation is about understanding the ethical 

dimensions (see chapter 2.2.2) in terms of a comprehensive societal embedding of 

innovation and to pay as much attention to them as to other technical-economic 

dimensions. The three articles illustrate this need from different perspectives: The first 

shows that the standard economic normative evaluation of innovations in the sense of 

satisfaction of preferences is problematic and should be replaced by a criterion based 

on preference learning based on the idea of responsible innovation. This means that 

instead of a reduced economic-technical understanding of the normative evaluation of 

innovation through purchase decisions, a more comprehensive approach taking into 

account the manifold processes of preference learning and their socio-political 

embedding is needed. The second article points to the societal role of companies as 

innovators. Especially because companies develop and use new technologies and 

innovations, they need to understand themselves as political actors who actively shape 

society not merely, say, through the sale of products to citizens as customers. And 

finally, the third article shows that the social acceptance of innovations should not be 

understood through a passive top-down conceptualisation but can be effectively 

achieved through different forms of participation in the sense of responsible 

innovation. Social acceptance of new technologies is thus not just a question of 

diffusion and adoption but rather an expression of a complex societal negotiation 

process about the costs and benefits, opportunities and risks of an innovation. 

Technology acceptance is thereby an important mechanism for the societal and 

democratic shaping of technological change. In short, the different normative-ethical 

dimensions of innovation reveal that innovation is political in the sense that it is an 

important mechanism for how society envisions itself and evolves. Innovation does 

not consist of financial growth, nor does it end up in individual purchasing decisions: 

Innovation is one of the central fields in which societal progress is shaped – a crucially 

political process. Innovation ethics as a reflection on the normative-ethical dimensions 

of innovation (see section 2.2.2) is therefore always political and even a political 

endeavour.   
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 Contribution to research  

In the following, I will examine the overall contribution of the dissertation to current 

research going beyond the specific contribution of each individual article to its 

particular area of scholarly inquiry.      

First, this dissertation contributes to current research in the field of responsible 

innovation and in particular to its conceptual development. As a fundamentally inter- 

and transdisciplinary field, research on responsible innovation brings together a variety 

of theoretical, empirical, and practice-oriented perspectives (see also section 3.1). 

However, the starting point of this dissertation was the observation that at three 

interfaces to neighbouring research strands, the conceptual context and the 

opportunities for responsible innovation have remained rather unexplored so far. In 

this sense, an important contribution to research consists in (1) illuminating for the 

first time the relationship between responsible innovation and normative economic 

theory, (2) linking responsible innovation with an established theory of business ethics 

via the distinctive role of the participatory governance framework and for the first time 

with the contractualist idea of order ethics, and (3) showing the possibilities of a 

stronger conceptual integration of responsible innovation with acceptance research.

  

Furthermore, the overview of the different normative dimensions of innovation in 

terms of a circle of innovation ethics constitutes one of the first attempts at a 

systematisation of the field (see section 2.2.2). To the knowledge of the author, there 

is currently no comparable overview that does not focus solely on normative-ethical 

aspects in the sense of negative side-effects (Biggi and Giuliani 2021) but combines 

these with other relevant dimensions. Here, the dissertation contributes to embedding 

the approach of responsible innovation in an emerging field of innovation ethics and 

to collect and contextualise the various studies and contributions that exist to date on 

the different normative dimensions of innovation.  
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 Further research 

To the extent that this dissertation connects different research strands and thus 

explores new territories, a multitude of follow-up questions and starting points for 

future research emerge. These include, for example, the following questions:  

 

Responsible innovation and (normative) economics: 

How can an approach to responsible innovation, i.e., the alignment of innovation with 

societal values, be anchored in economic theories and models? How could an 

economic theory of innovation look like that comprehensively integrates the 

normative dimensions of innovation? Is a concept of responsible innovation even 

logical or plausible from an economic perspective, or should innovation not always be 

responsible from a theoretical perspective? What might a theoretical differentiation 

between real innovation and "mere upgrades" (Soete 2013; Komlos 2016) look like? 

Why should not excessive innovation be acknowledged to be just as much a possibility 

as is excessive investment in scientific research, or in industrial R&D (David 2012)?

  

Responsible innovation and business ethics: 

How can a stronger link between responsible innovation and business ethics be 

achieved both in theory and in practice? What is a comprehensive theory of 

responsible business innovation that combines the process-oriented perspective of 

responsible innovation with the governance-oriented and organisational perspective of 

business ethics? How can the practical implementation of responsible innovation in 

business be guided by more established practical approaches of business ethics?  

 

Responsible innovation and acceptance research: 

How can a scalable conceptualisation of various types of participation in the sense of 

responsible innovation be developed, which can replace a passive operationalisation 

of acceptance in the sense of approval/disapproval and support/resistance? How can 

the societal negotiation process on the costs and benefits of innovations and their 

societal distribution in the background of voiced acceptance (Juma 2016; Mokyr 2000) 

be related more directly to innovation? 
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Towards a field of innovation ethics: 

Is it useful to specify a field of innovation ethics and what gap, if any, does it fill between 

neighbouring fields of research? On what philosophical basis could a comprehensive 

theory of innovation ethics be built upon? What could a normative theory look like 

that integrates all four levels of the innovation ethics circle (see 2.2.2)? Can a general 

framework for empirical research on the different levels be derived from this?  



 

173 
 

 Implications for practice 

The following chapter presents implications for key actors in the innovation system 

that can be developed on the basis of the results and discussion of this dissertation. 

Since a number of specific consequences and recommendations can be derived from 

the background of the individual articles which take up concrete results of the 

individual case studies, a few overarching implications for the prospects of responsible 

innovation will be highlighted in this section. The selection and systematisation of the 

actors of the innovation system is based on the so-called Quadruple Helix Model 

(Carayannis and Campbell 2012b) (see also section 2.1.3), according to which not only 

academia, industry, and policy are core stakeholders, but also actors from civil society. 

 

 Business 

Firms are perhaps the most important actors when it comes to the development and, 

above all, the introduction and utilisation of innovations. They are often the ones who 

decide which innovations find their way to society and in what way. Accordingly, 

however, they often also play an important role when it comes to the negative effects 

of innovations (Giuliani 2018). Against the background of the results of this 

dissertation, the following recommendations can be derived for a better alignment in 

the sense of responsible innovation.   

 

Businesses should develop a more systematic approach to identify, evaluate, and 

monitor the societal impacts of their (innovation) practices 

There are a number of pertinent reasons why it is becoming increasingly important 

for companies to systematically identify and evaluate the (potential) impacts of their 

activities and to continuously reflect on and adapt strategies, products, and measures 

accordingly (Biggi and Giuliani 2021). The reasons include not least the complex and 

widespread effects of entrepreneurial practices against the backdrop of a digitalised 

and globalised economic system, the rising costs of responding late or not at all to 

(negative) effects, and the growing societal demand for responsible and responsive 

business behaviour. In order to take these developments adequately into account, a 

substantial shift in attention is required, for example through a significant increase in 

the internal capacities required for this, fundamentally changed organisational 

structures and processes, and a strategic opening for new networks and cooperations. 

For a first beginning, this can also include, for example, incorporating the diverse 
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knowledge stocks that arise in the context of social, environmental, or organisational 

reporting initiatives as part of knowledge generation in the sense of innovation (Mulgan 

2016). 

 

Businesses need to reflect and re-evaluate what they consider as innovation as well as 

their purpose for engaging in innovation 

Precisely because companies assume a pivotal function in the innovation system, it is 

important that they do more justice to this role by making their concepts and goals for 

innovation transparent and by reflecting on them. This involves giving greater 

consideration to the first phase of the innovation ethics circle, i.e. analysing the 

framework conditions and prerequisites of one's own innovation activities. This is by 

no means a purely critical or backward-looking activity: rather, it is about discovering 

new and substantial fields for innovation that can make an effective positive 

contribution to entrepreneurial and societal progress. It is necessary to allocate a 

substantial share of the resources currently devoted to innovation in the sense of mere 

upgrades to activities that aim at "true innovation" instead (Komlos 2016; Soete 2019, 

2013). 

 

Business should start developing a new understanding of value-creation 

Insofar as innovation is pursued by companies with the aim of creating value, they 

should develop a differentiated approach to value (creation) against the background 

of a comprehensive understanding as societal actors (Mazzucato 2018). In addition to 

the analysis and reflection of the existing, mostly implicit conceptualisation, this means 

a transparent identification of the relevant values of all stakeholders involved. On this 

basis, a decision, prioritisation, and assessment of the values to be realised can 

ultimately be made and corresponding strategies can be developed. 
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 Policy 

The political design of framework conditions plays a crucial role for innovation in 

general and the prospects of responsible innovation in particular. Innovation is 

determined to a considerable extent by incentives such as subsidies, by the legal 

containment of markets, or the development of norms and standards. Against the 

background of the results of this dissertation, the following recommendations can be 

derived for a stronger reorientation of innovation in the sense of responsible 

innovation.  

 

Innovation policy should be based on a more comprehensive understanding of 

innovation, in particular by recognizing its political nature  

As has been shown at several occasions throughout this dissertation, the general 

understanding of innovation today neglects the different normative dimensions and 

takes for granted that innovation is good per se (Coad et al. 2021). This holds 

especially true for the conceptualisation that is often implicitly used as a basis in policy-

making (Schubert 2015a). Hence, understanding innovation first and foremost as a 

political concept means opening up the one-dimensional perspective on innovation as 

a scientific-technical and economic instrument for growth and understanding 

innovation as a socio-political field of policy. In this way, the complex normative 

interdependencies can be operationalised conceptually on a level with economic and 

other targeted effects. Moreover, the framing of innovation as a political construct 

means that disputes about the (non-)acceptance of certain technologies are part of the 

democratic process of societal progress through innovation – and not its external 

barrier. And finally, it also makes clear that innovation is one, but not the only arena 

for societal progress. 

 

The public sector needs to be better equipped to foster responsible innovation 

In view of the manifold societal implications of innovation, it becomes clear what a 

complex field innovation policy is. Against this background, it is important that the 

public sector not only disposes over the adequate resources and capacities, but is also 

able to coordinate and steer them in an inter-departmental manner (Soete 2013). For 

example, as a result of the conceptual neglect of the socio-ethical dimensions of 

innovation, the capacity to identify and assess the multiple potential impacts at an early 

stage as part of the innovation policy-making process has not received sufficient 
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attention. Such foresight and technology assessment capacities do not exist today in 

adequate relation to corresponding aspects such as the technical-economic stimulation 

of innovation. The lack of necessary competencies for a comprehensive approach to 

innovation is further exacerbated when the epistemic and temporal aspects of 

innovation are taken into account. Innovations themselves and their possible effects 

are often not plannable or recognisable in advance, and societal consequences often 

occur with a significant time delay. This is why activities such as long-term monitoring 

are becoming all the more important. Furthermore, opportunities for more 

comprehensive testing as well as simulation strategies for innovations, as already 

common in certain sectors such as pharmaceuticals, should be given greater priority. 

 

Acknowledging the directionality of innovation also means to foster the societal 

dimension of adopting a mission-oriented approach to innovation policy 

Although the directionality of innovation is in fact hardly a novelty (Nelson 1977), a 

mission-oriented orientation of innovation policy has recently come increasingly into 

focus (Mazzucato 2017, 2016, 2021). In addition to the European Commission, the 

Expert Commission for Research and Innovation (EFI), which is influential in the 

German context, called for a new mission orientation in research and innovation 

policy in its recent report (Expertenkomission Forschung und Innovation (EFI) 2021). 

Against the background of this dissertation, it should be emphasised that when 

formulating missions and goals, especially societal aspects should be addressed. In 

other words, the normative dimensions must be communicated and discussed in a 

transparent and balanced way. Precisely because missions may already appeal to 

societal goals and in this sense may seem to be taken for granted as common sense, it 

is crucial to identify and openly weigh hidden societal aspects and normative-ethical 

dimensions. Otherwise, such an approach runs the risk of falling prey to the dangerous 

misunderstanding that it is already "validated" from a normative-ethical point of view 

through the definition of a society-oriented mission. In contrast, a decidedly normative 

orientation of innovation policy increases the burden of legitimisation and normative-

ethical dimensions gain additional importance.    
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 Academia 

In light of the above findings, implications can also be drawn for academia as an actor 

in the innovation system – beyond avenues for further research. For a stronger 

reorientation of innovation in the sense of responsible innovation, the following 

recommendations can thus be deduced: 

 

Scientific policy advice in the field of innovation should follow a more holistic 

perspective 

Particularly in the field of innovation, scientific policy advice plays a crucial role since 

by its very nature it often deals with new scientific developments and technologies. In 

line with the approach of responsible innovation, individual, often discipline-specific 

studies, forecasts, or assessments should be systematically complemented and 

combined with other scientific perspectives that address further aspects or dimensions 

of an issue. In other words, it seems important that scientific policy advice in the field 

of innovation is provided from a holistic perspective and, say, systematically 

complements economic modelling with relevant (normative) perspectives from other 

disciplines (Komlos 2016). This could be done, for example, through a common 

framework that covers different dimensions of innovation. 

 

Innovation figures and statistics to measure innovation should be expanded beyond 

publications, patents, or GDP 

Building on the first recommendation, central instruments of scientific policy advice 

in the field of innovation, namely key statistics and figures, should be enhanced and 

adapted. As individual figures such as the number of patents, publications or GDP 

growth, the expenditure on research and development, or labour market figures only 

ever allow a narrow view and limited conclusions to be drawn, a broader set of 

quantitative indicators should be developed that also attempt to cover broader societal 

aspects (Biggi and Giuliani 2021). Accordingly, the aim should be to base the general 

monitoring on a comprehensive understanding of innovation as a socio-political issue. 

 

To support and engage in responsible innovation research organisations should 

strategically open up towards civil society  
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In the sense of the central tenet of responsible innovation, according to which societal 

perspectives and actors should be actively involved in innovation at an early stage, 

research organisations face the task of promoting inclusion (Schütz 2020). Given that 

this is already a widely researched subject, only two specific aspects should be pointed 

out here: First, in the sense of the preference learning aspect emphasised in the first 

article, research organisations should actively contribute not only to communicating 

new findings and technologies, but also to helping individuals form their own 

preferences about them – and thus focus on psychological and pedagogical levels in 

the sense of empowerment and political education. And secondly, participation is also 

about making new knowledge and technologies available to civil society actors. For 

applied research in particular, this means encouraging cooperation with civil society 

for the exploitation of new technologies to a similar extent as the transfer to industry. 

In addition to questions of intellectual property, patenting, licensing, and open source, 

this also concerns the substantial increase in the level of technological maturity in the 

public sector and civil society. 
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  Civil society 

A central element of responsible innovation is the early and strategic integration of 

societal values. To this end, civil society plays an important role, for example as an 

active stakeholder in the innovation process (Arnkil et al. 2010). The important role 

of civil society has recently been highlighted, especially in the context of the digital 

transformation (Beining, Bihr, and Heumann 2020; Rasmussen 2018). In the 

following, three overarching challenges for civil society in the context of responsible 

innovation will be presented against the backdrop of the findings of the dissertation. 

 

Civil society needs to act as a seismograph for evaluating the societal costs and benefits 

of innovation 

Civil society actors should develop a subtle sensorium for identifying, analysing, and 

comprehensively evaluating the ramifications of innovations from a societal 

perspective. This requires, on the one hand, necessary expertise and networks, and 

on the other hand, the initiation and implementation of societal negotiation processes 

as well as the consolidation of arguments and societal positions. To do so, the 

continuing support of media actors and a functioning journalistic system is needed 

(Buhmann and Fieseler 2021).  

 

It should be not least due to a strong ‘third sector’ that innovation is understood as a 

socio-political topic 

The goal of civil society engagement should not only be the critical accompaniment of 

specific developments but also to frame and position innovation as a socio-political 

issue. In this way, the normative-ethical dimensions are to be taken into account by 

adapting the definitional-conceptual framework of innovation. 

 

The role of civil society in innovation is, among other things, to be the guardian of 

democracy and find the societal optimum between change and stability 

The societal struggle around innovation which is commonly expressed in acceptance, 

dissemination, or use, is the negotiation process between change and technological 

change on the one hand and societal stability on the other (Juma 2016; Mokyr 2000). 

Civil society should not only be a mediator and medium of this democratic process 
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but should also make it visible as such. For insofar as too rapid and drastic change 

processes pay the price of social inequality and, conversely, societal uniformity does 

not mean progress and prosperity, it is the task of civil society to shape innovation in 

harmony with societal cohesion. In addition to dealing with this enormous challenge, 

it is first of all vital to recognise its urgency and relevance. 
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 Conclusion 

Over the past centuries, innovations have created prosperity and led to significant 

societal progress. Particularly in recent decades, technological change has accelerated, 

gained momentum, and increased the intensity of impact in terms of both quality and 

scope (Brynjolfsson and McAfee 2014). Think of, for example, advances in the field 

of digital technologies and their impact on almost all sectors of society, leading, 

amongst other things, to a „fourth industrial revolution“ (Schwab 2016) and to 

fundamental changes in communication, business models, and how individuals as 

consumers or citizens interact with each other as well as with companies or public 

administration. But also in fields such as biotechnology or energy, breakthroughs such 

as new methods for genome editing or genetic vaccine development or hydrogen 

technologies are about to spark revolutionary changes. However, technological change 

can no longer be assumed to be synonymous with societal progress and prosperity. 

With increasing frequency and relevance, negative aspects of innovation have moved 

centre stage, be it in terms of detrimental health effects that have only been discovered 

with a longer time lag, rising costs due to damage to the environment and the climate, 

significant shifts in labour markets, or ethical implications with regard to surveillance 

and discrimination. 

Given the importance of the societal dimensions and thus the normative side of 

innovation, it is not only the negative effects in the sense of unintended consequences 

or externalities that are put into focus, but rather the very purpose of innovation itself 

that is questioned. In spite of the fact that innovation is often understood, at least 

implicitly, as a "growth instrument", equated with progress, and understood as 

something per se good, the normative complexity of innovation comes to the fore. But 

„[i]f innovations are not an end in their own, what precisely are the ends they serve? 

What normative justification can be given for these ends” (Binder and Witt 2019, 

343)? Even though R. Nelson noted as early as 1977 that the debate in this field "has 

been weak in setting forth normative criteria", no significant progress can be observed 

to date (Schubert 2015a). On the contrary, the simplistic assumption of innovation as 

something per se good seems to have become so entrenched over time that opening 

it up to more normative complexity appears ever more difficult. In this light, efforts to 

promote responsible innovation should be understood as a contribution to making the 

normative complexity of innovation visible and enabling a realignment with societal 

values. This is where this dissertation starts and situates responsible innovation against 

the background of the normative complexity of the concept itself.  
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Three individual case studies show that in order to deal with innovation and its 

normative dimensions in an appropriate and effective way, responsible innovation 

should include a perspective from economic theory, address the societal role of 

companies, and adapt the conceptualisation of the term "acceptance". Responsible 

innovation can thereby contribute to a re-politicisation of innovation, so that 

innovation is (again) understood as a societal project. Through technological change, 

society creates itself anew each time, decides which futures it envisages, and which 

distributions of costs and benefits, opportunities and risks, are fair and desirable for 

society. Innovation is hence a pivotal arena for addressing the values that should 

determine societal development and progress. Innovation as a political concept is not 

(only) value creation in the financial sense (Mazzucato 2018), but should reflect and 

promote all societal values and their prioritisation. It then becomes clear that the 

relationship between innovation and normativity does not only consist of negative 

societal effects on the one hand or instrumental opportunities to cope with societal 

challenges on the other. Innovation is in itself a field in which societal negotiation 

processes take place, social inequalities are discussed, and societal cohesion is shaped. 

In other words: Innovation is a place of democracy – and responsible innovation an 

approach to shaping it. That innovation is able to assume this task is of major 

importance – not least in view of growing societal inequalities, increased political 

polarisation, and trends that even threaten democracy (Przeworski 2019; Schäfer and 

Zürn 2021). Against this background, this dissertation presents ways of re-politicising 

the concept through responsible innovation.    
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