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Abstract

The present work reports on the investigation of the ferri-/ferromagnetic properties of
magnetite, SrRuO3, CePd1−xRhx, and CePt under ultra-high hydrostatic pressures. The
neutron depolarization (ND) technique was used for the measurements due to its ability
to probe ferromagnetism on different length scales and its compatibility with complex
sample environments, such as low temperatures and high pressures. As several of the ND
measurements are close to the resolution limit of the utilized ND setups, the theoretical
length and time scale resolution of ND was estimated and relevant errors and artifacts are
discussed.

ND measurements on natural single-domain magnetite show a reordering of the
magnetic domains at the Verwey transition. The results enable further measurements
under pressure motivated by the potential use of magnetite as a geobarometer. The magnetic
phase diagram of the itinerant ferromagnet SrRuO3 was investigated and confirmed up to a
pressure of 17.1 GPa using the ND technique. Furthermore, ND studies were performed on
the ferromagnetic Kondo-lattices CePd1−xRhx and CePt, which can both be driven toward
a quantum phase transition. The ferromagnetism of CePd1−xRhx progressively changes
into a Kondo cluster glass with increasing x due to disorder introduced by doping. The
magnetic phase diagram of CePt was investigated up to a pressure of 12.1 GPa showing
clean ferromagnetic behavior up to the quantum phase transition.
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Kurzfassung

Die vorliegende Arbeit befasst sich mit der Untersuchung der ferri-/ferromagnetischen
Eigenschaften von Magnetit, SrRuO3, CePd1−xRhx und CePt unter ultra-hohen hydrosta-
tischen Drücken. Für die Messungen wurde die Neutronen-Depolarisations (ND) Methode
verwendet, da sie Ferromagnetismus auf verschiedenen Längenskalen untersuchen kann und
kompatibel mit komplexen Probenumgebungen ist, wie zum Beispiel tiefe Temperaturen
und hohe Drücke. Weil einige der ND-Messungen nahe am Auflösungslimit der verwendeten
ND-Experimentaufbauten sind, wurden die mit ND theoretisch messbaren Längen- und
Zeitskalen abgeschätzt und relevante Fehler und Artefakte diskutiert.

ND-Messungen an natürlichem eindomänigem Magnetit zeigen eine Umordnung der
magnetischen Domänen am Verwey-Übergang. Die Ergebnisse ermöglichen weitere Mes-
sungen unter Druck, welche durch die mögliche Verwendung von Magnetit als Geobarome-
ter motiviert werden. Das magnetische Phasendiagramm des itineranten Ferromagneten
SrRuO3 wurde mithilfe der ND-Methode bis zu einem Druck von 17.1 GPa untersucht
und bestätigt. Weiterhin wurden ND-Studien an den ferromagnetischen Kondo-Gittern
CePd1−xRhx und CePt durchgeführt, die beide in die Nähe eines Quantenphasenüber-
gangs gebracht werden können. Der Ferromagnetismus von CePd1−xRhx degradiert mit
zunehmendem x wegen der durch Dotierung eingebrachten Unordnung und geht kontinuier-
lich in ein Kondo-Cluster-Glas über. Das magnetische Phasendiagramm von CePt wurde
bis zu einem Druck von 12.1 GPa untersucht und zeigt rein ferromagnetisches Verhalten
bis zum Quantenphasenübergang.
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1. Introduction

Ferromagnetism (FM) in condensed matter emerges from the quantum-mechanical exchange
interaction between the spin and charge degrees of freedom of the electrons, forcing the
resulting magnetic moments to align in parallel. Although the macroscopic manifestation
of FM expressed by a finite magnetization is similar for all FM materials, the microscopic
description of the moments can differ greatly. The magnetic moments are often described
in two limiting cases: the local-moment and the itinerant electron picture. In local-moment
FM the electrons contributing to the magnetism are assumed to be strongly localized
at the atomic sites, which can, for example, explain the integral magnetic moment of
magnetite (Fe3O4) of 4µB. However, when comparing magnetite to elemental Fe, the
non-integer ordered moment of Fe of 2.2µB is not compatible with local moments. Instead
a description of the magnetic properties of Fe is given by the itinerant electron picture
that is characterized by the assumption of electrons that are free to move and thus
are conduction electrons. Itinerant FM, also referred to as band magnetism, is based
on Landau-Fermi-liquid (FL) theory, the standard model of metals. For several decades
this comparatively simple description of itinerant FM was widely accepted due to good
agreement between experiment and theory. However, in recent years exceptions were found
where itinerant FMs showed non-Fermi-liquid (NFL) behavior giving rise to the question
if a FL is indeed the normal state of an itinerant FM [1, 2].

To investigate the electronic ground state of a FM it is beneficial to suppress the Curie
temperature TC to lowest temperatures in order to remove parasitic high-temperature
effects and signatures caused by the magnetism itself. In many systems this can be done
by means of a non-thermal control parameter such as hydrostatic pressure p, chemical
composition x, or magnetic field B. Following, for example, the arguments by Wohlfarth
[3] it is generally possible to reduce the TC of an itinerant FM by decreasing the lattice
spacing that can be accomplished via hydrostatic or chemical pressure. If TC is suppressed
to zero, the magnetic phase transition is driven by quantum fluctuations instead of thermal
fluctuations, motivating the name quantum phase transition (QPT). In recent years QPTs
have attracted great interest due to the appearance of exotic phases close to QPTs, such
as the partial order in MnSi [4] or unconventional superconductivity (SC) in UGe2 [5],
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2 1. Introduction

resulting in the investigation of a multitude of quantum critical FMs and the mapping of
their phase diagrams.

Although the early theory of FM QPTs by Hertz [6] assumed a continuous 2nd order
phase transition down to TC = 0, an increasing number of systems was discovered, such as
the itinerant FMs MnSi [7] and ZrZn2 [8], featuring a tricritical point where the phase
transition changes from 2nd to 1st order. In 1999 Belitz et al. [9] showed that the coupling
of the magnetization to electronic soft modes generically results in a 1st order phase
transition in itinerant FMs if the system is sufficiently clean, putatively explaining the
different phase diagrams. The generic phase diagram considered by Belitz et al. has been
observed in several compounds; however, different escape routes to quantum criticality
were found as well, such as the appearance of an adjacent phase, e.g. antiferromagnetism
in CeRu2Ge2 [10] or spin-glass behavior in CePd1−xRhx [11] (see Ref. [2] for a review on
this topic).

In order to differentiate between the universal behavior of quantum critical FMs and
the properties of particular systems, the mapping of further FM phase diagrams is required.
In the case of pressure-driven QPTs two approaches can be used to investigate the phase
diagram: exerting chemical pressure through substitution of one ligand with smaller atoms
or applying hydrostatic pressure using pressure cells. The advantage of substitution is
its simplicity compared to the technical efforts required for pressure cells. However, the
substitution with different atoms can change the electronic properties locally compared to
the undoped system and, moreover, introduce disorder into a formerly clean system that
can alter the QPT. In contrast, the application of hydrostatic pressure is a rather clean
and controlled way to drive a FM system toward a QPT. Additionally, not only the phase
transition between the paramagnetic (PM) and FM phase may be pressure-dependent
but also other phase transitions such as the Verwey-transition in magnetite, an electronic
low-temperature transition.

For the investigation of quantum critical FMs measurements of the magnetization at
high hydrostatic pressures are required. However, several experimental aspects have to be
considered for such measurements. Depending on the pressure range and measurement
technique different designs of pressure cells are used. The low and medium pressure range
up to about 3 GPa can be accessed with clamp cells that offer sample volumes of up to
several dozens of mm3 and are relatively easy to use. Due to the compact and simple
design this type of pressure cell is suitable for standard magnetization and susceptibility
measurements. For high pressures above 3 GPa pressure cells featuring opposing anvils are
used, such as Bridgman cells or diamond anvil cells (DAC). These pressure cells require
more experimental experience and feature much smaller sample volumes than clamp cells
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– typically less than 0.01 mm3. The small sample volume compared to the dimensions of
an opposed anvil cell results in large background signals in magnetization measurements
that require a precise setup for the measurements and sophisticated evaluation routines.
Although conventional magnetization measurements can successfully be performed at high
pressures [12, 13], the complexity involved promotes the utilization of complementary or
alternative measurement techniques for the investigation of quantum critical FMs at high
pressures, such as the neutron depolarization (ND) technique.

The ND technique is highly sensitive to FM order due to the interaction of the neutron’s
spin with magnetic fields [14]. Moreover, the large penetration depth of neutrons enables
the investigation of magnetism in bulk samples up to several cm in size and the usage of
massive sample environment equipment such as cryostats, magnets, and pressure cells. From
the ND of a FM sample TC can be determined to high precision but also information can
be gained about the behavior of the FM domains and about possible magnetic anisotropies
[15–18]. Furthermore, the technique of neutron depolarization imaging (NDI) enables one
to measure the ND with a spatial resolution which can, for example, be utilized for the
determination of the metallurgical homogeneity of a sample [19, 20].

In the course of the present work the FM properties of four materials were investigated
under pressure: the ferrimagnetic mineral magnetite, the itinerant FM SrRuO3, and the FM
Kondo-lattices CePd1−xRhx and CePt. The type of FM of the materials varies widely but
can be sorted with respect to the complexity of the FM. The two opposing theories of FM,
the local-moment and the itinerant electron pictures, are the easiest to apply with the local-
moment picture being arguably more intuitive. However, there are intermediate cases of
FM partly showing aspects of both pictures resulting in a rather complex behavior. Another
aspect is the type of electron orbital participating in the magnetic order. Transition metal
systems tend to feature less complex behavior due to the comparatively extended d-orbitals
and the therefore more direct interaction between the d-electrons. In contrast, f-electron
orbitals are situated closer to the nucleus, often preventing a simple direct exchange with
neighboring f-electron orbitals. Instead, in many cases an indirect interaction is established
through a hybridization of the f-electrons with conduction electrons, resulting in a more
complex description of the FM. Therefore, the four investigated materials can be arranged
with increasing complexity as follows. Magnetite features the least complex FM order due
to the local-moment description of the 3d-electrons. The transition metal oxide SrRuO3 is
more complex than magnetite due to its itinerant FM and the rarity of 4d FM. The 4f
systems CePd1−xRhx and CePt show the highest amount of complexity with CePt ranking
higher than CePd1−xRhx, as the investigation of CePt requires hydrostatic pressure in
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contrast to the doping series CePd1−xRhx. In the following the structure of this thesis is
described as well as a brief introduction is given for each of the four materials.

Chap. 2 describes the experimental methods utilized during the work presented here
with a strong focus on the ND technique. After an introduction to the theory of ND, the
detection limits of ND regarding the length scale of FM domains as well as the time scale
of FM fluctuations are discussed in order to provide a basis for the interpretation of ND
measurements of complex forms of FM order. Furthermore, details on the different ND
setups and the measurement procedures are given. As several ND measurements feature
tiny signals almost indistinguishable from noise, all relevant statistic and systematic error
sources are discussed, approaches on how to minimize the noise in ND measurements are
given, and a guide on how to interpret ND measurements despite the presence of significant
noise is presented. Additionally, Chap. 2 covers the DACs utilized, specifically designed
for ND experiments, and the investigated samples.

Chap. 3 reports on the investigation of the Verwey transition in natural magnetite.
Magnetite is of interest in several fields of research due to its occurrence in animals and the
human brain [21–24], its possible application in spintronics [25], its usage as an indicator for
the climate on Mars [26–28], and its significance for geo- and paleomagnetism [29–31]. The
pressure-dependence of the Verwey transition in magnetite could, for example, be utilized
as a geobarometer for the determination of shock at meteorite impact sites [32]. However, a
detailed understanding of the link between exerted stress on polycrystalline magnetite and
the signature of the Verwey transition observed in the magnetic properties is still missing,
calling for further investigation. Hence, magnetization and ND measurements of natural
magnetite were performed and compared. While both techniques can clearly identify the
Verwey transition, differences are observed in the determination of the coercivities with the
ND measurements showing slightly larger values of the coercivity. However, the differences
may be explained by the sensitivity of ND to the size of magnetic domains, in contrast to
conventional magnetization measurements that average over the whole sample. The results
motivate further experiments under hydrostatic pressure.

Chap. 4 covers the suppression of magnetic order in the itinerant FM SrRuO3. This
compound is an example for deviating behavior between hydrostatic and chemical pressure.
A high-pressure susceptibility study [33] was able to trace a linear suppression of TC from
164 K at ambient pressure to about 43 K at a pressure of 17.2 GPa that would extrapolate
to a critical pressure pC = 23.8 GPa. Chemical pressure can be exerted in this system
by substituting Sr with the isoelectric, but smaller, Ca. Similar to an increase of p in
SrRuO3, an increase of the Ca concentration x in Sr1−xCaxRuO3 results in a decrease of
TC; however, the disorder introduced by the Ca atoms additionally causes the appearance
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of a Griffiths phase [34]. A substitution of Sr with the larger Ba results counter-intuitively
also in a decrease of TC due to predominant electronic effects caused by the Ba atoms
[35]. Therefore, further measurements of SrRuO3 using the clean control parameter p are
necessary in order to expand the phase diagram to higher pressures and determine the
ground state of SrRuO3 close to the putative QPT. High-pressure ND measurements were
performed up to a pressure of 17.1 GPa which are shown and discussed in Chap. 4. The
results are in good agreement with previous high-pressure studies and an updated phase
diagram is given. Furthermore, the results indicate that ND measurements of SrRuO3 are
possible at even higher pressures close to the putative QPT.

In Chap. 5 the separate ND studies on the FM Kondo-lattices CePd1−xRhx and CePt
are presented and compared. The FM Kondo-lattice CePd1−xRhx is another example for
the appearance of a Griffiths phase close to a QPT [11], where the FM order is governed by
the competition of the RKKY interaction and the Kondo effect based on the Doniach model
[36]. With increasing x the FM order is continuously suppressed due to chemical pressure,
but also disorder is introduced affecting the formation of the FM on both the microscopic
(interatomic) and the mesoscopic (magnetic domains/clusters) length scales [11, 20]. As
a result, the phase diagram of CePd1−xRhx shows a smeared QPT, deviating from the
Doniach model. In contrast, the isostructural FM Kondo-lattice CePt seems to feature a
pressure-induced QPT at pC = 12.1 GPa in good agreement with Doniach’s phase diagram
[37]. However, there is only one study [37] tracing TC up to pC using susceptibility and
resistivity measurements and, therefore, a direct observation of the FM order parameter,
the magnetization, is still missing at high pressures. ND measurements were performed
on both materials in order to investigate the FM ground states and the magnetic phase
diagrams.

The results of CePd1−xRhx confirm the phase diagram and the Kondo cluster glass
model by Westerkamp et al. which describes the smearing of the QPT and the formation
of FM clusters surrounded by paramagnetic regions close to the QPT due to increasing
disorder [11]. Furthermore, the strong magnetic anisotropy of CePd1−xRhx and its influence
on ND measurements were investigated.

High-pressure ND measurements of CePt were performed up to a pressure of 12.2 GPa
confirming the phase diagram determined by susceptibility and resistivity measurements
[37]. The insights gained from the study of the anisotropy of CePd1−xRhx were used for
a better interpretation of the high-pressure ND results of CePt that features a similar
anisotropy. The results of both systems are compared with a focus on the different routes
towards quantum criticality. Although both systems feature the same crystal structure and
are both FM Kondo-lattices with very similar microscopic interactions, the introduction
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of disorder can severely affect the quantum critical behavior as can be seen from the
investigated phase diagrams.

Finally, the main results and conclusions of this thesis are summarized in Chap. 6.



2. Experimental Methods

This chapter describes the experimental methods that were utilized in the framework of this
thesis. Magnetization measurements were performed using a standard Physical Property
Measurement System (PPMS) by Quantum Design. However, most of the results were
acquired with the ND technique which is described in Sec. 2.1. Details on the pressure cells
used for the application of up to 17.1 GPa are given in Sec. 2.2. Finally, the investigated
samples are described in Sec. 2.3.

2.1. Neutron Depolarization Measurements
The ND technique dates back to the first theoretical description of the passage of neutrons
through a FM by Halpern and Holstein [14] in 1941. First ND measurements were performed
in 1950 by Burgy et al. [38], who investigated worked steel sheets made with different
fabrication techniques by determining the average domain size from the depolarization data.
With the advent of high-flux neutron sources and dedicated polarization devices in the
1960s, polarized neutrons became accessible to a larger user base which lead to an increase
of ND studies. These early studies already made apparent the potential of the ND technique
to investigate FM phase transitions [15, 39–44]. Notably, the first measurements that can
be interpreted as NDI were performed by Drabkin et al. in 1969 by scanning a pinhole
mask over a Ni sample [43]. An extension of the ND technique developed by Rekveldt [16]
in 1973 was the 3d depolarization analysis setup which enables the investigation of domain
correlations, magnetic textures, and FM anisotropies [17]. Another improvement was the
utilization of pulsed neutrons by Mitsuda and Endoh [45, 46] in order to measure the
wavelength dependence of the depolarization. A better theoretical understanding of ND
and advanced experimental setups led then to the investigation of more complex systems,
such as spin-glasses [47–50], ferrofluids [51], superparamagnets [52], high temperature
superconductors [53], and quantum critical FMs [54]. The development of modern neutron
imaging detectors allowed the operation of polarized imaging setups [55] and, furthermore,
a tomographic reconstruction of ND data [19]. More detailed reviews about the history of
ND are given in Refs. [18, 56, 57].

7



8 2. Experimental Methods

Next to the semiclassical ND theory formulated by Halpern and Holstein a quantum
mechanical description of ND was developed by Maleev, Ruban, and Toperverg [58, 59]
in the 1970s. The latter theory describes ND via neutron scattering due to correlations
between magnetic domains along different neutron trajectories. Later it was shown that
both theories give essentially the same results [60–62]. As the theory by Halpern and
Holstein is sufficient for the interpretation of the results of this work, the theory by Maleev,
Ruban, and Toperverg is not discussed below. Sec. 2.1.1 gives an introduction to the theory
of ND measurements. In Sec. 2.1.2 the ND setups that are utilized in the present work are
described and in Sec. 2.1.3 an explanation of the data evaluation process is given.

2.1.1. Theory of Neutron Depolarization Measurements

In the following the spin of a neutron ~S is described as a classical vector with a length of
|~S| = 1. The polarization of a neutron beam is then defined as the average over a large
number of neutrons

~P =
〈
~S
〉

(2.1)

where the brackets 〈. . . 〉 denote the average over the beam. As the ND methods presented
here analyze the polarization in the y-direction, only the y-component Py of ~P = (Px, Py, Pz)
is measured. The polarization is therefore reduced to a scalar value in the interval (−1,1)
and defined as P := Py from here. If a neutron beam is completely polarized in the positive
y-direction, all neutron spins point in the same direction and thus P = 1. If the beam is
unpolarized, the neutron spins point in arbitrary directions and the averaging of Eq. 2.1
results in P = 0.

The time evolution of a neutron spin in an external field ~B (t) is given by the Larmor
equation

d

dt
~S (t) = γ~S (t)× ~B (t) (2.2)

where γ = 183 MHz/T is the gyromagnetic ratio of the neutron. The solution of the
differential equation 2.2 for a constant field describes a precession of the neutron spin ~S

around ~B with the Larmor frequency ~ωL = −γ ~B. Therefore, after passing a magnetic field,
a neutron spin collects a Larmor phase ϕL which is proportional to the field integral along
the neutron’s flight path.

When considering fields that are not constant over time and space, a calculation in the
inertial frame of the neutron is advantageous as it converts spatial variations to temporal
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variations. Describing the temporal variation of a magnetic field by ωB = 2πB−1dB/dt

the adiabaticity is then given by

k = ωL

ωB
. (2.3)

The dimensionless adiabaticity k is a measure for a field change as seen by a neutron. If
the adiabaticity is large, i.e. ωL � ωB, the field change is slow compared to the Larmor
frequency and it is called adiabatic. In this case the neutron spin follows the orientation of
the external field. This can be used, for example, to guide the polarization through an
experimental setup by installing sufficiently strong permanent fields along the neutron
beam. In the non-adiabatic case, i.e. ωL � ωB, the field change is too abrupt for the
neutron spin to follow the field. Instead, the spin starts to precess around the new field
direction. A detailed calculation of the spin state for any field change can be found in Ref.
[63].

The behavior of a neutron in a magnetic field summarized above is applied to the case
of a FM sample in a polarized neutron beam in the following Sec. 2.1.1.1. The presented
theoretical considerations predict a depolarization of the beam due to FM order and
additionally give information on the magnitude of this depolarization. In the subsequent
Sec. 2.1.1.2 the order of magnitude on which ND caused by FM order can be observed
and measured is discussed.

2.1.1.1. Neutron Depolarization by Ferromagnetic Order

In order to discuss the effect of a FM sample on a polarized neutron beam, a simple model
of FM is considered and four assumptions are made [14, 16]. (i) The orientation of the net
magnetizations of the magnetic domains are distributed randomly. (ii) The dimensions of
the domains are all in the same order of magnitude and can be described by an average
domain size δ. (iii) The magnitude of the magnetic field in each domain B0 = µ0M0 is
constant and given by the saturation magnetization M0 and the vacuum permeability
µ0. (iv) The transition from one domain to an adjacent domain is non-adiabatic, i.e. the
domain walls are sufficiently thin.

A sketch of a FM sample with length d is shown in Fig. 2.1. A neutron beam passes
through the sample from the left side which is indicated by the horizontal blue arrows.
The red arrows depict the orientation of single neutron spins. As the neutron beam is
considered to be completely polarized (P = 1) before entering the sample, all neutron spins
point in the same direction. When non-adiabatically entering a FM domain a neutron
spin precesses around the field B0 in the domain. When leaving the sample after passing
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P = 1 P < 1

d

δ

Figure 2.1.: Neutron depolarization due to FM. The figure shows a FM bulk sample with
thickness d and randomly distributed domains with an average domain size δ. A completely
polarized neutron beam is considered passing through the sample from the left side. An
individual neutron spin, indicated by a red arrow, sees a certain domain configuration and,
therefore, acquires a certain Larmor phase on its trajectory through the sample (dashed blue
arrow). Neutrons with slightly different trajectories acquire different Larmor phases due to a
finite beam divergence and the random constellation of domains. Averaging over an ensemble
of neutrons, e.g. in a detector pixel, results in an overall decrease of the beam polarization.
Figure adapted from Ref. [64].

several domains, a neutron spin collects a certain Larmor phase depending on the neutron’s
flight path through the sample and on the constellation of domains. A neutron with a
slightly different flight path collects a different Larmor phase due to the random domain
orientations. Therefore, after passing through the sample, the neutron spins point in
different directions. After averaging over a set of neutrons in a detector pixel, the measured
polarization is thus P < 1, i.e. the neutron beam is depolarized by the FM. When crossing
from the PM into the FM phase by changing an external control parameter such as the
temperature, a decrease of the polarization at the phase transition is expected.

It is important to note that the depolarization is caused by the finite magnetizations
M0 and not by the single magnetic moments of the FM. A neutron wave-package averages
the magnetic moments of a crystal over the neutron’s coherence volume [56] which can
include several thousand magnetic moments in the case of a cold collimated neutron
beam [65]. Therefore, paramagnetic, diamagnetic, and antiferromagnetic systems do not
depolarize a neutron beam as the magnetic moments average out on the scale of the
coherence volume of the neutron.

In the following a mathematical description of ND due to FM is given based on
the theory developed by Halpern and Holstein [14] and extended by Rekveldt [16]. The
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polarization of a neutron beam after passing N = d/δ FM domains is given by

P = P0

[〈
B2
‖

B2
0

〉
+
〈
B2
⊥

B2
0

〉〈
cos

(
γB0

δ

v

)〉]N
(2.4)

where assumptions (ii) to (iv) were applied. B‖ and B⊥ are the parallel and perpendicular
component of B0 in one domain as seen from the neutron spin, respectively. The angular
brackets 〈. . . 〉 describe an average over a large number of domains and v is the neutron
velocity which can be calculated from the neutron wavelength λ = h/mnv with Planck’s
constant h and the neutron mass mn. P0 is a normalization factor containing the finite
efficiencies of the polarization analysis setup and equals to the polarization that is measured
without any depolarizing effects. From assumption (i), the random distribution of domain
orientations, follows

〈
B2
‖

B2
0

〉
= 1

3〈
B2
⊥

B2
0

〉
= 2

3 .
(2.5)

When considering the argument of the cosine function in Eq. 2.4 it is evident that the
argument is the same as the Larmor phase

ϕL = γB0
δ

v
= ωLt. (2.6)

In the case of small spin rotations per domain, ϕL � 2π, Eq. 2.4 can then be approximated
by

P = P0 exp
(
−1

3γ
2 d

v2B
2
0δ

)
. (2.7)

As d and v are usually constant during an experiment, this equation mainly depends on
the field in a domain B0 and the average domain size δ. The product B2

0δ describes the
FM of the sample and determines the depolarization. Larger values of B2

0δ are ascribed to
a stronger FM and result in larger depolarization while the opposite holds true for smaller
values of B2

0δ. A temperature dependence of the magnetization (and thus also for B0) is



12 2. Experimental Methods

given by a Ginzburg-Landau approach

M2 (T ) = M2
0

(
T − TC

TC

)1/β
(2.8)

with the magnetization at zero temperature M0 and the exponent 1/β which can assume
different values depending on the particular theory describing the type of FM.

As M (T > TC) = 0, the polarization P (T > TC) = P0 is constant in the PM phase.
When decreasing the temperature below TC, B0 (T ) = µ0M (T ) assumes a finite value larger
than zero and the exponential function of Eq. 2.7 decreases. Therefore, the polarization
decreases when the sample becomes FM which agrees with the considerations above.

In the case of ϕL > 2π, which is associated with a strong FM, Eq. 2.4 is approximated
by

P = P0

(1
3

)N
. (2.9)

This expression is constant and depends only on the number of passed domains N or
the average domain size δ = d/N . As the equation is only valid in the FM regime, the
temperature dependence is a step function which equals P0 above TC and the right side of
Eq. 2.9 below TC.

In real samples the observed TC can vary spatially within the sample due to internal
stresses, temperature gradients, crystal defects, and variations of the sample composition.
In order to reflect this in Eqs. 2.7 and 2.9 both functions are convoluted with a normalized
gaussian distribution centered at TC. The FWHM of the gaussian distribution ∆TC is a
measure for the spread of transition temperatures along the flight path of the neutrons.
The convolution effectively smears out the sharp features of the Eqs. 2.7 and 2.9 observed
at TC.

The main results of this section, Eqs. 2.7 and 2.9, provide a basis for the interpretation
and evaluation of ND data. However, they are not applicable to every data set due to
several constraints. (i) The equations do not cover the intermediate regime 0 < ϕL < 2π.
It is expected that the exponential decay of Eq. 2.7 continuously transforms into the step
function of Eq. 2.9. However, a general solution for the average of the cosine function
in Eq. 2.4 cannot be calculated. Therefore, a quantitative evaluation of ND data in this
regime of the Larmor angle per domain is not possible. (ii) The assumptions on which the
calculations above are based describe a very simple form of FM. Effects resulting from
magnetic anisotropies, sample shape effects, finite domain walls, domain correlations, and
the case of a small number N of traversed domains are not included. (iii) A requirement for
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the quantitative interpretation of ND data is that all detected neutrons must have passed
through the sample. The ND setup used for high-pressure studies described below in Sec.
2.1.2.4 does not fulfill this requirement due to the utilized focusing optics and small sample
sizes. (iv) 1d ND setups, as used here for all measurements, lack the ability to distinguish
between a depolarization of the neutron beam and a rotation of the polarization vector.
However, the latter case may be recognized as such by careful setup checks, comparison of
different parameter scans, and the experimenter’s experience. To sum up, in some cases it
is not possible to extract all quantitative parameters from the shape of a depolarization
curve such as B0 and δ from Eq. 2.7. Nevertheless, the identification of the FM transition
temperature TC is usually possible and similar data sets can be compared in order to
identify trends.

A mathematical framework for the interpretation of ND measurements was presented.
In the introduction it was stated that ND is a highly sensitive technique for the detection
of FM order in bulk samples. The following Sec. 2.1.1.2 tries to put the word "highly" into
numbers, i.e. deriving estimates on the length and time scales ND is able to detect.

2.1.1.2. Detectable Length and Time Scales of Ferromagnetic Order

When suppressing the FM of a sample, as for example by driving it close to a QPT, the
strength of the FM decreases and, therefore, also the depolarization signal. At some point
the depolarization may fall below the detection threshold of the ND technique and be
indistinguishable from noise. In that case, although the sample might still show some
traces of FM order, the polarization signal would indicate a non-magnetic sample state.
Furthermore, ND is able to sense fluctuating forms of FM order, such as superparamag-
netism and the critical fluctuations close to a FM phase transition, as up to a certain time
scale these fluctuations look static from the viewpoint of a neutron. In the course of this
section, estimates will be derived on the length and time scales that ND is able to detect.

As stated in Sec. 2.1.1.1, the main parameters describing the strength of the FM order
are the average domain size δ and the magnetic field in a domain B0. If one of these
parameters or both decrease, the depolarization decreases as well. Depending on the value
of B0, below a certain length scale δ the depolarization cannot be resolved anymore. A
lower limit for δ can be estimated by considering Eq. 2.7 which describes a weak type
of FM. For the estimation it is useful to set P0 = 1, which translates to a normalized
polarization signal, and to replace the polarization P with the depolarization D = 1− P .
Solving Eq. 2.7 for δ then yields

δ = −3 log (1−D) v2

γ2B2
0d
. (2.10)
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Figure 2.2.: Theoretical length and time scale resolutions for the high-pressure ND (HP-ND)
setup and the NDI setup. (a) Length scale resolution δ as a function of the magnetic flux per
domain B0 calculated using Eq. 2.10 for the two setups. A sample with a δ-B0 combination
lying in the green area above a threshold line depolarizes the neutron beam to a measurable
level depending on the setup. For the two setups different sample thicknesses d and maximum
detectable polarization changes D were assumed which leads to a lower threshold for the
NDI setup. The length scale is converted to a scattering vector on the right y-scale using
q = 2π/δ. The values for B0 of CePt, SrRuO3, and Fe3O4 at low temperatures and ambient
pressure were calculated from magnetic moments and crystal structures and are indicated
with vertical lines. (b) Time scale resolution of the two setups. The threshold lines show
the same data as in (a) converted to a time scale via τ = δ/v where v is the velocity of a
neutron with λ = 5Å. The time scale is also converted to a frequency on the right y-axis
using f = τ−1.

If a minimum detection threshold for the depolarization is inserted into Eq. 2.10 as
D and typical values for v and d are assumed, the length scale ND is able to resolve can
be evaluated as a function of B0 which is shown in Fig. 2.2(a). The black lines show for
which values of δ and B0 Eq. 2.10 holds true and mark therefore the detection threshold of
the ND technique. If a pair of δ-B0-values lies above the corresponding line (green colored
area), the neutron beam is sufficiently depolarized and the polarization change can be
detected by the setup. A point below the line results in depolarization that cannot be
resolved by the utilized ND setup. Eq. 2.10 is evaluated in Fig. 2.2 for the high-pressure
ND (HP-ND) setup and the NDI setup separately which are both described in Sec. 2.1.2.
Both setups use a neutron wavelength of λ = 5Å but different sample thicknesses d
and depolarization resolutions D. The NDI setup is designed for large samples and an
intermediate depolarization resolution described by d = 1 mm and D = 0.01, respectively.
In contrast, the HP-ND setup is used to investigate thin samples with a high depolarization
resolution. Therefore, the values d = 0.1 mm and D = 0.001 were used for the calculation
of the HP-ND setup. In comparison, the NDI setup can detect lower values of B2

0δ due to
the much larger sample thickness. Additionally, the B0-values of CePt, SrRuO3, and Fe3O4
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were derived from the crystal structures and the magnetic moments at ambient pressure
[66–70]. Vertical lines mark the positions of B0(CePt)= 172 mT, B0(SrRuO3)= 347 mT,
and B0(Fe3O4)= 630 mT. In order to more readily compare ND with scattering techniques,
δ is converted to a scattering vector via q = 2π/δ on the right y-axis.

The resulting values for δ in the relevant B0-region from 0.1 T to 1 T are in the
range from 1 nm to 100 nm and are in good agreement with estimates from the literature
[50, 61, 71, 72]. This means that FM ordered clusters of a few spins can be detected
using the ND technique as for example shown in a ND study of the Kondo cluster glass
CePd1−xRhx [20, 73] (c. Sec. 5.2).

A neutron beam can also be depolarized by fluctuating forms of FM [40, 43, 45, 46, 52,
58, 60] as already mentioned above. From the viewpoint of a neutron there is no difference
if the neutron passes a static constellation of domains on a length scale δ with random
magnetization directions, or if the magnetization changes the direction randomly on a
time scale τ . The argument is therefore analogous to the one above, and the length scale
in Eq. 2.10 can be replaced by a time scale τ = δ/v. Fig. 2.2(b) shows the time scale τ
as a function of B0 evaluated for the same sets of parameters as in Fig. 2.2(a). On the
right y-scale τ is converted to a frequency f = τ−1. In the case of a strong FM the time
scale resolution ranges down to pico-seconds. These results predict a better time scale
resolution than previous studies which range from 10 to 100 ps [18, 52, 74, 75]. However,
the difference can be explained by the better polarization resolutions of the setups used
here. It is important to note that the considerations regarding the time scale implicitly
assume large FM domains. If δ approaches values close to the detection threshold, the
resolvable time scale τ increases.

2.1.2. Neutron Depolarization Setups

All ND measurements were performed at the neutron imaging beam line ANTARES at the
research neutron source Heinz Maier-Leibnitz (FRM II) in Garching, Germany. Details
on the specifications of the beam line can be found elsewhere [76]. Two different ND
setups were used for the measurements presented in this thesis: the NDI setup and the
high-pressure ND (HP-ND) setup. In principle, both setups are 1d neutron polarization
setups as introduced in Sec. 2.1.2.1 below. In order to clarify several technical aspects of
neutron imaging, a corresponding introduction describing neutron imaging and the relevant
detector technique is given in Sec. 2.1.2.2. Sec. 2.1.2.3 then describes NDI, essentially a
combination of neutron polarization analysis and neutron imaging. Finally, the dedicated
HP-ND setup is described in Sec. 2.1.2.4.
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If not stated otherwise, the right-handed ANTARES coordinate system is used in the
following explanations. z points along the horizontal neutron flight path from neutron
source to the detector and y points upwards (against the direction of gravity). x points
perpendicular to the neutron beam in the horizontal direction.

2.1.2.1. 1d Polarization Analysis Setup

The polarization of a 1d polarization analysis setup is usually determined by measuring
the neutron intensities I↑ and I↓ with the initial polarization pointing in the positive and
the negative direction, respectively. The beam polarization P is then given by

P = P0
I↑ − I↓
I↑ + I↓

(2.11)

where P0 is a normalization factor which includes finite efficiencies of polarizer, analyzer,
and spin-flipper – devices which are explained further below. Due to the denominator in
Eq. 2.11 acting as a normalization to the beam intensity the polarization is independent
of absorption effects caused by the sample or other components in the beam.

neutron
source

sample analyzerpolarizer spin-flipper

active

inactive

detector

Figure 2.3.: Sketch of a 1d neutron polarization analysis setup. The neutron source emits
neutrons with random spin states up (↑) and down (↓), which are indicated by black arrows.
A subsequent polarizer absorbs neutrons with spin state down while neutrons with spin state
up can pass the polarizer. The spin-flipper can change the spin direction depending on the
state of the spin-flipper: "inactive" leaves the neutron spin unaffected while "active" flips the
spin from up to down. The sample can change the neutron spin depending on the sample’s
magnetic properties. An analyzer selects the neutrons with spin state up (like the polarizer)
which then are counted in a neutron detector.



2.1. Neutron Depolarization Measurements 17

Fig. 2.3 shows the principle of a 1d neutron polarization setup. The horizontal red
arrows indicate the flight path of a neutron and the vertical black arrows indicate the
possible spin directions of a neutron at the respective position in the setup. A neutron
source generally emits a completely unpolarized beam, i.e. 50 % of the neutrons are in
the spin-up state (↑) and 50 % are in the spin-down state (↓). In order to achieve a beam
polarization P 6= 0 a polarizer is installed at the beginning of the polarization setup.
A polarizer generally uses the spin-dependence of a neutron absorption or scattering
process in order to remove one spin direction – in this example the down-neutrons – from
the neutron beam. Due to the quantum-mechanical nature of these processes the beam
polarization after the polarizer can only reach a value closely below 1 but never equal
1. However, for the understanding of a 1d polarization analysis setup it is sufficient to
assume P = 1 as effects resulting from a polarization lower than 1 can be corrected by a
simple normalization.

In order to change the polarization direction for the determination of I↑ and I↓, a
spin-flipper is installed after the polarizer. A spin-flipper is a device that can change the
polarization direction from up to down (π-flip). One method to flip the polarization by π
is the installation of a solenoid in the beam which creates a magnetic field perpendicular
to the beam polarization. The resulting Larmor precession of the polarization is then set
to π by adjusting the amplitude of the magnetic field using a regulated power supply. If
the spin-flipper is inactive, i.e. the perpendicular field is zero, the polarization remains
unaffected while in the active state the polarization is flipped from up to down. This allows
to select a neutron beam with one or the other polarization direction to be imparted on
the sample.

The sample can depolarize the neutron beam depending on its microscopic magnetic
properties as described in Sec. 2.1.1.1. Therefore, all spin directions are possible after the
sample. An analyzer is placed downstream of the sample which blocks the down-neutrons
from passing, exactly as the polarizer does. The neutron intensities measured with the
detector are then labeled I↑ and I↓ for the spin-flipper states "inactive" and "active",
respectively.

As the neutron spin is very susceptible to small magnetic fields, Earth’s magnetic field
or stray fields from electrical components can depolarize the neutron beam. In order to
remedy these effects, guide fields with a strength of 0.5 to 5 mT are installed between the
components of the polarization setup (not shown in the figure).
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neutron
source collimator sample

CCD
camerascintillator

Lcs

D

Lsd
detector

dblur

Figure 2.4.: Basic neutron imaging setup based on the principle of a pinhole camera. The
highly-divergent neutron beam emerging from the neutron source is collimated by a pinhole
with diameter D (collimator). The sample is placed in the collimated beam in front of a 2d
neutron detector where the collimator-sample distance Lcs is chosen much smaller than the
sample-detector distance Lsd in order to decrease blurring of the sample on the detector.
The red lines show the construction of the geometrical blur dblur which is determined by the
parameters D, Lcs, and Lsd. Inside the detector a scintillator screen converts the neutrons
to visible light which is then detected by a CCD camera.

2.1.2.2. Neutron Imaging and Imaging Detectors

Fig. 2.4 shows the basic principle of a neutron imaging setup. Neutrons are emitted
isotropically by the finite-sized neutron source which leads to a highly-divergent neutron
beam. As a divergent neutron beam blurs the absorption image of the sample on the
detector, a neutron-absorbing aperture (collimator) with diameter D is placed in the
beam. The resulting collimation at a distance L downstream from the collimator is then
given by the ration L/D, where on the one hand larger L and smaller D lead to a better
collimation, but on the other hand to a reduced neutron flux. Typical values of L/D for
neutron imaging are in the range from 400 to 1600 and can be achieved in the case of
ANTARES by placing differently sized collimators in the neutron beam.

The geometrical blur of a sharp feature of the sample (e.g. an edge) on the detector is
indicated in Fig. 2.4 by red lines and can be calculated with

dblur = Lsd

Lcs
D (2.12)

where Lsd is the distance sample-detector and Lcs is the distance collimator-sample. For a
sharp image at a given collimation L/D, Lsd should be minimized, i.e. the sample should
be placed as close to the detector as possible. In the case of a ND setup Lsd is usually
limited by the length of the analyzer which has to be placed between sample and detector.
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In order to detect the neutron intensity with a good spatial resolution, a scintillator
screen is used to convert the neutrons to visible light. A low-noise CCD camera is focused
with an objective on the backside of the scintillator and detects the light. As the light
output of the scintillator is directly proportional to the absorbed neutron flux, the resulting
image captured by the camera represents the incoming neutron flux accurately. Both
components, scintillator and camera, are enclosed in a light-tight box in order to minimize
stray light from reaching the camera.

The camera used for all measurements shown in this work is an Andor iKon-L 936
CCD [77] with 2048× 2048 pixels. The objective is set to a magnification of 1:3.7 which
results in a pixel size of 75 µm.

In order to take one image, the neutron beam and the internal camera shutter are
opened for a defined exposure time texp. The CCD integrates the light flux over texp in every
pixel and returns a 16-bit gray level image. The gray level of each pixel is proportional
to the neutron flux at the respective pixel position. Furthermore, the instrument control
software saves all instrument parameters and settings, such as sample temperature and
magnetic field, in the header of the image file.

The CCD pixel readout values feature a constant positive offset even if no light reaches
the CCD chip. This so called dark current has to be determined and subtracted from the
data images for each pixel. Therefore, a series of images is taken before measurements are
performed with the same exposure time as the data images and a closed neutron beam. In
order to increase statistics and suppress artifacts, a median filter is applied to the image
stack returning the median of the gray values for each pixel coordinate. The result is called
dark image (DI).

Furthermore, in neutron imaging the data images have to be normalized to an image
without a sample to cancel effects from scintillator inhomogeneities and from neutron
flux variations across the neutron beam. Therefore, an open beam image (OB) is taken
without a sample in the beam and with the same exposure time as the data images. The
normalized intensity image I(x,y) is calculated by

I(x,y) = DATA(x,y)−DI(x,y)
OB(x,y)−DI(x,y) (2.13)

where x and y are the pixel coordinates and DATA is the untreated image from the
corresponding measurement.

A common artifact in images from neutron detectors using a CCD camera are gamma
spots. They appear when gamma radiation hits the CCD chip and causes a massive charge
increase in one or more surrounding pixels. In the images the gamma spots are seen as
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raw image filtered image
a b

Figure 2.5.: Comparison of a raw data image versus a filtered image. (a) Untreated neutron
imaging data from a neutron depolarization measurement. The orange circles mark artifacts
(gamma spots) caused by gamma radiation hitting the CCD chip of the detector. (b) Processed
data from (a) after applying an image filter as described in Sec. 2.1.3. The orange circles are
in the same positions as in (a) and reveal the effective elimination of the gamma spots.

small bright spots with an intensity which is often about one order of magnitude larger
than the actual signal from the scintillator. In Fig. 2.5(a) a 150× 150 pixels region of an
unprocessed neutron image from a ND measurement is shown. The orange circles mark
gamma spots with the gamma spot in the top left corner being the most distinct spot.
A typical image using the ND setups as described below features up to several hundred
gamma spots with varying intensities.

In order to remedy this effect and correct the data, several images per measurement
point are taken. As the appearance of the gamma spots is randomly distributed, it is
unlikely that a gamma spot will appear at the same pixel position several times in a row.
The application of a pixelwise median filter to a stack of images at the same measurement
point is therefore a robust way to remove gamma spots from the data. Fig. 2.5(b) shows
the filtered output of a stack of five images including the data from panel (a). The orange
circles are at the same positions as in panel (a). The gamma spots were all detected by the
filtering algorithm and were removed from the image. Furthermore, the processed image
shows a smoother intensity distribution due to the increased statistics. The filtered image
is then used in Eq. 2.13 as DATA(x,y) for the calculation of the normalized image I(x,y).
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A detailed description of the data processing and an advanced filtering algorithm is given
in more detail in Sec. 2.1.3.

Another artifact in neutron imaging is the slowly decaying light yield of the scintillator,
also referred to as afterglow. This effect was recently investigated in more detail [78] and
can cause an imprint of an image on the subsequently taken images, alter the measured
neutron intensities and, thus, change the measured polarization significantly. Therefore, in
the following a brief introduction on neutron scintillators and the current state of research
of the afterglow effect are given. The measurements by Neuwirth et al. presented below
are published in Ref. [78]. The impact of the afterglow effect on the measured polarization
is discussed in Sec. 2.1.3.2.

Neutron scintillator screens are usually a composite material of a neutron absorber, a
light emitter, and a binding agent. When a neutron is captured by the absorber, secondary
radiation from the absorber can activate the light emitter into an excited state. The
light emitter is chosen to feature a short-lived state which emits a photon in the visible
range almost instantly. In our ND measurements a scintillator manufactured by RC Tritec
[79] with a thickness1 of 200 µm and a composition of 6LiF (absorber) and ZnS:Cu (light
emitter) was used.

Although the life-time of the excited state of the light emitter is in the order of
milliseconds and therefore much smaller than the typical time scale on which neutron data
is acquired, recent measurements revealed an afterglow of the scintillator in the order of
seconds to minutes [78]. This can be observed when the scintillator is first illuminated by a
neutron beam and then the beam is shut off. When taking images after closing the beam,
still a slowly decaying light output from the scintillator is measured. Vice versa, the effect
is also seen when opening the neutron beam. Due to the delayed emission of photons, the
detected intensity takes several minutes until it reaches saturation. When taking a series of
images, the afterglow can hence lead to an imprint of an image on the subsequent images.

Fig. 2.6 shows the afterglow of a LiF/ZnS:Cu scintillator, similar to the screen used in
the ND measurements, but with a thickness of 100 µm instead of 200 µm. The scintillator
was illumined with a white neutron beam for several minutes until the intensity was no
longer increasing. Then, at t = 0, the instrument shutter was closed and a continuous
series of images was taken with an exposure time of texp = 10 s each. The intensity of each
image is integrated over the whole scintillator and normalized to the last image taken
before closing the shutter. No data was acquired in the first 20 s after closing the shutter
due to limitations by the instrument control software. The intensity shows a quick drop to

1 The thickness of a scintillator is a good estimate for the intrinsic spatial resolution of the scintillator.
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Figure 2.6.: Afterglow of a LiF/ZnS:Cu neutron scintillator. After illuminating the scin-
tillator for several minutes the neutron beam was closed at t = 0. The figure shows the
integrated intensity of the whole scintillator screen normalized to the full beam intensity as
a function of time t. The marked times and intensities at 158 s and 410 s are typical values
for the ND setup as described in Sec. 2.1.2.4. Data from Ref. [78].

5 % within 20 s and then a slower decay down to 0.2 % at t = 750 s. The data cannot be
described by an exponential decay law (note the logarithmic intensity scale). Typical time
scales observed in ND measurements are marked at 158 s and 410 s which are later used in
Sec. 2.1.3.1.

If the beam is opened and closed repeatedly in constant time intervals, e.g. opening
the beam for 1 min, then keeping it closed for 2 min, the afterglow can be driven into a
steady state. During the 1 min open-state the increase over time is still visible, however
the mean value of the intensity of the 1 min intervals reaches a constant value. This makes
the intensity mean values comparable, as only a constant background has to be subtracted.
ND measurements often feature a similar time structure during a temperature or magnetic
field scan. The data acquisition for one data point takes about 10 min. After that the
neutron beam is closed and the scan parameter (such as B or T ) is changed. If this change
of the scan parameter always takes the same time and the average intensity variation
between the data points is small, the afterglow affects all data points equally.

Further investigations have shown that the afterglow is not quantitatively reproducible
when the scintillator was used for other experiments in between the afterglow measurements.
Scintillators that were older and exposed to more neutrons typically featured a more
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pronounced afterglow than newer scintillators. In another test the temperature dependence
of the afterglow effect was studied. Heating the scintillator to 80 ◦C drastically reduces
the afterglow intensity by one order of magnitude and shifts it to smaller decay times
compared to room temperature measurements.

The effects of aging and temperature on the afterglow suggest crystal defects in the
scintillator material induced by neutron radiation as a possible source for the afterglow. The
crystal defects could change the local band structure at the luminescence sites of ZnS:Cu
and modify the lifetime of the photo-emission. In combination with a multi-level decay this
could also explain the shape of the afterglow curve shown in Fig. 2.6. However, the exact
processes that are involved are still subject to current investigations. A description of how
the afterglow effect was taken into account in the data evaluation is given in Sec. 2.1.3.

2.1.2.3. Neutron Depolarization Imaging

The installation of a polarization setup at a neutron imaging beam line allows for the
spatial resolution of magnetic sample properties when using, for example, the ND technique
as described in Sec. 2.1.1. A sketch of the NDI setup used at ANTARES is given in Fig.
2.7.

The beam port of ANTARES points at the cold source of the FRM II and features a
wide spectrum ranging from thermal to cold wavelengths. However, the components of the
polarization setup require a narrow wavelength band in the cold wavelength regime for an

neutron
source

sample analyzerpolarizer spin-flipper

active

inactive

detectorcollimator NVS

Figure 2.7.: Sketch of the neutron depolarization imaging (NDI) setup at the beam line
ANTARES. A polarization setup (c. Fig. 2.3) consisting of polarizer, spin-flipper, and analyzer
is installed at a neutron imaging beam line. A collimator provides a collimated neutron beam
(indicated by three parallel red arrows) which can be used for imaging. A neutron velocity
selector (NVS) is placed before the polarization setup in order to produce a monochromatic
neutron beam.
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efficient operation. Therefore, a neutron velocity selector (NVS) is placed right after the
collimator. The NVS is designed to select a given wavelength with a wavelength spread
of ∆λ/λ = 10 %. Additionally, reducing the spectrum to a single wavelength simplifies
the quantitative data evaluation as the depolarization directly depends on the neutron
wavelength (c. Eq. 2.7).

The polarizer used at ANTARES is a five-mirror V-cavity made by SwissNeutronics
[80, 81], mounted on rotational and translational motor stages for a precise adjustment. The
magnetic supermirrors of the V-cavity reflect the neutrons with spin down into an absorbing
layer while spin up neutrons can pass through the device. As the supermirrors have to be
aligned at a shallow angle with respect to the neutron beam, a single supermirror only
covers a small cross-section of the beam. In order to increase the cross-section coverage, five
supermirrors in a V-configuration are placed next to each other. However, the small parts
of the cross-section where the supermirrors touch are not polarized. This has to be taken
into account when imaging samples that are larger than the width of one supermirror-V.

A Mezei-type spin-flipper [82] was used to flip the polarization from up to down. This
device consists of two flat coils wound on top of each other but with a perpendicular
orientation of the windings. The outer coil produces a vertical field that is adjusted to cancel
the guide fields within the coil. The inner coil produces a horizontal field perpendicular to
the neutron polarization and is adjusted to flip the polarization by π.

A conventional electro-magnet is placed at the sample stage which can apply fields up
to 300 mT in both the positive and negative vertical direction [83]. A field in the magnet
in the opposite direction of the guide fields would, without further measures, cause a
zero-field crossing and therefore a depolarization of the beam. This can be prevented
by installing horizontal guide fields, which ensure an adiabatic field transition between
the components before and after the magnet. Thus, complete field loops in positive and
negative directions can be measured. A detailed description of the guide field arrangement
is given in Ref. [84].

The analyzer is a three-mirror V-cavity by SwissNeutronics which is mounted on a
five-axis motor stage for precise alignment.

Fig. 2.8 shows photographies of the NDI setup in the first measurement chamber
of ANTARES. The setup is shown in two separate images as the narrow bunker of the
beam line prevents a total view of the whole setup. The first part of the setup is shown
in Fig. 2.8(a) where the neutrons enter the chamber on the left side of the image. An
aperture (which should not be confused with the collimator) consisting of adjustable white
B4C-plates confines the beam cross-section to the entrance window of the polarizer in
order to prevent unnecessary neutron exposure. Behind the aperture the polarizer and
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Figure 2.8.: Photographies of the NDI setup at the imaging beam line ANTARES. (a)
First part of the setup showing the polarizer, the spin-flipper, and vertical guide fields. An
aperture is used to reduce the beam cross-section to the window size of the polarizer. (b)
Second part of the setup showing the sample stage, the analyzer, and a part of the detector
box. The image is mirrored horizontally in order to be consistent with the neutron flight
direction of (a).

subsequently the spin-flipper are placed. Two vertical guide fields are installed between
spin-flipper and sample stage in order to prevent a depolarization of the neutron beam.
Fig. 2.8(b) shows the second part of the setup with the neutron beam coming from the left
side. This image was mirrored horizontally to be consistent with Fig. 2.8(a). The sample
stage consists of the magnet and the cryostat. Horizontal guide fields are installed before
(hidden by the magnet) and after the sample stage for an adiabatic coupling of the guide
fields to the field of the magnet. A V-cavity analyzer is placed right in front of the detector
box which is only partly visible on the right side of the image.

The best spatial resolution for this NDI setup is constrained by the requirement to
place an analyzer between sample and detector. This increases the sample-detector distance
to Lsd ≈ 50 cm. With a standard collimation of L/D = 500 for this setup the spatial
resolution is 1 mm. It is possible to increase the collimation to higher values resulting in a
finer resolution. However, doubling the collimation to L/D = 1000 reduces the neutron
flux by a factor of 41 and results in longer exposure times. Therefore, usually a collimation
of L/D = 500 is used. Nevertheless, a more sophisticated NDI setup featuring a Wolter
optic was recently able to improve the spatial resolution to 0.1 mm with similar neutron
statistics as the conventional NDI setup [85].

1 The collimation is proportional to 1/D while the neutron flux is proportional to D2.
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As most of the magnetic transitions are observed at low temperatures, the sample
is mounted in a cryostat. The magnet was designed to be compatible with the standard
cryostats at the MLZ. For the measurements either a closed-cycle (CC) cryostat or a
3He-cryostat were utilized, which can reach base temperatures of 2.8 K and 500 mK,
respectively.

The advantage of the NDI setup compared to a conventional polarization setup is the
possibility to investigate the magnetic properties of a sample with spatial resolution. As the
magnetic properties are often dependent on the chemical composition or residual stresses
within a sample, the NDI technique can give information on the sample homogeneity. Such
a sample characterization was performed for a UGe2 single crystal and is given in appendix
A.1 as an example for a typical NDI measurement.

2.1.2.4. Neutron Depolarization Measurements at High Pressures

One of the main aspects of the present work is the investigation of FM at high pressures
using the ND technique. Due to the general decrease of sample size with increasing pressure,
the NDI setup had to be adapted as the polarization accuracy scales with the sample area.
For this reason a ND setup with focusing neutron guides that is optimized for high-pressure
studies was designed by Jorba in the framework of his PhD thesis [86]. A summary of
the setup is given below, whereas a detailed description of the design and optimization is
given elsewhere [64, 86].

sample defocusing
guide

(analyzer)

polarizer spin-flipper

inactive

detector

active

focusing
guide

Figure 2.9.: Schematic drawing of the high-pressure ND setup using focusing neutron
guides. In order to increase the neutron statistics when measuring small samples, a focusing
neutron guide was added before the sample to the polarization setup described in Fig. 2.3. A
defocusing guide with polarized supermirror surfaces is placed after the sample and replaces
the V-cavity analyzer.
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Fig. 2.9 shows a schematic drawing of the modified polarization setup using a pair
of focusing neutron guides. The first guide focuses the beam to a spot with a diameter
(FWHM) of 0.5 mm at the sample position. The second guide between sample and detector
defocuses the beam and also works as the analyzer, as it is coated with a magnetic
neutron supermirror. As the defocusing guide is a reflection polarizer, in contrast to
the V-cavity polarizer, but the guide fields of both devices point in the same direction,
the defocusing guide analyzes the polarization in the opposite direction. This leads to
a negative polarization when calculating the polarization with Eq. 2.11. Therefore, ND
measurements using the high-pressure setup have to be multiplied with a factor of −1.

The focusing guide has a rectangular cross-section with a 20 mm × 20 mm entrance
window. The parabolically shaped mirrors are 500 mm long and are covered with an m = 6
Ni/Ti coating. The length between the exit window of the guide and the focal spot of
the parabola is 80 mm. The defocusing guide features the same parabolic curvature as
the focusing guide; however, the mirrors are shorter by 40 mm which is compensated by
a 40 mm longer distance between focal spot and guide entrance. The top and bottom
mirrors are also covered with an m = 6 Ni/Ti coating, while the left and right mirrors
are covered with an m = 5 Fe/Si coating. If the latter coating is polarized by a magnetic
field larger than 30 mT, the supermirror reflects only one neutron spin direction and
functions therefore as an analyzer. As only the left and right supermirrors are polarizing,
only the three spots on the left and the three spots on the right of the 3 × 3 intensity
pattern are polarized and can be used for polarization analysis. In order to ensure a
constant polarization, the guide is placed in a magnetic casing which produces a constant,
homogeneous field in the vertical direction with a value of 42 mT.

Fig. 2.10 shows the assembled high-pressure ND setup at ANTARES. The image
is taken from a similar perspective as Fig. 2.8(b) and is also mirrored horizontally for
consistency. The focusing guides are mounted on a kinematic holder with a horizontal rail
system which enables the simultaneous movement of both guides in x-direction relative to
the sample. As the vertical motor stage (y-direction) of the sample table is decoupled from
the mounting of the guides, this stage ensures the vertical movement of the guides relative
to the sample. The guides have to be aligned relative to each other every time the setup
is assembled. For the alignment the guides are held in the magnetic cages by adjusting
screws close to the guide entrance and exit in both vertical and horizontal directions.

The alignment process is realized in several steps which are depicted in Fig. 2.11. First,
setup 1 is realized by only installing the focusing guide (FG) and a neutron image is taken.
The reflections of the neutrons from the supermirror surfaces in the guide form a pattern
with nine intensity spots arranged in a 3 × 3 pattern (panel 1). The orientation of the
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Figure 2.10.: Photography of the HP-ND setup at the imaging beam line ANTARES. The
image is mirrored horizontally in order to be consistent with Fig. 2.8. While the focusing
guide is hidden behind the sample stage consisting of magnet and cryostat, the defocusing
guide is visible on the right side of the image.

focusing guide is tuned using the adjusting screws until the pattern is symmetric. Then an
optical lamp with a highly collimated beam is mounted in front of the focusing guide. As
the supermirror surfaces of the guide also reflect light, the 3× 3 pattern can be reproduced
with the lamp at the detector position if the lamp is mounted in the right orientation
(panel 2). Thus, the neutron beam is effectively replaced by the lamp. After that setup 2 is
realized by mounting the defocusing guide (DFG) on its holder and the entrance window
of the DFG is aligned with the light beam (panel 3). The holders are designed such that
the focal spots of both guides coincide at the sample position. Therefore, the focused light
from the first guide can be defocused by the second guide. The 3× 3 pattern is reflected in
the defocusing guide which results in a smaller 3× 3 pattern at the detector position. The
adjusting screws of the defocusing guide are then tuned until the pattern is symmetric
again (panel 4). After removing the lamp the alignment is verified by taking a neutron
image (panel 5). At that point, the guides are adjusted relative to each other and can
be used for ND measurements. Since the mounting plates for the guides feature precise
milled slots which fit to spikes on the bottom of guides, the orientation and position of
the guides is reproducible after removing the guides without further adjustment. After
mounting the pressure cell at the sample position the x- and y-positions of the guides
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Figure 2.11.: Aligment procedure of the focusing guides. Setup 1 uses only the focusing
guide (FG) which is first aligned with neutrons until the reflection pattern on the detector
is symmetric (panel 1). (2) An optical lamp is installed before the FG and adjusted to
reproduce the reflection pattern on the detector. (3) The defocusing guide (DFG) is mounted
and the entrance window of the DFG is aligned with respect to the light from the lamp. (4)
The alignment of the DFG is adjusted until the reflection pattern of the light on the detector
is symmetric. (5) The lamp is removed from the setup and the alignment is checked with the
neutron beam. Figure adapted from Ref. [64].

are moved relative to the sample in order to focus the neutron beam on the sample. This
alignment is performed to an accuracy of 50 µm.

A problem that can appear with this setup when scanning large temperature ranges is
an unwanted vertical movement of the sample due to thermal expansion of the cold head
in the cryostat. Experience shows that a temperature change from 5 to 200 K can move the
sample vertically by up to 200 µm. This offset is sufficient to produce vertical asymmetries
in the 3 × 3 pattern which result in polarization changes. A detailed discussion of this
effect is given further below in Sec. 2.1.3.3.
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2.1.3. Neutron Depolarization Data Acquisition and Evaluation
Procedure

This section explains in detail how the ND raw data is acquired and how the polarization
is calculated from the raw data. In general, the data acquisition for a system under
investigation using the ND technique takes several days to weeks. As the access to neutrons
at the FRM II is regulated by a proposal system and the instruments are usually overbooked,
the data acquisition is split into several measurement campaigns consisting of 5 to 12
days, commonly referred to as beam times. The beam times are often separated by several
weeks due to the cyclic operation of the reactor and therefore require a new installation
and adjustment of the utilized setup. Hence, the data sets acquired at different beam
times may differ, for example, in resolution due to a slightly different alignment of the
polarization devices.

Fig. 2.12 shows the basic evaluation process as a flow chart with a symbol legend on
the right hand side. The evaluation process consists of seven steps which are marked in
the chart by circled numbers.

In a ND scan, the polarization P is measured as a function of a scan parameter x,
most often the temperature T or the applied magnetic field B. The graph at the top of
Fig. 2.12 shows the scan parameter x as a function of time t depicted by a blue line. x
is held constant during the data acquisition for a discrete scan parameter value (x1, x2,
. . . ). The required time ∆t to change the value of x from one value to the next is not
instantaneous and may take from several seconds up to 10 min depending on the parameter
that is scanned.

(1) Raw data acquisition: The data acquisition (1) is depicted by gray rectangles on
the blue line where the width of the rectangles indicates the exposure time texp of a single
image, which was set to 30 s for most scans. At least one image pair with spin-flipper states
"inactive" (↑) and "active" (↓), respectively, has to be taken to calculate the polarization.
For each scan parameter value usually several image pairs are taken in order to increase the
neutron statistics. The number of images per scan parameter value and texp are constant
throughout a scan and add up to the total acquisition time for one data point ttot. For each
scan parameter value a stack of images with alternating ↑ and ↓ images is acquired which
is indicated in Fig. 2.12 below the graph by a series of gray squares with the respective
arrows. In this example three ↑ and three ↓ images are considered and the further process
of the polarization calculation is shown for one (arbitrary) scan parameter value x2.

(2) Dark image subtraction: Every raw image from the detector features an offset,
that may differ for every pixel, as explained above in Sec. 2.1.2.2. Therefore, a dark image
has to be subtracted from every data image which is done in step (2). The rhombus symbol
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Figure 2.12.: Flow chart of the ND data evaluation process. The top graph shows a scan
parameter x, such as the temperature or the magnetic field, as a function of time t. (1) For a
constant value of x = x2 several neutron images with an exposure time of texp are acquired.
(2) The dark image is subtracted from the raw data. (3) The average for a stack of images
with a constant x is calculated separately for the up and down images. An error is calculated
using the standard deviation of the gray values. (4) The polarization image is calculated from
the up and down images. (5) The polarization image is normalized to 1. (6) The polarization
image is averaged over given ROIs. (7) The values resulting from the previous step are again
averaged. This yields the final polarization value and error for the evaluated scan parameter
value x2.
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indicates that the data is processed and the label "p" refers to a pixelwise operation. This
means that the calculation is performed for each pixel independently and the result is again
an image. In this case the value of the dark image DI(x,y) at the pixel coordinates (x,y) is
subtracted from the value of the data image DATA(x,y) at the same pixel coordinates.

(3) Correlative gamma filtering and error calculation: In step (3) the stacks
of ↑ and ↓ images are reduced to one ↑ and one ↓ image in order to increase neutron
statistics. As the raw images feature gamma spots, a simple pixelwise average filter is
not an appropriate option. Therefore, an implementation of the correlative gamma filter
developed by Gustschin [87] is used here. The filter first calculates a pixelwise median
image of the image stack. The median image usually features no gamma spots since they
are randomly distributed over the image and rarely appear more than once on the same
pixel. The median image is then subtracted from every image in the stack. As the gray
level values of the gamma spots deviate strongly from the median, the gamma spots appear
as strong deviations from 0 in the generated difference images. The difference images are
then compared against an empirical threshold value of 20 gray levels. If the absolute of a
pixel gray level in the difference image is larger then the threshold, the pixel is marked
as a gamma spot in a binary mask for each image. Finally, the pixelwise average of the
image stack is calculated, with the constraint, that only non-masked values are considered.
Therefore, the pixels featuring gamma spots are excluded from the averaging process.
This results in one ↑ and one ↓ image without gamma spots and with low gray level
noise. Additionally, one ↑ and one ↓ "error image" is generated by calculating the pixelwise
standard deviation of the non-masked pixels. This is indicated in the figure below the
label "error calculation" with an error bar in the gray level images. The further processing
of the errors is described below in Sec. 2.1.3.1.

(4) Polarization image calculation and (5) normalization: In step (4) the
polarization image is calculated by applying Eq. 2.11 pixelwise to the resulting ↑ and ↓
images from the previous step. As the polarization image still contains the instrument
polarization P0, the polarization image has to be normalized which is done in step (5).
In the case of a temperature scan the normalization image P0(x,y) is calculated as the
pixelwise average of the polarization images above TC. In the case of a field scan usually
a normalization image from a temperature scan of the same sample is used. For the
normalization the polarization image from step (4) is divided by P0(x,y).

(6) Averaging over ROIs: The normalized polarization image usually covers a larger
beam cross-section than the sample for NDI measurements or more than the 3× 3 pattern
of the focusing guide setup. In order to only evaluate polarization values from the sample,
predefined regions of interest (ROI) are used to mask the polarization image. In the case
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of NDI measurements a ROI is chosen that only covers the sample and in the case of the
focusing guide setup six ROIs are chosen, that cover the six polarized intensity spots of
the 3× 3 pattern. The latter ROIs are indicated in the figure by red rectangles.

In step (6) the polarization of the area masked by a ROI is then averaged. As the
operation is not pixelwise, an "a" is used as a label in the rhombus symbol. The averaging
operation uses the weighted average for a given ROI

P̄ROI =

∑
x,y∈ROI

w(x,y) · P (x,y)∑
x,y∈ROI

w(x,y)
(2.14)

where the weights w(x,y) are defined by the polarization errors Perr(x,y):

w(x,y) = 1
Perr(x,y)2 . (2.15)

The resulting average polarization P̄ROI of a ROI is therefore a single value which is shown
in the figure as a red circle marker. As each ROI yields one polarization value, when more
than one ROI is evaluated, it is necessary to average over the polarization values which is
done in step (7).

(7) Averaging over polarization values: Again the weighted average is used. The
final result is a polarization value with an associated error for the scan parameter value
x = x2. This evaluation is performed for every x of a scan and yields therefore the
polarization P as a function of x. In a subsequent step, which is not shown in the figure,
the polarization data can be fitted using a model function in order to extract, for example,
the FM transition temperature TC.

The algorithm described above was implemented in a Python 2.7 [88] script which
utilizes parallel processing for independent calculations to speed up the evaluation. De-
pending on the amount of raw data the evaluation of a typical ND scan takes 1 to 4 min
on a 24-core cluster.

2.1.3.1. Error Sources in Neutron Depolarization Measurements

A typical ND measurement is shown in Fig. 2.13 where the polarization of a CePt sample at
a pressure of p = 0.8 GPa is shown as a function of temperature T . The Curie temperature
of CePt at the given pressure is TC = 7.5 K resulting in a constant polarization for
T > TC and a decrease of the polarization to lower temperatures. However, as in all real
measurements, the data is subject to a certain level of statistical noise indicated by the
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Figure 2.13.: ND data of a CePt sample featuring noise and artifacts. The polarization as a
function of temperature T shows statistical noise in the order of the error bars. Additionally,
a gray rectangle in the region of constant polarization above TC = 7.5 K indicates the 1σ
error interval around a polarization of 1. Black arrows mark jumps in the polarization caused
by the afterglow effect.

error bars. In this example the statistical noise is much smaller than the depolarization
caused by the FM of the sample. In other measurements, where the FM is weak due to
its proximity to a QPT, much smaller depolarization signals are observed. In order to
distinguish between noise and depolarization a quantitative error estimation is necessary.
Therefore, all possible sources for statistical deviations of the polarization signal were
evaluated and are presented in this section.

Additionally, in some measurements discontinuities can be seen in the polarization,
marked in Fig. 2.13 with black arrows. These jumps can be traced back to the afterglow
effect and are therefore results of a systematic error. A discussion of the impact of the
afterglow effect on the polarization and an algorithm for the detection and correction of
the resulting jumps are given in Sec. 2.1.3.2 below. In order to avoid confusion in the
following discussion, relative errors are given in percent while absolute polarization values
are always given in numbers.

For every polarization value an associated error is calculated. Numerous error sources
were considered and are listed in table 2.1. The list is an attempt to compile all error
sources that can vary the polarization signal and estimate the impact of the errors on the
measured polarization. The errors are only estimated for the relevant time scales: The
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Table 2.1.: List of all considered error sources and the corresponding estimates for the
polarization errors. The derivations of the error estimates can be found in Sec. 2.1.3.1. In two
cases the error is given as 0 because the error is too small for a quantitative estimation. The
afterglow effect may be considered a special case and is discussed in Sec. 2.1.3.2 separately.

Error source Polarization error Remarks

CCD camera noise 4 · 10−3 per pixel

Neutron flux variation due to re-
actor control

2 · 10−3

Atmospheric pressure variation 1 · 10−4 for the region of Munich

Wavelength stability of the NVS
• Depolarization by the sample 3 · 10−4

• Spin-flipper 3 · 10−5

• Polarizer and analyzer 0 too small for estimation

Spin-flipper current stability 2 · 10−5

Magnetic background 0 too small for estimation

Afterglow effect 3 · 10−4 can appear randomly

exposure time texp ∼ 30 s and the time between scan parameter values ∆t which is in the
order of 10 to 20 min. As the polarization is calculated from the intensities I↑ and I↓, any
effect that can change the intensities over time, or the ratio of the intensities, has to be
considered.

The absolute noise of the polarization signal measured with the focusing guide setup
is on the order of 1 · 10−3 to 2 · 10−3. Therefore, errors estimated to be much smaller
than 1 · 10−3 were considered as negligible and are not included in the calculation of the
polarization error.

The most obvious error results from the CCD camera of the detector. Thermal noise
leads to an uncertainty of a few gray levels per pixel. Furthermore, the dark current of the
camera can vary over time by 2 gray levels. These two effects can be directly measured
when taking several images under the same conditions. The error for one pixel intensity is
then calculated from the standard deviation of the pixel intensities in the image stack. For
typical values, such as a noise of 5 gray levels, a collimation of L/D = 500, an exposure
time of texp = 30 s and a beam polarization of P0 = 0.8, the polarization error results in
4 · 10−3 for one pixel. If the polarization is averaged over a large number of pixels the
error can be greatly reduced. Another error caused by the camera is the precision of the



36 2. Experimental Methods

exposure time. The exposure time is controlled by a mechanical shutter in the camera.
However, the timing accuracy of the shutter is estimated to be in the order of 1 ms, which
is much smaller than the typical exposure time of 30 s. Therefore, this error is negligible.
Nevertheless, it is still captured in the error estimate using the standard deviation of
several images.

As the depolarization due to FM order depends on the neutron wavelength, the stability
of the rotational speed of the neutron velocity selector has to be considered. When set
to 5Å the NVS rotates at 12 400 rpm with a stability of 2 rpm (determined by a NVS
sensor) on a time scale of 30 s. Due to the linear dependency between rotational speed of
the NVS and the wavelength, the relative wavelength stability is 0.016 %. Applying this
value to Eq. 2.7 yields a change in polarization of 3 · 10−4 due to the depolarization of the
sample. This error is an upper boundary and may be much smaller as the accuracy of the
rotational frequency sensor is unknown, and therefore cannot be subtracted from the error
estimate. No significant error is expected from the polarization devices due to a change of
the wavelength, as the devices are operated well below the critical angle of the polarizing
supermirrors.

The spin-flipper uses a solenoid in order to flip the polarization by π. A variation
in the driving current of the solenoid therefore changes I↓ as the Larmor rotation of the
polarization is affected. A TDK-Lambda GenesysTM 40-19 power supply with a current
accuracy of 0.01 % is used to control the current. As the field is directly proportional
to the current of the solenoid and the Larmor angle is directly proportional to the field,
the relative uncertainty of the Larmor angle is also 0.01 %, or 0.3 mrad for a π-flip. For
a beam polarization of 0.8 this results in a polarization error of 2 · 10−5 and is therefore
negligible. The effect of the wavelength stability given by the NVS on the Larmor angle of
the spin-flipper is very similar, as the wavelength dependency of the Larmor angle is also
linear. A relative wavelength stability of 0.016 % results therefore in a polarization error
of 3 · 10−5 for a beam polarization of 0.8.

The guide fields are larger than 0.5 mT throughout the setup and are therefore much
larger than Earth’s magnetic field. Additional magnetic background can be caused by
electronic devices or current-carrying cables close to the polarized beam. The cables of the
electro-magnet are at their closest position, which is the connection to the electro-magnet,
at a distance of 40 cm from the beam. At a maximum current of 200 A this would result in
a field of 32 µT at the beam position. However, this stray field is always overruled by the
magnetic field of the electro-magnet and the guide fields. The only other cables close to
the polarized beam are the cables for the motor stages and for the spin-flipper. Both may
conduct up to 2 A of current and are both about 20 cm away from the beam. This results
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in a field of 0.6 µT at the beam axis which is much smaller than the guide field. To cause a
change in polarization the stray fields would have to create a non-adiabatic field transition
which can be eliminated due to the small amplitude of the stray fields. Therefore, the
effect of the magnetic background on the polarization is considered negligible.

Although it is often stated that the polarization is independent of the neutron flux,
this is only true if the neutron flux is constant over time. If the flux changes during the
measurements of I↑ and I↓ the polarization also changes. Assuming a statistical error of
the measured neutron intensities

∆I = ∆I↑/I↑ = ∆I↓/I↓ (2.16)

an upper boundary for the polarization can be derived. According to the laws of propagation
of error the polarization error can be calculated as

∆P =

√√√√(∂P
∂I↑

∆I↑

)2

+
(
∂P

∂I↓
∆I↓

)2

. (2.17)

Inserting the partial derivatives of Eq. 2.11 with P0 = 1 for simplicity, Eq. 2.17 can be
rewritten as

∆P = 2
(I↑ + I↓)2

√
(I↓∆I↑)2 + (I↑∆I↓)2. (2.18)

Including Eq. 2.16 into Eq. 2.18 results in

∆P =
√

8∆I I↑I↓

(I↑ + I↓)2︸ ︷︷ ︸
=Q

(2.19)

where the last term labeled Q can be further analyzed. Defining r = I↑/I↓ and expressing
the polarization in terms of r as

P = r − 1
r + 1 (2.20)

gives

Q = I↑I↓

(I↑ + I↓)2 = r

(r + 1)2 = 1− P 2

4 . (2.21)
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From the last step it is obvious that Q < 1/4 as the polarization can only take values in
the range 0 < P < 1. This finally results in an upper boundary for the polarization error
of

∆P <
∆I√

2
. (2.22)

For a conservative assumption of P > 0.6 the upper boundary of the polarization error
shrinks to

∆P < 0.45∆I. (2.23)

Two effects were considered that can change the neutron beam intensity over time: the
atmospheric air pressure and the neutron flux variation due to reactor control. As neutrons
are absorbed and scattered by air and humidity, the neutron flux decreases depending on
the amount of air it passed. The atmospheric pressure determines the air density and a
variation in air pressure can therefore affect the neutron flux at the detector position. In
order to estimate the order of magnitude of this effect, a simple Beer-Lambert law of the
form I(z) = I0 exp(−µairz) is assumed. I0 is the incoming neutron flux from the source,
I(z) is the neutron flux after passing a distance z through air and µair is the attenuation
coefficient of air including scattering and absorption processes. The attenuation coefficient
for air at 24 ◦C, 1 bar, and a humidity of 50 % is µair = 0.064m−1 [89] and is directly
proportional to the atmospheric pressure. An inquiry to Germany’s National Meteorological
Service (DWD) gave the information that the atmospheric pressure usually varies in the
region of Munich with a rate of 1 mbar/h and in extreme weather conditions with up to
4 mbar/h. A normal change of 0.17 mbar within 10 min at an atmospheric pressure of 1 bar
results therefore in a change of 0.017 % of the attenuation coefficient. For a flight path of
z = 10 m through air the relative neutron flux changes therefore by ∆I = 0.02 %. Using
Eq. 2.23 this gives a maximum polarization error of ∆P = 1 · 10−4 which is considered too
small to be noticeable in the polarization data. In the case of an extreme change with a
pressure change rate of 4 mbar/h the polarization error is ∆P = 4 · 10−4 which is an error
that may be accounted for. However, no extreme weather situations were present during
the acquisition of the ND data.

Another error source for ∆I is the neutron flux variation due to reactor control.
Unfortunately, no direct measurements of the neutron flux of the cold source as a function
of time are available. However, the data of a neutron monitor positioned at the entrance of
the beam line SANS-1 was evaluated. SANS-1 is located at the end of a cold neutron guide
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and therefore the data of the neutron monitor should be proportional to the flux of the cold
source. After subtracting the error caused by counting statistics of the neutron monitor,
the flux from the cold source features a relative standard deviation of ∆I = 0.45 % on a
time scale of 10 min. Therefore, the maximum polarization error according to Eq. 2.23 is
∆P = 2 · 10−3 which is the largest statistical error of the polarization and was therefore
implemented in the data evaluation which is explained below.

The data evaluation visualized in Fig. 2.12 also shows the error calculation parallel to
the calculation of the polarization value. As mentioned before a pixelwise error is calculated
in step (3) from the standard deviation of the image stacks’ gray levels. This error includes
noise from the CCD chip as well as variations of the beam intensity on a time scale of
ttot. In step (4), the polarization image calculation, the errors are converted pixelwise to
polarization errors using Eq. 2.18. In step (5) the errors are normalized to the same value
as the polarization images. As already mentioned, in step (6) the polarization values are
averaged using the weighted average defined in Eq. 2.14 and the weights w(x,y) defined in
Eq. 2.15. The error of the polarization value ∆P̄ROI is then calculated by

∆P̄ROI =
√√√√√ 1∑

x,y∈ROI
w(x,y)

. (2.24)

However, at closer inspection this error calculation is biased and yields errors which are
too small due to incorrectly treating two different kinds of errors in an equivalent manner.
On the one hand, the pixel errors determined in step (3) contain uncertainties due to
pixel noise which are independent from each other. On the other hand, the pixel errors
also contain uncertainties due to variations of the beam intensity which show a strong
correlation between the pixels. The latter uncertainty is falsely leveled out in the error
calculation performed in Eq. 2.24. As both uncertainties cannot be measured independently,
∆P̄ROI is corrected by quadratically adding the error estimate derived in Eq. 2.23 with
∆I = 0.45 %. Finally, in step (7) when averaging over the polarization values the largest
error is chosen as a worst-case error estimate.

In some cases the described procedure fails to deliver reasonable error bars. As an
example the polarization data of a temperature scan of a CePt sample under pressure is
shown in Fig. 2.14. As the HP-ND setup was used for the measurement, the six polarized
spots of the 3× 3 guide pattern are evaluated independently resulting in the six differently
colored polarization curves. The insert shows a detector image of the guide pattern where
the six evaluated spots are marked in the same colors as the corresponding polarization
curves. The naming of the legend refers to the position of the spots in the guide pattern
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Figure 2.14.: Example for an underestimation of the polarization errors. The plot shows
the polarization as a function of temperature of a CePt sample under pressure, evaluated
for the six polarized ROIs of the 3× 3 guide pattern. The insert shows the guide pattern
and marks the ROIs with rectangles of the corresponding color. For a better readability only
the error bars for the br ROI are displayed. The error bars clearly underestimate the overall
noise of the polarization data.

with the abbreviations top, center, bottom, left, and right. The error bars calculated using
the described procedure are shown for the light green br polarization curve and are on the
order of 1.5 · 10−3. The errors of the other polarization curves are in the same order of
magnitude and are not shown for better readability.

In this example, the calculated errors are clearly too small to explain the overall
noise of the polarization signals. Especially in the region above TC = 7.0 K, a constant
polarization is expected. The standard deviation of the polarization values above TC is
2.4 · 10−3 which is significantly larger than the calculated errors. The appearance of an
increased noise level compared to the calculations seems to depend on the beam time.
Either all polarization scans of a beam time feature an increased noise level or none. Upon
closer inspection the putative noise of the polarization signal shows strong correlation
between the six polarization curves. This can be seen particularly for temperatures T > TC,
where all polarization curves follow the same noise pattern. Therefore, the error source can
be limited to an effect that affects the whole beam intensity on a time scale of 10 min. The
sample itself cannot be excluded as a cause, but this is unlikely as this increase of noise
was observed in a number of different systems. Possible explanations include an increase of
neutron flux fluctuations due to reactor control, or the afterglow effect which is described
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in the following section. In cases where the error calculation delivered unreasonable results,
the standard deviation of the polarization values above TC was used for all data points as
an error estimate.

2.1.3.2. The Impact of the Scintillator Afterglow on the Polarization

One error source not discussed so far is the scintillator screen, and connected with that
the afterglow effect which is described in Sec. 2.1.2.2. Effectively, the afterglow adds a
positive background signal Iag to the measured intensities I↑ and I↓. Iag depends on the
previous neutron beam exposure, the time difference to the previous image, the scintillator
temperature, and the usage of the scintillator; however, further unknown dependencies
may exist. If all dependencies were known and calibration measurements available, the
afterglow offset could be subtracted from the raw images similar to the subtraction of the
dark image. As this is not the case, the afterglow has to be treated as a systematic error.

In order to evaluate the effects of the afterglow on the measured polarization, a constant
Iag is added to the intensities I↑ and I↓. Therefore, Eq. 2.11 changes to

P = P0
(I↑ + Iag)− (I↓ + Iag)
(I↑ + Iag) + (I↓ + Iag) = P0

I↑ − I↓
I↑ + I↓ + 2Iag

. (2.25)

If Iag � I↑ and Iag � I↓, a Taylor expansion of Eq. 2.25 at Iag = 0 yields

P ≈ P0
I↑ − I↓
I↑ + I↓

− P0
2Iag (I↑ − I↓)

(I↑ + I↓)2 . (2.26)

Introducing the relative intensity of the afterglow Irel
ag = Iag/ (I↑ + I↓) Eq. 2.26 finally

results in

P = P0
I↑ − I↓
I↑ + I↓

(
1− 2Irel

ag

)
. (2.27)

Therefore, a small intensity offset caused by the afterglow results in a small polarization
offset with an inverted sign.

As stated in Sec. 2.1.2.2, the afterglow can be driven into a steady state by keeping the
time structure of the image acquisition constant. Two time scales of the time structure have
to be discussed under the assumption of small depolarization signals: the time between
the images of one scan parameter value xi and the time ∆t between two scan parameter
values xi and xi+1. The first is in the order of 3 s (depending mainly on detector settings)
and is constant for a scan. The afterglow intensities within an image stack of one scan
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parameter value can vary due to the buildup of the afterglow. However, the afterglow
intensities from image i imprinted on image i+ 1 are the same for the whole scan. After
averaging over the ↑ and ↓ images of the stack, the criterion of a constant Iag is fulfilled.
Therefore, the afterglow appearing within the image acquisition of one data point results
in a constant polarization offset. This offset is usually in the order of 0.01 (c. Fig. 2.6) and
masked by the normalization in the evaluation process. Thus, the polarization values are
affected only quantitatively but not qualitatively.

As the afterglow decays slower on longer time scales, the collective afterglow of images
acquired for one data point xi and subsequently imprinted on the next data point xi+1 has
to be considered as well. The magnitude of this afterglow is mainly determined by the time
between the data points ∆t. If ∆t is constant throughout a parameter scan, as for example
in a field scan, the same argument as discussed above is valid and all polarization values
feature a constant (but small) offset. In contrast, a temperature scan may feature certain
temperature values where the temperature controller took longer or shorter to stabilize
due to instabilities of the PID controller. This change in time between the data points
leads to a different afterglow background Iag as shown in Fig. 2.6. Thus, the polarization
of this data point will also feature a significant offset which may be misinterpreted as
statistical noise or sample signal if not identified properly.

As an example of how artifacts due to the afterglow are identified and in a later stage
corrected, ND data from a temperature scan of a CePt sample at 0.8 GPa is shown in Fig.
2.15(a). The uncorrected orange data set is the polarization data as calculated using the
algorithm described above. Data points above 5 K are hidden behind the corrected pink
data points as both data sets coincide in that region. The error bars for the uncorrected
data set are the same as for the corrected data set and are not displayed for better
readability. The data shows a decrease in polarization for temperatures below 7.5 K due
to depolarization by the FM sample. Additionally, several jumps larger than the average
noise can be observed in the uncorrected data notably at 0.7, 3.1, and 5.1 K.

Fig. 2.15(b) shows the time between two subsequent data points ∆t(T ) of the ND
data from (a). The temperature of each data point is now labeled as Ti where i is an index
describing the order of the measured temperatures. ∆t(Ti) is measured from the end of
the last image acquisition of the previous data point i − 1 to the beginning of the first
image acquisition of the data point i under consideration. At temperatures T ≤ 5 K the
polarization data was acquired in temperature steps of 0.1 K, whereas at T > 5 K the
size of the temperature steps was increased to 0.2 K. As the temperature controller takes
longer for larger temperature differences, a pronounced step in ∆t is visible at T = 5 K.
Due to the increase of ∆t the afterglow background at 5.1 K is smaller than at 5 K. The
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Figure 2.15.: Example of the afterglow detection and correction. (a) Neutron depolarization
data featuring jumps caused by the afterglow effect. The uncorrected data (orange) taken
from a temperature scan of a CePt sample at a pressure of 0.8 GPa shows discontinuities
at the temperatures marked with blue dashed lines. The discontinuities are not caused by
the sample or noise but can be ascribed to the afterglow effect. A description of how the
corrected data (pink) is generated is given in the text. (b) Time between the data points
∆t of the ND data shown in panel (a). The time is measured from the end of the previous
data point to the beginning of the data point. (c) Relative change of ∆t(Ti) compared to
∆t(Ti−1). Values outside of the marked interval (-0.3, +0.3) are used as a reference for the
blue dashed lines.

corresponding ∆t of 410 and 158 s are marked in Fig. 2.6 as a reference. However, due to
the aging effect on the afterglow, only a qualitative comparison of Fig. 2.6 and Fig. 2.15
is possible. As the afterglow background decreases from 5.0 to 5.1 K, Eq. 2.27 predicts a
jump to a larger polarization which is also observed in the ND data.

In order to drive the afterglow into a steady state, five to eight data points were
measured, but not evaluated, prior to all scans. Therefore, the first data point at 0.6 K is
larger than zero. At the first temperature change from 0.6 K to 0.7 K a large amount of
condensed 3He evaporates. More heating is required to increase the temperature which
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leads to a relatively large ∆t at 0.7 K. Two further instabilities of the temperature controller
are seen at 3.1 K and 11.6 K. As the heat capacity of sample holder, pressure cell, and
cold head increases and the heat conductivity decreases with increasing temperature, the
temperature change requires more heating and the temperature control becomes slower.
This explains the monotonic increase of ∆t which is not caused by instabilities of the
temperature controller.

The jumps in the uncorrected ND data always occur at the same temperatures where
∆t changes strongly. In order to quantify these changes, the relative change (∆t(Ti) −
∆t(Ti−1))/∆t(Ti−1) is calculated and shown in Fig. 2.15(c). An empiric threshold of ±0.3 is
marked with horizontal dashed lines and a gray background. If a value of the relative change
lies outside of the threshold interval, the resulting afterglow strongly affects the polarization
data. The vertical blue lines are all derived from the position of the outliers. Furthermore,
Eq. 2.27 consistently predicts the signs of the discontinuities in the polarization data,
which strongly suggests the afterglow effect as the likely cause.

After identifying artifacts in the polarization data resulting from the afterglow effect by
evaluating ∆t(T ), the polarization data can then be corrected using a simple algorithm. At
a jump caused by the afterglow at T = Ti the polarization difference ∆Pi = P (Ti)−P (Ti−1)
is calculated. As the afterglow generates a linear offset, ∆Pi is then subtracted from all
data points with T < Ti. This procedure is applied to all afterglow artifacts, starting at
the artifact with the highest temperature and subsequently moving to lower temperatures.
As the polarization is usually normalized to the high-temperature region, the resulting
data does not have to be normalized again. The pink data set in Fig. 2.15(a) shows the
ND data after applying the described correction algorithm. Also the error bars calculated
according to the procedure described in Sec. 2.1.3.1 are displayed.

The downside of the correction algorithm is that the two subsequent polarization
values at the artifact are equal, as exactly the difference of the polarization values is
subtracted. However, the artifacts are usually larger than the error bars and larger than
a typical polarization change caused by the sample. Therefore, the corrected version of
the polarization data is expected to give a better representation of the sample behavior
than the uncorrected version. Furthermore, not all polarization scans featuring artifacts
resulting from the afterglow can be treated with this correction algorithm, as for example
when several discontinuities in ∆t(T ) appear subsequently. In addition, the increased noise
level shown in Fig. 2.14 may result from the afterglow effect. However, no discontinuities
were found when evaluating ∆t(T ). Additional unknown dependencies of the afterglow
changing randomly could possibly explain the noise.
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2.1.3.3. Polarization Changes due to Relative Movement of the Pinhole of the
DAC

As already stated in Sec. 2.1.2.4, when scanning large temperature ranges, as for example
in the case of SrRuO3 (c. Sec. 4.2), the thermal expansion of the cold head of the cryostat
results in a vertical movement of the sample of up to 200 µm with changing temperature.
In the case of the NDI setup this effect would barely be visible as it is smaller than the
spatial resolution of the detector. However, in the case of the high-pressure ND setup the
neutron beam is focused through the pinhole of the DAC which is adjusted to a precision
of 50 µm relative to the neutron beam. Therefore, when using the high-pressure ND setup
and scanning large temperature intervals the setup continuously moves out of alignment.
As a result the relative intensities of the spots of the 3 × 3 guide pattern change, thus
inducing a change of the polarizations of the spots.

This behavior is linked to the direction of the relative movement of the DAC’s pinhole.
For a vertical movement the 3× 3 guide pattern remains symmetric along a vertical mirror
axis, however, asymmetries are seen along a horizontal mirror axis. In other words, the
polarizations of the spots aligned in a row (left and right) show similar behavior while the
polarizations of the spots aligned in a column (top, center, and bottom) show deviating
behavior. In a similar fashion the horizontal movement of the neutron beam relative to
the pinhole induces asymmetries between the polarizations of the right-side spots and the
left-side spots. A horizontal relative movement can for example be seen when the magnetic
field is scanned and the clamps of the focusing guides feature a small amount of clearance.
As the magnetic housings of the guides extend into the magnet, the interaction between
them can overcome gravity at a sufficiently large applied field. As the clamps are pressing
the guides on the kinetic mounts from the top, but feature clearance to the left and right
side, the guides are then pushed in the horizontal direction. The effects of the movement of
the neutron beam relative to the pinhole of the DAC were verified by artificially scanning
the position of the DAC in the horizontal and the vertical direction using the available
linear motor stages resulting in the described behavior.

In order to illustrate the effect of a vertical movement of the DAC on the polarizations of
the 3×3 guide pattern an exemplary temperature scan of a SrRuO3 sample under pressure
is shown in Fig. 2.16. The letters of the legend refer to the position of the corresponding
spot in the guide pattern: top, center, bottom, left, and right. While the polarizations of
both top (tl and tr), both center (cl and cr), and both bottom (bl and br) polarizations
correlate, respectively, a negative correlation is observed when comparing, for example, the
top polarizations with the bottom polarizations. In this case (which is the scan featuring
the most prominent effect) the vertical movement of the DAC induces variations of the
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Figure 2.16.: Example for the polarization change induced by vertical movement of the
pressure cell. The polarization of the six polarized spots of the 3× 3 guide pattern is shown
as a function of temperature T where the legend refers to the positions of the spots in the
pattern: top, center, bottom, left, and right. Clearly, the polarization curves of both top,
center, and bottom spots show very similar behavior, respectively, while the polarizations of
the left and the right spots show opposing behavior.

polarization masking any effects caused by the sample. In order to counteract this effect
in subsequent temperature scans, the linear motor axis controlling the vertical position of
the sample was used to compensate the movement caused by the thermal expansion of the
cold head. The best compensation was achieved by adjusting the pinhole position at 4 to
5 different temperatures and noting down the respective position before the temperature
scan. Then during the temperature scan at every temperature point that was measured,
the vertical position of the DAC was adjusted using a linear interpolation of the noted
values. In most cases this compensation was not able to completely remove the effect,
however, the changes of the polarization were significantly reduced.

On a side note, the intersection of all polarization curves in Fig. 2.16 at 140 K features
no special meaning as it results from the symmetry of the curves. The data set is normalized
to the average polarization above 118 K, however, a different normalization would shift
the intersection along the temperature axis.

2.1.3.4. On the Interpretation of Polarization Signals using the High-Pressure
Neutron Depolarization Setup

In the previous sections different errors affecting ND measurements were identified, quali-
tatively discussed and, if possible, estimated. Most of the statistical errors discussed in
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Sec. 2.1.3.1 are not significant except for the polarization error caused by variations of the
neutron flux due to reactor control, eventually limiting the resolution of the ND setups
to about 0.1 to 0.2 %. The systematic errors resulting from the afterglow effect (c. Sec.
2.1.3.2) and the relative movement of the DAC’s pinhole to the neutron beam (c. Sec.
2.1.3.3) can be reduced by following certain measurement protocols, however, a complete
compensation could rarely be achieved. Hence, not only the FM of the sample but also
several errors can affect the polarization signal simultaneously. The question arises how a
change of polarization in a ND measurement should be interpreted in general and how the
different effects can be identified. In order to answer these questions the key features of
the different effects are summarized in the following focusing on their differences. As NDI
measurements are rarely affected by systematic errors and feature a good signal-to-noise
ratio this section only discusses polarization signals measured with the high-pressure ND
setup. The analysis of correlated behavior of the six polarization signals from the 3× 3
guide pattern can then be used as an indicator which effect most likely causes a variation
of the polarization.

Effect of the sample. As the sample is usually situated at the focal spot between the
focusing guides and the size of the spot is larger than the sample, it can be assumed that
all six polarization signals are affected similarly, therefore, showing correlated behavior.
Furthermore, the investigated samples are typically well characterized with techniques
such as susceptibility and magnetometry. The results from the characterization are used
in the ND measurements to determine the resolution of the scanned parameter, i.e. the
temperature or the magnetic field, such that for example the phase transition at TC can
be resolved in detail. Hence, the polarization changes only slowly with a changing scan
parameter. If all six polarizations of the 3× 3 guide pattern feature positively correlated
behavior and change slowly during a scan, the variation of the polarization is caused by
the sample.

Statistical noise. Two types of statistical noise have to be differentiated: statistical
noise affecting the whole neutron beam intensity such as intensity variations due to reactor
control, and statistical noise affecting the six polarizations individually, such as noise from
the CCD camera. If the whole beam intensity is subject to noise the six polarizations
are changed equally, therefore, resulting in correlated behavior of the polarizations in
the order of 0.2 % but changing randomly from data point to data point. In contrast,
if the statistical noise affects the spots of the 3 × 3 guide pattern individually, the six
polarizations do not correlate with each other and randomly scatter on a scale of about
0.2 % from data point to data point. Statistical noise is therefore usually characterized by
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its small amplitude and high frequency but can feature behavior ranging from positive
correlation to no correlation at all.

Afterglow effect. As the afterglow effect is caused by the scintillator used in the
detector, it affects the spots of the 3 × 3 guide pattern equally, resulting therefore in
correlated behavior of the six polarizations. Although the impact of the afterglow effect on
the polarization can usually be minimized by reaching a steady state, small interruptions
during a scan (caused for example by an instability of the temperature controller at a
certain temperature) can result in sudden jumps in the polarization data. Hence, when the
polarization is affected by the afterglow effect, the behavior of the six polarizations is similar
to the case of statistical noise acting on the whole neutron beam: the six polarizations
are positively correlated and the polarization changes with a high frequency, however, the
amplitude is typically larger for the afterglow effect and the jumps are isolated events.

Relative movement of the DAC’s pinhole. In contrast to the other effects, the
movement of the pinhole of the DAC relative to the neutron beam results in a negative
correlation of some of the six polarizations of the 3× 3 guide pattern. The changes of the
polarizations are usually slow in the case of a temperature scan due to the small but steady
thermal expansion. In the case of a field scan the polarizations can change much more
rapidly when the magnetic field overcomes the weight of the neutron guides. However, in
both cases some of the six polarizations show negatively correlated behavior, which is a
clear indicator for a relative movement of the DAC’s pinhole.

As already stated in Sec. 2.1.3, in some cases it was not possible to calculate error bars
for a data set which can satisfactorily explain the statistical and systematic errors. However,
by applying the considerations presented above the contributions to the depolarization of
the listed effects can be separated and the actual effect of the sample can be isolated on a
qualitative level. This procedure was especially utilized for the interpretation of the ND
results of SrRuO3 shown in Sec. 4.2 due to the simultaneous appearance of all mentioned
effects.

2.2. Diamond Anvil Cells
In order to apply hydrostatic pressure onto a sample, it is usually placed into a pressure
cell. The basic principle of all pressure cells is the same: The sample is located in a confined
sample space that is filled with a pressure transmitting medium (PTM). One or more anvils
with a cross-section A apply a force F on the PTM resulting in a hydrostatic pressure
p = F/A on the sample. From this principle a large variety of pressure cell designs have
been developed [90–92] in order to provide suitable and tailored designs for each specific
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kind of experiment. The main parameters affecting the design of a pressure cell are the
pressure range and the measurement technique being utilized [91, 92].

A pressure cell for the investigation of the systems introduced in Sec. 1 with the
ND technique has to fulfill several requirements. (i) Pressures of up to 20 GPa must be
achievable with the pressure cell, limiting the selection to diamond anvil cells (DAC).
(ii) The pressure cell must be compatible with a ND setup. (iii) The dimensions of the
pressure cell have to fit into the constraints of the sample environment (cryostat and
electro-magnet). (iv) The pressure cell has to operate at low temperatures and must be
non-magnetic in order to not distort the ND measurements. A DAC fulfilling all of these
requirements was developed by Jorba [86] and was also used for all measurements presented
in this thesis.

The basic principle of a DAC is shown in Fig. 2.17. Two opposed diamond anvils exert
a force ~F on a sample space which is enclosed by a gasket. The pressure p = F/A within
the sample space can be determined from ~F and the area of the culet A = d2

cπ/4 with the
culet diameter dc. A larger force and a smaller culet diameter result in a larger pressure.
When designing a pressure cell usually the sample space is maximized by maximizing the
size of the culets. However, an upper limit is given by both the desired pressure range
and a maximum force ~F determined by the fact that diamonds break when exceeding a
certain load. A rule of thumb for the maximum achievable pressure with a DAC is given
in Ref. [92] (Eq. 1). The DAC used in this thesis is designed for pressures up to 12 GPa

diamond
anvil

diamond
anvil

gasket sample
space

Figure 2.17.: Basic principle of a diamond anvil cell (DAC). Two opposed diamond anvils
exert a force ~F on a sample space which is enclosed by a gasket. The sample space is filled
with a PTM for hydrostatic pressure conditions.
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when using a culet diameter of dc = 800 µm and pressures up to 20 GPa when using a
culet diameter of dc = 500 µm.

Fig. 2.18 shows a drawing (A) and a photo (B) of the loaded DAC. This particular
design is the third iteration of a series of DACs and was named "guide pin (GP) DAC"
as it features guide pins in order to fix the relative alignment of the anvils to each other.
The cell bodies (1) and (2) are made from copper-beryllium (Cu:Be) as it is non-magnetic
and features a good thermal conductivity at low temperatures. The load is applied by
four titanium screws (3). The diamond anvils (4) are mounted on tungsten-carbide (WC)
backing plates (5) in order to spread the load evenly on the cell bodies. Although diamonds
can withstand very high compressive forces, they can break much easier under shear
stress. Therefore, the culets of the anvils have to be aligned precisely in parallel. The
lower backing plate can be moved and fixed in the horizontal plane in order to align the
positions of the culets with respect to each other. The upper backing plate is mounted
on a hemispherical rocker (6) which can be adjusted with three screws (7) for a parallel
alignment of the culets. Three guide pins (8) fix the alignment of the anvils to each other
and allow a reproducible opening and closing of the cell. Along the vertical axis are conical
holes (9) through cell bodies and backing plates for optical access to the sample space.

Figure 2.18.: Guide pin diamond anvil cell (GP-DAC). (A) Schematic of the GP-DAC.
The cell bodies (1) and (2) are made from Cu:Be and provide the structural basis of the
pressure cell. Four titanium screws (3) are used to adjust the load on the diamond anvils (4).
The anvils are mounted on WC backing plates (5) where the alignment of the upper backing
plate can be adjusted with a rocker (6) and the corresponding screws (7). The alignment of
the cell bodies to each other is fixed with three guide pins (8). Conical holes (9) through cell
bodies, rocker, and backing plates give optical access to the sample space. (B) Photo of a
loaded GP-DAC. Figures taken from Ref. [86].
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Furthermore, the holes have good utility for the neutron transmission experiments. A more
detailed description of the pressure cell can be found in Ref. [86].

For early measurements moissanite anvils were used since moissanites are cheaper
than diamonds. However, due to the lower hardness of moissanites (9.5 on the Mohs scale)
compared to diamonds, the pressure range is limited to less than 10 GPa. After several
failures of moissanite cells, diamond anvils were installed which improved the pressure
range and reliability of the pressure cells significantly. The chosen gasket material depends
on the pressure and temperature range of the intended experiment. For pressures up to
12 GPa and low-temperature experiments Cu:Be gaskets were used as Cu:Be is easy to
handle and non-magnetic at all temperatures. At higher pressures Re gaskets were used due
to the higher hardness of Re compared to Cu:Be. However, Re becomes superconductive
below 2 K making it unfeasible for low-temperature ND measurements as the field repulsion
of the superconductivity can change the polarization [53]. In the beginning Daphne oil
was used as a PTM due to its easy handling. At a later stage the PTM was switched to a
4:1 mixture of methanol-ethanol as this PTM features better hydrostatic conditions at
low temperatures. The temperature of the sample was measured by attaching a Cernox
thermometer to the cell body.

The sample space of a DAC loaded with a CePt sample is shown in Fig. 2.19. The
image was taken with a microscope viewing along the conical hole through one of the
diamond anvils. The gasket hole measures dc = 400 µm in diameter and is not completely
filled by sample material in order to ensure hydrostatic pressure conditions. For the
pressure determination a small ruby crystal is placed next to the sample. Ruby features

CePt
sample

ruby

40
0 

µ
m

Figure 2.19.: Microscopy image of the sample space of a DAC. The cell is loaded with a
CePt sample and a ruby crystal for the pressure determination.
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two red luminescence lines, R1 and R2, which shift linearly to higher wavelengths with
increasing pressure. This wavelength shift is well understood and is widely used as a
pressure gauge in high-pressure experiments [93]. Usually the R1 line is utilized for the
pressure determination due to its higher intensity. The proportionality between the pressure
change ∆p and the wavelength shift ∆λ is given by [93, 94]

∆p

∆λ
= (2.746± 0.014) GPa/nm. (2.28)

A fluorescence setup was developed by Regnat in the framework of his PhD thesis
[95] for the measurement of the ruby luminescence lines and was also utilized here for the
pressure determination. The setup consists of a solid state excitation laser and a compact
spectrometer. An integrated CCD camera and objective are used to precisely focus the
laser on the ruby in the pressure cell. The positions and FWHM of R1 and R2 are then
determined by fitting the sum of two Pseudo-Voigt functions to the measured spectra. After
a temperature correction [93] the pressure can be calculated from the R1 wavelength and
Eq. 2.28. Although the wavelength shift is mapped within a relative error of 4 %, the error
of the calculated pressure is usually in the order of 20 % due to noise of the spectrometer,
a broadening of the luminescence lines caused by the measurement at room temperature,
and an uncertainty of the ruby temperature of 1 K. The temperature uncertainty is caused
by the fact that the temperature of the ruby is determined by measuring the temperature
of the cell body at room temperature.

2.3. Samples
This section summarizes the relevant properties of all samples investigated in the course
of this thesis. The magnetite samples are described in Sec. 2.3.1, the CePd1−xRhx samples
in Sec. 2.3.2, the CePt samples in Sec. 2.3.3, and the SrRuO3 samples in Sec. 2.3.4.

2.3.1. Magnetite

In the context of paleomagnetism single-domain (SD) magnetite plays an important role
as it carries the major part of the remanence in magnetic rocks. In this particular type of
magnetite the crystal grains are so small that they contain only one magnetic domain,
resulting in the particular magnetic behavior which is further described in Sec. 3. One of the
few sources of natural SD magnetite are the teeth of chitons [96], a class of marine molluscs.
These animals developed a thin layer of SD magnetite on their teeth as the magnetite is
harder than the underlying tooth itself and the microstructure of the magnetite further



2.3. Samples 53

increases the durability [97]. The teeth are located on the radula, which is similar to a
tongue, and are arrayed in two rows along the radula.

For the measurements presented in Sec. 3 radulas were extracted from freshly deceased
specimens of Acanthochitona fascicularis. Fig. 2.20(a) shows the anterior part of a chiton
radula which was investigated using the NDI setup. The magnetite-covered teeth are
visible as two black rows along the radula. Fig. 2.20(b) shows an image of a single chiton
tooth extracted from a different radula. For the ND measurements the whole radula was
measured as the biological material does not contribute to the depolarization and it fixes
the teeth against movement. This magnetite sample is in the following referred to as the
NDI sample. Two more radulas were investigated using a VSM which were consequently
named VSM sample 1 and VSM sample 2.

2.3.2. CePd1-xRhx

Four samples of the CePd1−xRhx doping series were investigated using the NDI setup
with Rh concentrations of x = 0.40, 0.60, 0.65, and 0.70, respectively. The samples
are well characterized by resistivity, ac susceptibility, magnetization, and specific heat
measurements [99–101]. Details on the sample preparation and characterization are given
in Refs. [84, 99–101]. All samples are polycrystals with the exception of the sample with
Rh content x = 0.40 which is a single crystal. The polycrystalline samples were cut into
slabs with a thickness of 1 mm for the NDI measurements (c. Fig. 5.3).

Figure 2.20.: Microscopy images of (a) the anterior part of a chiton radula and (b) a tooth
extracted from the radula. The teeth have a size of 200 µm and are covered in a layer of SD
magnetite resulting in the black color. About 20 teeth are arrayed in a double-row on the
radula. Taken from Ref. [98].
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2.3.3. CePt

A polycrystalline CePt sample was prepared by melting together stochiometric amounts of
Ce and Pt with purenesses of 99.995 % and 99.99 %, respectively. The sample was slowly
cooled to room temperature over several hours and has the shape of a oblate spheroid with
dimension of 4.5× 4.5× 3 mm3. In the following, this sample is referred to as sample L. It
was characterized by conventional magnetization and susceptibility measurements which
are presented in Sec. 5.3.2.1. Furthermore, the polycrystal was characterized using the NDI
setup (FRM II proposal number p14260) which is shown in Sec. 5.3.2.2. Summarized, the
results of the characterization indicate a homogeneous sample with magnetic parameters
close to values from the literature.

For the high-pressure ND measurements a thin slab was cut from the center of the
polycrystal. The slab was then polished to a thickness of 70 µm and cut to rectangular
pieces with dimensions of several 100 µm in order to produce samples suitable for the
utilized DACs.

The high-pressure data shown in Sec. 5.3.2.3 was acquired over three separate beam
times with the FRM II proposal numbers p13937, p13941, and p14766, in the following
referred to as beam times A, B, and C, respectively. For each beam time a DAC was
loaded with a new piece of the CePt polycrystal, therefore, the labeling also applies to the
samples. The pressures measured at the beam times and their order were: (A) 1.1 GPa→
5.7 GPa → 10.5 GPa → 9.3 GPa, (B) 0.8 GPa → 1.1 GPa → 1.5 GPa → 12.2 GPa, and
(C) 4.1 GPa. Tab. 2.2 summarizes the CePt samples, their dimensions, and the applied
pressures.

Table 2.2.: Summary of all investigated CePt samples, their dimensions, and the applied
pressures. Each sample was measured using the ND technique in a separate beam time
indicated by the FRM II proposal numbers. The small samples A, B, and C were cut from
the large sample L and measured at various pressures.

Sample label Beam time Dimensions Pressure history

L p14260 4.5× 4.5× 3 mm3 Ambient pressure

A p13937 400× 300× 70 µm3 1.1→ 5.7→ 10.5→ 9.3 GPa

B p13941 400× 250× 70 µm3 0.8→ 1.1→ 1.5→ 12.2 GPa

C p14766 350× 300× 70 µm3 4.1 GPa
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2.3.4. SrRuO3

The SrRuO3 single crystals investigated in the framework of this thesis were synthesized
and cut by the group of Braden at the University of Cologne. Details on the crystal growth
are given in Ref. [102]. Transport measurements under pressure on samples from the same
batch were performed by Tong indicating a good sample quality [103].

Four SrRuO3 samples were investigated in three separate beam times using the HP-ND
setup. In order to preclude confusion with the CePt samples, the SrRuO3 samples are
labeled alphabetically from D to G. For sample D a moissenite anvil cell with a culet
size of 800 µm and a Cu:Be gasket was used. ND measurements were performed at a
pressure of 4.7 GPa during beam time p14766, however, the moissanite anvils failed during
a subsequent pressure increase. As the backup cell containing another SrRuO3 sample (not
labeled) failed as well, CePt sample C was measured instead. Meanwhile a new pressure cell
containing SrRuO3 sample E was assembled, utilizing moissanite anvils with a culet size of
500 µm and a Cu:Be gasket. A pressure of 6.8 GPa was reached, however, no meaningful
ND data could be acquired for SrRuO3 sample E due to field irregularities along the
neutron flight path which could not be resolved until the end of the beam time.

Sample F was installed in a DAC with a culet size of 500 µm and a Rh gasket. It
was measured during beam time p15385 at pressures of 9.0, 11.4, 14.2, and 17.1 GPa. For
beam time p15386 sample G was installed in the same DAC that was used for sample F
and ND measurements were performed at pressures of 13.4 and 10.9 GPa. The SrRuO3

samples and their pressure histories are listed in Tab. 2.3. Due to the irregular shapes of
the samples the cross-section in beam direction is given instead of the sample dimensions.

Table 2.3.: Summary of all investigated SrRuO3 samples, their cross-sections covering the
neutron beam, and the applied pressures.

Sample label Beam time Cross-section Asample Pressure history

D p14766 0.079 mm2 4.7 GPa

E p14766 0.035 mm2 6.8 GPa

F p15385 0.040 mm2 9.0→ 11.4→ 14.2→ 17.1 GPa

G p15386 0.012 mm2 13.4→ 10.9 GPa





3. Single-Domain Magnetite on Chiton
Teeth

Magnetite constitutes one of the most abundant magnetic minerals in the Earth’s crust
and preserves its magnetization over geological time scales [104]. As the magnetization
orients itself preferably along Earth’s magnetic field during the formation of a magnetic
mineral, the magnetic properties of magnetite are a valuable probe for the investigation of
the history of Earth’s magnetic field. Magnetization measurements of sea sediments can,
for example, verify the periodic reversal of Earth’s magnetic field [105].

Next to its paramagnetic-to-ferrimagnetic transition at TC = 851 K magnetite under-
goes the Verwey transition at TV ≈ 125 K – a structural transition which also affects the
electrical and magnetic properties [106–109]. When cooling through the Verwey transi-
tion the electrical resistivity as well as the magnetic anisotropy energy increase by two
orders of magnitude leading to a rearrangement of the magnetic domains [110–113]. It was
shown that TV, after decompression to ambient conditions, changes with the previously
applied pressure p with rates between −2 and −5 K/GPa [114–119]. Due to this pressure
dependence magnetite could be utilized as a geobarometer in the GPa-range for the
determination of shock created in meteorite impacts [32, 120]. However, further research
is necessary as TV depends not only on the exerted stress but also on other parameters
such as the level of oxidation, the doping on Fe-sites, and the size of the crystal grains
[121–128].

The latter plays an important role when comparing it to the magnetic domain size
as both length scales can approach similar values in natural samples. If the grain size is
smaller than ∼ 100 nm in the case of magnetite (but larger than the super-PM limit),
the grain contains only one domain [129]. These single-domain (SD) grains are crucial
for paleomagnetic properties as they carry the majority of the magnetic remanence in
rocks [129]. However, the interplay between the magnetic properties of SD grains and the
features in the thermodynamic parameters appearing at the Verwey transition is still not
completely resolved. As the ND technique can probe the magnetism on the microscopic and
the domain-size scale, a ND study was performed in order to investigate the re-arrangement

57
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of the domains at the Verwey transition and the remanence in natural SD magnetite. The
results are then compared to conventional magnetization measurements. Parts of this
study are published and can be found in Ref. [98].

The rest of this chapter is structured as follows: In Sec. 3.1 the state of the art
of magnetite is briefly summarized. In Sec. 3.2 the results of ND and magnetization
measurements are shown which are subsequently discussed in Sec. 3.3. A conclusion of
this chapter is given in Sec. 3.4.

3.1. State of the Art
Magnetite has the formula Fe3O4 and crystallizes in the inverse spinel structure [29].
Therefore, the tetrahedal sites of the spinel structure are occupied by Fe3+ ions while
the octahedral sites are occupied with an equal mixture of Fe3+ and Fe2+ ions [130].
Due to a double exchange interaction between the mixed ions on the octahedral sites the
magnetic moments on these sites order ferromagnetically. Furthermore, the moments on the
tetrahedal sites couple only to the Fe3+ ions on the octahedral sites via an antiferromagnetic
superexchange interaction. Therefore, the magnetic moments of the Fe3+ ions cancel each
other, leaving only the ferromagnetically aligned moments of the Fe2+ ions resulting in
the observed ferrimagnetism [130]. The measured magnetic moment per formula unit of
magnetite is very close to the theoretical 4µB of a Fe2+ ion [131].

As already mentioned above, magnetite undergoes the Verwey transition at TV ≈ 125 K
where the crystal structure transfers from cubic to monoclinic [132]. At TV the extended
electrons at the octahedral sites freeze which explains the sharp drop in the resistivity
[32, 106]. Furthermore, the magnetic easy axis changes direction at the phase transition
from cubic 〈111〉 above TV to uniaxial [001] below TV [110, 133].

Due to the structural nature of the Verwey transition a pressure dependence of TV

is expected. Calculations by Coe et al. are in good agreement with a decrease of TV

under hydrostatic pressure with a rate of −3.7 K/GPa; however, in the case of uniaxial
pressure a positive rate of 23.3 K/GPa is calculated [134]. The trends of a decrease of TV

under hydrostatic pressure and an increase under uniaxial pressure are also confirmed
experimentally [115, 119, 135–138]. These studies consider the effects of an applied pressure,
however, studies by the group of Gilder found a change of TV after decompression: when
pressure-cycling a magnetite sample to a certain pressure, the Verwey temperature measured
at ambient conditions increases with a rate between 1 and 3 K/GPa [32, 120]. A driving
factor of these studies is the potential application of magnetite as a geobarometer since
the simple determination of TV could reveal the peak pressure a sample was exposed to.
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3.2. Experimental Results
Three SD magnetite samples from chiton teeth were investigated which are further described
in Sec. 2.3.1. Magnetic field loops of VSM sample 1 and VSM sample 2 at different
temperatures were measured using a conventional VSM. The results of VSM sample 1 are
shown in Fig. 3.1 while the results of VSM sample 2 are shown in Fig. A.2 in the appendix
A.2 as the results of both are very similar. Field loops of VSM sample 1 were acquired
at (a) 80 K, (b) 140 K, and (c) 300 K between −0.5 and 0.5 T. The curves show normal
ferrimagnetic behavior with a visible hysteresis and saturation towards larger fields. The
values of the coercivities Bc1 and Bc2 were determined from linear fits close to M = 0,
which are shown as green lines and are listed in Tab. 3.1. For both samples the coercivity
decreases with increasing temperature.

For the ND measurements the NDI sample was attached to an aluminum sample
holder using aluminum tape. Due to the small sample size, measurements utilizing the
HP-ND setup would have been preferable, however, at the time of the measurements the
development of the setup was not completed. Therefore, the NDI setup as described in Sec.
2.1.2.3 was used. In order to consistently find the sample a neutron-absorbing Cd mask
was attached on the sample holder with a 2 mm pinhole at the position of the sample.
Polarization values were then calculated by averaging over the area of the pinhole. ND
field loops were measured after zero-field cooling at 80, 140, and 300 K between −0.25 and
0.25 T and are shown in Fig. 3.2. However, due to time constraints only parts of the field
loop at 300 K could be measured.

The measurements show typical behavior of a ferro- or ferrimagnet: a peak in the
polarization is observed at small fields and for larger fields the polarization increases again.

Table 3.1.: Coercivities Bc1 and Bc2 determined from magnetization measurements of VSM
sample 1 and VSM sample 2. Two independent field loops were measured for VSM sample 2
at 300 K.

Sample T (K) |Bc1| (mT) Bc2 (mT)

VSM sample 1 80 25.8 26.0
140 14.9 14.2
300 11.6 11.1

VSM sample 2 80 27.6 27.2
140 15.0 15.0
300 11.6 11.1
300 11.4 11.2
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Figure 3.1.: Magnetization M of VSM sample 1 as a function of applied field B. Field
loops were measured at temperatures of (a) 80 K, (b) 140 K, and (c) 300 K. The amount
of hysteresis decreases with increasing temperature. The coercivities Bc1 and Bc2 were
determined from linear fits (green lines) close to M = 0. Figure adapted from Ref. [98].
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Figure 3.2.: Polarization of the NDI sample as a function of applied field B at temperatures
of (a) 80 K, (b) 140 K, and (c) 300 K. Complete field loops were measured between −0.25 and
0.25 T showing hysteretic behavior as expected of a ferrimagnetic sample. The coercivities
Bc1 and Bc2 were determined by fitting a gaussian function to the peaks in the up and down
scans with the fit shown as a black line. Figure adapted from Ref. [98].
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The peaks feature a small offset from B = 0 which is symmetric for the up and down
scans. The curves can be explained by the behavior of the magnetic domains during an
increase or decrease of B. At small fields the domains are relatively small and are mostly
aligned along the easy axes of the crystal grains. Increasing B also increases the size
of the domains pointing in the direction of B as these domains grow at the expense of
domains pointing antiparallel to B. Due to the increase of the average domain size the
depolarization is enhanced resulting in the rapid decrease of polarization. At larger fields
the sample becomes saturated and all domains are aligned along B. In this case there is
no internal field B0 perpendicular to the polarization vector. Therefore, the neutron spins
do not precess around B0 and the neutron beam is not depolarized resulting in an increase
of the measured polarization.

This process is reversible as can be seen from the symmetry of the up and down
curves. Furthermore, a hysteresis of a few mT is observed, similar to the magnetization
measurements. In order to determine the hysteresis a gaussian distribution was fitted to
the peaks close to B = 0 with the center of the gaussian yielding Bc1 and Bc2. The choice
of a gaussian distribution is empirical and was used as it is symmetrical and describes the
peaks sufficiently well. The coercivities of the ND field scans are listed in Tab. 3.2. Again,
the coercivity decreases with increasing temperature. Magnetization measurements of the
NDI sample using a PPMS are shown in the appendix A.2.

Additionally, the Verwey transition was investigated using a VSM and the NDI setup.
Fig. 3.3(a) shows a temperature scan of VSM sample 1 from 80 to 140 K performed in a
VSM. After cooling the sample in zero field, a field of 1 T was applied for a few seconds.
The magnetization was then acquired during heating in zero field. At 118 K the slope of
M changes which can be attributed to the Verwey transition.

Furthermore, a ND temperature scan of the NDI sample is shown in Fig. 3.3(b). The
sample was cooled in zero field and measured during heating in a field of 50 mT from
10 to 262 K. Although the data features a significant amount of noise the polarization
clearly decreases with increasing temperature and a change of the slope can be observed
at ∼ 120 K. In order to visualize these trends the polarization data was fitted using linear

Table 3.2.: Coercivities Bc1 and Bc2 determined from ND field loops of the NDI sample.

Sample T (K) |Bc1| (mT) Bc2 (mT)

NDI sample 80 34.9 34.6
140 21.4 24.4
300 17.5 -
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Figure 3.3.: Comparison of a VSM measurement and a ND measurement close to the
Verwey transition of magnetite. (a) After cooling VSM sample 1 in zero field to 80 K a field
of 1 T was applied for a few seconds. Then the magnetization was measured during heating in
zero field up to a temperature of 140 K. A change of slope appears at the Verwey transition
at 118 K which is further illustrated in the inset. (b) An ND temperature scan of the NDI
sample was acquired after zero-field cooling in a field of 50 mT. The polarization decreases
with increasing temperature and the slope changes around 80 and 120 K. Lines were fitted to
the data in the temperature intervals (10 K, 80 K), (80 K, 120 K), and (120 K, 262 K). The
latter two lines intersect at 118 K. Figure adapted from Ref. [98].
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functions in the temperature intervals (10 K, 80 K), (80 K, 120 K), and (120 K, 262 K). The
fits are shown in Fig. 3.3(b) as black lines. The polarization shows a similar temperature-
dependency as the magnetization with a steeper decrease below 118 K and a more gradual
decrease above.

3.3. Discussion
The coercivities obtained from the magnetic field scans using conventional magnetometers
and the NDI setup are shown in Fig. 3.4 as a function of temperature. The VSM and
PPMS measurements of the two VSM samples and the NDI sample are in very good
agreement and show a decrease of the coercivity with increasing temperature. The decrease
from 80 to 140 K is much more drastic than the decrease from 140 to 300 K which may
be explained by the Verwey transition at TV ≈ 120 K. As the crystal structure changes
to monoclinic below TV the sample is subject to twinning which can increase the amount
of crystal defects resulting in a stronger pinning of the domain walls and, therefore, in a
higher coercivity [139].

Compared to the magnetometry measurements the coercivities determined from the
NDI measurements show a similar decrease, however, with a positive offset of 7 mT.
Although biological samples such as the investigated chiton teeth are susceptible to
natural variation, this can be discarded as an explanation for the offset since the PPMS
measurements of the same sample are in very good agreement with the VSM measurements.
Furthermore, an influence of the utilized electro-magnet can be ruled out as the remanence
is smaller than 1 mT. Static magnetic fields at the sample position can also be be excluded
as this would result in a symmetrical splitting of Bc1 and Bc2 around their average.
Therefore, the difference in the coercivities is attributed to the different measurement
techniques. While conventional magnetization measurements average the fields B0 of the
domains over the whole sample, ND measurements additionally probe the average domain
size δ and the constellation of the domains. The offset in the coercivities suggests that at
the state where M = 0 the fields B0 cancel each other out, however, the average domain
size δ has not reached a minimum yet.

The Verwey transition is clearly visible in the magnetization measurements (c. Fig.
3.3(a)) and is in good agreement with comparable data from the literature for natural
magnetite samples [32, 120]. Furthermore, the reordering of the domains at the Verwey
transition can also be seen in the ND measurements. This enables the possibility to
investigate the Verwey transition under pressure using the HP-ND setup which would also
drastically increase the statistics and precision of the ND data.
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Figure 3.4.: Coercivities of different magnetite samples determined by the ND technique
and conventional magnetometry as a function of temperature. Two different samples were
investigated using a VSM while NDI and PPMS measurements were performed on the NDI
sample. The magnetometry measurements show consistent behavior and a decrease of the
coercivity with increasing temperature indicated by a black line (guide to the eye). However,
the coercivities from the NDI measurements feature an offset of 7 mT compared to the
magnetometry data. Figure taken from Ref. [98].

3.4. Conclusions
In conclusion, magnetization and ND measurements of natural SD magnetite were per-
formed and compared. Coercivities from field scans of both techniques were extracted
at different temperatures and a consistent discrepancy between the two techniques was
discovered. Although the coercivities of both techniques show the same decrease with
temperature, the ND measurements feature an offset of 7 mT compared to the magnetom-
etry measurements. A possible explanation is the dependency of the depolarization on
the domain size δ while the magnetization measurements average over the sample. Thus,
as the measurements are carried out on different length scales, magnetometry and ND
measurements may differ and yield complementary results revealing the complex behavior
of the magnetic domains.

Furthermore, the Verwey transition was observed in both magnetization and ND
measurements. This enables the investigation of the Verwey transition in natural magnetite
under high pressure using the HP-ND setup. A better understanding of the behavior of
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the domains could shine light on the shift of TV after pressure cycling and improve the
utilization of magnetite as a geobarometer.



4. The Itinerant Ferromagnet SrRuO3

In itinerant FMs the magnetic order emerges from a spontaneous spin-splitting of the
conduction band resulting in a net magnetic moment. Therefore, the magnetic moments are
not localized at a lattice site, as described by the Heisenberg picture, but are delocalized.
Treating the spin-splitting of the conduction band using a mean-field approach yields the
Stoner criterion

UN(EF ) > 1 (4.1)

with the FM exchange interaction U and the density of states at the Fermi levelN(EF ) [140].
If the Stoner criterion is fulfilled, a spin-splitting of the conduction band is energetically
favorable leading to a FM ground state. This theory can explain, for example, the reduced
(and generally non-integral) values of the ordered moments compared to the PM Curie-
Weiss moments.

The density of states is related to the bandwidth of the conduction band W via
N(EF ) ∼ 1/W . Therefore, an increase of the bandwidth results in a decrease of the
Stoner factor UN(EF ), consequently weakening the FM. Furthermore, the bandwidth
depends on the hybridization of the electron orbitals of the conduction electrons with
a stronger hybridization leading to a larger bandwidth. Thus, stronger hybridization
generally weakens itinerant FM. This can, for example, be seen when comparing the 3d to
the 4d transition metals as the 4d orbitals are more extended than the 3d orbitals. Due to
the larger hybridization of the 4d orbitals, FM is much more commonly found in 3d metals
and only very few examples of 4d FM are known – one of them being SrRuO3 which is
introduced further below.

Following the arguments above, hydrostatic pressure increases the hybridization due
to a decrease of the lattice spacing and, therefore, suppresses itinerant FM. Using a
Ginzburg-Landau approach it was shown by Wohlfarth for the case of an itinerant FM
that the decrease of TC is linear [3]. Hence, it should be possible to tune any itinerant
FM towards a quantum critical point (QCP) at a sufficiently high pressure. However,
this simple model neglects several aspects, such as pressure induced structural distortions

67
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or phase transitions, and the coupling of the magnetization to magnetic fluctuations.
Theoretical studies came to the conclusion that the latter generally leads to a tricritical
point accompanied by metamagnetic wings, changing the phase transition to first order
if the sample is sufficiently clean [9, 141, 142]. This behavior is, for example, observed
in the weak itinerant FMs MnSi [143] and ZrZn2 [8]. In order to clarify the situation of
quantum critical itinerant FMs more data is required making the mapping of magnetic
phase diagrams a necessary endeavor. For a detailed review on this topic the reader is
referred to Ref. [2].

The Curie temperature of the already mentioned 4d itinerant FM SrRuO3 was shown
to decrease linearly from TC = 164 K [146] under pressure with a rate of ∂TC/∂p =
−6.8 K/GPa [33]. The corresponding phase diagram compiled by Hamlin et al. [33] deter-
mined at high pressures from the third harmonic of the ac susceptibility is shown in Fig.
4.1, where TC could be measured up to a pressure of 17.2 GPa. For higher pressures the
signal of the FM transition was lost due to a progressively decreasing signal-to-noise ratio.
Extrapolating the linear decrease of TC, as indicated by the black line, results in a critical
pressure of pC = 23.8 GPa at which TC is supposedly suppressed to zero. However, it is
unclear if TC actually shows this linear behavior down to zero or if TC rapidly drops to

Figure 4.1.: Magnetic phase diagram of SrRuO3 by Hamlin et al. [33]. The Curie temper-
ature TCurie is shown as a function of hydrostatic pressure p and was determined from ac
susceptibility measurements. A linear decrease of TCurie could be traced up to a pressure
of 17.2 GPa. The different symbols indicate measurements using different pressure cells and
samples. For comparison, measurements from Refs. [144, 145] of thin film samples are shown
as dashed and lighter solid lines, deviating from the linear decrease above 15 GPa.
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zero at a lower pressure after passing through a tricritical point as stated by the theory of
Belitz et al. [141].

The incompleteness of the magnetic phase diagram caused by the technical difficulties
involved when investigating FM at high pressures motivated a high-pressure ND study
which is described below. In the course of this study pressures up to 17.1 GPa were achieved
and the measurements largely confirm the phase diagram of Hamlin et al. [33]. Although
the pressure range could not be extended to higher pressures in this study, we can show
that it is technically feasible, justifying further ND measurements. The rest of this chapter
is structured as follows: In Sec. 4.1 the state of the art of SrRuO3 is summarized describing
in particular the crystal structure and the associated magnetic properties. In Sec. 4.2 the
results of the high-pressure ND study are presented which are subsequently discussed in
Sec. 4.3. Finally, the chapter is briefly summarized in Sec. 4.4.

4.1. State of the Art
Similar to many systems with the general formula ABO3, SrRuO3 crystallizes in a perovskite
structure [146, 148, 149] which is characterized by a regular arrangement of BO6 octahedra
interspaced with A-cations. The overall symmetry of the perovskite structure is determined
by the ionic radii of the A- and B-cations as matching ionic radii result in a cubic
structure while mismatching ionic radii lead to a distorted perovskite structure with a
lower symmetry. The Goldschmidt tolerance factor t is a measure for the mismatch of
the ionic radii and the distortion of a perovskite lattice with t ≈ 1 leading to an ideal
cubic structure and t 6= 1 leading to a distorted structure. For SrRuO3 the Goldschmidt
tolerance factor is t = 0.908 [147] resulting in an orthorhombic Pbnm crystal structure
which is shown in Fig. 4.2. The mismatch of the ionic radii is compensated by a GdFeO3

type distortion where the rigid corner-sharing RuO6 octahedra are tilted from the c axis
and rotated around the b axis. Therefore, the Ru-O-Ru angle Φ is reduced from its ideal
value of 180◦ to Φ ≈ 166◦ [33]. As deviations of the Ru-O-Ru angle from 180◦ decrease the
hybridization of the Ru 4d and O 2p orbitals, the distortion of the perovskite lattice plays
an important role in the magnetic and electronic properties of SrRuO3. When increasing
the temperature the crystal structure regains its higher symmetries in phase transitions to
a tetragonal structure around 800 K and to a cubic structure at 975 K [150–152].

The octahedral environment surrounding the Ru ions causes a splitting of the 4d eg
and t2g orbitals due to crystal electric fields. Therefore, the Ru ions are in a low-spin
configuration implying a theoretical magnetic moment of µ = 2µB in a localized moment
picture [147, 153]. However, magnetization and neutron scattering measurements found a
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Figure 4.2.: Crystal structure of SrRuO3 with Sr depicted as orange, Ru as violet, and O
as red spheres. The mismatch of the ionic radii of Sr and Ru causes a distortion from the
ideal cubic perovskite structure resulting in a tilting of the RuO6 octahedra (shaded in gray).
Taken from Ref. [147].

smaller ordered moment of µ = 1.6µB indicating itinerant FM [102, 154–159] which is also
supported by theoretical studies [160–162] and further experimental data [70, 149, 163]
such as the absence of saturation at large magnetic fields [164]. The PM Curie-Weiss
moment is about µeff = 2.6µB which is close to the Hund’s rule value of 2.83µB resulting
in a classification of SrRuO3 as an intermediate itinerant FM [149, 153, 155, 165–167]. A
large magnetic anisotropy arises from the strong spin-orbit coupling, aligning the magnetic
moments along the c-axis [102, 154, 158, 164, 168, 169]. The behavior of the magnetic
domains forming in a SrRuO3 thin film was investigated by Marshall et al. utilizing
transmission electron microscopy [170]. They found that the domains arrange in a stripe
pattern with a spacing of about 200 nm with the magnetization pointing along the stripes.
Furthermore, pinning of the domain walls was observed at impurities of the crystal lattice
and a single-domain state can be reached by applying a field of about 200 mT.

The itinerant FM is driven by an enhanced Stoner factor UN(EF ) > 1 resulting from
a peak in the density of states close to the Fermi level [161, 162]. Values for UN(EF ) from
the literature are between 1.2 and 1.4 [161, 171]. The distortion of the RuO6 octahedra
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plays a crucial role in the stabilization of the itinerant FM as small distortions decrease the
bandwidth W due to a decreased Ru-O hybridization, thus, increasing the Stoner factor
[172]. However, a decreased Ru-O hybridization also results in a smaller FM exchange
interaction U which approaches zero at a Ru-O-Ru angle of about 136◦ [172]. Therefore, at
larger distortions the decrease of U outweighs the increase of N(EF ) leading to a decrease
of UN(EF ) and, consequently, to a suppression of the FM. It may also be noted that
a pure rotation of the RuO6 octahedra in a fixed lattice also increases the Ru-O bond
length which would, as discussed by Wohlfarth, result in an increase of N(EF ) due to the
decreased hybridization. However, in this case the latter effect is much smaller than the
effects induced by the change of the Ru-O-Ru angle and can be neglected [172].

Such an increasing distortion is observed in the doping series CaxSr1−xRuO3 where Sr
is replaced by the isoelectric, but smaller, Ca. CaRuO3 crystallizes in the same GdFeO3

structure as SrRuO3, however, due to the smaller Ca ion, the cell volume of CaRuO3 is
decreased and the RuO6 octahedra are rotated by about twice the value compared to
SrRuO3 [151, 173–175]. Furthermore, CaRuO3 is non-magnetic down to lowest temperatures
but very close to FM order, classifying this system as a Pauli-enhanced PM [176–178].
When increasing the Ca concentration x the FM is continuously suppressed on the one
hand due to the increasing rotation of the RuO6 octahedra but also, on the other hand,
due to a decrease of the Ru-O bond length, as chemical pressure is exerted on the crystal
lattice [172, 179]. TC reaches zero at a critical Ca concentration of xc ≈ 0.7, however,
disorder effects lead to a smearing of the QPT resulting in the appearance of a Griffiths
phase [34, 180–182].

In 2008 Jin et al. were able to synthesize BaRuO3 in the cubic perovskite structure
under high pressure [35] which enabled the investigation of the doping series BaySr1−yRuO3.
Cubic BaRuO3 crystallizes in a non-distorted perovskite structure which is increasingly
distorted with decreasing Ba concentration y. The Curie temperature of BaRuO3 is 60 K
[183] which is surprisingly low as the larger lattice constants would imply a larger TC.
However, the smaller electronegativity of Ba compared to Sr pushes the electrons towards
the Ru-O bond increasing the hybridization. Furthermore, the straight Ru-O-Ru angle of
180◦ also increases the hybridization. The combination of both effects outweighs the effects
of a larger cell volume and leads to a reduction of N(EF ), consequently decreasing TC [35].

Several studies investigating the crystal structure and magnetism of SrRuO3 as a
function of hydrostatic pressure were conducted and are summarized in the following. The
first measurements of TC up to a pressure of 1.1 GPa were performed using a vibrating coil
magnetometer by Menyuk et al. in 1969, finding a linear decrease of ∂TC/∂p = −6.3 K/GPa
[184]. In 1994 the group of Schilling measured the resistivity and ac susceptibility of SrRuO3
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up to a pressure of 6.1 GPa finding ∂TC/∂p = −5.7 K/GPa [185]. In the same year Shikano
et al. also presented resistivity and ac susceptibility measurements in the pressure range up
to 1.46 GPa, however, with a larger value for the pressure-dependence of the FM transition
∂TC/∂p = −7.9 K/GPa [186]. These studies were in good agreement with the theory of
Wohlfarth predicting a linear decrease of TC with increasing pressure [3].

In 2002 and 2004 the group of Triscone published resistivity and Hall effect measure-
ments of SrRuO3 thin films up to a pressure of 23.1 GPa [144, 145]. In the first run they
found a linear decrease below 13 GPa with ∂TC/∂p = −5.9 K/GPa; however, for larger
pressures TC seemed to saturate and no further decrease was observed [144]. In the second
run similar results were obtained at low pressures but a small increase of TC was seen for
pressures above 15 GPa. Possible explanations for the change of slope were shear stresses
induced by the thin film setup or a structural transition around 15 GPa.

In 2007 the group of Schilling extended their ac susceptibility measurements to a
pressure of 17.2 GPa and added x-ray diffraction measurements at pressures up to 25.3 GPa
[33, 187]. The results of the ac susceptibility measurements were already discussed in
the introduction to this chapter and are shown in Fig. 4.1. To recapitulate, a linear
decrease with ∂TC/∂p = −6.8 K/GPa was found in the complete pressure range. The
structural measurements confirmed the orthorhombic structure up to 25.3 GPa and no
phase transition was found. From the lattice parameters the Ru-O-Ru angle was calculated
assuming a rigid rotation of the RuO6 octahedra. The pressure dependence of the Ru-O-Ru
angle showed interesting behavior: at low pressures a linear decrease is observed, however,
after passing a minimum at 15 GPa the angle increases again for larger pressures, possibly
linking it to the change of slope seen in the thin film measurements of Triscone’s group. In
contrast, a low-pressure neutron diffraction study by Pietosa et al. up to 0.55 GPa found
no rotation of the RuO6 octahedra [188].

In 2011 Cai et al. [189] and Zhong et al. [190] independently predicted for SrRuO3 a
transition to the post-perovskite structure at 40 and 32.5 GPa, respectively. This motivated
two high-pressure x-ray diffraction studies, however, no transition to a post-perovskite
structure was found. The first of these studies by Zhernenkov et al. found a structural
transition to monoclinic between 10 and 21 GPa, and a transition to triclinic at 38 GPa
[191]. In the second study by Kronbo et al. covering pressures up to 88 GPa only a phase
transition to monoclinic was observed between 22.7 and 27.8 GPa [192]. In contrast to
the measurements by Schilling’s group, the Ru-O-Ru angle determined from the mea-
surements of Kronbo et al. decreases monotonically over the complete pressure range. As
the magnetism of SrRuO3 is directly linked to its structure, further measurements in the
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high-pressure region of both are required in order to clarify the discrepancies between the
different studies.

SrRuO3 is the n =∞ member of the Ruddlesden-Popper series Srn+1RunO3n+1 where n
denotes the number of perovskite layers separating the Sr layers. Due to the layered nature
of the crystal structure the dimensionality evolves from 2d to 3d when increasing n from 1
to∞. The n = 1 member, Sr2RuO4, is well known for its unconventional superconductivity
discovered by Maeno et al. in 1994 as it is isostructural to high-TC superconductors but
does not contain Cu which has not been observed before [193, 194]. The n = 2 member,
Sr3Ru2O7, shows a metamagnetic QCP [195] which potentially positions this system on
the non-magnetic side of a QPT featuring metamagnetic wings such as proposed by Belitz
et al. [141]. Finally, the n = 3 member, Sr4Ru3O10, features anomalous magnetism which
may be placed between Sr2RuO4 and SrRuO3 as an applied field in the ab-plane induces
a metamagnetic transition while a field along the c-axis induces spontaneous FM [196].
A trend can be seen that with decreasing n FM is suppressed [197] and similarities to a
QPT, such as the metamagnetism and the unconventional superconductivity, are observed
as well. Since the FM of the end member SrRuO3 is also suppressed by hydrostatic
pressure [33, 185, 186], one could speculate that SrRuO3 may be driven towards the lower
n members with increasing pressure. This would imply a QPT at sufficiently large pressures
accompanied by metamagnetic wings which would also agree with the theoretical studies
by Belitz et al. [9, 141, 142].

Due to its chemical stability and its matching lattice parameters, SrRuO3 is often used
as a conducting layer in epitaxial multilayer structures [198–202] resulting in a relatively
large number of studies focusing on the properties of thin films. The recently discovered
Weyl points in SrRuO3 promise further applications in spintronics and quantum computing
[158, 203–206].

4.2. Experimental Results
ND measurements using the HP-ND setup as described in Sec. 2.1.2.4 were performed
on SrRuO3 samples which are specified in Sec. 2.3.4. Pressures of up to 17.1 GPa were
achieved utilizing moissanite and diamond anvil cells (c. Sec. 2.2). As the Curie temperature
of SrRuO3 is 164 K at ambient pressure a standard CC cryostat was sufficient for the
temperature regulation. However, the large temperature changes when scanning from
base temperature to a value above TC induce a vertical movement of the pressure cell as
already discussed in Sec. 2.1.3.3. The variations of the polarization resulting from this
movement are an additional error source and affect the measured polarization. In order to



74 4. The Itinerant Ferromagnet SrRuO3

separate the various effects that can change the polarization, the data presented below is
interpreted as described in Sec. 2.1.3.4. The calculated error bars (c. Sec. 2.1.3) are shown
as a reference for the statistical errors although they underestimate the actual noise in
most cases.

A total number of 37 magnetic field and temperature scans were measured separated
over 3 beam times and 4 samples. However, not all measurements are shown in this section
as several of the scans were either affected by a suspected misalignment of the instrument
or the signal of the sample was too weak to draw meaningful conclusions. The polarization
data of these measurements can be found in the appendix A.3.2.

Fig. 4.3 shows the polarization as a function of the magnetic field B of sample D at
T = 5.1 K and a pressure of 4.7 GPa. When increasing the magnetic field the polarization
continuously decreases and flattens out at around 80 mT. This is caused by an increase
of the average domain size with increasing field. When decreasing the field again the
polarization stays constant down to 25 mT and then increases but with a smaller slope
than the previous decrease. The hysteresis observed in this field scan results from the
pinning of domain walls resisting a decrease of the average domain size. Therefore, the
hysteresis clearly indicates FM behavior.
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Figure 4.3.: Magnetic field scan at 5.1 K of SrRuO3 sample D at a pressure of 4.7 GPa.
After cooling the sample in zero field, the field was first increased to 0.1 T (blue markers)
and then again decreased to zero (orange markers). The observed hysteresis indicates the
presence of FM order.
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Figure 4.4.: ND temperature scans of SrRuO3 sample D at a pressure of 4.7 GPa. During
both measurements a field of 50 mT was applied, however, in the first scan the sample was
cooled in zf (blue circles) while in the second scan the sample was cooled in a field of 50 mT
(pink circles). The polarization of the fc-fh scan decreases below TC = 135 K indicating the
onset of FM order.

At the same pressure two temperature scans were measured from 10 to 180 K which
are shown in Fig. 4.4. Both scans were performed in a field of 50 mT, however, one was
measured after zero-field cooling (zfc-fh) and the other after field cooling (fc-fh). While
the polarization of the zfc-fh scan stays almost constant around 1, the polarization of
the fc-fh scan decreases below 135 K. As TC was expected to lie between 130 and 140 K
at this pressure, the density of the data points was increased between 110 and 150 K in
order to determine TC with a better precision. However, the change of ∆t between the
data points due to temperature regulation results in jumps in the polarization at 110 and
150 K caused by the afterglow effect.

In order to better identify the different effects acting on the polarization, the polariza-
tions of the 3× 3 guide pattern of the temperature scans are shown in Fig. 4.5 with the
zfc-fh scan in (a) and the fc-fh scan in (b). The jumps at 110 and 150 K can be assigned
to the afterglow effect as they appear in all six polarizations on a short scale in both
scans which also agrees with the changes in ∆t. Furthermore, clear differences can be
seen between the polarizations of the top, center, and bottom spots of the 3 × 3 guide
pattern. While the tl and tr polarizations of the zfc-fh scan show an overall decrease with
increasing temperature the bl and br polarizations increase indicating a vertical movement
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Figure 4.5.: Polarizations of the 3× 3 guide pattern for the temperature scans of SrRuO3
sample D at 4.7 GPa (c. Fig. 4.4). (a) The zfc-fh scan with an applied field of B = 50 mT
shows no polarization but a negative correlation of the top, center, and bottom polarizations,
respectively. Additionally, jumps caused by the afterglow effect are visible at 110 and 150 K.
(b) Analogue effects can be seen in the fc-fh scan, however, with a superimposed depolarization,
setting in at TC = 135 K.
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of the pressure cell. As these tendencies are close to symmetric around a polarization of 1,
the differences between the polarizations mostly average out when calculating the final
polarization as shown in Fig. 4.4. Furthermore, the small parts that do not average out
explain the deviations of the zfc-fh scan from 1.

The fc-fh scan in Fig. 4.5(b) shows similar behavior with a splitting of about 0.01
between the top and bottom polarizations at base temperature, however, superimposed
with a continuous decrease of all polarizations below 135 K. As this decrease appears
on a slow temperature scale, acts on all six polarizations similarly and sets in close to
the expected TC, it can be ascribed to depolarization caused by FM order. The Curie
temperature TC = 135 K at this pressure was determined by a linear fit to the averaged
polarization which is shown in Fig. 4.4 as a black line. The lack of depolarization in the
zfc-fh measurement may result from a smaller domain size due to the cooling in zero field.

For the data sets shown below similar arguments derived from the polarizations of the
3× 3 guide pattern are required to distinguish features in the averaged polarization caused
by different effects. However, in order to maintain readability and compactness, only the
averaged polarizations are displayed in this section and the corresponding polarizations of
the 3× 3 guide patterns are shown in the appendix A.3.1.
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Figure 4.6.: Magnetic field scan at 10 K of SrRuO3 sample F at a pressure of 9.0 GPa. After
cooling the sample in zero field, the field was first increased to 0.26 T (blue symbols) and
then again decreased to zero (orange symbols). Although the data features artifacts caused
by the afterglow effect and a movement of the focusing guides, hysteresis can be observed.
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A magnetic field scan of sample F at 9.0 GPa and 10 K is presented in Fig. 4.6. After
cooling the sample in zero field the polarization was measured while first increasing the
magnetic field to 260 mT and then decreasing it again to zero. The first data point at
B = 0 of the increasing-field curve is severely affected by the afterglow effect and lies
several percent below the rest of the curve. When increasing the field the polarization
continuously decreases up to about 200 mT, however, a jump to a higher polarization
appears at 225 mT. A comparison with the polarizations of the 3 × 3 guide pattern of
this scan (c. Fig. A.5 in appendix A.3.1) identify this jump as a horizontal movement of
the focusing guides. When decreasing the field the polarizations again show inconsistent
behavior at higher fields. The difference of the polarizations at 260 mT can be explained by
the afterglow effect. Furthermore, a jump of the same magnitude as the jump at 225 mT is
present at 160 mT which can also be attributed to a horizontal movement of the focusing
guides. At smaller fields the depolarization decreases until 30 mT where it starts to increase
again.

As the two jumps in the polarization are similar in amplitude and direction, the move-
ment of the focusing guides seems to be completely reversible. Therefore, the polarization
data at fields below 150 mT is unaffected by the movement and the observed hysteresis is
genuine indicating a FM ground state of the sample.

Four temperature scans of sample F were measured at 9.0 GPa which are shown in
Fig. 4.7(a). ND data was acquired for different field histories in applied fields of 40 and
100 mT. Furthermore, a procedure for the compensation of the vertical movement of the
pressure cell was developed during the acquisition of the data sets which was adjusted
and improved between the measurements. The same curves of panel (a) are also shown
in (b) but with a vertical offset of 0.01 between the curves for a better comparison. The
arrangement of the curves from top to bottom corresponds to the chronological order of
the acquisition with the first measurement (fc-fh, 100 mT) shown as the topmost.

For the first measurement the sample was cooled in a field of 100 mT and then measured
in the same field without a compensation of the vertical movement of the pressure cell. The
polarization features several jumps and peaks which are much larger than the expected
statistical error. The drop of the polarization at 40 K can clearly be attributed to a
movement of the pressure cell as can be seen from the polarizations of the 3 × 3 guide
pattern which are shown in Fig. A.6 in appendix A.3.1. The peaks at 60, 120 and 170 K
are presumably related to the afterglow effect due to their appearance on a short scale.
Although a decrease of the polarization can be seen below 100 K the artifacts in this
measurement impede a meaningful interpretation and a determination of TC.



4.2. Experimental Results 79

0 . 9 8

0 . 9 9

1 . 0 0

1 . 0 1

f c - f h
� � � � 	 �

� � � � � 	 �

� � � � � 	 � � � 
 � � �

po
lar

iza
tio

n

� � � 
 � � � 
 � 
 � � � 
 � 
 �( a )

z f c - f h
� � � � � 	 �

S r R u O 3
s a m p l e  F

0 5 0 1 0 0 1 5 0

0 . 9 7

0 . 9 8

0 . 9 9

1 . 0 0

1 . 0 1

1 . 0 2

po
lar

iza
tio

n

T  ( K )

( b )

T C 
 � 
 � � � � � 
 � 
 � � � 
 	

Figure 4.7.: ND temperature scans of SrRuO3 sample F at a pressure of 9.0 GPa. The
polarization was measured after zero-field cooling at 100 mT and after field cooling at 40 and
100 mT with the latter being measured twice. The data in panel (b) is the same data as in
(a) but with an artificial offset of 0.01 between the scans. Furthermore, the data is arranged
in a chronological order from top to bottom in (b). The first scan (fc-fh, B = 100 mT) shows
several artifacts caused by the afterglow effect and a movement of the focusing guides. A
progressively improving measurement script was able to suppress the artifacts such that
the Curie temperature TC = 101 K could be derived from the last scan (fc-fh, B = 100 mT,
no.2).
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In order to reduce the effects of the vertical movement of the pressure cell, the pressure
cell was centered separately at 10 and 180 K. These values were then used for a linear
interpolation of the vertical position of the pressure cell at every temperature. For the
next measurement, a fc-fh scan in a field of 40 mT, the vertical position of the sample
was adjusted at every temperature using a motorized stage and the values from the
interpolation. The corresponding measurement shown in Fig. 4.7 features less artifacts
than the previous measurement, however, a decrease above 110 K is observed which can
be traced back to a vertical movement of the pressure cell (c. Fig. A.6 in appendix A.3.1).
As the vertical movement is related to the thermal expansion which is not linear in this
temperature range, more positions at intermediate temperatures were required for a better
interpolation.

For the zfc-fh scan with an applied field of 100 mT one additional vertical position
of the pressure cell at about 90 K was added to the linear interpolation, however, still a
decrease of the polarization above 120 K can be seen. Finally, a fc-fh scan with an applied
field of 100 mT was measured with additional vertical positions determined at temperatures
of about 60 and 120 K. This curve was labeled "no.2" in order to avoid confusion with the
first temperature scan acquired at this pressure. The polarization of this final scan features
a constant polarization above 100 K and a continuous decrease below. Furthermore, no
artifacts resulting from the afterglow effect or the movement of the pressure cell are visible.
The Curie temperature TC = 101.0 K at this pressure was determined using a linear fit
shown as a black line in Fig. 4.7(b).

Fig. 4.8 shows magnetic field scans of SrRuO3 sample F at a pressure of 11.4 GPa.
After cooling the sample in zero field polarization measurements were performed up to
260 mT at temperatures of (a) 12 K and (b) 130 K. From the phase diagram of Hamlin
et al. [33] and ND temperature scans (shown below) a TC of about 90 K was expected
which places one of the magnetic field scans below and one above TC. When increasing the
field at T = 12 K a decrease of the polarization is observed up to 150 mT. At larger fields,
however, the polarization increases again with a peak at 220 mT. When decreasing the
magnetic field the polarization decreases almost linearly. The polarizations of the 3× 3
guide pattern shown in Fig. A.7 in appendix A.3.1 suggest a movement of the focusing
guides relative to the pressure cell which would explain the peak at 220 mT. As no other
effects could be identified at lower fields the observed hysteresis seems to be genuine
indicating FM order. This is confirmed by the measurement at 130 K where the hysteresis
is greatly reduced. In both data sets the calculated error underestimates the fluctuation of
the data points. Therefore, the remaining hysteresis seen in the field scan at 130 K may be
within the actual error and, thus, not significant.
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Figure 4.8.: Magnetic field scan at (a) 12 K and (b) 130 K of SrRuO3 sample F at a
pressure of 11.4 GPa. After cooling the sample in zero field to the respective temperature, the
field was first increased to 0.26 T (blue symbols) and then again decreased to zero (orange
symbols). (a) At 12 K hysteresis is observed below ∼ 150 mT and a pronounced peak appears
at large fields which may be attributed to a movement of the focusing neutron guides. (b)
When increasing the temperature above the expected TC ≈ 85 K [33], the hysteresis almost
completely vanishes.
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Figure 4.9.: ND temperature scans of SrRuO3 sample F at a pressure of 11.4 GPa. The
polarization was measured after field cooling at 100 mT and was repeated due to noise close
to the onset of depolarization. The data in panel (b) is the same data as in (a) but with
an artificial offset of 0.01 between the scans. From the second scan a Curie temperature of
TC = 86.6 K could be determined by using a linear fit (black line).
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Additionally, two temperature scans of sample F were measured at a pressure of
11.4 GPa which are shown in Fig. 4.9(a) on the same scale and (b) with a vertical offset
of 0.01. Both scans were cooled in a field of 100 mT and measured during heating in the
same field. The polarization of the first scan, labeled no.1, features a depolarization of
0.005 at base temperature and continuously increases towards 1. However, due to noise at
temperatures above 80 K a determination of TC was unfeasible. Therefore, the scan was
repeated with the same set of parameters resulting in the curve labeled no.2. This second
data set shows, apart from a sharp increase at 40 K due to the afterglow effect, less noise
and a defined onset of depolarization. The Curie temperature TC = 86.6 K was determined
using a linear fit which is shown as a black line in Fig. 4.9(b).

After increasing the pressure of sample F to 17.1 GPa a magnetic field scan was
measured at 11 K which is shown in Fig. 4.10. When increasing the applied field the
polarization decreases up to 150 mT where it starts to increase again. When decreasing
the field the polarization decreases down to a field of 30 mT with a subsequent sharp
increase towards zero field. No artifacts caused by the afterglow effect or the movement
of the pressure cell were identified and the overall noise level is low. Thus, the error bars
calculated from the statistical errors adequately describe the noise. The observed hysteresis
is therefore significant indicating a FM ground state at 17.1 GPa.
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Figure 4.10.: Magnetic field scan at 11 K of SrRuO3 sample F at a pressure of 17.1 GPa.
After cooling the sample in zero field, the field was first increased to 0.23 T (blue symbols)
and then again decreased to zero (orange symbols). Hysteresis is observed indicating FM
behavior at this pressure.
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Figure 4.11.: ND temperature scan of SrRuO3 sample F at a pressure of 17.1 GPa in
an applied field of 100 mT. As no significant depolarization is observed TC could not be
determined.

Furthermore, a temperature scan of sample F at 17.1 GPa was measured from 13 to
96 K in a field of 100 mT after field-cooling. The temperature scan is shown in Fig. 4.11,
however, no depolarization was observed. In a third beam time investigating sample G
at pressures of 10.9 and 13.4 GPa several temperature and field scans were performed,
however, no meaningful results could be obtained. The data of sample G is shown in
appendix A.3.2.

4.3. Discussion
The results of the ND measurements on SrRuO3 are summarized in the phase diagram
shown in Fig. 4.12 which displays the Curie temperature TC as a function of hydrostatic
pressure p. The Curie temperatures derived from the ND temperature scans at 4.7, 9.0,
and 11.4 K are depicted as red circles which are larger than the corresponding pressure and
temperature errors. Additionally, the results of Hamlin et al. derived from susceptibility
measurements [33] are shown as black circles. The values for TC of both studies are in very
good agreement confirming the linear decrease with a slope of ∂TC/∂p = −6.8 K/GPa
(black line) to at least 11.4 GPa.

Furthermore, diamond symbols indicate the pressures and temperatures at which
magnetic field scans were performed using the HP-ND setup. A blue filling of the symbol
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Figure 4.12.: Magnetic phase diagram of SrRuO3 as a function of pressure. The Curie
temperature TC obtained from ND temperature scans is depicted by red circles indicating
the phase transition from the PM to the FM phase. Comparing the ND data to values
of TC from susceptibility measurements by Hamlin et al. [33] (black circles), who found a
linear decrease of TC with a slope of ∂TC/∂p = −6.8 K/GPa (black line), results in a perfect
agreement. Furthermore, diamond symbols indicate if a magnetic field scan at the respective
temperature implied FM (blue filling) or PM (gray filling) behavior. The colored area below
the black line refers to the FM phase, fading to white for pressures > 17.1 GPa due to the
unknown ground state in this pressure region.

depicts the observation of hysteresis in the polarization measurements implying the
existence of FM, whereas a gray filling depicts a lack of hysteresis implying PM. Although
no TC could be found in the temperature scan at 17.1 GPa, the field sweep at this pressure
indicates a FM ground state. The FM ground state is indicated by the green area below
the black line which fades to white above 17.1 GPa symbolizing the so far unexplored
region of the phase diagram.

The contradictory behavior of the temperature and field scans at 17.1 GPa – the
temperature scan showing no FM transition and the field scan featuring hysteresis – can be
explained by considering general differences between the two types of scans in combination
with the polarization resolution of the instrument. In general, when using the HP-ND
setup a field scan always features less noise compared to a temperature scan. This is
a result of two facts: (1) The regulation of the power supply of the magnet is much
more uniform and consistent compared to the temperature regulation. Therefore, the
time between data points is almost constant in the case of a magnetic field scan leading
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to a minimal afterglow effect. (2) A magnetic field scan is not affected by the vertical
movement of the pressure cell as the temperature remains constant. Although there are
cases where the focusing guides slightly moved out of alignment due to the applied field
from the magnet, this change is much more abrupt compared to the gradual movement of
a temperature scan and can therefore better be identified. As effects from the afterglow
effect and from the temperature-induced vertical movement of the pressure cell are much
smaller compared to a temperature scan under the same conditions, less noise is expected
in the field sweeps. Furthermore, a depolarization smaller than 0.5 %, as seen in the
high-pressure measurements, is close to the maximum resolution of the HP-ND setup.
Therefore, the increased level of noise in the temperature scan could be sufficient to mask
any depolarization caused by the onset of FM order.

The lack of depolarization in the ND measurements of sample G (c. appendix A.3.2) can
also be explained by limitations due to the resolution of the setup combined with a relatively
small sample size. As the sample in the pressure cell is smaller than the cross-section Abeam

of the neutron beam at the focal spot, the neutron beam cannot be completely depolarized.
No direct measurements of Abeam are available, however, simulations of the setup by Jorba
yield a diameter of the focal spot of 0.7 mm with a comparatively homogeneous intensity
distribution [64]. As only the part of the neutron beam passing through the sample is
depolarized, Eq. 2.7 can be written as

P =
(

1− Asample

Abeam

)
+ Asample

Abeam
exp

(
−1

3γ
2 d

v2B
2
0δ

)
(4.2)

with the cross-section of the sample Asample and P0 = 1 for normalized measurements.
When comparing the cross-sections of the investigated samples one notices that sample G
is 3.3 times smaller than sample F. Thus, according to Eq. 4.2 the depolarization of sample
G is expected to be about 3.3 times smaller as well. In the case of sample F at 11.4 GPa,
which is similar to the pressures of sample G (10.9 and 13.4 GPa), a depolarization of
0.005 was measured. A reduction of this depolarization by a factor of 3.3 is too small to
be resolved by the HP-ND setup explaining the ND measurements of sample G.

The cross-sections of the samples can be used to estimate the average domain size
of SrRuO3 samples under pressure which will be discussed in the following. Assuming a
linear decrease of the magnetic moment with increasing pressure [161, 180, 188, 207] and
using values of the unit cell volume from Ref. [187], B0 can be calculated as a function of
pressure. Using the polarization values at base temperature from the temperature scans
shown in Sec. 4.2 and solving Eq. 4.2 for δ gives estimates of the average domain sizes.
This results in values for δ of 1.1, 3.2 and 1.1 µm at pressures of 4.7, 9.0, and 11.4 GPa,
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respectively. It is important to note that these values are only coarse estimates as, for
example, the assumption of a random orientation of the domains is not fulfilled for SrRuO3

[170] and only an estimate for the thickness of the sample of d = 70 µm can be given.
A study by Marshall et al. on SrRuO3 thin films found a stripe-like pattern of the

domains where the domain walls are oriented along the easy axis with a spacing of about
200 nm. The difference to the µm-sized domains found by the ND measurements may be
explained by several factors: (1) If the easy axis is not perpendicular to the neutron beam
the neutrons travel a longer distance in the domains resulting in a larger δ. However, this
can only explain a part of the increased δ as a domain size in the order of µm would require
an angle of 11◦ or smaller between the easy axis and the neutron beam. Although the
orientation of the sample during the measurements cannot be recovered it seems unlikely
that such an orientation was achieved in three consecutive measurements. (2) The shape
anisotropy of the thin films can have a strong impact on the formation of the domains
which, therefore, may differ from the domains of a bulk sample. (3) The assumptions
leading to the derivation of Eq. 2.7 (c. Sec. 2.1.1.1) may be violated too strongly resulting
in invalid estimates of δ. A determination of the magnetic domain size in a SrRuO3 bulk
sample using, for example, the technique of small-angle neutron scattering could resolve
this discrepancy.

4.4. Conclusions
In conclusion, the magnetic phase diagram of SrRuO3 was investigated up to a hydrostatic
pressure of 17.1 GPa using the ND technique. The FM ground state could be confirmed
up to the highest pressure reached and the Curie temperature was traced up to 11.4 GPa.
A linear decrease of TC was observed which is in very good agreement with previous
susceptibility measurements [33] and the considerations by Wohlfarth [3]. This suggests
that the decrease of the Ru-O bond length with increasing pressure is the driving force
behind the reduction of TC as a change of TC induced by a variation of the Ru-O-Ru angle
would imply a cosine-like decrease of TC [172].

Although the high-pressure region above 20 GPa could not be reached in this study
it should, in principle, still be viable by using the existing HP-ND setup. For such an
experiment the size of the sample in the pressure cell should be maximized in order to
cover a large area of the focal spot of the neutron beam for a sufficiently large sample
signal. Furthermore, instead of temperature scans, magnetic field scans should be measured
at several different temperatures as the latter is generally more precise. This could answer
the questions if the magnetism in SrRuO3 can be suppressed to zero and if the phase
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diagram features a continuous decrease of TC or if a tricritical point exists as proposed by
Belitz et al. [141]. In addition to the ND measurements further high-pressure studies on
SrRuO3 are prepared in our group including transport measurements as well as the novel
technique of NV center magnetometry.



5. Ce-based Ferromagnetic Kondo
Lattices

5.1. Introduction
Ce-based compounds often feature magnetically ordered ground states due to the electron
configuration of the Ce atoms. As the difference of the 4f and 5d energy levels is relatively
small, it can be energetically favorable to raise one electron from a localized 4f orbital into
the 5d conduction band resulting in an unpaired 4f electron and, therefore, a net magnetic
moment. These localized magnetic moments can interact with the 5d conduction electrons
leading to long-range magnetic order mediated by the RKKY interaction. As the sign of
the RKKY interaction oscillates with the Ce-Ce distance, both FM and AFM are possible
ground states.

Another magnetic interaction in Ce resulting from the hybridization of 4f moments and
conduction electrons is the Kondo effect. At low temperatures the conduction electrons
couple antiferromagnetically to the magnetic moments and effectively shield them. This
mechanism was proposed by Kondo in 1964 in order to describe the anomalous resistivity
minimum at low temperatures measured in dilute magnetic alloys [208]. Below the Kondo
temperature TK the screening of the magnetic moments gradually sets in and develops at
low temperatures into a singlet state consisting of a 4f and a 5d electron. The singlet can be
described in Landau FL theory as a fermionic quasiparticle similar to an electron but with
a drastically enhanced effective mass (100 to 1000 electron masses) [209]. The resulting
heavy fermion (HF) behavior often gives rise to exotic phases such as unconventional
superconductivity [210–212].

In Ce-based compounds usually both magnetic effects, the inter-site RKKY interaction
and the on-site Kondo effect, exist [213]. While the RKKY interaction favors magnetic
order, the Kondo effect tends to quench the magnetic moments resulting in a non-magnetic
ground state. The interplay of both interactions can be described by the Kondo lattice
(KL) model developed by Doniach in 1977 [36]. As both effects arise from the interaction of
the magnetic moments with the conduction electrons, they mainly scale with the product

89
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|Γn(EF)| where Γ is the coupling constant between the 4f and the conduction electrons,
and n(EF) is the density of states at the Fermi level. Furthermore, the coupling constant
is given by

Γ = 2|V |2
E4f − EF

(5.1)

where V is the hybridization integral between the 4f and the conduction electrons [214].
E4f and EF are the energy level of the 4f electrons and the Fermi energy, respectively. As
V depends primarily on the inter-atomic distances it follows that hydrostatic and chemical
pressure are suitable tools to tune |Γn(EF)| [215].

The relevant temperature scales in the KL model are the RKKY temperature TRKKY ∝
|Γn(EF)|2 and the Kondo temperature TK ∝ exp(−1/|Γn(EF)|) which are both plotted in
Fig. 5.1 as a function of |Γn(EF)|. At small |Γn(EF)| the RKKY interaction outweighs
the Kondo effect while at larger |Γn(EF)| the Kondo effect predominates. This results in
a characteristic dome-shaped phase of magnetic order defined by TMO, terminating in a
second order QCP at a critical |Γn(EF)|. Beyond the QCP the Kondo singlet formation
causes HF behavior which manifests itself in Fermi liquid (FL) behavior up to a coherence

0

T

|Γn(EF)|

TK

TRKKY

TMO FL

TcohNFL

Figure 5.1.: Doniach’s phase diagram resulting from the competition of Kondo effect and
RKKY interaction [36]. The Kondo temperature TK and the RKKY temperature TRKKY are
shown as a function of |Γn(EF)| where Γ is the magnetic exchange coupling between 4f and
5d electrons, and n(EF) is the density of states at the Fermi level. If TRKKY > TK a phase
of long range magnetic order exists below a magnetic ordering temperature TMO. In the
other case, when the Kondo effect is stronger than the RKKY interaction, the Kondo effect
completely suppresses any magnetic order. Instead, FL behavior is found below a coherence
temperature Tcoh.



5.2. Neutron Depolarization Study of CePd1-xRhx 91

temperature Tcoh [216, 217]. Close to the QCP non-FL (NFL) behavior is observed over a
large temperature range [210, 218].

Notable examples for FM Kondo lattices are CeRuPO [219], CeRu2Ge2 [220], CeSi1.81

[12], CeAgSb2 [221], CePd1−xRhx [11], and CePt [222]. The two last mentioned compounds
can be driven across a QPT, however, using different mechanisms: alloying in the case of
CePd1−xRhx and hydrostatic pressure in the case of CePt. In CePd1−xRhx the process
of alloying exerts chemical pressure but also introduces disorder into the system which
significantly changes the magnetic ground state close to the QPT. Westerkamp et al.
proposed the Kondo cluster glass model for CePd1−xRhx where loosely coupled, FM
ordered clusters survive in a sea of Kondo-screened magnetic moments [11]. The interesting
time and length scales of the FM clusters initiated a ND study of CePd1−xRhx by Schmakat
et al. which was continued by the author of this thesis [73].

In contrast, CePt is assumed to show a clean QPT [142]. The magnetic phase diagram
of CePt is only determined by resistivity and susceptibility measurements so far [37, 223].
However, a direct measurement of the magnetization at high pressures is still lacking
due to the technical difficulties involved and is required for a confirmation of the phase
diagram. Therefore, a ND study of CePt under high pressures was performed in order to
(i) confirm the magnetic phase diagram and (ii) compare the results with the ND study of
CePd1−xRhx with a focus on the length and time scales of the detected FM order.

The remaining chapter is structured as follows: In Sec. 5.2, after a brief introduction
to the CePd1−xRhx doping series, the ND results of CePd1−xRhx are presented and
discussed. In a similar fashion Sec. 5.3 features an introduction to CePt, the results of ND
measurements on CePt and a subsequent discussion. Finally, a conclusion is given in Sec.
5.4 with a comparison of the studies on CePd1−xRhx and CePt.

5.2. Neutron Depolarization Study of CePd1-xRhx

5.2.1. Introduction to CePd1-xRhx

The pseudo-binary compound CePd1−xRhx crystallizes in the CrB structure for all Rh-
concentrations x and evolves from an Ising-like FM on the CePd side to a non-magnetic
intermediate-valence ground state on the CeRh side [101, 224]. The FM ordering tempera-
ture decreases continuously from TC = 6.6 K at x = 0 to zero at xc = 0.87 as can be seen
in Fig. 5.2. TC was determined from susceptibility χ′(T ), magnetization M(T ), specific
heat C(T ), thermal expansion β(T ), and ND P (T ) measurements. An interesting feature
of the phase boundary is the change from a negative to a positive curvature at x∗ = 0.6
resulting in a FM tail region of the phase diagram. The Kondo temperature TK ≈ Θp/2,
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Figure 5.2.: Magnetic phase diagram of the FM Kondo lattice CePd1−xRhx compiled using
different techniques. TC was determined from the measurements of the susceptibility χ′(T ),
magnetization M(T ), specific heat C(T ) and thermal expansion β(T ) [100, 101] as well as
ND measurements P (T ) [84]. TC decreases continuously with increasing x, however, a tail
region develops for x > 0.6 where the FM turns into a cluster glass state. An additional
feature at temperatures labeled as TF was observed in the tail region using the ND technique
where the clusters freeze in a random constellation. Figure taken from [84].

determined from the paramagnetic Weiss temperature Θp, stays almost constant until
x∗ and then increases rapidly for higher Rh concentrations indicating stronger Kondo
interactions. The decrease of TC in the region x < x∗ can be explained in the framework
of the Doniach model where Γ (c. Eq. 5.1) increases due to chemical pressure but also due
to a shift of the Fermi level [225, 226].

The magnetic ground state in the tail region of the phase diagram is governed by
disorder and can be explained by the Kondo cluster glass model by Westerkamp et al. [11].
Due to disorder introduced by doping, the local Kondo temperature can deviate strongly
from the average. When decreasing the temperature from the PM state below the average
Kondo temperature, regions of thermally fluctuating spins exist surrounded by Kondo-
screened moments. Below a temperature called Tcluster a FM short-range interaction between
the unscreened moments establishes. However, these FM clusters are still fluctuating similar
to a superparamagnet. Further decreasing the temperature to TC leads to a long-range
FM interaction between the clusters. For Rh concentrations x > 0.70 unusual spin glass
behavior has been observed where the low temperature properties are dominated by a
slow freezing transition. Therefore, the name “Kondo cluster glass” was introduced by
Westerkamp et al. to describe this unique ground state.
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The size of the FM clusters decreases continuously with increasing Rh concentration
due to increasing Kondo screening. In the region 0.8 ≤ x ≤ 0.87 the clusters are estimated
to consist of about 5 spins on average [11]. As the ND technique is sensitive to fluctuating
forms of FM and small domain sizes (c. Sec. 2.1.1.2), which are both present in CePd1−xRhx,
Schmakat et al. [20, 84] and the author of this thesis performed NDI measurements on
CePd1−xRhx samples with Rh concentrations of 0.40, 0.60, 0.65, and 0.70 in order to verify
the Kondo cluster glass model.

5.2.2. Experimental Results

The results on CePd1−xRhx were mainly obtained at the imaging beam line ANTARES at
the Maier-Leibnitz Zentrum, Garching, using the standard ND setups described in Sec.
2.1.2; however, one data set was measured at the beam line POLI at the Maier-Leibnitz
Zentrum using the CryoPAD setup. A description of the latter can be found in Ref. [227].
Details on the investigated CePd1−xRhx samples are given in Sec. 2.3.2. Parts of the data
shown in this section were measured and interpreted by Schmakat in the framework of
his PhD thesis [84] and are included here to illustrate the overall picture of CePd1−xRhx
derived from ND measurements.

The left column of Fig. 5.3 shows TC-maps of the samples with Rh concentrations (a1)
x = 0.40, (b1) x = 0.60, and (c1) x = 0.65 with the corresponding histograms in the right
column. The TC-distributions were fitted with a gaussian distribution where the values
given in the histogram plots are the center and the FWHM ∆TC of the gaussian. The
average TC decreases with increasing x as expected from the phase diagram. Furthermore,
the width of the distribution ∆TC increases with increasing x which could be a signature of
the increasing disorder introduced by the chemical substitution. However, no regions with
significantly different TC appear in the TC-maps suggesting metallurgically homogeneous
samples.

Fig. 5.4 shows ND data from temperature scans measured for the samples with x = 0.40,
x = 0.60, and x = 0.65. After cooling down the samples in external fields of 7.5, 15.0,
and 22.5 mT the ND data was acquired during heating in the same field (field-cooled
field-heated, fc-fh). Additionally, a temperature scan cooled in zero field and also measured
in zero field (zfc-zfh) was performed for each sample.

The zfc-zfh measurement of the sample with x = 0.40 shows a sharp drop of the
polarization at TC as expected of a FM with rather large domains in zero or weak magnetic
field. The applied magnetic fields lead to a small enhancement of the depolarization.
In contrast, for the sample with x = 0.60 the application of small fields changes the
polarization much more drastically from 0.7 in zero field to 0.2 in a field of 7.5 mT. The
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Figure 5.3.: NDI results of three CePd1−xRhx samples with Rh concentrations (a) x = 0.40,
(b) x = 0.60, and (c) x = 0.65. The left column shows the TC-maps with the color bar
beside each map decoding the transition temperature TC. The histograms in the right column
illustrate the corresponding distribution ∆TC (FWHM) of the transition temperatures. Figure
adapted from Ref. [84].

shape of the curve measured without external field resembles the case where small domains
and/or weak internal fields are assumed. Almost no depolarization is observed in case of
the sample with x = 0.65 when no field is applied. Remarkably, the application of small
fields leads again to a depolarization which can be described by a weak form of FM. This
infers that the external fields stabilize and amplify the FM ground state.

Furthermore, NDI measurements were performed after zero-field cooling as well as
field-cooling during the controlled heating with an applied field. Fig. 5.5 shows ND data
from zfc-fh and fc-fh measurements of CePd1−xRhx samples with the Rh concentrations
x = 0.40, x = 0.60, x = 0.65, and x = 0.70, respectively. The zfc-fh measurements show
a behavior which mimics the zfc-zfh curves at lowest temperatures, drops to a lower
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Figure 5.4.: Neutron polarization as a function of temperature for CePd1−xRhx samples
with Rh content (a) x = 0.40, (b) x = 0.60, and (c) x = 0.65. For each concentration x four
data sets were measured in external magnetic fields of B = 0, B = 7.5 mT, B = 15.0 mT
and B = 22.5 mT after cooling in the same field, respectively. The polarization below TC
decreases with increasing field B while the phase transition smears out. TC for each Rh
content x is determined from the zero-field measurement and is indicated by an arrow. Figure
adapted from Ref. [84].

polarization at a temperature marked as TF, and then follows the the fc-fh measurement
to higher temperatures. This behavior is similar for all investigated samples and the
temperature window from TF to TC is shifted to lower temperatures.

Due to its orthorhombic crystal structure, CePd1−xRhx is highly anisotropic and
features an easy axis for the magnetization along the c axis. If the majority of the domains
in a single crystal points parallel or antiparallel along one axis, the assumption of a random
constellation of domains in a ND experiment is not fulfilled. In order to explore the effects
of an easy magnetization axis on ND measurements a CePd1−xRhx single crystal with a
Rh concentration of x = 0.40 was investigated using two different neutron polarization
analysis setups. The first setup uses the CryoPAD option of the instrument POLI at the
FRM II which utilizes coupling coils (similar to a Mezei-type spin-flipper) to rotate the
polarization vector in any direction with respect to the sample orientation. The second
setup was the NDI setup at ANTARES as described in Sec. 2.1.2.3.
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Figure 5.5.: Zfc-zfh and zfc-fh data from the measurements of CePd1−xRhx samples with
Rh concentrations x = 0.40, x = 0.60, x = 0.65, and x = 0.70, respectively. The zfc-fh
scans were performed by cooling the samples in zero field, applying a field of 7.5 mT, and
measuring during heating. Increasing the temperature leads to a decrease of the polarization
until it reaches the fc-fh curve with the center of this drop in polarization being labeled as
TF. This transition can be interpreted as a freezing temperature of the FM clusters. Figure
adapted from Ref. [84].

Fig. 5.6 shows the results obtained from zero-field measurements at POLI. The
polarization was measured both above and below TC and rotated (a) in the a-c plane of the
sample described by the angle Θ and (b) in the a-b plane described by χ. The polarization
shows sinusoidal behavior where the maxima and minima align with the crystallographic
axes of the sample. Almost no depolarization is observed when the polarization vector is
parallel to the c axis. This can be explained by an arrangement of domains where the
domains primarily point parallel or antiparallel to the c axis. When the neutron spins are
(anti)parallel to the fields B0 in the domains, no Larmor phase is acquired and, therefore,
the neutron beam is not depolarized.
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(a) (b)

Figure 5.6.: Anisotropic behavior of the depolarization for a single crystal of CePd1−xRhx
with Rh concentration x = 0.40. For the measurements the polarization vector was rotated
(a) in the a-c plane and (b) in the a-b plane of the sample with the rotation being described
by the angles Θ and χ, respectively. The oscillation in the measurements below TC is caused
by the collinear orientation of the magnetic moments along the c-direction resulting in almost
no depolarization for P ‖ c. Figure adapted from Ref. [84].

In the next step the effect of an applied field on this Ising-like FM was investigated
using the 1d NDI setup and the same CePd1−xRhx single crystal with x = 0.40. In zero
field the sample tries to minimize its stray field which leads to an equal amount of domains
pointing parallel (up) and antiparallel (down) to the c axis. An external field with a
non-zero component along the c axis changes the ratio of domains pointing up or down
resulting in an effective field Bint in the sample parallel to c. If the polarization is not
aligned with the easy axis and a small field is applied, the polarization is affected by two
effects simultaneously. On the one hand, the polarization is decreased due to the FM
constellation of domains. On the other hand, the direction of the polarization changes as
the polarization vector precesses around Bint. In general, both effects vary the polarization
signal and cannot be measured separately with a 1d ND setup.

The magnitude of Bint is expected to increase when a stronger external field is applied.
Thus, also the collected Larmor phase of the polarization increases. When continuously
changing the external field, the rotation of the polarization caused by Bint results, therefore,
in an oscillation of the polarization signal. Furthermore, the magnitude of Bint can also
be affected by the temperature due to the temperature dependence of the magnetization,
which can again result in an oscillation of the polarization signal. Summarized, when the
easy axis of a FM single crystal is adjusted at an angle to the polarization vector in a 1d
ND setup, the polarization signal can feature oscillations.

These oscillations were observed in NDI measurements of the CePd1−xRhx single
crystal with a Rh concentration of x = 0.40 close to TC. The crystal was oriented at an
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Figure 5.7.: Comparison of several fc-fh temperature scans for different magnetic fields
of a CePd1−xRhx, x = 0.40 single crystal. Applying small fields leads to a decrease of the
polarization well above the ordering temperature TC = 5.26 K determined from the zfc-zfh
scan. Additionally, oscillations close to TC appear in the polarization signal if small fields are
applied. The width of the transition as determined from a fit of Eq. 2.9 convoluted with a
gaussian distribution to the zf data is ∆TC = 57 mK. Figure adapted from Ref. [73].
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angle of approximately α = 45 deg to the polarization vector. Fig. 5.7 shows temperature
scans with different applied fields ranging from zero to 30 mT. The zero-field measurement
shows a sharp drop at TC = 5.26 K and is in good agreement with the data shown in Figs.
5.4 and 5.5. Applying small fields shifts the onset of depolarization to higher temperatures
and smears the phase transition. Additionally, oscillations in the polarization signal are
observed in the temperature range around the phase transition. The negative polarization
in the scan with a field of 10 mT is a clear indicator for a rotation of the polarization,
excluding depolarization effects as a cause for the observed oscillations.

Similar oscillations also appear in field sweeps at temperatures above TC as shown in
Fig. 5.8. The frequency of the oscillations increases with decreasing temperature. Below
TC small fields of 20 mT are already sufficient to completely depolarize the neutron beam.
The frequency and amplitude of the oscillations were extracted by fitting the ND data
with a gaussian-damped cosine function.

5.2.3. Discussion of CePd1-xRhx

The ND measurements confirm the magnetic phase diagram of CePdx−1Rhx up to a Rh
concentration of x = 0.70 and verify the FM nature of the ground state. The results
shown in Figs. 5.4 and 5.5 can be explained in the framework of the Kondo cluster glass
model [11] apart from a minor extension of this model, required to interpret the freezing
transition at TF.

Almost no depolarization is observed for x ≥ 0.65 while the application of small fields
results in depolarization. This implies that the FM clusters are either too small or fluctuate
too fast and, therefore, do not depolarize the neutron beam. Considering the time and
length scale resolution of the NDI setup (c. Sec. 2.1.1.2), and previous results [100] on
CePd1−xRhx, an increase of the average domain size at TF is the only explanation for
the observed behavior. Therefore, the zfc state of samples in the tail region of the phase
diagram are resembled by an ensemble of small FM clusters. Estimations of the cluster
size from ND measurements are in the order of 5 nm which is in good agreement with
estimations from Westerkamp et al. [100].

The decrease of depolarization towards larger x implies a decrease of the average
cluster size. However, small magnetic fields enhance the depolarization significantly. This
suggests that the Kondo-screened moments directly surrounding the FM clusters are
reactivated (unscreened) by the magnetic field and, hence, increase the cluster size. Fig.
5.9 illustrates this behavior and shows the magnetic ground state of CePd1−xRhx samples
in the zero-field-cooled state (panels (a)-(c)) and in the field-cooled state (panels (d)-(f)).
The Rh concentration x increases from top to bottom, i.e. the top panels (a) and (d) show
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Figure 5.8.: Field scans of the CePd1−xRhx sample with x = 0.40 for different temperatures.
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Ref. [73].
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Figure 5.9.: Illustration of the transformation from a FM to a cluster glass in CePd1−xRhx
with increasing x for the zero-field-cooled (left column) and field-cooled case (right column),
respectively. FM ordered domains are shown as white areas containing arrows (magnetic
moments) while Kondo-screened parts are shown in gray. With increasing x the FM domains
decrease in size and are surrounded by a sea of Kondo-screened moments. Applying a
magnetic field during cooling increases the average cluster size. Figure adapted from Ref.
[84].

a FM sample with low x, while the panels (c) and (f) show a sample in the tail region of
the phase diagram.

Furthermore, the effects of a strong magnetic anisotropy on the polarization signal
were investigated. The polarization data on a single-crystalline sample from the experiment
at POLI suggests that the magnetic domains orient themselves mostly along the magnetic
easy axis of the system, comparable to a 3d Ising FM, which is consistent with earlier
magnetization measurements [99].

Modeling the FM order with domains pointing either parallel or antiparallel to the
easy axis predicts oscillations in the polarization signal when magnetic fields are applied
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to the single-crystalline sample as explained in the previous Sec. 5.2.2. These oscillations
were observed close to TC in temperature and field scans of a CePd1−xRhx single crystal
with x = 0.4.

As CePt crystallizes in the same CrB structure [228] as CePd1−xRhx and also features
an easy axis along the crystallographic c direction [68], a comparative ND study on CePt
was performed. Despite the different control parameters – chemical pressure in the case of
CePd1−xRhx and hydrostatic pressure for CePt – the presented ND results on CePd1−xRhx
are a good foundation for the interpretation of the measurements on CePt.

5.3. Neutron Depolarization of CePt under Pressure

5.3.1. Introduction to CePt

At ambient pressure CePt orders ferromagnetically below TC = 5.9 K [229, 230] with a
magnetic moment of µ = 1.39µB [68, 231] per Ce ion. The magnetic moment is greatly
reduced compared to the free ion value of Ce µCe = 2.54µB which can be explained by
crystal electric field effects and the Kondo effect [222]. Due to its orthorhombic structure
CePt is highly anisotropic resulting in a collinear FM arrangement of the magnetic moments
along the c axis [68, 232]. Next to the reduction of the magnetic moment, the Kondo effect
is also observed as characteristic negative slopes in electrical resistivity measurements
[231, 233, 234] and in specific heat measurements [235].

As CePt is one of the few FM Kondo lattices, it is of particular interest if the phase
diagram predicted by Doniach is also observed in this compound. The parameter |Γn(EF)|
defining Doniach’s phase diagram can be changed by hydrostatic or chemical pressure. Due
to its simplicity compared to hydrostatic pressure, a large number of doping studies was
performed [68, 222, 232, 236–248] mainly focusing on the alloying series CeNixPt1−x and
related compounds. The enhanced Pauli PM CeNi is an intermediate-valence compound
close to magnetism and crystallizes in the same CrB structure as CePt [249], suggesting a
QPT at a finite Ni concentration x. The phase diagram of CeNixPt1−x features a dome-
shaped FM phase which is suppressed at a critical concentration of xC = 0.9 [222]. This
behavior is mainly caused by the volumetric effect of chemical doping since intermediate-
valence states are only prominent for x ≥ 0.95 [240, 245, 246]. Further alloying studies
[68, 232, 237, 238, 240–243, 247], partially also including the application of low hydrostatic
pressures [236, 239], can all be well described in the picture of the Kondo lattice model.

The first high-pressure study on pure CePt was performed by Itoh et al. measuring the
electrical resistivity up to a pressure of 3.2 GPa [233]. TC increases with increasing pressure
and matches the phase diagram of CeNixPt1−x very well when p and x are converted to a
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relative volume change. Due to the quantitative agreement the behavior of TC is explained
by the one-parameter Kondo lattice model: A pressure-induced band widening of the Ce
5d band results in a decrease of EF, therefore, increasing Γ (c. Eq. 5.1) and TC as well.

An in-depth study by Larrea et al. [37] measuring the electrical resistivity R and
the susceptibility χ of CePt extended the pressure range up to 14.6 GPa. Their obtained
phase diagram of CePt is shown in Fig. 5.10. The Curie temperature TC determined from
features in R(T ) and χ(T ) increases up to a pressure of ∼ 9 GPa and then drops rapidly to
zero at pC = 12.1 GPa. The temperature dependence of R in the FM phase is interpreted
by a model based on soft 2d spin wave modes [223]. At pressures above pC the resistivity
shows a ∝ T 2 dependence up to a coherence temperature Tcoh suggesting FL behavior.
Additionally, a linear temperature dependence over two decades of T was measured at
pressures close to pC indicating NFL behavior between the FM phase and the FL phase.

The phase diagram is in very good agreement with Doniach’s Kondo lattice model and,
therefore, strongly suggests a second order QPT. However, this is still under debate as
recent theoretical studies generally predict a first order QPT for clean FMs [142] and the
quick decrease of TC for p > 10 GPa – although consistent with Doniach’s phase diagram
– may look more like a first order QPT [2]. Furthermore, no direct measurements of the
magnetization were performed at high pressures so far due to the experimental difficulties
involved. As the magnetization is the order parameter of a FM QPT, its behavior could
give new insights into the exact mechanism driving the QPT.

Recently, a series of studies on CexLa1−xPt and CexY1−xPt was published by Očko et
al. investigating the origin of the FM order in CePt [250–253]. For the sake of completeness
these studies are summarized and discussed in the following. However, the author of this
thesis disagrees with several conclusions of Očko et al., which will also be addressed.

In the first two publications [250, 251] resistivity, thermopower, magnetization, and
susceptibility (ac and dc) measurements of CexLa1−xPt for Ce concentrations 0.25, 0.50,
0.75, and 1.0 are presented. La has a similar electron configuration as Ce and also a
similar atomic radius, however, La is non-magnetic. Compounds where Ce is completely
substituted by La are therefore often used as a reference for the determination of non-
magnetic contributions, for example, to the resistivity. Due to the similar atomic radii
almost no chemical pressure effects are expected in CexLa1−xPt.

The susceptibility measurements by Očko et al. yield PM Curie-Weiss moments of
∼ 2.47µB close to the free ion value of Ce and low-temperature moments of ∼ 1.5µB, both
constant for all x [251]. This suggests a hybridization between 4f moments and conduction
band independent of the Ce concentration x. As no pronounced Kondo effect (negative
slopes) is observed in R(T ) at low temperatures, but only at high temperatures, Očko et
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Figure 5.10.: Magnetic phase diagram of CePt under pressure determined by resistivity R
and susceptibility χ measurements. The dome-shaped FM phase ends at a critical pressure
pC = 12.1 GPa where TC is (presumably) suppressed to zero. Above pC FL behavior is
observed in the resistivity measurements up to a coherence temperature Tcoh. Close to pC
the resistivity is linear over two decades of temperature suggesting NFL behavior. Data from
Ref. [37].

al. ascribe the moment reduction completely to CEF effects. In contrast, Gignoux et al.
estimated a moment reduction of approximately 0.5µB caused by the CEF, whereas the
remaining moment reduction is attributed to the Kondo effect [222].

The Curie temperature TC(x) is extracted from resistivity and susceptibility measure-
ments and shows a linear decrease with decreasing x [250, 251]. Očko et al. argue that the
results cannot be explained in the Doniach picture as, on the one hand, the hybridization
is constant, but on the other hand, TC decreases. Furthermore, the linear decrease of TC is
also not predicted by Doniach’s phase diagram. Therefore, Očko et al. conclude that the
Kondo lattice model does not describe CexLa1−xPt properly and the RKKY interaction
cannot be the main interaction driving CePt into a FM ground state. Alternatively, Očko
et al. suggest the direct exchange as the main interaction between the Ce moments because
a small overlap of the 4f orbitals seems possible when comparing the Ce-Ce distance in
CePt (0.367 nm) and the metallic diameter of Ce (0.366 nm).

This interpretation of the measurements on CexLa1−xPt ignores that almost no chemical
pressure is exerted with varying x due to the similar atomic radii of Ce and La. Therefore,
the parameter Γ of the Kondo lattice model is not changed and a TC-dependence as in
Doniach’s phase diagram is certainly not expected. The linear decrease of TC is much
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likelier explained by magnetic dilution as for example observed in CexLa1−xNi0.8Pt0.2

[240]. Furthermore, a direct exchange interaction between the Ce atoms in CePt seems
implausible as the 4f orbitals are situated much closer to the nucleus than the metallic
radius of Ce.

In a second step resistivity, thermopower, magnetization, and susceptibility (ac and dc)
measurements of CexY1−xPt for Ce concentrations 0.25, 0.50, 0.75, and 1.0 were performed
by Očko et al. [252, 253] which are summarized in the following. The substitution of Ce
by Y is expected to have a much larger chemical pressure effect compared to La due to
the smaller atomic radius of Y [240].

The samples were characterized with X-ray diffraction confirming that all CexY1−xPt
samples crystallize in the same CrB structure as CePt, although YPt crystallizes in the
FeB structure. Additional Bragg peaks were observed in the diffraction patterns indicating
small secondary phases. Furthermore, the Bragg peaks are comparatively wide suggesting
disorder and/or internal stresses in the samples. The resistivity measurements show much
larger room temperature values compared to CexLa1−xPt, presumably caused by sample
imperfections. The temperature dependence of the resistivity also suggests a resistivity
contribution from spin disorder which increases with decreasing x. More indicators for
disorder in CexY1−xPt are the comparatively wide transitions at TC observed in the
resistivity and the small values of the measured thermopower.

The resistivity measurements show increasing Kondo characteristics with decreasing x
which can be well described by a Kondo lattice featuring CEF effects [213, 252, 254]. The FM
Curie temperatures of CexY1−xPt derived from resistivity and susceptibility measurements
are in good agreement and decrease linearly with decreasing x. A comparison of CexLa1−xPt
and CexY1−xPt shows that TC(x) of both compounds coincides quantitatively. However,
the magnetic moments of CexY1−xPt decrease with decreasing x while the moments
of CexLa1−xPt are constant for all measured x. An exception from this behavior are
both x = 0.75 compounds with increased low temperature moments. Magnetization
measurements of CexY1−xPt at 2 K yield magnetic moments of about 1µB for all x.
However, these measurements are not corrected by the necessary factor of 2 due to the
uniaxial magnetic anisotropy as described in Ref. [222].

In a reinterpretation of their previous data on CexLa1−xPt from Refs. [250, 251] Očko
et al. explain the linear decrease of TC in Refs. [252, 253] now as a magnetic dilution
effect. A combination of magnetic dilution and the Kondo lattice model is dismissed as
an explanation for the CexY1−xPt results since it would yield different TC(x) for both
compounds. Instead, Očko et al. point to the roughly constant values of the magnetic
moments from magnetization measurements and cite Ref. [255] which relates a magnetic
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moment of ∼ 1µB "to the stable state of the Ce3+ ion in [the] ferromagnetic state" [253]1.
From this it is concluded that the Ce atoms are in the Ce3+ state below TC and, therefore,
the interaction between 4f moments and conduction electrons is zero excluding Kondo
and RKKY interactions. The linear decrease of TC(x) is explained by magnetic dilution
similar to CexLa1−xPt. As the RKKY interaction is not possible in this framework, Očko
et al. suggest again the direct exchange as the main Ce-Ce interaction with the same
argumentation as in Refs. [250, 251].

Several points in the argumentation of Očko et al. are implausible: the (uncorrected)
magnetization measurements of CexY1−xPt do not agree with previous literature values of
CePt, making a quantitative model based on these arguable. Although clear evidence is
presented for the Kondo effect in CexY1−xPt at temperatures above TC, no explanation is
given for the mechanism that abruptly destroys the hybridization at TC. Furthermore, the
Ce3+ state does not exclude Kondo interactions.

One important aspect in the interpretation of the CexY1−xPt measurements may have
been neglected: disorder. Resistivity, thermopower, and x-ray diffraction measurements
indicate considerable disorder in the CexY1−xPt samples which can drastically change the
boundary of a FM phase as for example seen in CePd1−xRhx (c. Sec. 5.2). In addition, the
dilution effect tends to decrease TC(x) with decreasing x while the chemical pressure effect
is expected to increase TC(x) [37, 236]. The interplay of these effects and disorder may
as well result in the observed behavior of TC(x). The quantitative agreement of TC(x) for
CexLa1−xPt and CexY1−xPt is derived from the measurements at three Ce concentrations,
where the samples with x = 0.75 show anomalous behavior and the TC(x = 0.25) is
only determined by extrapolated susceptibility data as TC(x = 0.25) is below the lowest
measured temperature. The resulting low statistics do not exclude coincidence as an
explanation for the agreement of TC(x) of both compounds.

5.3.2. Experimental Results

As already stated in Sec. 2.3.3 a large CePt polycrystal (sample L) was prepared for the ND
measurements. It was characterized by magnetization and ac susceptibility measurements
using a standard PPMS from Quantum Design, as well as by NDI using the standard
NDI setup at ANTARES (c. Sec. 2.1.2.3). The results of the PPMS characterization and
the NDI measurements are given in Secs. 5.3.2.1 and 5.3.2.2, respectively. Furthermore,
high-pressure ND measurements were performed on three pieces (samples A, B and C) of
sample L where the results are shown in Sec. 2.1.2.4.

1 The author of this thesis was not able to find this statement in Ref. [255].
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5.3.2.1. Magnetization and Susceptibility

The goal of the presented measurements in this section was merely the sample characteri-
zation of sample L, which is why rather coarse temperature and field scans were performed.
Fig. 5.11 shows the inverse ac susceptibility χ−1 as a function of temperature in a field
of B = 100 mT. For temperatures T > 80 K the inverse susceptibility increases linearly
indicating Curie-Weiss behavior except for small deviations between 215 and 250 K. These
deviations are most likely caused by a faulty motor of the PPMS. The data was fitted
with a Curie-Weiss law χ = C/(T − θ) where C is the material-specific Curie constant and
θ is the PM Curie-Weiss temperature. The parameters resulting from the fit shown as a
black line in the figure are θ = −40.7 K and C = 0.372 K. The Curie constant is given by
C = Nµ0µ

2
eff/(3kBVuc) with the number of magnetic atoms per unit cell N , the effective

magnetic moment µeff , the Boltzmann constant kB and the volume of the unit cell Vuc. In
the case of CePt, N = 4 and Vuc = 190.2Å3 [68] resulting in µeff = 2.60µB. At TC ≈ 6 K
the FM transition is observed, however, the value of TC is inaccurate due to the large
temperature steps of the scan.

A magnetic field loop of sample L at 2 K is shown in Fig. 5.12 with the magnetization
given in units of µB per Ce atom. The fields were applied from 0 to 9 T (blue line), 9 to
−9 T (orange line), and −9 to 9 T (green line). The data clearly shows FM behavior and a
small coercivity of about 20 mT. A linear extrapolation of the high-field magnetic moment
to B = 0, indicated in Fig. 5.12 by a dashed black line, yields a moment of 0.64µB.

5.3.2.2. Neutron Depolarization Measurements at Zero Pressure

The sample characterization of the CePt poly-crystal (sample L) was continued using the
NDI setup as described in Sec. 2.1.2.3 with a CC cryostat. This setup allows a precise
determination of TC and an investigation of the metallurgical homogeneity. Furthermore,
the horizontal guide fields enable the ND measurements of complete field loops.

A field loop of sample L measured at 4 K is shown in Fig. 5.13 where the polarization
is averaged over the whole sample. The sample was cooled in zero field, then the magnetic
field was applied from 0 to 0.25 T (blue line), 0.25 T to −0.25 T (green line), and −0.25 T
to 0.25 T (orange line). The polarization decreases rapidly from 0.4 to 0.18 when the field
is turned up initially. For the remaining field loop the polarization stays nearly constant
except for small polarization changes close to B = 0. The drop of the polarization at
B = 0 can be explained by a small misalignment of the horizontal guide fields. The small
maxima at B ≈ ±20 mT are symmetric and consistent with the hysteresis observed in the
previous magnetization measurements (c. Sec. 5.3.2.1).
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Figure 5.11.: Inverse ac susceptibility χ−1 of the polycrystalline CePt sample L as a function
of temperature. A constant magnetic field of B = 100 mT was applied and the susceptibility
was acquired at a frequency of 1000 Hz. Above 80 K the data follows a Curie-Weiss law
χ = C/(T − θ) which is shown by the linear fit. The interval of the fit between 80 and 340 K
is marked by arrows. From the fit a PM Curie-Weiss temperature of θ = −40.7 K and an
effective magnetic moment of µeff = 2.60µB were extracted.
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Figure 5.12.: Magnetization measurement of the polycrystalline CePt sample L at a
temperature of 2 K. The magnetic field was scanned from 0 to 9 T (blue line), 9 to −9 T
(orange line), and −9 to 9 T (green line). The magnetic moment extrapolated to B → 0 is
0.64µB.
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Figure 5.13.: ND field loop of the polycrystalline CePt sample L at a temperature of 4 K.
The sample was cooled in zero field, then fields were applied from 0 to 0.25 T (blue line),
0.25 T to −0.25 T (green line), and −0.25 T to 0.25 T (orange line). A strong initial decrease
of polarization is observed when small fields are applied. After that the polarization is almost
constant except for fields close to B = 0.
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Figure 5.14.: ND temperature scans of the polycrystalline CePt sample L for different
magnetic fields. The sample was cooled in the same field as measured during heating for each
scan, respectively. Eq. 2.7 was fitted to the zero-field scan yielding a transition temperature
of TC = (5.90± 0.23) K. The data sets at 10 and 100 mT were both fitted using Eq. 2.9.
Applying a magnetic field increases the depolarization and shifts TC to higher temperatures.
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Temperature scans were performed in zero field, at 10 mT, and at 100 mT as can
be seen in Fig. 5.14. For all scans the sample was cooled in the same field as measured
during heating. The zero-field scan shows a decrease of the polarization setting in below
6.5 K indicating the onset of FM order. The data was fitted using Eq. 2.7 convoluted
with a normalized gaussian distribution, yielding TC = (5.90± 0.23) K where the error is
the standard deviation ∆TC of the gaussian. TC is marked in Fig. 5.14 by a black arrow.
Furthermore, the fit yields a value of B2

0δ = 1.8 · 10−8 T2 m.
The application of finite fields shifts the onset of depolarization to larger temperatures

and increases the overall depolarization, where both effects increase with increasing B. The
scans at fields of 10 and 100 mT were fitted using Eq. 2.9 convoluted with a normalized
gaussian distribution as both data sets reach a saturation value of the polarization at
low temperatures. The resulting Curie temperatures for the scans at 10 and 100 mT
are TC = (6.16± 0.27) K and TC = (6.20± 0.39) K, respectively. Both fits describe the
polarization very well except for temperatures directly above TC.

For the evaluation the polarization data of sample L at ambient pressure was averaged
over the whole sample in the measurements presented above. Fig. 5.15 shows the NDI
evaluation of the temperature scans from Fig. 5.14 where the fit functions were evaluated for
every pixel. The three rows of figures are the three scans at (a-b) B = 0, (c-d) B = 10 mT,
and (e-f) B = 100 mT with the TC-maps on the left and the corresponding TC-distributions
on the right hand side. The color bars indicating the Curie temperatures in the TC-maps
are displayed with the same scale at the x-axis of the corresponding TC-distribution. The
arithmetic average and standard deviation of each distribution was calculated and is
displayed as Tmean and Tstd, respectively.

The TC-map of the zero-field scan (Fig. 5.15(a)) reveals a central part of the sample
with TC ≈ 5.9 K, whereas the surrounding sample area shows a lower TC ≈ 5.8 K. The
TC-distribution in panel (b) starts abruptly at 5.8 K and decreases with increasing TC

except for a delta-like peak at 5.9 K. As the values for TC were automatically calculated
by a fitting routine, it is important to note that the initial guess value for TC was 6 K
and the values of TC summed up in the bin at 5.9 K are not identical. Furthermore, about
100 of the fits were plotted and manually reviewed in order to verify the convergence
of the fits. The average Curie temperature of the distribution is Tmean = 5.85 K and the
standard deviation of the distribution is Tstd = 0.04 K. The latter value is contrary to the
values of ∆TC which are in the order of 0.25 K and are not shown here. Furthermore, no
correlation between TC(x,y) and ∆TC(x,y) was found. The variation of TC is therefore
larger in z-direction than in the x-y-plane.
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Figure 5.15.: NDI evaluation of the temperature scans shown in Fig. 5.14 for applied fields
of (a-b) B = 0, (c-d) B = 10 mT, and (e-f) B = 100 mT. The figures on the left hand side
show the obtained TC-maps with the corresponding distribution of TC on the right hand side.
The values given in the TC-distributions Tmean and Tstd are the average and the standard
deviation of each TC-distribution.
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The TC-maps of the scans at (c) B = 10 mT and (e) B = 100 mT are much more
homogeneous than the zero-field data. The corresponding TC-distributions resemble a
slightly asymmetric gaussian distribution with a well defined peak close to Tmean. Increasing
the magnetic field shifts TC to higher temperatures as already observed in Fig. 5.14 whereas
the width of the distribution stays constant. The average values of ∆TC are 0.27 K and
0.39 K for B = 10 mT and B = 100 mT, respectively.

5.3.2.3. High Pressure Neutron Depolarization Measurements

In order to explore the phase diagram of CePt (c. Fig. 5.10) a series of ND measurements
was performed at different pressures up to 12.2 GPa using the high-pressure ND setup as
described in Sec. 2.1.2.4. The data shown in this section was acquired over three separate
beam times using a new piece of sample L for each beam time (samples A, B, and C).
Further details on samples A, B, and C are given in Sec. 2.3.3. In the following the
presentation of the data is primarily ordered by pressure and not chronologically.

The high-pressure data mainly consists of temperature scans in order to determine TC

at different pressures. For all temperature scans the sample was cooled to 0.6 K and then
measured during controlled heating up to temperatures between 14 and 16 K. Furthermore,
the effects of different field histories were measured by performing similar temperature
scans for zero-field cooling and field cooling. However, before covering the temperature
scans, one field scan at low pressure is presented in order to show the effects of a magnetic
field on the depolarization when investigating CePt.

Fig. 5.16 shows a ND field scan of CePt sample A at p = 1.1 GPa and T = 0.6 K. The
polarization data was normalized using the same values as for the first zfc-fh scan (dark
blue markers) shown further below in Fig. 5.20, since both data sets are from the same
sample and at the same pressure. After cooling the sample in zero field to base temperature
the magnetic field B was increased in steps up to 0.25 T (blue circles) while measuring
the polarization. Thereafter, the field was decreased to zero in the same steps (orange
circles) while also measuring the polarization. When increasing the field the polarization
decreases linearly from 1 until the field reaches 130 mT. For larger fields a linear increase
of the polarization is observed. When decreasing the field again, the polarization values
at first match the increasing-field data set, down to a field of 130 mT. For smaller fields
the polarization further decreases until at B = 50 mT an increase is observed again. At
B = 0 the polarization values of both scan directions show small drops due to a slight
misalignment of the guide fields. The initial value of P ≈ 1 at B = 0 suggests that (almost)
no depolarization is expected in zero-field temperature scans.
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Figure 5.16.: Magnetic field scan at 0.6 K of CePt sample A at a pressure of 1.1 GPa. After
cooling the sample in zero field, the field was first increased to 0.25 T (blue markers) and
then again decreased to zero (orange markers). A splitting of the two curves is observed at
130 mT resulting in a large hysteresis.

The temperature scans at the lowest pressure were measured at p = 0.8 GPa and are
shown in Fig. 5.17. The ND of sample B was measured in a field of B = 50 mT, once after
zfc (blue circles) and once after fc (pink circles). The data is shown in Fig. 5.17(a) on the
same scale and in Fig. 5.17(b) with a polarization offset of 0.01 for a better distinction of
the single data points. In both scans the polarization starts to decrease at a temperature
of TC = 7.5 K marking the FM transition temperature.

A prominent feature of the zfc-fh data set is an oscillatory behavior at temperatures
above TC with an amplitude much larger than the calculated error bars. This oscillation
can be traced back to an oscillation of the temperature controller with strongly varying
times ∆t between the data points resulting in a pronounced afterglow effect. The onset of
the oscillatory behavior at TC is merely a coincidence. The algorithm introduced in Sec.
2.1.3.2 used to correct data sets affected by the afterglow effect could not be utilized in
this case due to the large number of subsequently affected data points. In contrast, the
fc-fh scan was treated using the afterglow algorithm which can be seen in Fig. 2.15 where
this data set was shown as an example.

Below TC both data sets reveal complex behavior deviating from the simple theory which
would predict a step-like or exponential dependency. Therefore, in order to determine TC, a
line was fit to the polarization data in the region directly below TC where the intersection
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Figure 5.17.: ND temperature scans of CePt sample B at a pressure of 0.8 GPa. During
both measurements a field of 50 mT was applied, however, in the first case the sample was
cooled in zero field (blue circles) while in the second case the sample was cooled in a field of
50 mT (pink circles). The data in panel (b) is the same data as in (a) but with an artificial
offset of 0.01. The polarization decreases below TC = 7.5 K indicating the onset of FM order.
Further features in the data sets are marked with the temperatures Tk and TF and are
explained in the text.
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of the fit with P = 1 gives TC. As the zfc-fh scan is strongly affected by the afterglow
effect, TC = 7.5 K was determined only from the fit to the fc-fh scan which is shown as a
black line in Fig. 5.17(b).

Going to lower temperatures a shoulder is observed in both data sets at Tk = 4.1 K
where the slope of the polarization changes significantly. Around 3 K a splitting of the zfc
and the fc scans can be seen where the polarization of the fc data further decreases while
the polarization of the zfc data levels out and increases for temperatures below TF = 2.2 K.

After increasing the pressure to 1.1 GPa two temperature scans were measured with
the same field histories as at the previous pressure. The corresponding data is shown in Fig.
5.18 analogous to Fig. 5.17. The depolarization sets in at a slightly higher temperature
with a subsequent linear decrease. As before a shoulder is observed at Tk = 4.2 K in both
data sets. Again, a splitting between the zfc and fc scans can be seen due to an increase of
the polarization of the zfc data towards lowest temperatures. The slope of the zfc data
changes sign at TF = 2.1 K. TC was determined by linear fits shown as black lines in Fig.
5.18(b). The polarization at high temperatures of the zfc scan features a small increase of
the polarization towards higher temperatures which we were not able to explain. Therefore,
only the fit of the fc-fh scan was used to determine TC = 7.8 K.

Fig. 5.19 shows ND temperature scans of sample B measured at a pressure of 1.5 GPa.
The intention was to perform scans with the same field histories as at the other two
pressure points presented above. However, an incorrect measurement script prevented the
control software from turning on the magnet in the case of the zfc-fh scan resulting in the
measurement of a zfc-zfh scan (orange circles) instead. This data set shows very small
depolarization on the order of 1 · 10−3 in the temperature range from 2.0 K to 7.5 K with
a calculated polarization error of 0.6 · 10−3.

Furthermore, a fc-fh temperature scan with an applied field of B = 50 mT was measured
showing similar behavior as the corresponding scans at 0.8 and 1.1 GPa. The FM ordering
temperature TC = 7.7 K was determined from the fit of a line to the polarization values
directly below TC. A change of the slope can be seen at Tk = 4.7 K.

Temperature scans at a pressure of 1.1 GPa were also performed in beam time A
on a CePt sample A. Two zfc-fh scans and one fc-fh scan with applied fields of 50 mT
were measured and are shown in Fig. 5.20. All three data sets show depolarization below
7.0 K but with much steeper slopes than the previously presented temperature scans
from beam time B at similar pressures. The TC of each scan was determined by fitting
a line to the polarization data directly below TC shown in Fig. 5.20(b) as black lines.
As all measurements behave consistently around 7 K, the FM ordering temperature for
this sample and pressure was calculated from the average of the three fits to TC = 7.0 K.
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Figure 5.18.: ND temperature scans of CePt sample B at a pressure of 1.1 GPa using the
same field histories as in the measurements at 0.8 GPa (c. Fig. 5.17). Again, the data is
shown (a) on the same y-scale and (b) with a y-offset of 0.01. TC = 7.8 K was determined
from a linear fit (black line in (b)) to the fc-fh scan. Below 3.5 K a splitting of the two
polarization curves is observed.
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Figure 5.19.: ND temperature scans of CePt sample B at a pressure of 1.5 GPa. The fc-fh
scan was performed in a field of B = 50 mT while the zfc-zfh scan was performed in zero
field. Similar to the previous fc-fh scans at slightly smaller pressures, the fc-fh data shows
a linear decrease starting at TC = 7.7 K and a change of slope at Tk = 4.7 K. In contrast,
almost no depolarization can be seen in the zfc-zfh data set.

Similar to the measurements of sample B a splitting of the zfc and fc curves occurs at 3 K
with an increase of the polarization towards lower temperatures starting at TF = 2.0 K in
the case of the zfc measurements. However, no shoulder is observed in the data of sample A
in the temperature region between 4 and 5 K, but at Tk = 3.0 K and only in the fc-fh data.
Furthermore, for T > 3 K the ND curves resemble more an exponential dependency as
described by Eq. 2.7. However, a quantitative evaluation using the equation is impossible
here due to restrictions by the HP-ND setup as stated in Sec. 2.1.1.1.

Another difference to the measurements of sample B is the increased level of noise in the
measurements of sample A. This observation is also consistent with further measurements
of samples A and B shown below. As the calculation of the error bars using the algorithm
discussed in Sec. 2.1.3.1 gives errors being too small to explain the observed noise, the
error bars of all measurements of sample A were estimated from the standard deviation
of the polarization above TC. Evaluating the polarization of the six ROIs from the guide
pattern separately shows strong correlation of the polarization curves on the level of noise.
The source for the increased noise can therefore only be narrowed down to an effect that
affects the overall measured intensity of the neutron beam, such as flux variations due to
reactor control or the afterglow effect.



118 5. Ce-based Ferromagnetic Kondo Lattices

0 . 9 4

0 . 9 6

0 . 9 8

1 . 0 0

 z f c - f h ,  � � � � � � � � �

 z f c - f h ,  B � � � � � � � �

 f c - f h ,  B � � � � � � � �

po
lar

iza
tio

n

� � � 
 � � � 
 � 
 � � � 
 � 
 �

T C 
 � 
 � � � 
 � 
 � � � 
 	

( a )

( b )

T F 
 � 
 � � � 
 � 
 � � � 
 	

T k 
 � 
 � � � 
 � 
 � � � 
 	

C e P t
s a m p l e  A

0 5 1 0 1 5
0 . 9 0

0 . 9 2

0 . 9 4

0 . 9 6

0 . 9 8

1 . 0 0

po
lar

iza
tio

n

T  ( K )
Figure 5.20.: ND temperature scans of CePt sample A at a pressure of 1.1 GPa. Two zfc-fh
scans (light and dark blue circles) and one fc-fh scan (pink circles) were performed in a field
of B = 50 mT. The ND data is shown (a) on the same y-scale and (b) with a y-offset of 0.02
between the curves. TC = 7.0 K was determined from the average TC of the three scans by
fitting a linear function to each scan (black lines).
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Figure 5.21.: ND temperature scans of CePt sample C at a pressure of 4.1 GPa. The
polarization was measured with an applied field of 50 mT, once after zfc (blue circles) and
once after fc (pink circles). The FM ordering temperature TC = 8.3 K was determined via a
linear fit (black line) to the fc-fh data.

Fig. 5.21 shows temperature scans of sample C at a pressure of 4.1 GPa. No mea-
surements of sample C at other pressures were performed as beam time C (p14766) was
originally intended for measurements on SrRuO3. Due to failures of the SrRuO3 pressure
cells at the beginning of the beam time, CePt sample C was measured as a backup while
a new pressure cell was loaded with SrRuO3. Two temperature scans were measured in
a field of B = 50 mT, one after cooling in zero field (blue circles) and one after cooling
in a field of 50 mT (pink circles). Both scans show depolarization below ∼ 8 K and a
subsequent splitting at 7.5 K similar to the scans at lower pressures, however, shifted to
higher temperatures. As the onset of depolarization is very gradual in the case of the zfc-fh
data set, the much sharper fc-fh scan was used to determine TC = 8.3 K by fitting a line
to the polarization data below TC. Again, an increase of the polarization is observed in
the zfc-fh scan towards lowest temperatures after passing a minimum at TF = 4.8 K.

Three temperature scans of sample A at 5.7 GPa were measured for different field
histories and are shown in Fig. 5.22(a) on the same y-scale and in Fig. 5.22(b) with a
y-offset of 0.02 between the data sets. The polarization was measured in a field of 50 mT
after zfc (blue circles) and fc (pink circles), and in zero field after zfc (orange circles).
In the case of the zfc-zfh scan the polarization stays constant and no depolarization can
be seen. However, if a field is applied a depolarization of several percent is observed
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Figure 5.22.: ND temperature scans of CePt sample A at a pressure of 5.7 GPa. Temperature
scans were measured in zero field and with a field of 50 mT for the field histories zfc-fh (blue
circles), fc-fh (pink circles), and zfc-zfh (orange circles). The temperature scans are shown
(a) on the same y-scale and (b) with a y-offset of 0.02 between the data sets. While no
depolarization is observed in the zfc-zfh scan a decrease of polarization can be seen in the
other scans below approximately 8 K. Below TF = 3.4 K the polarization of the zfc-fh scan
increases again towards lower temperatures.
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below ∼ 8 K. Extracting TC using a linear fit as shown in Fig. 5.22(b) as black lines
results in temperatures of (7.5± 0.1) K and (9.1± 0.2) K for the zfc-fh and the fc-fh scan,
respectively. The Curie temperature TC = 8.3 K for this pressure was calculated using the
average of the temperatures from the fits with a rather large error of 0.8 K calculated
from the standard deviation. As in previous measurements a splitting of the zfc-fh and the
fc-fh curves can be seen at low temperatures. The polarization of the zfc-fh measurement
features a minimum at TF = 3.4 K.

Fig. 5.23 shows three temperature scans of sample A at a pressure of 9.3 GPa on the
same y-scale in panel (a) and with a y-offset of 0.02 between the data sets in panel (b). As
in previous measurements at lower pressures the polarization data was acquired in a field
of 50 mT after zfc and fc. Additionally, a fc-fh scan in a field of 150 mT was measured.
The polarization of the zfc-fh measurement is constant except for temperatures around
7.3 K and below 1.3 K. These deviations may be caused by the afterglow effect and are
not interpreted as depolarization since no consistent trend towards a smaller polarization
can be seen. In contrast, applying a field of 50 mT before cooling and heating results in a
measurable depolarization starting at 9.4 K. Repeating the fc-fh scan with an increased
field of 150 mT also increases the depolarization and shifts the onset of depolarization to
slightly higher temperatures. TC = 9.8 K was determined by fitting a line to both fc-fh
scans and taking the average of both values.

The same scans measured at 9.3 GPa were also performed at 10.5 GPa as shown in a
similar way in Fig. 5.24. The polarization of the zfc-fh data set is constant up to 12 K where
it starts to decrease. Also, an instability of the temperature controller was detected at 12 K
resulting in a 20 % shorter time between data points ∆t. The decrease in the zfc-fh scan is,
therefore, much likelier caused by a propagation of the afterglow effect after the anomaly at
12 K than by a depolarization effect. The fc scans both show a decrease of the polarization
towards lower temperatures, however, at different temperatures. No ∆t anomalies were
found in the fc scans which coincide with polarization changes. Nevertheless, artifacts
resulting from the afterglow effects cannot be excluded as the large deviation of polarization
values in the 150 mT scan cannot be explained otherwise. Again, a linear fit was used
for the determination of TC yielding (10.3± 0.5) K for B = 50 mT and (6.8± 0.6) K for
B = 150 mT. The average TC = 8.6 K of both values was taken for the Curie temperature
at this pressure with an error of 1.8 K.

The highest pressure at which CePt was investigated in this study is 12.2 GPa; however,
only one temperature scan could be measured due to time limitations. The fc-fh scan with
an applied field of 50 mT of sample B is shown in Fig. 5.25. The polarization data shows
very little deviation from P = 1 with the deviations being smaller than the polarization
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Figure 5.23.: ND temperature scans of CePt sample A at a pressure of 9.3 GPa. The
polarization was measured in a field of 50 mT after zfc (blue circles) and fc (pink circles)
as well as in a field of 150 mT after fc (purple circles). The temperature scans are shown
(a) on the same y-scale and (b) with a y-offset of 0.02 between the data sets. While no
consistent depolarization is observed in the zfc-fh scan, the fc scans show depolarization
below TC = 9.8 K.
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Figure 5.24.: ND temperature scans of CePt sample A at a pressure of 10.5 GPa. The scans
were measured applying the same field histories as at the previous pressure of 9.3 GPa shown
in Fig. 5.23. While the zfc-fh data features an unexpected decrease of polarization towards
higher temperatures, depolarization can be seen in the fc-fh scans at lower temperatures.
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Figure 5.25.: ND temperature scan of CePt sample B at a pressure of 12.2 GPa. The
polarization was measured in a field of 50 mT after cooling it in the same field. Within the
error of 5.8 · 10−4 the polarization is constantly 1 except for a small region between 2 and
4 K.

error of 5.8 · 10−4 for all temperatures except for the interval between 2 and 4 K. It is
questionable if the decrease of the polarization in this temperature interval is caused by
depolarization, or if it is an artifact caused by statistical outliers or the afterglow effect.
As no clear proof of FM order can be derived from this data set, the TC for this pressure
was set to zero.

5.3.3. Discussion of CePt

5.3.3.1. Properties of CePt at Ambient Pressure

The PM Curie-Weiss moment of 2.60µB extracted from the susceptibility measurements
of sample L is close to the free ion value of Ce (2.54µB) and in good agreement with the
literature [222, 251]. The negative Curie-Weiss temperature is a strong indicator for Kondo
interactions. Furthermore, the magnetization measurements shown in Fig. 5.13 resemble
comparable data from the literature [222, 231, 238]. The magnetic moment of 0.64µB in
the FM phase has to be corrected by a factor of 2 due to the polycrystalline nature of the
sample and the strong magnetic anisotropy along the crystallographic c-axis [222, 231, 232].
The resulting ordered moment of 1.28µB is in good agreement with neutron scattering
results [68].
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The ND measurements of sample L presented in Sec. 5.3.2.2 resemble normal FM
behavior. The Curie temperature TC = 5.90 K extracted from the zfc-zfh temperature scan
is in good agreement with values from the literature [37, 222, 230, 231, 233, 234]. Using
the value of B0 for CePt from Fig. 2.2 and B2

0δ = 1.8 · 10−8 T2 m from the fit of Eq. 2.7 to
the zfc-zfh data, gives an average domain size δ = 0.15 µm which is relatively small for a
FM but may be expected from a strongly anisotropic material such as CePt. Furthermore,
this value for δ should only be taken as a coarse estimate as the calculation assumes a
random orientation of domains and a constant thickness d which is not completely fulfilled
in this case due to the strong anisotropy and the ellipsoid shape of the sample.

The low-temperature polarization of the scans in fields of 10 and 100 mT reaches a con-
stant value indicating much larger domains than in the case of the zero-field measurement.
Furthermore, the temperature scans at finite fields show deviations from the fit of Eq. 2.9
at temperatures above TC in the form of an additional contribution to the depolarization.
This can be explained by the fact that the ND technique is sensitive to fluctuating forms
of FM order (c. Sec. 2.1.1.2). Directly above TC the critical fluctuations are slowed down
by the applied field to a frequency scale where the fluctuations cause depolarization. Thus,
the polarization increases slower towards P = 1 as seen in the fc-fh temperature scans.

Further information on the sample can be derived from the NDI evaluation of the
temperature scans as shown in Fig. 5.3. The TC-map of the zero-field scan features a
central area with a slightly larger TC than the edge of the sample. However, the spatial
variation of TC is on the order of the pixel size (75 µm) which is much smaller than the
actual resolution of the setup of about 0.7 mm. In contrast, the TC-maps of the scans at
10 and 100 mT are smoother and more consistent with the resolution of the NDI setup. A
comparison of the zero-field results with the results at finite fields excludes temperature
gradients and strain within the sample as a cause for the distribution of TC. As no physical
effect explains the grainy distribution of TC in the zf measurements, an artifact from the
fitting algorithm is the likeliest explanation for the behavior of the zero-field results. For
the fitting of the data at finite fields Eq. 2.9 was utilized which is simpler and has less
free parameters than Eq. 2.7, which is used for the zero-field evaluation. The latter is
therefore more susceptible to a false convergence of the fit. Although the fitting procedure
was carefully checked by plotting about 4 % of the total number of fits, a difference of
0.1 K in TC may not be visible to the naked eye. As the exact origin of the artifact is
unknown at this point, no better evaluation of the zero-field data can be given here.

The TC-maps of the data at finite fields show only small variations of TC with a
standard deviation of 0.03 K across the sample indicating a homogeneous sample. Another
value for ∆TC is derived for every pixel by convoluting the fitting function with a gaussian
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distribution with a width of ∆TC. This value gives the distribution of TC in the z-direction
(along the flight path of the neutrons). In case of the CePt measurements the ∆TC in
the z-direction is one order of magnitude larger than the ∆TC in the x-y-plane. This
discrepancy can be explained by the critical fluctuations of the magnetization close to the
phase transition. As already seen in Fig. 5.14, the critical fluctuations cause an additional
contribution to the depolarization resulting in a broadened phase transition. A large part
of this broadening is captured in the width of the gaussian convolution, resulting therefore
in an overestimated ∆TC in z-direction. The actual variation of TC is thus better described
by the value derived from the distribution of TC in the x-y-plane.

In conclusion, the results of the susceptibility, magnetization, and NDI measurements
of CePt sample L are all in good agreement with values from the literature indicating a
homogeneous CePt polycrystal with a good sample quality.

5.3.3.2. Properties of CePt at High Pressures

For the high-pressure ND measurements presented in Sec. 5.3.2.3 the much smaller samples
A, B, and C were cut from the central part of sample L. The smaller number of grains in the
cuboids in combination with the strong magnetic anisotropy enhances individual sample
effects caused by textures, the sample shape or internal stresses. Therefore, deviations from
the measurements of the bulk sample and features in the depolarization curves appearing
only for a particular sample are expected in the high-pressure measurements. Furthermore,
the overall amount of depolarization is expected to decrease with increasing pressure due
to the progressing Kondo-shielding of the magnetic moments.

When comparing the temperature scans of sample B in the pressure range between
0.8 and 1.5 GPa to the temperature scan of sample A at 1.1 GPa, it is evident that the
shoulders at Tk are at similar temperatures for sample B but not for sample A. In contrast,
the drop of the polarization at TC as well as the increase of polarization below TF for the
zfc-fh scans are consistent for both samples. This suggests that the features labeled with
Tk result from individual sample properties such as textures and defects, while TC and TF

show intrinsic magnetic behavior. At the intermediate pressure of 5.7 GPa a kink below TC

is not observed in the temperature scans of sample A implying a pressure dependence of
the underlying effect. A possible explanation could be a preferred orientation of the grains
(texture) in combination with the strong magnetic anisotropy. As the anisotropy of CePt
decreases towards higher pressures [223], the kink gradually disappears at a sufficiently
high pressure.

Fig. 5.26 shows an updated version of the magnetic phase diagram of CePt containing
data from Ref. [37] and from this ND study. TC and TF derived from ND temperature
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Figure 5.26.: High-pressure phase diagram of CePt including data from Larrea et al. [37]
(black markers) and from this study (red and green markers). The color of the markers
differentiates between TC and TF, and the shape of the markers indicates the measured
sample. TC derived from ND measurements follows the boundary of the FM phase, previously
determined by resistivity and susceptibility measurements, but with a small offset to higher
temperatures. In the low to intermediate pressure region an increase of the polarization
towards lower temperatures is observed starting at TF which is shown as green triangles.
The dashed line is a guide to the eye.

scans are depicted by red and green markers, respectively, while Tk was omitted as the
feature at Tk is not intrinsic to CePt. The different shapes of the markers refer to the
investigated samples. TC(p) is in good agreement with the measurements by Larrea et al.
confirming a FM ground state up to a pressure of 10.5 GPa. At 12.2 GPa no depolarization
could be detected as either TC was suppressed to zero or the value of B2

0δ fell below the
detection threshold.

The small positive offset of TC in the phase diagram compared to the data from Larrea
et al. – especially in the low-pressure region – can be explained by the critical fluctuations
which start to depolarize the neutron beam slightly above TC. Although a direct comparison
of temperature scans at different pressures regarding the absolute depolarization is not
possible, it is evident that the depolarizing effect weakens with increasing pressure. This
behavior is consistent with the observation of a decreasing magnetic moment due to
increasing Kondo interactions [37].

The low-temperature feature labeled as TF in the zfc-fh temperature scans of CePt
is reminiscent of the zfc-fh scans of CePd1−xRhx (c. Fig. 5.5). Both systems are FM
Kondo-lattices with an orthorhombic crystal structure and a strong magnetic anisotropy.
However, the main difference between the systems is how the tuning parameter |Γn(EF)| is
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adjusted. In the case of CePd1−xRhx chemical pressure is exerted on the crystal structure
by the substitution of Pd with smaller Rh, while in the case of CePt hydrostatic pressure
is utilized. The substitution introduces disorder into CePd1−xRhx with increasing Rh
content x, resulting in a ground state described by the Kondo cluster glass model (c.
Sec. 5.2.3). The low-temperature feature observed in the zfc-fh scans of CePd1−xRhx is
then explained by a thermal activation of Kondo-screened moments close to a FM cluster
leading to a growth of the cluster. However, the Kondo cluster glass model cannot be used
to describe CePt due to the much lower level of disorder compared to CePd1−xRhx. The
Kondo-screening of the magnetic moments in CePd1−xRhx happens on a small spatial scale
at very different temperatures resulting in FM clusters surrounded by screened moments.
In contrast, previous studies on CePt are more consistent with a Kondo-screening as
proposed in Doniach’s phase diagram, i.e. the magnetic moments are gradually and equally
screened, implying a homogeneous FM ground state up to high pressures.

Therefore, the initial decrease of the polarization up to TF in the zfc-fh scans of CePt
is better explained by a pinning of domain walls on lattice defects and grain boundaries
at low temperatures. When cooling the sample in zero field only small domains form,
which is in agreement with the ND field scans and the results of CePd1−xRhx. Applying a
finite field at base temperature results in a moderate increase of the average domain size,
however, the domain walls are partially pinned at crystal defects or grain boundaries. With
increasing temperature the domain walls are thermally activated and can overcome their
pinning, leading to larger domains and, therefore, a decrease of polarization. The initial
increase of TF(p) towards intermediate pressures can be explained by the introduction of
additional lattice defects caused by the increasing pressure. The difference in TF at 4.1
and 5.7 GPa may result from varying pressure conditions of the two runs (sample A and
C). This could introduce different amounts of lattice defects leading to different TF.

5.4. Conclusions
The two FM Kondo lattices CePd1−xRhx and CePt were investigated using the ND
technique in order to trace the suppression of FM order caused by the Kondo effect.
However, the effects of the different control parameters – chemical composition x and
hydrostatic pressure p, respectively – lead to different manifestations of the Kondo-screening,
affecting the FM domain structure and the FM itself. The ND technique is, therefore, an
ideal tool to investigate these systems as it is sensitive to FM on the microscopic and the
mesoscopic scale. Furthermore, NDI measurements were performed on the samples of both
systems validating the magnetic homogeneity on the macroscopic scale.
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The results of the ND measurements on CePd1−xRhx are in good agreement with
previous measurements of TC(x) confirming the magnetic phase diagram. Furthermore, the
observed behavior of the magnetic domains is well explained by the Kondo cluster glass
model by Westerkamp et al., highlighting the role of chemical disorder on the magnetic
ground state. A small extension was added to the model in order to describe the freezing
of the domains below a characteristic temperature TF. Additionally, the effect of a strong
magnetic anisotropy on ND experiments was investigated by measuring a CePd1−xRhx
single crystal. These measurements contribute to the interpretation of ND signals as they
explain a secondary effect (next to the formation of FM domains) that can influence the
neutron polarization.

In a second study, the pressure-driven phase diagram of CePt was investigated using
the new high-pressure ND setup. FM behavior was confirmed up to 10.5 GPa and the
boundary of the FM phase TC(p) is in good agreement with values from the literature.
Although sample-dependent behavior is observed in several temperature scans, TC(p) shows
clean and consistent behavior suggesting a possible QCP at ∼ 12 GPa. Additionally, an
increase of the polarization in zfc-fh scans below TF was observed, similar to equivalent
scans of CePd1−xRhx. While the reason for this is similar on the mesoscopic scale and can
be described by a freezing of the domains, the reason on the microscopic scale is different.
In CePd1−xRhx the FM clusters are surrounded by Kondo-screened moments, which are
re-activated above TF, resulting in an increase of the domain size. However, in CePt the
measurements suggest that the domain walls are pinned to lattice defects below TF.





6. Conclusions

In the course of the present work the FM of magnetite, SrRuO3, CePd1−xRhx, and CePt
was investigated using the ND technique with the measurements on SrRuO3 and CePt
being performed under high pressures. The results and main conclusions are summarized
in the following.

Natural SD magnetite extracted from chiton teeth was investigated using ND and
magnetization measurements. Magnetic field scans in both techniques above and below the
Verwey transition showed an overall decrease of the coercivity with increasing temperature;
however, the coercivities determined from the ND measurements featured consistently
positive offset of 7 mT. The difference is ascribed to the change of the domain size
with varying field since ND measurements are susceptible to the domain size while
conventional magnetometry averages over the sample. An ND temperature scan across
the Verwey transition revealed a feature at TV = 118 K that is in very good agreement
with magnetization measurements. This enables a systematic investigation of the pressure
dependence of the Verwey transition using the HP-ND setup. The additional information
about the domain sizes determined from ND measurements close to TV could clarify the
mechanism behind the feature at TV in magnetic measurements that, in turn, could explain
the pressure dependence of TV after pressure-cycling. This would contribute to the efficacy
of the usage of magnetite as a geobarometer.

The magnetic phase diagram of the itinerant FM SrRuO3 was investigated using the
ND technique up to a hydrostatic pressure of 17.1 GPa. Values of the Curie temperature
TC could be determined up to 11.4 GPa and are in good agreement with the phase diagram
by Hamlin et al. derived from susceptibility and resistivity measurements [33]. Although a
measurement of TC at 17.1 GPa failed due to a decreasing sample signal with increasing
pressure, a ND magnetic field scan at this pressure featured hysteresis, indicating a FM
ground state. Estimates show that ND magnetic field scans are able to extend the phase
diagram of SrRuO3 to pressures above 17.1 GPa that could reveal if SrRuO3 features a
tricritical point as seen in other quantum critical FMs.

ND studies of the FM Kondo-lattices CePd1−xRhx and CePt were performed in
order to compare their magnetic phase diagrams and their magnetic ground states as
both systems crystallize in the same structure and the suppression of the FM relies
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on the same mechanism. The ND measurements of CePd1−xRhx at intermediate and
high Rh concentrations confirm the phase diagram and are in good agreement with the
Kondo cluster glass model by Westerkamp et al. [11]. Furthermore, ND measurements
investigating the effect of a uniaxial anisotropy on the measured polarization were carried
out utilizing the strong anisotropy of CePd1−xRhx. The measurements feature oscillations
in the polarization signal close to TC that were explained by extending the ND theory
developed by Halpern and Holstein [14].

The polycrystalline CePt sample was characterized using the NDI setup, indicating
a homogeneous sample with a TC in good agreement with values from the literature.
Subsequently, ND measurements under high pressures up to 12.2 GPa were performed.
The results are in good agreement with the phase diagram by Larrea et al. determined
from susceptibility and resistivity measurements [37] and indicate a QCP at about 12 GPa.
Furthermore, features in the polarization signal below TC were observed which could be
ascribed to a pinning of the domain walls at low temperatures.

Comparing the ND results of CePd1−xRhx and CePt reveals the effect of disorder on
the shape of the phase diagram and the magnetic ground state. CePt is driven by the clean
control parameter p resulting in a phase diagram in good agreement with the Doniach
model and a normal FM ground state. In contrast, the disorder introduced by doping in
CePd1−xRhx causes a smearing of the QPT and a complicated ground state consisting of
FM clusters.

The appearance of complex types of FM order in quantum critical FMs emphasizes
the need for ND measurements, as the ND technique can detect FM at high pressures and
gives further information on the mesoscopic length scales of the FM order. Due to the
high pressures involved in the present measurements and the consequently small sample
sizes, the depolarization signals were in some cases close to the resolution limit of the
utilized ND setups. In order to obtain robust polarization data, a strong emphasis was
put on the data evaluation and the estimation of errors. Measurement protocols were
implemented to reduce the effects of systematic errors and a guide for the interpretation
of depolarization measurements was developed to distinguish between errors and actual
depolarization. Furthermore, the resolution of the ND setups regarding the detectable
length and time scales of FM order was calculated. Depending on the magnetic moment of
the investigated system, FM domains on a length scale of nm and fluctuating forms of
FM on a time scale of sub-ns can be detected.

For future measurements the potential of the ND technique can be used to investigate
the phase diagrams of other quantum critical FMs such as LaCrGe3. This system features
a pressure-induced tricritical point at 1.5 GPa and a complete suppression of the FM
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phase at pC ∼ 2.1 GPa [256]. Additionally, an adjacent high-pressure phase was identified
showing signs of a short-ranged FM order [257]. ND measurements are ideally suited to
clarify the magnetic order observed in this phase.





A. Appendix

A.1. Neutron Depolarization Imaging of UGe2

UGe2 shows FM with a Curie temperature of TC = 53 K at ambient pressure. Applying
hydrostatic pressure weakens the FM order until TC is suppressed to zero at a critical
pressure of pC = 1.58 GPa [258]. Additionally, a low-temperature phase between 0.9 GPa
and pC featuring the simultaneous appearance of FM and superconductivity was found
[5]. The nature of the unconventional superconductivity is still under debate. A study by
Haslbeck et al. [259] using the novel neutron spectroscopy method MIEZE investigated
the low-energy spin fluctuations of UGe2 in order to find the driving mechanism for
the unconventional superconductivity. As the sample quality and homogeneity plays an
important role for the interpretation of the MIEZE results, the sample was characterized by
susceptibility, neutron Laue, and NDI measurements. The results of the NDI measurements
are presented here.

The annealed UGe2 single crystal is a cylinder with a nearly constant diameter of
7 mm and a length of 15 mm. The sample was mounted in a CC cryostat with the c-axis
in the horizontal plane and perpendicular to the beam direction (along the x-axis in the
ANTARES coordinate system). An electro-magnet was not installed, however, a guide field
of 0.5 mT was present at the sample position. The sample was cooled down to 10 K and
measured during heating with a temperature step size of 1 K for T < 50 K and T > 60 K,
and with temperature steps of 0.1 K in the region 50 K < T < 60 K.

The sample length could not be fitted within one continuously polarized area of the
analyzer. Therefore, in order to cover the whole sample, two polarization measurements
with different x-positions of the sample were taken per temperature. Three up and down
images were taken per polarization measurement. A spatial resolution of approximately
1 mm was achieved.

Due to the strong depolarization of the sample, Eq. 2.9 was chosen for the data
evaluation. This equation convoluted with a gaussian distribution was then fit to every
pixel-position (x,y) of the polarization data as a function of temperature. Therefore,
the transition temperature TC and the width of the gaussian distribution ∆TC can be
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(c)

(a)

(b)

TC,mean = 52.68 K

TC,std = 0.03 K

Figure A.1.: NDI results of a UGe2 single crystal. (a) TC-map of the UGe2 sample where the
Curie temperature TC is shown as a function of position (x,y). (b) Histogram representation
of the data from the TC-map. The average Curie temperature of the sample TC,mean = 52.68 K
is marked with a black arrow. (c) 2d representation of the width ∆TC of the FM transition
similar to a TC-map.
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determined for every pixel. Fig. A.1(a) shows the Curie temperature as a function of
(x,y), subsequently called a TC-map. TC is homogeneous across the whole sample except
for small deviations at the top left and the bottom which may result from a small
temperature gradient across the sample. The vertical lines on the right-hand side of the
sample are artifacts from the data fusion of the polarization images at different x-positions.
A histogram representation of the data from the TC-map is given in Fig. A.1(b) where the
x-axis displays the same temperature range as the color bar in (a). The TC-distribution
shows a sharp peak with an average of TC,mean = 52.68 K and a standard deviation of
TC,std = 0.03 K. The average TC,mean is in very good agreement with the susceptibility
measurements and values from the literature [260]. Fig. A.1(c) shows the fit parameter
∆TC which is a measure for the distribution of TC along the neutron flight path through
the sample. Although the values vary widely from 0.06 to 0.18 K across the sample, a FM
transition with a width of ∆TC < 0.2 K at TC = 52.68 K is still very sharp. Furthermore,
the values of ∆TC are in good agreement with TC,std = 0.03 K. To summarize, the narrow
distribution of transition temperatures confirms that the sample homogeneity is adequate
for the requirements of MIEZE measurements.

A.2. Supplementary Magnetite Data
This section of the appendix contains additional magnetization data of two magnetite
samples which were not shown in the main text. Magnetization measurements of VSM
sample 2 at temperatures of 80, 140, and 300 K are shown in Fig. A.2. Additionally,
magnetization measurements of the NDI sample temperatures of 80 and 300 K are shown
in Fig. A.3. The coercivities determined from linear fits to the magnetization data close to
M = 0 are listed in the main text in Tabs. 3.1 and 3.2.
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Figure A.2.: Magnetization measurements using a VSM of the magnetite sample identified
as VSM sample 2 at temperatures of (a) 80 K, (b) 140 K, and (c-d) 300 K.
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Figure A.3.: Magnetization measurements using a PPMS of the magnetite sample identified
as NDI sample at temperatures of (a) 80 K and (b) 300 K.
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A.3. Supplementary SrRuO3 Data
As discussed in the main text several data sets of ND measurements on SrRuO3 were
moved to the appendix. Sec. A.3.1 contains the plots of 3× 3 guide pattern polarizations
which correspond to the data shown in Sec. 4.2. Furthermore, ND measurements where no
meaningful conclusion could be drawn are shown in Sec. A.3.2.

A.3.1. 3× 3 Guide Pattern Polarizations of Measurements Shown in
Sec. 4.2
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Figure A.4.: Raw polarizations of the magnetic field scan shown in Fig. 4.3. After cooling
SrRuO3 sample D in zero field to T = 5.1 K the field was (a) increased to 100 mT and then
(b) decreased to zero again.
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Figure A.5.: Raw polarizations of the magnetic field scan shown in Fig. 4.6. After cooling
SrRuO3 sample D in zero field to T = 10 K the field was (a) increased to 100 mT and then
(b) decreased to zero again. Jumps in the polarizations caused by a horizontal movement of
the neutron guides are visible at (a) 225 mT and (b) 160 mT.
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Figure A.6.: Raw polarizations of the temperature scans shown in Fig. 4.7. While the fc-fh
scan in (a) features artifacts from the afterglow effect and the vertical movement of the
pressure cell, an improving measurement protocol lead to a suppression of the artifacts in
(d).
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Figure A.7.: Raw polarizations of the magnetic field scans shown in Fig. 4.8. After cooling
SrRuO3 sample F in zero field to the intended temperature of (a)-(b) 12 K and (c)-(d) 130 K
at a pressure of 11.4 GPa, the field was increased to 260 mT and then decreased to zero
again.
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Figure A.8.: Raw polarizations of the temperature scans shown in Fig. 4.9. (a) Oscillations
of the temperature controller cause a significant increase of noise at about 85 K due to the
afterglow effect. (b) A repetition of the scan with identical parameters shows less artifacts.
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Figure A.9.: Raw polarizations of the magnetic field scan shown in Fig. 4.10. After cooling
SrRuO3 sample F in zero field to T = 11 K the field was (a) increased to 230 mT and then
(b) decreased to zero again.
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Figure A.10.: Raw polarizations of the temperature scan shown in Fig. 4.11.
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A.3.2. Inconclusive SrRuO3 Measurements
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Figure A.11.: ND temperature scans of SrRuO3 sample E at a pressure of 6.8 GPa. (a)
Two temperature scans were performed, one in zero field (zfc-zfh) and one cooled in a field
of 50 mT and measured in the same field. No signatures of the transition to the FM phase
is visible due to artifacts resulting from a vertical movement of the pressure cell. (b) Raw
polarizations of the fc-fh temperature scan at 50 mT. The raw polarizations of the zfc-zfh
temperature scan were used as an example in the main text and are shown in Fig. 2.16.
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Figure A.12.: Magnetic field scan of SrRuO3 sample E at 6.8 GPa and 14 K. Due to a
misalignment of the fields along the neutron flight path the polarization rotates around the
magnetic field created by the magnet. This manifests itself in the sine-like oscillations in the
polarization with a large amplitude. Similar field scans were performed after a readjustment
of the ND setup at 12 and 180 K also showing oscillations.
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Figure A.13.: Magnetic field scans of SrRuO3 sample F at 14.2 GPa and 10 K. (a) The
field scan shows typical behavior for a FM, however, the hysteresis is comparatively small.
(b) A repetition of the field scan shows strongly deviating behavior with the polarization of
the field-increasing part being smaller than the polarization of the field-decreasing part. As
both scans show opposite trends for the same external parameters, no meaningful conclusion
can be drawn.
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Figure A.14.: Raw polarizations of the magnetic field scans shown in Fig. A.13.
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Figure A.15.: ND temperature scans of SrRuO3 sample F at a pressure of 14.2 GPa. (a)
Temperature scans were measured in a field of 100 mT once after zero-field cooling and
twice after field cooling, however, no depolarization was observed. (b)-(d) Corresponding
raw polarizations of the temperature scans shown in panel (a).
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Figure A.16.: Magnetic field scans of SrRuO3 sample G at 10.9 GPa and temperatures of
(a) 5 K, (b) 20 K, and (c) 140 K. While hysteresis is observed at 5 K, no hysteresis can be
seen at 20 and 140 K. Although this could imply a TC below 20 K, this would disagree with
the temperature scans at this pressure and with temperature scans of sample F at 11.4 GPa
shown in Fig. 4.9.
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Figure A.17.: Raw polarizations of the magnetic field scans shown in Fig. A.16.
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Figure A.18.: ND temperature scans of SrRuO3 sample G at a pressure of 10.9 GPa. (a)
Temperature scans were measured in a field of 20 mT after zero-field cooling, after field
cooling, and after cooling in zero field, then applying 260 mT for a few seconds and then
measuring in a field of 20 mT. The latter scan was performed in order to reach a starting
point of the temperature scan equivalent to a low-field value of a magnetic field "down" scan
as shown in Fig. A.16. All temperature scans are affected by the afterglow effect at the lowest
temperature and no depolarization is observed. (b)-(d) Corresponding raw polarizations of
the temperature scans shown in panel (a). All temperature scans show a relative movement
of the pressure cell to the neutron beam.
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Figure A.19.: Magnetic field scans of SrRuO3 sample G at 13.4 GPa and temperatures
of (a) 5 K and (b) 120 K. While no hysteresis is observed at 5 K indications of hysteresis
can be seen at 130 K. However, the latter is barely distinguishable from the theoretically
calculated errors and may therefore lie within the actual error. Furthermore, the existence of
hysteresis at 130 K would imply FM order at a temperature which is contradictory to the
measurements shown in Sec. 4.2 and the non-existing hysteresis at 5 K.
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Figure A.20.: Raw polarizations of the magnetic field scans shown in Fig. A.19.
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Figure A.21.: ND temperature scans of SrRuO3 sample G at a pressure of 13.4 GPa for
different applied fields. Three temperature scans were measured in zero field due to an error
in the control software. After fixing the error, one temperature scan was measured after
field-cooling in a field of 100 mT. However, no depolarization could be detected in any of the
scans.
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Figure A.22.: Raw polarizations of the temperature scans shown in Fig. A.21.
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