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#### Abstract

The finite cell method (FCM) and isogeometric analysis (IGA) promise to improve the interoperability of computer-aided design (CAD) and computer-aided engineering (CAE). In addition, local refinement can be used to efficiently resolve small-scale features. The computational framework composed of these three technologies constitutes a promising approach suitable for sophisticated engineering designs.

This combination presents some unresolved issues, such as the difficulty of introducing the framework into existing finite element software, the implementation efficiency, and the inapplicability of some standard procedures (e.g., the calculation of reaction forces).

The goal of this thesis is to develop several technologies that address these problems. In particular, a multi-level Bézier extraction is proposed to facilitate the integration of locally-refined isogeometric analysis into existing implementations. The approach introduces a set of basis functions independent of the refinement level and common to each element. Algorithms for mesh refinement and coarsening are presented, and their complexity is analyzed. These algorithms operate only through univariate operators to leverage the tensor-product structure. This approach is combined with the sum factorization in a framework suitable for matrix-free iterative solvers. It is shown how local refinement can mitigate issues specific to the FCM and trimming. Namely, the unphysical coupling between the sides of a thin hole and the overconstraining induced by weak boundary conditions are discussed. Finally, a method is developed to compute the conservative reactions on trimmed locally-refined meshes subject to weak boundary conditions. The technique is explained by a variational argument and applied to the trimmed FCM with basis functions that are not defined on "nodes". The proposed approach shows the superconvergence characteristics typical of the classic procedure for untrimmed meshes and nodal shape functions.

The applicability of the proposed methods is demonstrated through various numerical examples. These include trimmed linear Kirchhoff-Love shells defined by CAD models and a three-dimensional geometry defined by a detailed STL file with smooth wavy boundaries and several internal cavities.

This work proposes several techniques that favor the applicability and efficiency of locally-refined isogeometric finite cell analyses, streamlining the design-through-analysis process.


## Zusammenfassung

Die Finite-Zellen-Methode (FCM) und die isogeometrische Analyse (IGA) versprechen, die Interoperabilität von Computer-Aided Design (CAD) und Computer-Aided Engineering (CAE) zu verbessern. Darüber hinaus können kleinskalige Merkmale mithilfe lokaler Verfeinerung effizient aufgelöst werden. Ein aus diesen drei Technologien zusammengesetztes Framework stellt einen vielversprechenden Ansatz dar, der sich für komplexe Konstruktionen eignet. Diese Kombination wirft jedoch einige Probleme auf, wie z. B. die Schwierigkeit der Einbindung des Frameworks in bestehende Finite-Elemente-Software, die Effizienz der Implementierung und die Unanwendbarkeit einiger Standardverfahren (z. B. zur Berechnung von Reaktionskräften).

Ziel dieser Arbeit ist es, mehrere Technologien zu entwickeln, die diese Probleme adressieren. Insbesondere wird eine Multi-Level Bézier-Extraktion vorgeschlagen, um die Integration der lokal verfeinerten isogeometrischen Analyse in bestehende Implementierungen zu erleichtern. Die Methode führt einen Satz von Basisfunktionen ein, die für jedes Element gleich sind, unabhängig von der lokal verfeinerten Basis. Es werden Algorithmen zur Netzverfeinerung und -vergröberung vorgestellt und ihre Komplexität analysiert. Diese Algorithmen basieren ausschließlich auf univariaten Operatoren, um die Tensorproduktstruktur zu nutzen. Zudem werden diese Algorithmen mit der Summenfaktorisierung in einer Weise kombiniert, die für matrixfreie iterative Löser geeignet ist. Es wird gezeigt, wie die lokale Verfeinerung spezifische Probleme der FCM und des Trimmens entschärfen kann. Diskutiert werden die unphysikalische Kopplung zwischen den Seiten eines schmalen Lochs und die durch schwache Randbedingungen induzierte übermäßige Restriktion der Lösung. Schließlich wird eine Methode entwickelt, um die Reaktionen auf getrimmten lokal verfeinerten Netzen mit schwachen Randbedingungen zu berechnen. Die Technik wird durch ein Variationsargument erklärt und auf die FCM angewendet, unter Verwendung getrimmter Basisfunktionen, die nicht knotenbasiert sind. Dieser Ansatz zeigt die Superkonvergenzeigenschaften, die für das klassische Verfahren mit ungetrimmten Netzen und knotenbasierten Formfunktionen typisch sind.

Die Anwendbarkeit der vorgeschlagenen Methoden wird anhand verschiedener numerischer Beispiele demonstriert, einschließlich getrimmter linearer Kirchhoff-LoveSchalen, die durch CAD-Modelle definiert sind, und eines dreidimensionalen linearen Wärmeleitungsproblems, bei dem die Geometrie durch eine detaillierte STL-Datei mit glatten wellenförmigen Rändern und mehreren internen Hohlräumen definiert ist.

In dieser Arbeit werden mehrere Techniken vorgeschlagen, welche die Anwendbarkeit und Effizienz lokal verfeinerter isogeometrischer Finite-Zellen-Analysen verbessern.
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## Chapter 1

## Introduction

### 1.1 Motivation

Modern production technologies allow today's engineering designs to be less constrained by the manufacturing process and primarily driven by functionality. As a result, simulation engineers must deal with objects with increasingly sophisticated shapes defined by nature-inspired parts, overhangs, dents, irregular holes, smooth curved boundaries, or multiple porous regions. The transformation of these complex computer-aided designs (CAD) into models suitable for analysis represents one of the most time-consuming activities in computer-aided engineering (CAE).

The finite cell method (FCM) and isogeometric analysis (IGA) were introduced to improve interoperability between CAD and CAE. The former method does not require a geometryconforming computational mesh, eliminating the time-consuming and error-prone mesh generation step. The latter uses the CAD description directly as a computational mesh, unifying the models used for design and analysis.

An additional difficulty is that complex geometries often lead to small-scale solution features, such as stress concentrations or singularities. The accuracy can be efficiently increased by reducing the element size only in these regions of interest. The mesh-refinement process is considerably eased by allowing so-called hanging nodes, i.e., nodes belonging to one element but not to one of its neighbors. This approach is usually referred to as local refinement. This work considers a straightforward refinement formulation based on multiple levels defining increasingly finer basis functions. This approach is referred to as multi-level or hierarchical refinement.

The finite cell method, isogeometric analysis, and local refinement can be combined, creating a powerful and accurate framework that tightens the design-through-analysis loop. Although this combination has been successfully applied in several examples, some crucial issues remain unresolved:

- The implementation of local refinement is unconventional, making it challenging to implement this approach in existing software.
- Naive implementations of local refinement may be inefficient.
- The framework is unconventional, making some standard procedures inapplicable (e.g., the calculation of reaction forces).


### 1.2 Objectives

This thesis aims to develop several supporting technologies to alleviate the above problems, and to favor the use of the described computational framework in modern engineering practice. In particular, the objectives of this work are to:

- Propose a strategy that brings the multi-level local refinement closer to traditional finite element implementations.
This goal requires aligning the hierarchical definition of element shape functions with the classical definition of standard basis functions common to all elements.
- Formulate several algorithms to efficiently perform common mesh-adaptivity operations in combination with the multi-level definition of basis functions. These operations should include the shape function evaluation, projection of degrees of freedom for refinement and coarsening, and evaluation of matrix-vector multiplications for matrix-free iterative solvers.
The goal is to define procedures for performing these operations and study their cost as a function of the number of spatial dimensions, the number of refinement levels, and the polynomial order of the basis functions.
- Provide algorithms and theoretical understanding in the calculation of reaction forces using the described computational framework.
The absence of the standard concept of "nodes" on the domain boundary and the application of boundary conditions in a "weak sense" preclude the use of standard procedures. The goal is to formulate suitable algorithms for the computation of reaction forces retaining the same convergence rates as the classical approach.


### 1.3 Outline

The coming chapters formally define the computational framework and address the objectives described above. Their content can be summarized as follows:

- Chapter $2^{\text {ab }}$ defines the B-splines and NURBS basis functions, a common ingredient in CAD geometry descriptions. These functions are also used for the numerical analysis, following the isogeometric methodology. The Kronecker product and its properties are briefly reviewed. Successively, this chapter introduces the Bézier extraction: a technique that facilitates the implementation of IGA in existing software (without local refinement).

[^0]- Chapter $3^{\text {ab }}$ defines the considered multi-level local refinement suitable for isogeometric discretizations. In particular, the hierarchical B-splines and their truncated variant are discussed.
- Chapter $4^{\text {a }}$ proposes an extension of the Bézier extraction to (truncated) hierarchical B-splines. The core idea is first introduced for one-dimensional geometries and then extended to higher-dimensional domains. The approach is discussed at both global and element-local levels. The generalization of the method to other refinement schemes is finally outlined.
- Chapter $5^{\text {ab }}$ proposes an approach for evaluating the shape functions and projecting the degrees of freedom for refinement and coarsening. A modified Bézier projection scheme is proposed to leverage the local tensor-product structure. The algorithms are tested in a transient and in a non-linear three-dimensional example.
- Chapter $6^{\text {cd }}$ discusses the use of local refinement in combination with IGA and FCM to mitigate two issues: the unphysical coupling across thin holes and the overconstraining induced by the weak boundary conditions. The application of the computational framework is illustrated in two shell numerical examples.
- Chapter 7 presents the theoretical and algorithmic foundations for the computation of reaction forces on immersed boundaries subject to weak boundary conditions. The proposed approach is also suitable for basis functions that are not based on the concept of "nodes" and do not form a partition of unity. The method is tested on a simple 2D benchmark, a shell example, and a three-dimensional complex geometry defined by smooth wavy boundaries and several internal cavities.
- Chapter 8 combines the algorithms presented in Chapter 5 into a framework suitable for matrix-free iterative solvers. The approach uses the multi-level Bézier extraction and moment-fitting quadrature to exploit the present tensor structure. The application of penalty boundary conditions is finally discussed.
- Chapter $\mathbf{9}^{\text {bc }}$ summarizes the main results and outlines possible future research directions.

Part of the research presented in this thesis has been published in several scientific papers. The proposed Bézier extraction for multi-level refinement was first presented in D'Angella et al. [2018]. The related algorithms were introduced in D'Angella et al. [2018]; D'Angella and Reali [2020]. The use of local refinement to mitigate the unphysical coupling and weak overconstraining was jointly published in Coradello et al. [2020b], where the main scientific research and the textual elaboration of the publication have been equally developed in close collaboration between the first two authors, Luca Coradello and Davide D'Angella.

[^1]
## Chapter 2

## Isogeometric analysis

This chapter reviews the essentials of geometric modeling through NURBS and its use in isogeometric analysis [Cottrell et al., 2009; Hughes et al., 2005]. These notions are explained following closely Cottrell et al. [2009]; Lyche and Morken [2008]; Piegl and Tiller [1995], establishing the context within which the main contributions of this dissertation are developed. The chapter concludes by introducing the Bézier extraction [Borden et al., 2011]: a concept that is generalized for hierarchical refinement in a new contribution elaborated in Chapter 4.

### 2.1 B-splines

The univariate B-spline functions of degree $p$ are defined through a non-decreasing sequence of real numbers

$$
\begin{equation*}
\boldsymbol{\Xi}=\left(\xi_{1}, \ldots, \xi_{m+p+1}\right), \quad \xi_{i} \leq \xi_{i+1}, \quad i=1 \ldots m+p \tag{2.1}
\end{equation*}
$$

The quantities $\xi_{i}$ are called knot values, or knots, and $\boldsymbol{\Xi}$ is referred to as knot vector. Note that the same knot value can be repeated multiple times. A knot value is said to have a multiplicity equal to $k$ when repeated for a total number $k$ of times. The interval [ $\xi_{i}, \xi_{i+1}$ ) is called the $i$ th knot span, and it has zero length when $\xi_{i}=\xi_{i+1}$. The vector of distinct knot values

$$
\begin{equation*}
\breve{\mathbf{\Xi}}=\left(\breve{\xi}_{1}, \ldots, \breve{\xi}_{\check{m}+1}\right), \tag{2.2}
\end{equation*}
$$

is obtained from $\boldsymbol{\Xi}$ by reducing all multiplicities to one. Namely, $\breve{\boldsymbol{\Xi}}$ represents the nondegenerate knots spans.

The knot vector $\boldsymbol{\Xi}$ defines $m$ B-spline functions $\left\{N_{i}^{p}\right\}_{i=1 \ldots m}$ through the Cox-de Boor recursion formula

$$
\begin{equation*}
N_{i}^{p}(\xi)=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} N_{i}^{p-1}(\xi)+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p+1}-\xi_{i+1}} N_{i+1}^{p-1}(\xi) . \tag{2.3}
\end{equation*}
$$

The recursion terminates for B-splines $N_{i}^{0}$ of degree $p=0$, i.e., step functions on the half-open knot interval $\left[\xi_{i}, \xi_{i+1}\right.$ )

$$
N_{i}^{0}(\xi)= \begin{cases}1 & \xi_{i} \leq \xi<\xi_{i+1} \\ 0 & \text { otherwise }\end{cases}
$$

When the quotient $0 / 0$ occurs in Equation (2.3), it is defined to be equal to zero.
Note that from their definition, the B-splines are piecewise polynomials defined on the whole real line, and they assume non-zero values only within the interval given by the extremal knot values $\left(\xi_{1}, \xi_{m+p+1}\right)$. If a knot value is repeated $k$ times, $k \geq 1$, then the B spline functions have $p-k$ continuous derivatives at that location, while they are infinitely differentiable everywhere else. In the following, only knot vectors where the first and last knot are repeated $p+1$ times are considered

$$
\begin{equation*}
\boldsymbol{\Xi}=(\underbrace{a, \ldots, a}_{p+1}, \xi_{p+2}, \ldots, \xi_{m}, \underbrace{b, \ldots b}_{p+1}) . \tag{2.4}
\end{equation*}
$$

Such knot vectors are referred to as open or clamped. Without loss of generality, it is defined $(a, b)=(-1,1)$.

A B-spline curve $\boldsymbol{F}:[-1,1] \rightarrow \mathbb{R}^{m_{g}}$ in an $m_{g}$-dimensional space can be defined by some coefficients $\left\{\boldsymbol{P}_{i}\right\}_{i=1 \ldots m}, \boldsymbol{P}_{i} \in \mathbb{R}^{m_{g}}$ referred to as control points. The value $\boldsymbol{F}(\xi)$ for a parametric location $\xi \in \mathbb{R}$ is defined by the linear combination

$$
\boldsymbol{F}(\xi)=\sum_{i}^{m} N_{i}^{p}(\xi) \boldsymbol{P}_{i}
$$

In the following chapters, such linear combination will be often expressed in matrix notation as

$$
\boldsymbol{F}(\xi)=\boldsymbol{P}^{\top} \boldsymbol{N}^{p}(\xi),
$$

where

$$
\begin{align*}
\boldsymbol{N}^{p}(\xi) & =\left(N_{1}^{p}(\xi), \ldots, N_{m}^{p}(\xi)\right)^{\top},  \tag{2.5}\\
P_{i j} & =\left[\boldsymbol{P}_{i}\right]_{j} . \tag{2.6}
\end{align*}
$$

### 2.2 Non-uniform rational B-splines

The B-spline functions defined in the previous section can be generalized to NURBS, allowing to represent a broader class of geometric objects such as conic sections. NURBS are nowadays the de-facto industry standard in the design and exchange of digital geometries.

The $p$ th-degree NURBS basis functions $\overline{\boldsymbol{R}}^{p}(\xi)$ are defined by an open knot vector $\boldsymbol{\Xi}=$ ( $\xi_{1}, \ldots, \xi_{m+p+1}$ ) and some weights $\boldsymbol{w} \in \mathbb{R}^{m}$. Specifically,

$$
\begin{equation*}
\bar{R}_{i}^{p}(\xi)=\frac{w_{i}}{\boldsymbol{w}^{\top} \boldsymbol{N}^{p}(\xi)} N_{i}^{p}(\xi), \tag{2.7}
\end{equation*}
$$

where $\boldsymbol{N}^{p}$ is composed of the B-splines defined by the knot vector $\boldsymbol{\Xi}$, as described in the previous section.

A NURBS curve $\boldsymbol{F}:[-1,1] \rightarrow \mathbb{R}^{m_{g}}$ is constructed by a linear combination of NURBS basis functions

$$
\boldsymbol{F}(\xi)=\boldsymbol{P}^{\top} \overline{\boldsymbol{R}}^{p}(\xi),
$$

for some $m \times m_{g}$ coefficient matrix $\boldsymbol{P}$, indicated as $\boldsymbol{P} \in \mathbb{R}^{m \times m_{g}}$.
Note that the NURBS basis functions are a generalization of the standard B-splines, as their definition coincides when the weights are all equal to one (or any other constant value). Moreover, the following properties hold

$$
\begin{array}{rlrl}
\bar{R}_{i}^{p}(\xi) & \geq 0, & \forall i, p, \text { and } \xi \in[-1,1] & \\
\bar{R}_{i}^{p}(\xi) & =0, & & \text { (non-negativity), } \\
\bar{R}_{1}^{p}(-1) & =\bar{R}_{m}^{p}(1)=1, & \forall \xi \notin\left[\xi_{i}, \xi_{i+p+1}\right] & \\
\text { (local support), } \\
\sum_{i=1}^{m} \bar{R}_{i}^{p}(\xi) & =1, & \forall p & \\
\text { (interpolatory endpoints), } \\
& \forall \xi \in[-1,1] & & \text { (partition of unity). }
\end{array}
$$

See Piegl and Tiller [1995] for a comprehensive review.
An efficient way to represent NURBS curves is to use homogeneous coordinates. The idea is to represent a rational geometry in $m_{g}$ coordinates as a B-spline geometry in an $\left(m_{g}+1\right)$-dimensional space. Given some control points $\left\{\boldsymbol{P}_{i}\right\}$ and non-zero weights $\left\{w_{i}\right\}$, the curve $\boldsymbol{F}(\xi)=\sum_{i} \boldsymbol{P}_{i} \bar{R}_{i}^{p}(\xi)$ can be transformed into homogeneous coordinates $\stackrel{\circ}{\boldsymbol{P}}_{i}$ as

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{P}}_{i}=\left(w_{i} \boldsymbol{P}_{i}, w_{i}\right)^{\top} . \tag{2.8}
\end{equation*}
$$

For example, in three dimensions, $\boldsymbol{P}_{i}$ has three coordinates $\boldsymbol{P}_{i}=\left(x_{i}, y_{i}, z_{i}\right)^{\top}$, and its homogeneous representation reads

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{P}}_{i}=\left(w_{i} x_{i}, w_{i} y_{i}, w_{i} z_{i}, w_{i}\right)^{\top} . \tag{2.9}
\end{equation*}
$$

The original coefficients $\boldsymbol{P}_{i}$ can be recovered through the following map

$$
\begin{aligned}
\Psi\left(\stackrel{\circ}{\boldsymbol{P}}_{i}\right) & =\Psi\left(\left(x_{i}, y_{i}, z_{i}, w_{i}\right)^{\top}\right) \\
& = \begin{cases}\left(\frac{x_{i}}{w_{i}}, \frac{y_{i}}{w_{i}}, \frac{z_{i}}{w_{i}}\right)^{\top} & \text { if } w_{i} \neq 0 \\
\left(x_{i}, y_{i}, z_{i}\right)^{\top} & \text { otherwise. }\end{cases}
\end{aligned}
$$

Using the coefficients in homogeneous coordinates, the four-dimensional representation of $\boldsymbol{F}$ becomes

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{F}}(\xi)=\sum_{i} \stackrel{\circ}{\boldsymbol{P}}_{i} N_{i}^{p}(\xi) . \tag{2.10}
\end{equation*}
$$

Note that $\stackrel{\circ}{\boldsymbol{F}}$ is defined as a linear combination of B-splines $N_{i}^{p}$ instead of rational functions $\bar{R}_{i}^{p}$.

The rational curve $\boldsymbol{F}$ can be obtained from $\stackrel{\circ}{\boldsymbol{F}}$ through the map $\Psi(\cdot)$ as

$$
\begin{aligned}
\Psi(\stackrel{\circ}{\boldsymbol{F}}) & =\Psi\left(\sum_{i} \stackrel{\circ}{\boldsymbol{P}}_{i} N_{i}^{p}\right) \\
& =\sum_{i} \boldsymbol{P}_{i} \frac{w_{i}}{\boldsymbol{w}^{\top} \boldsymbol{N}^{p}(\xi)} N_{i}^{p}(\xi) \\
& =\sum_{i} \boldsymbol{P}_{i} \bar{R}_{i}^{p}(\xi) \\
& =\boldsymbol{F} .
\end{aligned}
$$

When there is no ambiguity, the superscript $p$ is dropped in the following sections to ease the notation.

### 2.3 Multivariate geometries

Given a multi-index $\boldsymbol{i}=\left(i_{1}, \ldots, i_{D}\right)$, the $D$-variate B-spline function $N_{i}$ can be defined as the tensor-product of univariate B-spline functions. In particular, let

$$
\begin{equation*}
{ }^{d} \boldsymbol{\Xi}=\left({ }^{d} \xi_{1}, \ldots,{ }^{d} \xi_{d_{m+} d_{p+1}}\right), \quad 1 \leq d \leq D \tag{2.11}
\end{equation*}
$$

be the knot vector in the $d$ th parametric direction. As explained in the previous section, such a knot vector defines the B-spline functions ${ }^{d} N_{i_{d}}, i_{d}=1, \ldots,{ }^{d} m$, of degree ${ }^{d} p$.

The $D$-variate B-spline function $N_{i}(\boldsymbol{\xi})$ at a location $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{D}\right)$ is defined as the tensor-product

$$
\begin{equation*}
N_{i}(\boldsymbol{\xi})=\prod_{d=1}^{D}{ }^{d} N_{i_{d}}\left(\xi_{d}\right) . \tag{2.12}
\end{equation*}
$$

Multivariate geometric objects can be obtained as a linear combination of the basis functions $N_{i}$. In particular, given some coefficients $\boldsymbol{P}_{\boldsymbol{i}}$ and the parametric domain $\hat{\Omega}=[-1,1]^{D}$, a $D$-variate B-spline geometry $\boldsymbol{F}(\boldsymbol{\xi}): \hat{\Omega} \rightarrow \mathbb{R}^{m_{g}}$ is obtained as

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{\xi})=\sum_{i} N_{i}(\boldsymbol{\xi}) \boldsymbol{P}_{i} . \tag{2.13}
\end{equation*}
$$

Multivariate NURBS functions $\left\{\bar{R}_{i}(\boldsymbol{\xi})\right\}$ with weights $\left\{w_{i}\right\}$ are defined as

$$
\begin{equation*}
\bar{R}_{i}(\boldsymbol{\xi})=\frac{N_{i}(\boldsymbol{\xi}) w_{i}}{\sum_{j} N_{j}(\boldsymbol{\xi}) w_{j}} . \tag{2.14}
\end{equation*}
$$

As for B-splines, NURBS geometries are obtained by linear combinations of some coefficients $\boldsymbol{P}_{\boldsymbol{i}}$

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{\xi})=\sum_{i} \bar{R}_{i}(\boldsymbol{\xi}) \boldsymbol{P}_{i} . \tag{2.15}
\end{equation*}
$$

In general, each function $\bar{R}_{i}(\boldsymbol{\xi})$ cannot be obtained as a tensor-product of univariate functions. However, NURBS geometries $\stackrel{\circ}{\boldsymbol{F}}$ in homogeneous coordinates follow a tensor structure induced by the B-splines

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{F}}(\boldsymbol{\xi})=\sum_{i} N_{i}(\boldsymbol{\xi}) \stackrel{\circ}{\boldsymbol{P}}_{i} \tag{2.16}
\end{equation*}
$$

### 2.4 Kronecker product

The tensor-product nature of multivariate B-spline geometries confers a precise structure to linear operators operating on control points or B-spline functions. Given the matrix representations of some linear operators defined in each parametric direction, the tensor product operator is often represented as the Kronecker product of these matrices.

Given a matrix $\boldsymbol{Y} \in \mathbb{R}^{y_{1} \times y_{2}}$, and given $\boldsymbol{X} \in \mathbb{R}^{x_{1} \times x_{2}}$, the Kronecker product $\boldsymbol{Y} \otimes \boldsymbol{X}$ is the block matrix

$$
\boldsymbol{Y} \otimes \boldsymbol{X}=\left[\begin{array}{cccc}
Y_{11} \boldsymbol{X} & Y_{12} \boldsymbol{X} & \ldots & Y_{1 y_{2}} \boldsymbol{X} \\
Y_{21} \boldsymbol{X} & Y_{22} \boldsymbol{X} & \ldots & Y_{2 y_{2}} \boldsymbol{X} \\
\vdots & & & \vdots \\
Y_{y_{1} 1} \boldsymbol{X} & Y_{y_{1} 2} \boldsymbol{X} & \ldots & Y_{y_{1} y_{2}} \boldsymbol{X}
\end{array}\right] \in \mathbb{R}^{x_{1 y_{1} \times x_{2} y_{2}}}
$$

The block structure of this operation confers various important properties to the Kronecker product. The identities relevant in this work are:

$$
\begin{array}{rlr}
\boldsymbol{Z} \otimes(\boldsymbol{Y} \otimes \boldsymbol{X}) & =(\boldsymbol{Z} \otimes \boldsymbol{Y}) \otimes \boldsymbol{X} & \text { (associativity) }, \\
\boldsymbol{Y} \otimes \boldsymbol{X} & =\left(\boldsymbol{Y} \otimes \boldsymbol{I}_{x_{1}}\right)\left(\boldsymbol{I}_{y_{2}} \otimes \boldsymbol{X}\right) & \text { (compatibility) }, \\
\boldsymbol{Y} \otimes \boldsymbol{X} & =\boldsymbol{K}^{\left(y_{1}, x_{1}\right)}(\boldsymbol{X} \otimes \boldsymbol{Y}) \boldsymbol{K}^{\left(x_{2}, y_{2}\right)} & \text { (pseudo-commutativity) }, \\
(\boldsymbol{A} \otimes \boldsymbol{B})(\boldsymbol{C} \otimes \boldsymbol{D}) & =(\boldsymbol{A} \boldsymbol{B}) \otimes(\boldsymbol{C} \boldsymbol{D}) & \text { (mixed-product) } \tag{2.20}
\end{array}
$$

where $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}, \boldsymbol{D}, \boldsymbol{Z}$ are arbitrary real matrices of compatible dimensions, $\boldsymbol{I}_{a} \in \mathbb{R}^{a \times a}$ is the identity matrix, and $\boldsymbol{K}^{a, b} \in \mathbb{R}^{a b \times a b}$ is the (perfect shuffle) permutation matrix

$$
\begin{aligned}
K_{i j}^{a, b} & =\delta_{i,(j \bmod a) b+(j \operatorname{div} a)} \\
& =\delta_{(i \bmod b) a+(i \operatorname{div} a), j},
\end{aligned}
$$

where $\delta$ is the Kronecker delta, while $j$ div $a=\lfloor j / a\rfloor$ and $j \bmod a=j-a\lfloor j / a\rfloor$ denote the (positive) integer division and remainder operator, respectively, and $\lfloor x\rfloor$ is the greatest integer less than or equal to $x$. Further details can be found in, e.g., Fernandes et al. [1998]; Loan [2000] and references therein.

### 2.5 Isogeometric analysis

In the previous sections, NURBS and B-splines were introduced in their natural geometric context. These concepts are now used to define both the computational domain
(mesh) and the discrete solution space's basis functions. The connection between geometry and analysis is naturally furnished by the isoparametric concept: the same set of basis functions describe both the solution space and the geometry.

This approach is compelling for computational domains that are described by NURBS geometries, as suitable solution spaces can be constructed on the exact geometry. When the domain of interest is not described exactly by NURBS geometries, isogeometric analysis [Cottrell et al., 2009; Hughes et al., 2005] can be combined with the finite cell method [Düster et al., 2008, 2017], retaining the geometric exactness. This approach is discussed in Chapters 6-8. Other techniques such as multi-patch coupling are not considered in this work.

Let $\boldsymbol{F}(\boldsymbol{\xi}): \hat{\Omega} \rightarrow \Omega \subset \mathbb{R}^{m_{g}}$ be a $D$-variate NURBS geometry identified by some control points $\boldsymbol{P}_{i} \in \mathbb{R}^{m_{g}}$. As in the previous sections, $\boldsymbol{F}(\boldsymbol{\xi})$ is defined as

$$
\boldsymbol{F}(\boldsymbol{\xi})=\sum_{i} \bar{R}_{i}(\boldsymbol{\xi}) \boldsymbol{P}_{i} .
$$

The functions $\bar{R}_{i}$ are also used as basis functions defining the discrete solution space. In the parametric domain $\hat{\Omega}$, the solution field $\hat{\boldsymbol{u}}^{h}: \hat{\Omega} \rightarrow \mathbb{R}^{m_{s}}$ is described as

$$
\hat{\boldsymbol{u}}^{h}(\boldsymbol{\xi})=\sum_{i} \bar{R}_{i}(\boldsymbol{\xi}) \boldsymbol{d}_{i}
$$

for some degrees of freedom $\boldsymbol{d}_{\boldsymbol{i}} \in \mathbb{R}^{m_{s}}$. The solution field in the physical space $\Omega$ is obtained as

$$
\boldsymbol{u}^{h}=\hat{\boldsymbol{u}}^{h} \circ \boldsymbol{F}^{-1} .
$$

Note that the solution field $\boldsymbol{u}^{h}$ has the smoothness induced by the NURBS basis functions $\bar{R}_{i}$.

### 2.5.1 Refinements

While the computational domain is exactly represented, it might be desirable to enrich the solution space to increase the accuracy of the simulation results. To this end, basis functions suitable for numerical analysis are obtained by "refining" the functions describing the geometry. The refinement can be performed while leaving the geometry and its parametrization unchanged. NURBS functions naturally furnish three main approaches to refinement:

- knot insertion,
- degree elevation, and
- $k$-refinement.


### 2.5.1.1 Knot insertion

Given a NURBS curve $\stackrel{\circ}{\boldsymbol{F}}=\sum_{i=1}^{m} N_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}$ defined on the knot vector

$$
\boldsymbol{\Xi}=\left(\xi_{1}, \ldots, \xi_{m+p+1}\right)
$$

the objective is to describe the same curve in a different basis determined by a knot vector

$$
\tilde{\boldsymbol{\Xi}}=\left(\tilde{\xi}_{1}, \ldots, \tilde{\xi}_{\tilde{m}+p+1}\right)
$$

obtained by adding knots to $\boldsymbol{\Xi}$. Namely, each $\operatorname{knot} \xi_{i}$ in $\boldsymbol{\Xi}$ is also present in $\tilde{\boldsymbol{\Xi}}$. This inclusion is indicated by $\boldsymbol{\Xi} \subset \tilde{\boldsymbol{\Xi}}$. Note that the knot multiplicities in $\tilde{\boldsymbol{\Xi}}$ are at least the multiplicities in $\boldsymbol{\Xi}$.

Let $\left\{\tilde{N}_{i}\right\}$ be the B-splines functions defined on the knot vector $\tilde{\boldsymbol{\Xi}}$. Since $\boldsymbol{\Xi} \subset \tilde{\boldsymbol{\Xi}}$, the same inclusion holds in the respective B-spline spaces:

$$
\begin{equation*}
\operatorname{span}\left\{N_{i}\right\} \subset \operatorname{span}\left\{\tilde{N}_{i}\right\}, \tag{2.21}
\end{equation*}
$$

as both are piecewise-polynomial spaces of the same order, and each $\tilde{N}_{i}$ has a number of continuous derivatives at the knots that is less or equal than the same number for $N_{i}$. The function spaces' inclusion in Equation (2.21) implies that the curve $\stackrel{\circ}{\boldsymbol{F}}=\sum_{i=1}^{m} N_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}$ admits the representation

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{F}}(\boldsymbol{\xi})=\sum_{i=1}^{\tilde{m}} \tilde{N}_{i} \stackrel{\circ}{\boldsymbol{Q}}_{i} \tag{2.22}
\end{equation*}
$$

for some control points $\left\{\dot{\boldsymbol{Q}}_{i}\right\}$. The representations in terms of the functions $\left\{\tilde{N}_{i}\right\}$ or $\left\{N_{i}\right\}$ are expressions of the same curve, maintaining the geometry and its parametrization unchanged. The knot-insertion procedure determines the coefficients $\left\{\boldsymbol{Q}_{i}\right\}$ associated with this change of basis.

If only a single $\operatorname{knot} \bar{\xi} \in\left[\xi_{k}, \xi_{k+1}\right)$ is inserted at the $(k+1)$ th position, i.e.,

$$
\tilde{\boldsymbol{\Xi}}=\left(\tilde{\xi}_{1}=\xi_{1}, \ldots, \tilde{\xi}_{k}=\xi_{k}, \tilde{\xi}_{k+1}=\bar{\xi}, \tilde{\xi}_{k+2}=\xi_{k+1}, \ldots, \tilde{\xi}_{m+p+2}=\xi_{m+p+1}\right),
$$

an explicit formula for the coefficients $\left\{\boldsymbol{Q}_{i}\right\}$ can be obtained from Equation (2.3). Namely,

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{Q}}_{i}=\alpha_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}+\left(1-\alpha_{i}\right) \stackrel{\circ}{\boldsymbol{P}}_{i-1}, \tag{2.23}
\end{equation*}
$$

where

$$
\alpha_{i}= \begin{cases}1 & \text { if } i \leq k-p  \tag{2.24}\\ \frac{\bar{\xi}-\xi_{i}}{} & \text { if } k-p<i \leq k \\ \overline{\xi_{i+p}-\xi_{i}} & \text { if } i>k\end{cases}
$$

When more than one knot is added to $\boldsymbol{\Xi}$, this procedure can be iterated to insert an arbitrary number of knots, one at a time.

Equation (2.23) shows that the knot insertion is a linear operation. Therefore, it can be expressed in matrix form as

$$
\begin{equation*}
\dot{\boldsymbol{Q}}=\boldsymbol{R}^{\top} \stackrel{\circ}{\boldsymbol{P}}, \tag{2.25}
\end{equation*}
$$

where

$$
\begin{align*}
\stackrel{\circ}{Q}_{i j} & =\left[\stackrel{\circ}{\boldsymbol{Q}}_{i}\right]_{j},  \tag{2.26}\\
\stackrel{\circ}{P}_{i j} & =\left[\stackrel{\circ}{\boldsymbol{P}}_{i}\right]_{j} . \tag{2.27}
\end{align*}
$$

The operator $\boldsymbol{R}$ is referred to as the knot-insertion operator.
In $D$-variate spaces defined by the knot vectors

$$
\begin{equation*}
{ }^{d} \boldsymbol{\Xi}=\left({ }^{d} \xi_{1}, \ldots,{ }^{d} \xi_{d_{m+}{ }^{d} p+1}\right), \quad d=1, \ldots, D, \tag{2.28}
\end{equation*}
$$

knots can be inserted in the knot vector ${ }^{d} \boldsymbol{\Xi}$ for each parametric direction $d$, yielding the univariate knot-insertion operators $\left\{{ }^{d} \boldsymbol{R}\right\}_{d=1, \ldots, D}$. In order to use a unified matrix notation, the refined control points $\left\{\boldsymbol{Q}_{\boldsymbol{i}}\right\}$, with multi-index $\boldsymbol{i}=\left(i_{1}, \ldots, i_{D}\right)$, can be arranged in a matrix $\dot{\boldsymbol{Q}}$. Specifically, the multi-index $\boldsymbol{i}$ can be identified by the scalar index $i=i(\boldsymbol{i})$ following the canonical tensor-product order

$$
\begin{equation*}
i=i_{1}+{ }^{1} m\left(i_{2}+{ }^{2} m\left(\ldots i_{D-1}+{ }^{D-1} m i_{D}\right)\right) . \tag{2.29}
\end{equation*}
$$

The matrix $\dot{\boldsymbol{Q}}$ is defined as

$$
\begin{equation*}
\stackrel{\circ}{Q}_{i j}=\stackrel{\circ}{Q}_{i(i), j}=\left[\stackrel{\circ}{\boldsymbol{Q}}_{i}\right]_{j} . \tag{2.30}
\end{equation*}
$$

The knot-insertion operator for the tensor-product geometry is the tensor product of the univariate operators

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{Q}}=\left({ }^{D} \boldsymbol{R} \otimes \ldots \otimes{ }^{1} \boldsymbol{R}\right)^{\top} \stackrel{\circ}{\boldsymbol{P}} . \tag{2.31}
\end{equation*}
$$

### 2.5.1.2 Degree elevation

The degree elevation is a procedure similar to knot insertion in the sense that a given curve is expressed in the coordinates of a finer space. In the case of knot insertion, the finer space consists of "more functions," while in the case of degree elevation, it consists of higher-order functions.

Specifically, given an open-knot vector

$$
\boldsymbol{\Xi}^{p}=(\underbrace{t_{1}, \ldots, t_{1}}_{p+1}, \underbrace{t_{2}, \ldots, t_{2}}_{r_{2}}, \ldots, \underbrace{t_{s-1}, \ldots, t_{s-1}}_{r_{s-1}}, \underbrace{t_{s}, \ldots, t_{s}}_{p+1}),
$$

with associated $p$ th-degree basis functions $\boldsymbol{N}^{p}$, a function space including span $\left\{N_{i}^{p}\right\}$ is generated by the knot vector $\boldsymbol{\Xi}^{p}$ obtained by raising all multiplicities by one, that is

$$
\boldsymbol{\Xi}^{p+1}=(\underbrace{t_{1}, \ldots, t_{1}}_{p+2}, \underbrace{t_{2}, \ldots, t_{2}}_{r_{2}+1}, \ldots, \underbrace{t_{s-1}, \ldots, t_{s-1}}_{r_{s-1}+1}, \underbrace{t_{s}, \ldots, t_{s}}_{p+2}) .
$$

The B-splines defined by $\boldsymbol{\Xi}^{p+1}$ possess the same smoothness as the functions $\boldsymbol{N}^{p}$ but are of degree $p+1$. Given a NURBS curve $\stackrel{\circ}{\boldsymbol{F}}=\left(\boldsymbol{N}^{p}\right)^{\top} \stackrel{\circ}{\boldsymbol{P}}^{p}$, the nestedness condition

$$
\begin{equation*}
\operatorname{span}\left\{N_{i}^{p}\right\} \subset \operatorname{span}\left\{N_{i}^{p+1}\right\} \tag{2.32}
\end{equation*}
$$

implies the existence of some control points $\stackrel{\boldsymbol{P}}{ }^{p+1}$, such that

$$
\begin{equation*}
\left(\boldsymbol{N}^{p}\right)^{\top} \stackrel{\circ}{\boldsymbol{P}}^{p}=\stackrel{\circ}{\boldsymbol{F}}=\left(\boldsymbol{N}^{p+1}\right)^{\top} \stackrel{\circ}{\boldsymbol{P}}^{p+1} \tag{2.33}
\end{equation*}
$$

Explicit algorithms to determine the coefficients $\stackrel{\circ}{\boldsymbol{P}}^{p+1}$ from $\stackrel{\circ}{\boldsymbol{P}}^{p}$ are given in, e.g., Piegl and Tiller [1995].

### 2.5.1.3 $k$-refinement

Knot insertion and degree elevation do not commute. For example, consider the knot vector

$$
\boldsymbol{\Xi}=(-1,-1,1,1) .
$$

Inserting one knot $\xi=0$ and, afterwards, elevating the degree, yields

$$
\tilde{\Xi}=(-1,-1,-1,0,0,1,1,1) .
$$

Instead, performing the knot insertion after the degree elevation gives

$$
\tilde{\Xi}=(-1,-1,-1,0,1,1,1) .
$$

The first knot-vector generates functions that are $\mathcal{C}^{0}$ at $\xi=0$, while the second knot-vector generates functions that are $\mathcal{C}^{1}$ at the same location.

The $k$-refinement is the procedure obtained by first elevating the degree and then inserting new knots. This approach produces functions that have the maximum smoothness dictated by the underlying geometry.

### 2.6 Standard Bézier extraction

The isogeometric approach presented in Section 2.5 shows a few differences compared to standard finite element implementation. Considering every non-degenerate knot span as a finite element, one crucial difference is that the shape functions are not the same for each element. In particular, a knot vector can contain different multiplicities, defining different element basis functions while keeping the element boundaries unchanged. In this
sense, it is not possible to adopt the standard implementation strategy based on defining a set of standard basis functions on a reference space shared by all finite elements. This difference makes it harder to integrate isogeometric analysis into an already-existing finite element code. The Bézier extraction is proposed in Borden et al. [2011] to mitigate these difficulties and, in this section, its main ideas and properties are reviewed, following closely Borden et al. [2011]; Piegl and Tiller [1995].

Consider a univariate knot vector

$$
\boldsymbol{\Xi}=\left(\xi_{1}, \ldots, \xi_{m+p+1}\right)
$$

with an associated vector $\boldsymbol{N}$ composed of $p$ th-degree B-spline basis functions. Let

$$
\stackrel{\circ}{\boldsymbol{F}}(\xi)=\stackrel{\circ}{\boldsymbol{P}}^{\top} \boldsymbol{N}(\xi)
$$

be a NURBS geometry defined by the homogeneous control points $\stackrel{\circ}{\boldsymbol{P}} \in \mathbb{R}^{m \times\left(m_{g}+1\right)}$, $m_{g}$ being the number of components of each control point. The Bézier decomposition of $\stackrel{\rho}{\boldsymbol{F}}$ into piecewise Bézier curves is obtained by raising to $p$ the multiplicity of each internal knot in $\boldsymbol{\Xi}$. This operation can be done by inserting new knots in $\boldsymbol{\Xi}$, as explained in Section 2.5.1.1. This way, the same spline $\boldsymbol{F}$ can be represented in terms of the Bernstein polynomials $\boldsymbol{B}$, as

$$
\dot{\boldsymbol{F}}(\xi)=\dot{\boldsymbol{Q}}^{\top} \boldsymbol{B}(\xi) .
$$

Increasing the knot repetition is a linear operation, i.e., the Bernstein control points $\dot{\boldsymbol{Q}}$ can be obtained as a linear combination of the B-spline control points $\stackrel{\circ}{\boldsymbol{P}}$. The matrix $\boldsymbol{E}$ representing this operation is called the Bézier extraction operator. In particular, $\boldsymbol{E}$ is such that

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{Q}}=\boldsymbol{E}^{\top} \stackrel{( }{\boldsymbol{P}} \tag{2.34}
\end{equation*}
$$

This operator can also be used to obtain the dual relation, i.e., to express the B-spline functions $\boldsymbol{N}$ as a linear combination of Bernstein polynomials $\boldsymbol{B}$. Indeed,

$$
\begin{align*}
\stackrel{\circ}{\boldsymbol{P}}^{\top} \boldsymbol{N} & =\dot{\boldsymbol{F}} \\
& =\dot{\boldsymbol{Q}}^{\top} \boldsymbol{B} \\
& =\left(\stackrel{\circ}{\boldsymbol{P}}^{\top} \boldsymbol{E}\right) \boldsymbol{B}  \tag{2.34}\\
& =\stackrel{\circ}{\boldsymbol{P}}^{\top}(\boldsymbol{E} \boldsymbol{B}) .
\end{align*}
$$

The arbitrarity of $\stackrel{\circ}{\boldsymbol{P}}$ yields the dual relation

$$
\begin{equation*}
\boldsymbol{N}=\boldsymbol{E} \boldsymbol{B} . \tag{2.35}
\end{equation*}
$$

### 2.6.1 Element-local Bézier extraction

Relations (2.34) and (2.35) can be restricted to a single element $\tilde{\Omega}^{e}$ in the knot-vector parameter space. Namely, $\tilde{\Omega}^{e}$ is defined by a non-degenerate knot span $\tilde{\Omega}^{e}=\left[\xi_{1}^{e}, \xi_{2}^{e}\right]$, for some distinct knot values $\xi_{1}^{e}<\xi_{2}^{e}$ in $\boldsymbol{\Xi}$. In particular, the element-local relations read

$$
\begin{align*}
\dot{\boldsymbol{Q}}^{e} & =\left(\boldsymbol{E}^{e}\right)^{\top} \dot{\boldsymbol{P}}^{e},  \tag{2.36}\\
\boldsymbol{N}^{e} & =\boldsymbol{E}^{e} \boldsymbol{B}^{e}, \tag{2.37}
\end{align*}
$$

where $\boldsymbol{N}^{e}$ and $\boldsymbol{B}^{e}$ are column vectors consisting of $\boldsymbol{N}$ and $\boldsymbol{B}$ functions having support on element $\tilde{\Omega}^{e}$, respectively. $\boldsymbol{P}^{e}$ and $\dot{\boldsymbol{Q}}^{e}$ are the control points associated with the functions $\boldsymbol{N}^{e}, \boldsymbol{B}^{e}$, respectively. $\boldsymbol{E}^{e}$ is obtained from $\boldsymbol{E}$ by selecting the rows corresponding to functions in $\boldsymbol{N}^{e}$ and columns associated with functions in $\boldsymbol{B}^{e}$. The localization of operators is further discussed in Chapter 4. Throughout this dissertation, the superscript $e$ indicates element-local matrices.

The element functions $\boldsymbol{N}^{e}(\xi)$ and $\boldsymbol{B}^{e}(\xi)$ are defined for any $\xi \in \tilde{\Omega}^{e}$. The functions $\boldsymbol{B}^{e}(\xi)$ are the same for each element $\tilde{\Omega}^{e}$ up to a coordinate change. In particular, it is possible to obtain $\boldsymbol{B}^{e}(\xi)$ from the Bernstein polynomials $\boldsymbol{B}(\hat{\xi})$ defined on a reference interval $\hat{\Omega}=[a, b]$, i.e.,

$$
B_{i}(\hat{\xi})=\binom{p}{i-1} \frac{(b-\hat{\xi})^{p-(i-1)}(\hat{\xi}-a)^{i-1}}{(b-a)^{p}}, \quad i=1, \ldots, p+1,
$$

where

$$
\binom{p}{i-1}=\frac{p!}{p!(i-1)!}
$$

Without loss of generality, it is assumed $\hat{\Omega}=[-1,1]$ to facilitate Gaussian quadrature.
Given the mapping from reference space to the parametric element $\tilde{F}^{e}: \hat{\Omega} \rightarrow \tilde{\Omega}^{e}$, such that $\tilde{F}^{e}(\hat{\Omega})=\tilde{\Omega}^{e}$, it holds

$$
\boldsymbol{B}^{e}\left(\tilde{F}^{e}(\hat{\xi})\right)=\boldsymbol{B}(\hat{\xi})
$$

Therefore, the element basis functions $\boldsymbol{N}^{e}\left(\tilde{F}^{e}(\hat{\xi})\right)=\boldsymbol{N}^{e}(\hat{\xi})$ defined on the reference space $\hat{\Omega}$ can be expressed through Bernstein polynomials $\boldsymbol{B}(\hat{\xi})$ as

$$
\begin{equation*}
\boldsymbol{N}^{e}(\hat{\xi})=\boldsymbol{E}^{e} \boldsymbol{B}(\hat{\xi}) . \tag{2.38}
\end{equation*}
$$

Equation (2.38) defines the element shape functions $\boldsymbol{N}^{e}$ from a set of element-independent Bernstein polynomials $\boldsymbol{B}$ defined on a common reference space $\hat{\Omega}$.

Equation (2.36) determines a set of element control points defining a direct mapping $F^{e}: \hat{\Omega} \rightarrow \Omega^{e}$ from the reference space $\hat{\Omega}$ to the physical space $\Omega^{e}$. Specifically,

$$
F^{e}(\hat{\xi})=\left(\dot{\boldsymbol{Q}}^{e}\right)^{\top} \boldsymbol{B}(\hat{\xi}) .
$$

In summary, the Bézier extraction operator defines a set of basis functions $\boldsymbol{B}$ on a reference space $\hat{\Omega}$ common to each element. It also determines the control points to obtain a direct geometric mapping to the (unchanged) geometry of the problem through the same functions $\boldsymbol{B}$. This operator furnishes a strategy that is one step closer to traditional finite element implementations based on a common reference space. The only additional step required consists of applying the transformation $\boldsymbol{E}^{e}$ given in Equation (2.38). This modification can be confined to shape-function evaluation subroutines.

### 2.6.2 Multivariate Bézier extraction

In $D$-variate domains, $\boldsymbol{E}, \boldsymbol{N}$, and $\boldsymbol{B}$ are a tensor product of $D$ univariate operators obtained as described in the previous section. For example, for $D=2$, it holds

$$
\begin{aligned}
\boldsymbol{N} & ={ }^{2} \boldsymbol{N} \otimes{ }^{1} \boldsymbol{N}, \\
\boldsymbol{B} & ={ }^{2} \boldsymbol{B} \otimes{ }^{1} \boldsymbol{B},
\end{aligned}
$$

where the left superscript indicates the parametric direction. Using Equation (2.35) in each direction yields

$$
\begin{align*}
{ }^{2} \boldsymbol{N} \otimes{ }^{1} \boldsymbol{N} & =\left({ }^{2} \boldsymbol{E}^{2} \boldsymbol{B}\right) \otimes\left({ }^{1} \boldsymbol{E}^{1} \boldsymbol{B}\right),  \tag{2.39}\\
& =\left({ }^{2} \boldsymbol{E} \otimes{ }^{1} \boldsymbol{E}\right)\left({ }^{2} \boldsymbol{B} \otimes{ }^{1} \boldsymbol{B}\right) . \tag{2.40}
\end{align*}
$$

Namely, the fundamental relations Equations (2.35) and (2.37) hold also for tensor product functions $\boldsymbol{N}$ and $\boldsymbol{B}$, in which the extraction operator $\boldsymbol{E}$ is the tensor product of the univariate extraction operators. Also Equations (2.34) and (2.36) hold for control points of compatible size. Using the same notation as in [Thomas et al., 2015], such a reverse Kronecker product is denoted by

$$
\boldsymbol{E}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{E}={ }^{D} \boldsymbol{E} \otimes{ }^{D-1} \boldsymbol{E} \otimes \ldots \otimes^{2} \boldsymbol{E} \otimes^{1} \boldsymbol{E} .
$$

For example, in three dimensions, the above expression corresponds to

$$
\boldsymbol{E}=\bigodot_{i=1}^{3}{ }^{i} \boldsymbol{E}={ }^{3} \boldsymbol{E} \otimes{ }^{2} \boldsymbol{E} \otimes{ }^{1} \boldsymbol{E}
$$

## Chapter 3

## Hierarchical B-splines

The previous chapter introduced isogeometric analysis, illustrating the tensor-product structure of both the geometry and the solution field. This property can become a disadvantage when approximating fields featuring localized phenomena, such as singularities or stress concentrations. For example, inserting a knot in one parametric direction produces not only new functions with support in the proximity of desired areas but also new functions along the whole extent of the remaining parametric directions. This effect is undesirable, as it precludes local refinement.

This chapter reviews one approach to local refinement based on the definition of B-splines on multiple levels with increasingly smaller support. The final set of basis functions describing the discrete solution space comprises functions belonging to different levels, allowing to introduce refined functions only where needed. This technique, named hierarchical B-splines $(\mathcal{H B})$, is presented in, e.g., Forsey and Bartels [1988]; Greiner and Hormann [1997]; Kraft [1997]; Vuong et al. [2011]. The current chapter completes the preliminaries for the new contributions elaborated in the following chapters.

### 3.1 Introduction

Adaptivity has become a fundamental topic of research in isogeometric analysis. Different techniques are being currently developed, including T-Splines (see, e.g., Bazilevs et al. [2010]; Beirão da Veiga et al. [2012]; Beirão da Veiga et al. [2013]; Li and Scott [2012]; Li et al. [2012]; Scott et al. [2012, 2011]), LR-Splines (see, e.g., Dokken et al. [2013]), hierarchical T-splines (see, e.g., Evans et al. [2015]), and hierarchical B-splines ( $\mathcal{H B}$ ) (see, e.g., Forsey and Bartels [1988]; Greiner and Hormann [1997]; Kraft [1997]; Vuong et al. [2011]). This strategy has been recently improved under the name of truncated hierarchical B-splines ( $\mathcal{T H \mathcal { H } ) \text { [Giannelli et al., 2016, 2012], aiming to recover the partition }}$ of unity property and enhance the bandwidth granted by standard hierarchical B-splines.

The hierarchical B-splines and their truncated variant are based on a hierarchical definition of functions subdivided into multiple levels, as described in the following sections following closely Giannelli et al. [2016]; Hennig et al. [2016].


Figure 3.1: Example of hierarchical B-spline functions. The knots of each level are marked by red crosses.

### 3.2 Function hierarchy

Let

$$
\begin{equation*}
\mathcal{V}^{(0)} \subset \mathcal{V}^{(1)} \subset \cdots \subset \mathcal{V}^{(L)} \tag{3.1}
\end{equation*}
$$

be a sequence of nested $B$-spline spaces defined on a $D$-variate parametric domain $\Omega \subset \mathbb{R}^{D}$. Each space $\mathcal{V}^{(l)}$ is assumed to have a finite dimension denoted by $\operatorname{dim}\left(\mathcal{V}^{(l)}\right)$. It is spanned by the $p$ th-degree B -spline basis, $\mathcal{B}^{(l)}$, identified by the knot vectors

$$
{ }^{d} \boldsymbol{\Xi}^{(l)}=\left({ }^{d} \xi_{1}^{(l)}, \ldots,{ }^{d} \xi_{d_{m}{ }^{(l)}+p+1}^{(l)}\right), \quad 1 \leq d \leq D, 0 \leq l \leq L
$$

Note that the degree $p$ is the same for all parametric directions. The nested nature of the spaces $\mathcal{V}^{(l)}$ implies that the knot vectors are also nested, i.e., ${ }^{d} \boldsymbol{\Xi}^{(l)} \subset{ }^{d} \boldsymbol{\Xi}^{(l+1)}$ (see Section 2.5.1.1).

Figure 3.1 shows an example consisting of three nested knot vectors together with the associated B-spline functions. In particular, note that each level-l knot value is also present in every knot vector of a higher level. The base level $(l=0)$ is referred to as coarse level, while the others are called finer levels.

Among these B-splines defined on different levels, it is of interest to identify a suitable set of functions

$$
\mathcal{H} \subset \bigcup_{l=0}^{L} \mathcal{B}^{(l)}
$$

used as basis functions for both analysis and geometry description. The choice for $\mathcal{H}$ is driven by some areas of interest, where finer functions should be activated to selectively increase the resolution of the space.

To this end, $\Omega$ is partitioned into a finite subdomain set $\mathcal{T}=\left\{\Omega^{e}\right\}_{e=1, \ldots, n_{e}}$ composed of nonempty knot spans of any level. Specifically, given the set $\mathcal{Q}^{(l)}$ of nonempty knot spans defined by the level-l knot vectors $\left\{{ }^{d} \boldsymbol{\Xi}^{(l)}\right\}_{d=1, \ldots, D}$, the multi-level mesh can be identified by any set

$$
\begin{equation*}
\mathcal{T} \subset \bigcup_{l} \mathcal{Q}^{(l)} \tag{3.2}
\end{equation*}
$$

such that

$$
\begin{equation*}
\Omega=\bigcup_{\Omega^{e} \in \mathcal{T}} \overline{\Omega^{e}}, \tag{3.3}
\end{equation*}
$$

where $\overline{\Omega^{e}}$ denotes the closure of $\Omega^{e}$. Figure 3.2 shows a possible choice for $\mathcal{T}$ in the knot-span hierarchy considered in Figure 3.1.

The set of level- $l$ elements is denoted by

$$
\begin{equation*}
\mathcal{T}^{(l)}=\mathcal{T} \cap \mathcal{Q}^{(l)}, \tag{3.4}
\end{equation*}
$$

and let $\Omega^{(l)}$ be their domain, i.e.,

$$
\begin{equation*}
\Omega^{(l)}=\bigcup_{\Omega^{e} \in \mathcal{T}^{(l)}} \overline{\Omega^{e}} . \tag{3.5}
\end{equation*}
$$

To identify a suitable choice of hierarchical basis functions, let

$$
\begin{aligned}
& \Omega_{+}^{(l)}=\bigcup_{l^{*}=l+1}^{L} \Omega^{\left(l^{*}\right)}, \\
& \Omega_{-}^{(l)}=\bigcup_{l^{*}=0}^{l-1} \Omega^{\left(l^{*}\right)}
\end{aligned}
$$

be respectively the finer and coarser domains with respect to the $l$ th level. In the example given in Figure 3.2, these domains consist of the following intervals

$$
\begin{array}{lll}
\Omega^{(0)}=[-1,0], & \Omega^{(1)}=[0,0.25], & \\
\Omega_{+}^{(2)}=[0.25,1], \\
\Omega_{+}^{(0)}=[0,1], & \Omega_{+}^{(1)}=[0.25,1], & \Omega_{+}^{(2)}=\emptyset, \\
\Omega_{-}^{(0)}=\emptyset, & & \Omega_{-}^{(1)}=[-1,0],
\end{array} \quad \Omega_{-}^{(2)}=[-1,0.25] .
$$

Based on the partition $\mathcal{T}$, the basis functions $\mathcal{H}$ can be defined through the set $\mathcal{B}_{a}^{(l)}$ of functions with support on some elements, i.e.,

$$
\mathcal{B}_{a}^{(l)}=\left\{N \in \mathcal{B}^{(l)}: \operatorname{supp}(N) \cap \Omega^{(l)} \neq \emptyset\right\} \subset \mathcal{B}^{(l)} .
$$



Figure 3.2: Example of element mesh and (truncated) hierarchical B-spline basis. The elements are marked by the thick red lines on the horizontal axes. $\mathcal{B}_{a}^{(l)}$ is composed of the colored or dotted functions. $\mathcal{B}_{-}^{(l)}$ is composed of the dotted functions. $\mathcal{B}_{+}^{(l)}$ is composed of the dashed functions. $\mathcal{B}_{=}^{(l)}$ is composed of the solid non-gray functions. The solid gray functions are inactive.

See Figure 3.2 for an example. To identify a subset of linearly independent functions, $\mathcal{B}_{a}^{(l)}$ is divided into the sets

$$
\begin{array}{ll}
\mathcal{B}_{-}^{(l)}=\left\{N \in \mathcal{B}_{a}^{(l)}: \operatorname{supp}(N) \cap \Omega_{-}^{(l)} \neq \emptyset\right\} & \text { (overlapping coarser elements), } \\
\mathcal{B}_{+}^{(l)}=\left\{N \in \mathcal{B}_{a}^{(l)}: \operatorname{supp}(N) \cap \Omega_{+}^{(l)} \neq \emptyset\right\} \backslash \mathcal{B}_{-}^{(l)} & \text { (overlapping finer elements), } \\
\mathcal{B}_{=}^{(l)}=\left\{N \in \mathcal{B}_{a}^{(l)}: \operatorname{supp}(N) \subset \Omega^{(l)}\right\} & \text { (overlapping same-level elements). }
\end{array}
$$

These subsets are illustrated in Figure 3.2. The above definitions are used in the following sections to define the hierarchical B-spline basis and its truncated variant.

### 3.3 Hierarchical B-splines

The hierarchical B-splines basis [Kraft, 1997; Vuong et al., 2011] $\mathcal{H}=\mathcal{H B}$ is defined as

$$
\begin{equation*}
\mathcal{H B}=\bigcup_{l=0}^{L} \mathcal{H B}^{(l)} \tag{3.6}
\end{equation*}
$$

where

$$
\mathcal{H B}^{(l)}=\left(\mathcal{B}_{\left.\stackrel{(l)}{(l)} \cup \mathcal{B}_{+}^{(l)}\right) . . . .}\right.
$$

Namely, $\mathcal{H B}$ is the set of B-splines of each level $l$ whose support covers only elements of level $l^{*} \geq l$ and at least one level- $l$ element (see Figure 3.2). It was proven in Vuong et al. [2011] that the hierarchical B-splines are linearly independent.

### 3.4 Truncated hierarchical B-splines

The truncated hierarchical B-spline basis ( $\mathcal{T H B}$ ) [Giannelli et al., 2012] is similar to the hierarchical B-splines, with the main difference being that the functions whose support covers finer elements are shrunk. This approach generates a basis that spans the same space as the hierarchical B-splines [Giannelli et al., 2012] but is composed of functions that

- have smaller support,
- form a partition of unity, and
- have superior stability properties.

The above properties are all desirable in the context of numerical simulations. See Giannelli et al. [2012, 2013] for further details.

The truncation concept is based on the following definition.
Definition 3.4.1: Truncation operator [Giannelli et al., 2012]
Let $\tau \in \mathcal{V}^{(l)}$, and let

$$
\begin{equation*}
\tau=\sum_{N \in \mathcal{B}^{(l+1)}} c_{N}^{(l+1)}(\tau) N, \quad c_{N}^{(l+1)} \in \mathbb{R} \tag{3.7}
\end{equation*}
$$

be its representation with respect to the finer basis $\mathcal{B}^{(l+1)}$ of $\mathcal{V}^{(l+1)}$. The truncation of $\tau$ with respect to the level $l+1$ is defined as

$$
\operatorname{trunc}^{(l+1)}(\tau)=\sum_{\substack{N \in \mathcal{B}^{(l+1)}, \operatorname{supp}(N) \cap \Omega_{-}^{(l+1)} \neq \emptyset}} c_{N}^{(l+1)}(\tau) N .
$$



(a) $N_{6}^{(1)}=\frac{1}{4} N_{10}^{(2)}+\frac{2}{4} N_{11}^{(2)}+\frac{3}{4} N_{12}^{(2)}+\frac{1}{4} N_{13}^{(2)}$.
(b) $\operatorname{trunc}^{(2)}\left(N_{6}^{(1)}\right)=\frac{1}{4} N_{10}^{(2)}+\frac{3}{4} N_{11}^{(2)}+0 N_{12}^{(2)}+$ $0 N_{13}^{(2)}$.

Figure 3.3: The function $N_{6}^{(1)}$ of the example in Figure 3.2 (left, dashed blue) and its truncation (right, dashed blue) expressed in terms of the finer functions (from left to right): $N_{10}^{(2)}, N_{11}^{(2)}, N_{12}^{(2)}$, and $N_{13}^{(2)}$ (dotted gray and solid orange).

Namely, the truncation is based on the finer-basis representation, keeping only the contribution of basis functions whose support overlaps coarser elements. Figure 3.3 shows a graphical representation of this procedure. Note that the finer-level representation in Equation (3.7) is always well-defined, as $\mathcal{V}^{(l)} \subset \mathcal{V}^{(l+1)}$.

The truncated hierarchical B-spline basis is obtained by a recursive application of the truncation defined in Definition 3.4.1, as described in the following definition.
Definition 3.4.2: Recursive truncation operator [Buffa and Giannelli, 2016]
Let $\tau \in \mathcal{V}^{(l)}$. The recursive truncation of $\tau$ is defined as

$$
\operatorname{Trunc}^{(l+1)}(\tau)=\operatorname{trunc}^{(L)}\left(\operatorname{trunc}^{(L-1)}\left(\ldots \operatorname{trunc}^{(l+1)}(\tau) \ldots\right)\right) .
$$

Similarly, the recursive truncation of the set $\mathcal{B}^{(l)}$ is the set of truncated functions

$$
\operatorname{Trunc}^{(l+1)}\left(\mathcal{B}^{(l)}\right)=\left\{\operatorname{Trunc}^{(l+1)}(N): N \in \mathcal{B}^{(l)}\right\}
$$

The truncated hierarchical B-splines' definition is similar to the one of hierarchical Bsplines, with the difference being that active functions with support partly on finer elements are (recursively) truncated

$$
\begin{equation*}
\mathcal{T H B}=\bigcup_{l} \mathcal{T} \mathcal{H B}^{(l)} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{T H B}^{(l)} & =\mathcal{B}_{=}^{(l)} \cup \operatorname{Trunc}^{(l+1)}\left(\mathcal{B}_{+}^{(l)}\right) \\
& =\operatorname{Trunc}^{(l+1)}\left(\mathcal{H B}^{(l)}\right)
\end{aligned}
$$

Figure 3.2 shows an example of a truncated hierarchical B-spline basis compared to the standard hierarchical B-splines. Note that the truncated functions spanning multiple levels have smaller support compared to their un-truncated counterpart.

## Chapter 4

## Multi-level Bézier extraction

Chapter 2 introduced the Bézier extraction for isogeometric analysis (without local refinement) as a way to ease its implementation in already-existing software. In Chapter 3, it was noted that the tensor-product structure of NURBS patches precludes local refinement. The hierarchical B-splines were presented as a possible way to overcome this difficulty.

In this chapter, the concept of Bézier extraction is generalized to any hierarchical refinement based on a sequence of nested function spaces. The proposed strategy shows properties analogous to the standard Bézier extraction, bringing the local refinement one step closer to traditional finite element implementations. Particular focus is devoted to hierarchical B-splines and their truncated variant. However, the proposed strategy is not limited to these approaches, and further generalizations are briefly discussed.

### 4.1 Introduction

In the literature, several works moving along similar research lines can be found.
In Garau and Vázquez [2016], a similar approach is applied globally following a level-wise strategy, where the active entries of the system matrices are computed in a standard way for each level. Each level's system matrix is successively transformed to produce the entries in the hierarchical B-spline basis. One advantage of this approach is that no connectivity information is needed.

Another similar global approach can be found in Hennig et al. [2016], where the active entries of the system matrices are computed with the standard basis of each hierarchical level. Consecutively, the obtained matrices are inserted into a diagonal block-matrix that is ultimately transformed into the hierarchical system. In Hennig et al. [2016]; Vuong [2014], the Bézier extraction is applied level-wise in a standard fashion.

A very similar concept is outlined in Evans et al. [2015]; Lorenzo et al. [2017]; Scott et al. [2014], where the hierarchical functions are constructed from the Bernstein polynomials. Here, the truncation is not considered, and the presentation is specific to the considered basis functions.

A similar strategy is presented in Apprich et al. [2014]; Bornemann and Cirak [2013], but it is restricted to the overlay of uniform knot-vectors obtained by bisection. In particular, it is not permitted to have knot repetitions, precluding the use of open-knot vectors or reduced-continuity bases. Moreover, the approach does not extend to truncated hierarchical B-splines. Additionally, the method of Bornemann and Cirak [2013] presents the same restrictions as in Kraft [1997], i.e., refinements on the boundary are not allowed.

This dissertation proposes an element-local approach aiming at easing the introduction of local refinement into already-existing software. This approach preserves the "element" concept used in standard finite-element implementations. The proposed approach retains the same properties making the traditional Bézier extraction an effective strategy. The method is defined in a general setting, separating the multi-level extraction from the standard Bézier extraction, setting a more general independent framework applicable to any sequence of nested spaces. The method can be combined with the traditional Bézier extraction, obtaining an extraction for the (truncated) hierarchical B-splines. There is no restriction on the knot vectors' multiplicities, allowing open-knot vectors or reducing the continuity in the finer levels. The method can also be combined with other kinds of standard polynomial functions, such as Lagrange polynomials, integrated Legendre polynomials, or the standard B-splines.

### 4.2 Basic idea

Consider the hierarchical B-spline basis depicted in Figure 3.2 and the level-two element

$$
\Omega^{e_{3}}=(0.25,0.375)
$$

marked by the gray overlay box. The hierarchical B-splines restricted to $\Omega^{e_{3}}$ can be obtained by a linear combination of the single-level functions in $\mathcal{B}^{(2)}$ with support on $\Omega^{e_{3}}$. Namely, the element-local hierarchical basis of $\Omega^{e_{3}}$ is a linear combination of the standard B-Splines defined by the level-two knot vector $\boldsymbol{\Xi}^{(2)}$. This concept is illustrated in Figure 4.1.

This representation is valid for each level-l element $\Omega^{e}$ : the element-local hierarchical basis can be represented on $\Omega^{e}$ as a linear combination of standard level-l B-spline functions in $\mathcal{B}^{(l)}$. This concept will be further explained later in the section. Note that the Bspline basis $\mathcal{B}^{(l)}$ belongs to the same level $l$ as the element $\Omega^{e}$. As shown in Figure 4.1, this linear operation can be represented by a matrix local to each element called the multi-level extraction operator.

Intuitively, such an operator flattens the multi-level hierarchy of functions into a sequence of elements equipped with a single-level basis. This benefit will become even more apparent when the multi-level extraction is combined with the Bézier extraction [Borden et al., 2011], as shortly discussed in Section 4.7 and illustrated in Figure 4.1. The multi-level Bézier extraction operator offers a classical finite element point of view on the hierarchical overlay of functions, giving each element the same set of functions in a reference space



Figure 4.1: Hierarchical B-spline basis local to the element $\Omega^{e_{3}}=(0.25,0.375)$ (cf. Figure 3.2), expressed as a linear combination of standard functions in $\mathcal{B}^{(2)}$ with support on $\Omega^{e_{3}}$ or of Bernstein polynomials.
that can generate the hierarchical basis. This representation can simplify the hierarchicalrefinement implementation in already-existing finite element software.

This hierarchical-refinement representation can be defined not only for nested spline spaces produced by knot insertion, as the one considered in Figure 3.2, but it holds in a more general sense for every sequence of nested spaces $\mathcal{V}^{(0)} \subset \mathcal{V}^{(1)} \subset \cdots \subset \mathcal{V}^{(L)}$. In particular, different basis functions and different kind of refinements can be considered, e.g., (anisotropic) spline knot insertion, (anisotropic) spline degree elevation, (anisotropic) $C^{0}$ continuous linear polynomial and $h$-FEM refinement, or (anisotropic) $C^{0}$-continuous highorder polynomials and $h p$-FEM refinement (see, e.g., Di Stolfo et al. [2016]).

### 4.3 Representation of nested spaces

The core assumption in the formulation of the multi-level extraction operator is that the locally-refined basis functions are defined on nested function spaces. This assumption is
met in the case of $\mathcal{H B}$ and $\mathcal{T H B}$, among others.
Let $\mathcal{V}^{(0)} \subset \mathcal{V}^{(1)} \subset \cdots \subset \mathcal{V}^{(L)}$ be a sequence of nested function spaces, with $\mathcal{B}^{(l)}$ being a (non necessarily B-spline) basis for $\mathcal{V}^{(l)}, m^{(l)}=\operatorname{dim}\left(\mathcal{V}^{(l)}\right)$, and $\boldsymbol{N}^{(l)}$ be the column vector composed of the $m^{(l)}$ functions in $\mathcal{B}^{(l)}$ in some fixed order. The spaces' nestedness implies that if $\boldsymbol{\tau} \in \mathcal{V}^{\left(l_{1}\right)}$, then $\boldsymbol{\tau} \in \mathcal{V}^{\left(l_{2}\right)}$ for any $l_{2} \geq l_{1}$. Therefore, there exists a linear operator represented by a matrix $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)} \in \mathbb{R}^{m^{\left(l_{1}\right)} \times m^{\left(l_{2}\right)}}$, such that

$$
\begin{equation*}
\boldsymbol{N}^{\left(l_{1}\right)}=\boldsymbol{R}^{\left(l_{1}, l_{2}\right)} \boldsymbol{N}^{\left(l_{2}\right)}, \quad l_{1} \leq l_{2} \tag{4.1}
\end{equation*}
$$

The operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ is referred to as refinement operator.
Furthermore, since $\boldsymbol{\tau} \in \mathcal{V}^{\left(l_{1}\right)}, \boldsymbol{\tau}$ can be written as $\boldsymbol{\tau}=\left(\boldsymbol{N}^{\left(l_{1}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{1}\right)}$ for some coefficients $\boldsymbol{P}^{\left(l_{1}\right)}$. Moreover, since $\boldsymbol{\tau}$ belongs as well to $\mathcal{V}^{\left(l_{2}\right)}, \boldsymbol{\tau}=\left(\boldsymbol{N}^{\left(l_{2}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{2}\right)}$ for some coefficients $\boldsymbol{P}^{\left(l_{2}\right)}$. Therefore, it holds

$$
\begin{equation*}
\left(\boldsymbol{N}^{\left(l_{2}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{2}\right)}=\boldsymbol{\tau}=\left(\boldsymbol{N}^{\left(l_{1}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{1}\right)}=\left(\boldsymbol{N}^{\left(l_{2}\right)}\right)^{\top}\left(\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{1}\right)} . \tag{4.2}
\end{equation*}
$$

Equation (4.2) implies

$$
\left(\boldsymbol{N}^{\left(l_{2}\right)}\right)^{\top}\left\{\boldsymbol{P}^{\left(l_{2}\right)}-\left(\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{1}\right)}\right\}=0
$$

and the linear independence of $\boldsymbol{N}^{\left(l_{2}\right)}$ yields the dual relation

$$
\begin{equation*}
\boldsymbol{P}^{\left(l_{2}\right)}=\left(\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}\right)^{\top} \boldsymbol{P}^{\left(l_{1}\right)} \tag{4.3}
\end{equation*}
$$

Equations (4.1) and (4.3) generalize Equations (2.35) and (2.34), respectively.

### 4.4 The multi-level extraction operator

Let us consider a hierarchical basis $\boldsymbol{H}=\left(H_{1}, . ., H_{m}\right)^{\top}$ composed of functions taken from the level bases $\mathcal{B}^{(l)}, 0 \leq l \leq L$, i.e.

$$
\boldsymbol{H}=\left(N_{1}^{(0)}, . ., N_{m^{(0)}}^{(0)}, . ., N_{1}^{(L)}, . ., N_{m}^{(L)}\right)^{\top} .
$$

Since each $H_{k}=N_{i}^{(l)} \in \mathcal{B}^{(l)}$ for some level $l$ and index $i$, it follows from Equation (4.1) that each element $H_{k}$ of $\boldsymbol{H}$ can be written as linear combination of basis functions $N_{j}^{(L)}$ in $\mathcal{B}^{(L)}$

$$
H_{k}=N_{i}^{(l)}=\sum_{j=1}^{\operatorname{dim}\left(\mathcal{B}^{(L)}\right)} R_{i j}^{(l, L)} N_{j}^{(L)} .
$$

Assembling all rows $i$ of $\boldsymbol{R}^{(l, L)}$ corresponding to each hierarchical function $H_{k}$ into a matrix $\boldsymbol{M}$, we obtain a representation of an operator mapping the finest-level functions $\boldsymbol{N}^{(L)}$ to the hierarchical basis $\boldsymbol{H}$

$$
\boldsymbol{H}=\boldsymbol{M} \boldsymbol{N}^{(L)}
$$

The operator $\boldsymbol{M}$ is referred to as multi-level extraction operator. It is a generalization of the refinement operator $\boldsymbol{R}^{(l, L)}$, as it maps the functions of a single level to the hierarchical basis.

The multi-level extraction operator can be formally defined through the following two auxiliary definitions:

Definition 4.4.1: Restriction of a set of functions to a subdomain
Given $\Omega$, let $\mathcal{A}=\left\{N_{1}, \ldots, N_{m}\right\}$ be a set of scalar functions $N_{i}: \Omega \rightarrow \mathbb{R}$. Given a subdomain $\mathcal{Q} \subset \Omega$, the restriction $\operatorname{restr}(\mathcal{A}, \mathcal{Q})$ of $\mathcal{A}$ to $\mathcal{Q}$ is

$$
\operatorname{restr}(\mathcal{A}, \mathcal{Q})=\{N \in \mathcal{A}: \operatorname{supp}(N) \cap \mathcal{Q} \neq \emptyset\}
$$

Namely, it is the subset of functions with support on $\mathcal{Q}$.
Definition 4.4.2: Restrictions of a refinement operator Let

$$
\begin{aligned}
\mathcal{B}^{(0)} & =\left\{N_{1}^{(0)}, \ldots, N_{m^{(0)}}^{(0)}\right\}, \\
\mathcal{B}^{(1)} & =\left\{N_{1}^{(1)}, \ldots, N_{m^{(1)}}^{(1)}\right\}
\end{aligned}
$$

be sets of functions $N_{i}^{(l)}: \Omega \rightarrow \mathbb{R}$. Let $\boldsymbol{N}^{(l)}=\left(N_{1}^{(l)}, \ldots, N_{m^{(l)}}^{(l)}\right)^{\top}$ be a vector composed of all functions in $\mathcal{B}^{(l)}, l \in\{0,1\}$. Let $\boldsymbol{R}^{(0,1)}$ be a real $m^{(0)} \times m^{(1)}$ matrix such that

$$
\boldsymbol{N}^{(0)}=\boldsymbol{R}^{(0,1)} \boldsymbol{N}^{(1)} .
$$

Then, given $\mathcal{A}^{(0)} \subset \mathcal{B}^{(0)}$, $\mathcal{A}^{(1)} \subset \mathcal{B}^{(1)}$, the restriction $\operatorname{restr}\left(\boldsymbol{R}^{(0,1)}, \mathcal{A}^{(0)}, \mathcal{A}^{(1)}\right)$ of $\boldsymbol{R}^{(0,1)}$ to $\mathcal{A}^{(0)}$ and $\mathcal{A}^{(1)}$ is the $\left|\mathcal{A}^{(0)}\right| \times\left|\mathcal{A}^{(1)}\right|$ submatrix obtained by selecting the rows with indices $r_{1}, \ldots, r_{\left|\mathcal{A}^{(0)}\right|}$ and columns with indices $c_{1}, \ldots, c_{\left|\mathcal{A}^{(1)}\right|}$ such that $N_{r_{i}}^{(0)} \in \mathcal{A}^{(0)}$ and $N_{c_{j}}^{(1)} \in \mathcal{A}^{(1)}$, $1 \leq i \leq\left|\mathcal{A}^{(0)}\right|, 1 \leq j \leq\left|\mathcal{A}^{(1)}\right|$.

Namely, $\operatorname{restr}\left(\boldsymbol{R}^{(0,1)}, \mathcal{A}^{(0)}, \mathcal{A}^{(1)}\right)$ is the submatrix composed of rows associated with functions of $\mathcal{A}^{(0)}$ and columns associated with functions of $\mathcal{A}^{(1)}$.

The row and column restrictions are defined as

$$
\begin{aligned}
\operatorname{rowr}\left(\boldsymbol{R}^{(0,1)}, \mathcal{A}^{(0)}\right) & =\operatorname{restr}\left(\boldsymbol{R}^{(0,1)}, \mathcal{A}^{(0)}, \mathcal{B}^{(1)}\right) \\
\operatorname{colr}\left(\boldsymbol{R}^{(0,1)}, \mathcal{A}^{(1)}\right) & =\operatorname{restr}\left(\boldsymbol{R}^{(0,1)}, \mathcal{B}^{(0)}, \mathcal{A}^{(1)}\right) .
\end{aligned}
$$

The multi-level extraction operator can be defined according to the following definition:
Definition 4.4.3: The multi-level extraction operator
Let

$$
\mathcal{V}^{(0)} \subset \mathcal{V}^{(1)} \subset \cdots \subset \mathcal{V}^{(L)}
$$

be a sequence of nested subspaces defined on a domain $\Omega$. Let $\mathcal{B}^{(l)}$ be a basis of $\mathcal{V}^{(l)}$ and $\boldsymbol{N}^{(l)}$ a column vector of functions in $\mathcal{B}^{(l)}$. Furthermore, let $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ be the refinement operator such that

$$
\boldsymbol{N}^{\left(l_{1}\right)}=\boldsymbol{R}^{\left(l_{1}, l_{2}\right)} \boldsymbol{N}^{\left(l_{2}\right)}, \quad l_{1} \leq l_{2}
$$

Given $\mathcal{H} \subset \bigcup_{l} \mathcal{B}^{(l)}$ (e.g., $\mathcal{H}=\mathcal{H B}$ or $\left.\mathcal{H}=\mathcal{T H B}\right)$, let

$$
\mathcal{H}^{(l)}=\mathcal{H} \cap \mathcal{B}^{(l)}
$$

be the level-l functions in $\mathcal{H}$.
The global multi-level operator $\boldsymbol{M}$ is defined as the matrix

$$
\boldsymbol{M}=\left[\begin{array}{c}
\operatorname{rowr}\left(\boldsymbol{R}^{(0, L)}, \mathcal{H}^{(0)}\right) \\
\vdots \\
\operatorname{rowr}\left(\boldsymbol{R}^{(0, L)}, \mathcal{H}^{(L)}\right)
\end{array}\right] .
$$

Furthermore, given an element subdomain $\Omega^{e} \subset \Omega$ of level $l^{e}$, the local multi-level extraction operator $\boldsymbol{M}^{e}$ is defined as

$$
\boldsymbol{M}^{e}=\left[\begin{array}{c}
\boldsymbol{R}^{e,\left(0, l^{e}\right)} \\
\vdots \\
\boldsymbol{R}^{e,\left(l^{e}, l^{e}\right)}
\end{array}\right], \quad \quad \boldsymbol{R}^{e,\left(l, l^{e}\right)}=\operatorname{restr}\left(\boldsymbol{R}^{\left(l, l^{e}\right)}, \mathcal{H}^{e,(l)}, \mathcal{B}^{e,\left(l^{e}\right)}\right)
$$

where $\mathcal{H}^{e,(l)}=\operatorname{restr}\left(\mathcal{H}^{e,(l)}, \Omega^{e}\right)$, and $\mathcal{B}^{e,(l)}=\operatorname{restr}\left(\mathcal{B}^{(l)}, \Omega^{e}\right)$.
Namely, $\boldsymbol{M}^{e}$ is the submatrix obtained from $\boldsymbol{M}$ by selecting the rows and columns associated with functions having support on $\Omega^{e}$.

The global multi-level extraction operator $\boldsymbol{M}$ is simply obtained by joining the rows of the operators $\boldsymbol{R}^{(l, L)}, l=0, \ldots, L$, associated with the hierarchical basis $\mathcal{H}$. It allows representing the target basis $\mathcal{H}$ in terms of the standard functions of the finest level. Indeed, denoting by $\boldsymbol{H}^{(l)}$ the column vector of functions in $\mathcal{H}^{(l)}$ sorted consistently with $\operatorname{rowr}\left(\boldsymbol{R}^{(0, L)}, \mathcal{H}^{(0)}\right)$, it holds

$$
\begin{aligned}
\boldsymbol{H}=\left[\begin{array}{c}
\boldsymbol{H}^{(0)} \\
\vdots \\
\boldsymbol{H}^{(L)}
\end{array}\right] & =\left[\begin{array}{c}
\operatorname{rowr}\left(\boldsymbol{R}^{(0, L)}, \mathcal{H}^{(0)}\right) \boldsymbol{N}^{(L)} \\
\vdots \\
\operatorname{rowr}\left(\boldsymbol{R}^{(L, L)}, \mathcal{H}^{(L)}\right) \boldsymbol{N}^{(L)}
\end{array}\right] \\
& =\left[\begin{array}{c}
\operatorname{rowr}\left(\boldsymbol{R}^{(0, L)}, \mathcal{H}^{(0)}\right) \\
\vdots \\
\operatorname{rowr}\left(\boldsymbol{R}^{(L, L)}, \mathcal{H}^{(L)}\right)
\end{array}\right] \boldsymbol{N}^{(L)} \\
& =\boldsymbol{M} \boldsymbol{N}^{(L)} .
\end{aligned}
$$

Furthermore, for $0 \leq l \leq L$, one can map $\boldsymbol{N}^{(l)}$ to the hierarchical functions up to level $l$ through a multi-level extraction operator $\boldsymbol{M}^{(l)}$.

$$
\left[\begin{array}{c}
\boldsymbol{H}^{(0)} \\
\vdots \\
\boldsymbol{H}^{(l)}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{rowr}\left(\boldsymbol{R}^{(0, l)}, \mathcal{H}^{(0)}\right) \\
\vdots \\
\operatorname{rowr}\left(\boldsymbol{R}^{(l, l)}, \mathcal{H}^{(l)}\right)
\end{array}\right] \boldsymbol{N}^{(l)}=\boldsymbol{M}^{(l)} \boldsymbol{N}^{(l)} .
$$

The multi-level operator $\boldsymbol{M}$ provides the dual relation analogous to Equation (4.3). Indeed, using the same reasoning as in Chapter 4 and section 4.3, it holds

$$
\left(\boldsymbol{N}^{(L)}\right)^{\top}\left\{\boldsymbol{P}^{(L)}-\boldsymbol{M}^{\top} \boldsymbol{P}^{(\boldsymbol{H})}\right\}=0
$$

for coefficients $\boldsymbol{P}^{(\boldsymbol{H})}$ and $\boldsymbol{P}^{(L)}$ such that $\boldsymbol{H}^{\top} \boldsymbol{P}^{(\boldsymbol{H})}=\boldsymbol{N}^{\top} \boldsymbol{P}^{(L)}$. The linear independence of $\left(\boldsymbol{N}^{(L)}\right)^{\top}$ yields

$$
\begin{equation*}
\boldsymbol{P}^{(L)}=\boldsymbol{M}^{\top} \boldsymbol{P}^{(\boldsymbol{H})}, \tag{4.4}
\end{equation*}
$$

The local multi-level extraction operator $\boldsymbol{M}^{e}$ associated with a level- $l^{e}$ element $\Omega^{e}$ is obtained by extracting the smallest sub-matrix affecting $\Omega^{e}$, i.e., selecting rows and columns corresponding to functions with support on $\Omega^{e}$. It allows representing the local basis $\mathcal{H}^{e}$ in terms of the standard level- $l^{e}$ functions. In particular, letting $\boldsymbol{H}^{e,\left(l^{e}\right)}$ and $\boldsymbol{N}^{e,\left(l^{e}\right)}$ be appropriate column vectors of functions in $\mathcal{H}^{e,\left(l^{e}\right)}$ and $\mathcal{B}^{e,\left(l^{e}\right)}$, respectively, it holds

$$
\begin{align*}
\boldsymbol{H}^{e}(\boldsymbol{x})=\left[\begin{array}{c}
\boldsymbol{H}^{e,(0)}(\boldsymbol{x}) \\
\vdots \\
\boldsymbol{H}^{e,\left(l^{e}\right)}(\boldsymbol{x})
\end{array}\right] & =\left[\begin{array}{c}
\boldsymbol{R}^{e,\left(0, l^{e}\right)} \boldsymbol{N}^{e,\left(l^{e}\right)}(\boldsymbol{x}) \\
\vdots \\
\boldsymbol{R}^{e,\left(l^{e}, l^{e}\right)} \\
\boldsymbol{N}^{e,\left(l^{e}\right)}(\boldsymbol{x})
\end{array}\right] \\
& =\left[\begin{array}{c}
\boldsymbol{R}^{e,\left(0, l^{e}\right)} \\
\vdots \\
\boldsymbol{R}^{e,\left(l^{e}, l^{e}\right)}
\end{array}\right] \boldsymbol{N}^{e,\left(l^{e}\right)}(\boldsymbol{x}) \\
& =\boldsymbol{M}^{e} \boldsymbol{N}^{e,\left(l^{e}\right)}(\boldsymbol{x}), \tag{4.5}
\end{align*} \forall \boldsymbol{x} \in \Omega^{e} .
$$

Note that $\boldsymbol{M}^{e}$ maps the functions $\boldsymbol{N}^{e,\left(l^{e}\right)}$ belonging to the same level $l^{e}$ as the element.
The dual relation (4.4) also holds locally. In particular,

$$
\begin{equation*}
\boldsymbol{P}^{e,\left(l^{e}\right)}=\left(\boldsymbol{M}^{e}\right)^{\top} \boldsymbol{P}^{e,\left(\boldsymbol{H}^{e}\right)} \tag{4.6}
\end{equation*}
$$

for some coefficients $\boldsymbol{P}^{e,\left(\boldsymbol{H}^{e}\right)}$, and $\boldsymbol{P}^{e,\left(l^{e}\right)}$, such that $\left(\boldsymbol{H}^{e}\right)^{\top} \boldsymbol{P}^{e,\left(\boldsymbol{H}^{e}\right)}=\left(\boldsymbol{N}^{e,\left(l^{e}\right)}\right)^{\top} \boldsymbol{P}^{e,\left(l^{e}\right)}$ on $\Omega^{e}$.

Equation (4.6) can be used for translating degrees of freedom (for the solution description) or control points (for the geometry description) between the local hierarchical basis $\boldsymbol{H}^{e}$ and the single-level basis $\boldsymbol{N}^{e,\left(l^{e}\right)}$. A similar interpretation can be drawn for the corresponding global operation in Equation (4.4). The above relations generalize the local and global version of the properties of the Bézier extraction given in Equations (2.35) and (2.34) and in Borden et al. [2011].

In the following sections, the multi-level extraction operator's general definition is applied to the (truncated) hierarchical B-splines.

### 4.5 Extraction of hierarchical B-splines

The multi-level extraction can be applied to the hierarchical basis $\mathcal{H}=\mathcal{H B}$ associated with a sequence of nested spline spaces

$$
\mathcal{V}^{(0)} \subset \mathcal{V}^{(1)} \subset \cdots \subset \mathcal{V}^{(L)}
$$

of fixed degree $p$ obtained by knot insertion. Let $\mathcal{B}^{(l)}$ be the B -spline basis of $\mathcal{V}^{(l)}$. Then the refinement operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ in Equation (4.1) is known from the literature (see, e.g., Boehm [1985]), and it is referred to as the knot-insertion operator.

Its entries can be calculated by standard knot-insertion techniques such as Boehm's or Oslo's algorithm [Boehm, 1985]. For example, the following picture shows the operator $\boldsymbol{R}^{(0,2)}$ for Figure 3.2

According to Definition 4.4.3, the global multi-level extraction operator $\boldsymbol{M}^{(L)}$ is obtained by joining the rows of the operators $\boldsymbol{R}^{(l, L)}, l=0, \ldots, L$, associated with the hierarchical B -splines basis functions, as illustrated below.


The highlighted rows of $\boldsymbol{R}^{(0,2)}$ correspond to the functions $\mathcal{H B}{ }^{(0)}=\left\{N_{1}^{(0)}, \ldots, N_{4}^{(0)}\right\}$, the highlighted row of $\boldsymbol{R}^{(1,2)}$ is associated with $\mathcal{H B}{ }^{(1)}=\left\{N_{6}^{(1)}\right\}$, and the highlighted rows of $\boldsymbol{R}^{(2,2)}$ correspond to $\mathcal{H} \mathcal{B}^{(2)}=\left\{N_{12}^{(2)}, N_{13}^{(2)}, \ldots, N_{17}^{(2)}\right\}$.
A similar picture can be drawn for $\boldsymbol{M}^{(1)}$, as shown below.


### 4.5.1 Element extraction of hierarchical B-splines

The global multi-level extraction operator $\boldsymbol{M}^{\left(l^{e}\right)}$ can be localized to each level- $l^{e}$ element $\Omega^{e}$ by selecting the rows and columns associated with functions with support on $\Omega^{e}$. Note that the multi-level extraction operator is always of the same level $l^{e}$ as the element. Considering again the example in Figure 3.2, the element can be constructed as in the following picture.


Note that the operator $\boldsymbol{M}^{e_{3}}$ is the same as the one previously shown in Figure 4.1. The localization of the multi-level extraction operator is analogous to the Bézier extraction operator's localization discussed in Borden et al. [2011].

### 4.6 Extraction of truncated hierarchical B-splines

Following [Giannelli et al., 2016, 2012], it can be deduced directly from Definitions 3.4.1 and 3.4.2 that for the truncated basis, the refinement operators $\operatorname{trunc}\left(\boldsymbol{R}^{(l, l+1)}\right)$ of consecutive levels can be obtained from the standard knot insertion operators $\boldsymbol{R}^{(l, l+1)}$ (see Section 4.5) as follows

$$
\left[\operatorname{trunc}\left(\boldsymbol{R}^{(l, l+1)}\right)\right]_{i j}= \begin{cases}R_{i j}^{(l, l+1)} & \text { if } N_{j}^{(l+1)} \in \mathcal{B}^{(l+1)} \wedge \operatorname{supp}\left(N_{j}^{(l+1)}\right) \cap \Omega_{-}^{l+1} \neq \emptyset \\ 0 & \text { otherwise. }\end{cases}
$$

The truncated refinement operators across multiple levels $\operatorname{Trunc}\left(\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}\right), l_{2} \geq l_{1}$, can be defined recursively as follows

$$
\operatorname{Trunc}\left(\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}\right)= \begin{cases}\boldsymbol{I} & \text { if } l_{2}=l_{1} \\ \operatorname{trunc}\left(\boldsymbol{R}^{\left(l_{1}, l_{1}+1\right)}\right) & \text { if } l_{2}=l_{1}+1, \\ \operatorname{trunc}\left(\boldsymbol{R}^{\left(l_{1}, l_{1}+1\right)}\right) & \operatorname{Trunc}\left(\boldsymbol{R}^{\left(l_{1}+1, l_{2}\right)}\right) \\ \text { otherwise },\end{cases}
$$

where $\boldsymbol{I}$ is the identity matrix of size $\left|\mathcal{B}^{\left(l_{2}\right)}\right| \times\left|\mathcal{B}^{\left(l_{2}\right)}\right|$.
The global and local multi-level extraction operators for the truncated hierarchical Bsplines are obtained by Definition 4.4.3 using the refinement operators $\operatorname{trunc}\left(\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}\right)$.

### 4.6.1 Element extraction of truncated hierarchical B-splines

Note that the local truncated operator $\operatorname{Trunc}\left(\boldsymbol{R}^{e,\left(l_{1}, l_{2}\right)}\right)$ of a level- $l^{e}$ element $\Omega^{e}$ can also be defined constructively directly by recursive truncation of local operators $\boldsymbol{R}^{e,(l, l+1)}$ between consecutive levels. Namely,

$$
\begin{align*}
{\left[\operatorname{trunc}\left(\boldsymbol{R}^{e,(l, l+1)}\right)\right]_{i j} } & = \begin{cases}R_{i j}^{e,(l, l+1)} & \text { if } N_{j}^{(l+1)} \in \mathcal{B}^{e,(l+1)} \wedge N_{j}^{(l+1)} \cap \Omega_{-}^{l+1} \neq \emptyset \\
0 & \text { otherwise. }\end{cases} \\
\operatorname{Trunc}\left(\boldsymbol{R}^{e,\left(l_{1}, l_{2}\right)}\right) & = \begin{cases}\boldsymbol{I} & \text { if } l_{2}=l_{1} \\
\operatorname{trunc}\left(\boldsymbol{R}^{e,\left(l_{1}, l_{1}+1\right)}\right) & \text { if } l_{2}=l_{1}+1, \\
\operatorname{trunc}\left(\boldsymbol{R}^{e,\left(l_{1}, l_{1}+1\right)}\right) & \operatorname{Trunc}\left(\boldsymbol{R}^{e,\left(l_{1}+1, l_{2}\right)}\right) \\
\text { otherwise },\end{cases} \tag{4.7}
\end{align*}
$$

For example, considering again $\Omega^{e_{3}}$ in Figure $3.2, \boldsymbol{R}^{e_{3,(1,2)}}$ and $\boldsymbol{R}^{e_{3},(0,1)}$ can be seen directly as submatrices of the operators shown in Section 4.5:

$$
\begin{array}{rlrl}
\boldsymbol{R}^{e_{3,(0,1)}} & =\frac{1}{4}\left[\begin{array}{lll}
1 & 0 & 0 \\
3 & 3 & 1 \\
0 & 1 & 3
\end{array}\right] & \boldsymbol{R}^{e_{3,(1,2)}}=\frac{1}{4}\left[\begin{array}{lll}
3 & 1 & 0 \\
1 & 3 & 3 \\
0 & 0 & 1
\end{array}\right] \\
\operatorname{trunc}\left(\boldsymbol{R}^{e_{3,(0,1)}}\right) & =\frac{1}{4}\left[\begin{array}{lll}
1 & 0 & 0 \\
3 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] & \operatorname{trunc}\left(\boldsymbol{R}^{e_{3,(1,2)}}\right) & =\frac{1}{4}\left[\begin{array}{lll}
3 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 0
\end{array}\right]
\end{array}
$$

After computing the recursively-truncated local refinement operators

$$
\begin{aligned}
& \operatorname{Trunc}\left(\boldsymbol{R}^{e_{3},(2,2)}\right)=\boldsymbol{I}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \\
& \operatorname{Trunc}\left(\boldsymbol{R}^{e_{3,(1,2)}}\right)=\operatorname{trunc}\left(\boldsymbol{R}^{e_{3,(1,2)}}\right) \quad=\frac{1}{16}\left[\begin{array}{ccc}
12 & 4 & 0 \\
4 & 12 & 0 \\
0 & 0 & 0
\end{array}\right], \\
& \operatorname{Trunc}\left(\boldsymbol{R}^{e_{3},(0,2)}\right)=\operatorname{trunc}\left(\boldsymbol{R}^{e_{3,(0,1)}}\right) \operatorname{trunc}\left(\boldsymbol{R}^{e_{3},(1,2)}\right)=\frac{1}{16}\left[\begin{array}{lll}
3 & 1 & 0 \\
9 & 3 & 0 \\
0 & 0 & 0
\end{array}\right],
\end{aligned}
$$

the multi-level extraction operator can be assembled the usual way

$$
\boldsymbol{M}^{e_{3}}=\frac{1}{16}\left[\begin{array}{ccc}
3 & 1 & 0 \\
9 & 3 & 0 \\
4 & 12 & 0 \\
0 & 0 & 16
\end{array}\right]
$$

Note that the recursion in Equation (4.7) shows an alternative direct way to compute $\boldsymbol{M}^{e}=\boldsymbol{M}^{e,(l)}$

$$
\begin{aligned}
\boldsymbol{M}^{e,(1)} & =\boldsymbol{J}^{e,(1)}, \\
\boldsymbol{M}^{e,(l+1)} & =\left[\begin{array}{cc}
\boldsymbol{M}^{e,(l)} & \operatorname{Trunc}\left(\boldsymbol{R}^{e,(l, l+1)}\right) \\
& \boldsymbol{J}^{e,(l+1)}
\end{array}\right], \quad l=1, \ldots, l^{e}-1
\end{aligned}
$$

where $\boldsymbol{J}^{e,(l)}$ is a matrix that selects the element active functions of level $l$

$$
J_{i j}^{e,(l)}= \begin{cases}1 & \text { if } H_{i}^{e,(l)}=N_{j}^{e,(l)} \\ 0 & \text { otherwise }\end{cases}
$$

For example, for element $\Omega^{e_{3}}$ :

$$
\left.\begin{array}{ccc}
\boldsymbol{J}^{e_{3},(0)}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right] & \boldsymbol{J}^{e_{3},(1)}=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right] & \boldsymbol{J}^{e_{3},(2)}=
\end{array} \begin{array}{lll}
0 & 0 & 1
\end{array}\right]
$$

The algorithm is the local version of the one presented in [Garau and Vázquez, 2016, 2018], showing that the same algorithm can build local operators. If the truncation operator $\operatorname{Trunc}(\cdot)$ is removed, the above algorithm can be used to define the local multi-level extraction operators for the hierarchical B-splines through local computations.

### 4.7 The multi-level Bézier extraction

The multi-level extraction operator $\boldsymbol{M}^{e}$ can be combined with the Bézier extraction operator $\boldsymbol{E}^{e}$ defined in Section 2.6.1, as depicted in Figure 4.1. This combination creates a direct map $\boldsymbol{C}^{e}$ from a standard set of reference basis functions $\boldsymbol{B}$ to the hierarchical basis $\boldsymbol{H}^{e}$

$$
\begin{align*}
\boldsymbol{H}^{e} & =\boldsymbol{M}^{e} \boldsymbol{N}^{e,\left(l^{e}\right)} \\
& =\boldsymbol{M}^{e} \boldsymbol{E}^{e} \boldsymbol{B} \\
& =\boldsymbol{C}^{e} \boldsymbol{B} \tag{4.8}
\end{align*}
$$

Similarly, given some coefficients $\boldsymbol{P}^{e}$, the coefficients $\boldsymbol{Q}^{e}$ such that $\boldsymbol{B}^{\top} \boldsymbol{Q}^{e}=\left(\boldsymbol{H}^{e}\right)^{\top} \boldsymbol{P}^{e}$ can be obtained as

$$
\begin{equation*}
\boldsymbol{Q}^{e}=\left(\boldsymbol{C}^{e}\right)^{\top} \boldsymbol{P}^{e} \tag{4.9}
\end{equation*}
$$

The reference basis functions $\boldsymbol{B}$ are the same for every element, allowing the hierarchical refinement to be handled in a very similar way to standard finite element implementations. A direct geometric mapping in terms of the Bernstein functions can be obtained through the control points $\boldsymbol{Q}^{e}$ in Equation (4.9).

Note that the Bézier extraction is based on Bernstein polynomials, as they naturally arise from the knot repetition procedure. However, any other polynomial basis can be employed, such as the Lagrange polynomials, combining the multi-level operator with the Lagrange extraction presented in Schillinger et al. [2016].

It should be noted that the hierarchical refinement introduces a non-constant number of degrees of freedom per element. For example, consider element $e_{0}(3 \mathrm{DOFs})$ and element $e_{4}$ (5 DOFs) in Figure 3.2. Although the multi-level Bézier extraction can significantly ease the introduction of hierarchical refinement in standard finite element implementations, the existing code should still allow for element matrices of non-constant size when assembling the system matrices. This requirement seems to be inherent to the method.

### 4.8 Extension to higher dimensional spaces

The previous sections' definitions are directly valid also for multi-dimensional spaces. In particular, the assumption in Section 4.3 is also met for higher-dimensional spaces. Namely, there exists a refinement operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ between the spaces $\mathcal{V}^{\left(l_{1}\right)}$ and $\mathcal{V}^{\left(l_{2}\right)}$ that can be used to define the multi-level extraction, as in Section 4.4.

For tensor-product spaces, the refinement operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ can be computed as the Kronecker product of the univariate refinement operators. Moreover, according to Section 4.4, just some rows of $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ are needed. Therefore, the Kronecker product can be limited to the necessary rows. The same structure also applies for the element-localizations $\boldsymbol{R}^{e,\left(l_{1}, l_{2}\right)}$. However, Chapter 5 proposes a strategy where the tensor-product operators do not need to be explicitly constructed.

It is worth noting that the hierarchical basis $\boldsymbol{H}$ is, in general, not of tensor-product structure. Therefore, there is no possibility of applying the multi-level extraction operator to each parametric direction and constructing $\boldsymbol{H}$ by taking the tensor product of (extracted) univariate functions. Leveraging the tensor product is not possible even for the local basis defined on an element's reference space. Such optimization is possible with the standard Bézier extraction for non-hierarchical meshes [Borden et al., 2011], but it does not apply directly to hierarchical refinement. However, a strategy to leverage the tensor structure is proposed in Chapter 5.

### 4.9 Extraction of hierarchical NURBS

The extraction of (truncated) hierarchical B-splines can be extended to a hierarchical definition of NURBS functions through homogeneous coordinates. In particular, let

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{F}}=\sum_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}^{(0)} N_{i}^{(0)} \tag{4.10}
\end{equation*}
$$

be a NURBS geometry defined by the base-level B-splines, $\boldsymbol{N}^{(0)}$, and by the control points $\stackrel{\circ}{\boldsymbol{P}}^{(0)}$ in homogeneous coordinates with respect to the weights $\boldsymbol{w}^{(0)}$. By standard knot-insertion, $\boldsymbol{F}$ can be written in terms of a hierarchical basis $\boldsymbol{H}$

$$
\begin{equation*}
\sum_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}^{(\boldsymbol{H})} H_{i}=\stackrel{\circ}{\boldsymbol{F}}=\sum_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}^{(0)} N_{i}^{(0)} \tag{4.11}
\end{equation*}
$$

according to the usual relations

$$
\begin{array}{r}
\boldsymbol{N}^{(0)}=\boldsymbol{L} \boldsymbol{H}, \\
\stackrel{\circ}{\boldsymbol{P}}^{(\boldsymbol{H})}=\boldsymbol{L}^{\top} \stackrel{\circ}{\boldsymbol{P}}^{(0)} . \tag{4.13}
\end{array}
$$

Equation (4.13) indicates that the hierarchical weights $\boldsymbol{w}^{(\boldsymbol{H})}$ associated with the hierarchical basis $\boldsymbol{H}$ are obtained as

$$
\begin{equation*}
\boldsymbol{w}^{(\boldsymbol{H})}=\boldsymbol{L}^{\top} \boldsymbol{w}^{(0)} . \tag{4.14}
\end{equation*}
$$

Similarly, $\stackrel{\circ}{\boldsymbol{F}}$ can be written in terms of the finest level $L$

$$
\begin{equation*}
\stackrel{\circ}{\boldsymbol{F}}=\sum_{i} \stackrel{\circ}{\boldsymbol{P}}_{i}^{(L)} N_{i}^{(L)}, \tag{4.15}
\end{equation*}
$$

with

$$
\begin{array}{r}
\boldsymbol{H}=\boldsymbol{M} \boldsymbol{N}^{(L)}, \\
\stackrel{\circ}{\boldsymbol{P}}^{(L)}=\boldsymbol{M}^{\top} \stackrel{\circ}{\boldsymbol{P}}^{(\boldsymbol{H})} \tag{4.17}
\end{array}
$$

Therefore, the hierarchical B-splines $\boldsymbol{H}$ can be obtained by multi-level extraction of the finest level B-splines, as defined in Equations (4.16) and (4.17) and described in Section 4.5. The hierarchical NURBS functions representing the original geometry are obtained through the weights $\boldsymbol{w}^{(\boldsymbol{H})}$ as

$$
\begin{equation*}
\bar{R}_{i}=\frac{w_{i}^{(\boldsymbol{H})} H_{i}}{\sum_{j} w_{j}^{(\boldsymbol{H})} H_{j}} \tag{4.18}
\end{equation*}
$$

### 4.10 Extension to other sequences of nested spaces

In general, the multi-level extraction operator can be constructed for every sequence of nested spaces. Indeed the nestedness assumption ensures the existence of the refinement operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ : the fundamental component of the definitions in Section 4.4.

The construction of the refinement operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ depends on the specific refinement procedure. In the previous sections, the whole approach was exemplified for the classical (truncated) hierarchical B-splines produced by knot insertion. In this case, $\boldsymbol{R}$ can be computed by standard knot insertion techniques, and Chapter 5 shows a few algorithms to construct the univariate element-localized refinement operators.

Other examples of refinement strategies defined on nested spaces are (anisotropic) $C^{0}$ continuous linear polynomial and $h$-FEM refinement, or (anisotropic) $C^{0}$-continuous highorder polynomials and $h p$-FEM refinement (see, e.g., Di Stolfo et al. [2016]; Zander et al. [2016, 2015]). The following section shows a further example in the context of degree elevation.

### 4.10.1 Outlook: the multi-level extraction for degree elevation

The refinement operator $\boldsymbol{R}^{\left(l_{1}, l_{2}\right)}$ for degree elevation can be constructed using standard degree-elevation techniques (see, e.g., Lee and Park [2000]; Piegl and Tiller [1995]).

For example, consider the B-splines $\boldsymbol{N}^{(0)}$ of degree $p^{(0)}=2$ and $\boldsymbol{N}^{(1)}$ of degree $p^{(1)}=3$, respectively defined by the open knot vectors

$$
\begin{aligned}
& \boldsymbol{\Xi}^{(0)}=(-1,-1,-1-0.5,0,0.75,1,1,1), \\
& \boldsymbol{\Xi}^{(1)}=(-1,-1,-1,-1,-0.5,-0.5,0,0,0.75,0.75,1,1,1,1) .
\end{aligned}
$$

Figure 4.2 shows the corresponding B-splines' overlay, together with a possible choice for the hierarchical functions $\boldsymbol{H}$. For this example, the refinement operator $\boldsymbol{R}^{(0,1)}$ and multi-level extraction operator $\boldsymbol{M}^{(1)}$ are defined as in the following picture.

Instead, the local operators read as follows.

Note that $\boldsymbol{M}^{e_{0}}$ and $\boldsymbol{M}^{e_{1}}$ are composed of three columns, while $\boldsymbol{M}^{e_{2}}$ and $\boldsymbol{M}^{e_{3}}$ have four columns. This difference corresponds to the fact that the $e_{0}$ and $e_{1}$ belong to the 0th level, where $\mathcal{B}^{(0)}$ has degree $p^{(0)}=2$, while $e_{2}$ and $e_{3}$ belong to level 1 , having cubic basis functions.




Figure 4.2: Example of hierarchical B-splines of a different order. The knots of each level are marked by red crosses.

## Chapter 5

## Algorithms for the multi-level Bézier extraction

Chapter 4 formulated the multi-level extraction operator for local refinement based on any sequence of nested spaces, focusing on its application to (truncated) hierarchical B-splines. The primary motivation for developing these approaches is to perform local refinement that cannot be obtained by tensor products. On the other hand, such a tensor-product structure could be leveraged to formulate efficient extraction algorithms. This chapter attempts to conciliate these two aspects by proposing an approach where:

- the univariate extraction-operators are computed once for each parametric direction and hierarchical level,
- the following operations are formulated using only the univariate operators, without explicitly constructing and storing the full tensor-product operator:
- extraction of functions,
- degree-of-freedom projection for refinement, and
- degree-of-freedom projection for coarsening (modified Bézier projection).


### 5.1 Introduction

In the literature, tensor factorization is combined with extraction and projection of degrees of freedom (DOFs) for meshes that are not hierarchically refined. In the original Bézier extraction publication [Borden et al., 2011], basis functions are extracted in each parametric direction of a (non-hierarchically refined) patch. In Thomas et al. [2015], the projection of DOFs between two (non-hierarchically refined) tensor-product patches is performed through a sequence of univariate multiplications where possible, but a Kronecker product is ultimately computed. In this chapter, the tensor-product structure is further exploited through algorithms to multiply by a Kronecker matrix without explicitly computing the Kronecker product. Extraction and projection are extended to hierarchical refinement in several works [Apprich et al., 2014; Bornemann and Cirak, 2013; Evans et al., 2015; Garau and Vázquez, 2018; Hennig et al., 2018, 2016; Lorenzo et al., 2017; Scott et al., 2014; Vuong, 2014], but tensor-product factorization is not discussed. In
[Bressan and Mokriš, 2017], a general function extraction framework is presented for various local refinement strategies. The function-extraction algorithms proposed in this work can be seen as an iterative version of their approach. However, the projection of DOFs is not discussed in Bressan and Mokriš [2017]. The projection of DOFs for mesh refinement proposed in this work can be seen as an iterative version of the algorithms developed in Garau and Vázquez [2018]. Finally, the spline evaluation presented in Giannelli et al. [2016] can be seen as a DOF projection to the most refined level and a particular case of the DOF projection algorithm between two hierarchical meshes.

This work focuses on the element point of view to facilitate the implementation of local refinement in already-existing software. If the code design allows it, leveraging the whole patch tensor-product structure (instead of looping over the knot spans) further increases efficiency (see, e.g., Calabrò et al. [2019]; Calabrò et al. [2017]; Hiemstra et al. [2019]; Sangalli and Tani [2018]). However, combining this approach to local refinement and trimming is still an active area of research.

### 5.2 Construction of univariate knot insertion refinement operator

This section proposes a few general procedures to construct the knot-insertion operators. These algorithms are inspired by Lyche and Morken [2008]; Piegl and Tiller [1995] and are expressed in the MATLAB-like syntax [MATLAB, 2019].

Each pair $\left(\mathcal{V}^{(1)}, \mathcal{V}^{(2)}\right)$ of univariate nested B-spline spaces, $\mathcal{V}^{(1)} \subset \mathcal{V}^{(2)}$, is defined by some knot vectors

$$
\begin{equation*}
\mathbf{\Xi}^{(l)}=\left(\xi_{1}^{(l)}, \ldots, \xi_{m^{(l)}+p+1}^{(l)}\right), \quad l \in\{1,2\} \tag{5.1}
\end{equation*}
$$

The nestedness condition $\mathcal{V}^{(1)} \subset \mathcal{V}^{(2)}$ implies $\boldsymbol{\Xi}^{(1)} \subset \boldsymbol{\Xi}^{(2)}$. The local knot insertion operators $\left\{\boldsymbol{R}^{e,(1,2)}\right\}_{e=0 \ldots n_{e}}$ can be computed from $\boldsymbol{\Xi}^{(1)}$ and $\boldsymbol{\Xi}^{(2)}$ by well-known knot-insertion algorithms. In particular, $\left\{\boldsymbol{R}^{e,(1,2)}\right\}$ can be constructed column-wise by the Oslo algorithm Boehm [1985]; Lyche and Morken [2008], or row-wise by the Boehm's method Boehm [1985]; Lyche and Morken [2008].

Algorithm 5.1 shows a version of the Oslo algorithm using vector operations, while Algorithm 5.2 presents its scalar version. The latter is suitable for traditional procedural programming languages. These algorithms can be combined to construct the element-local knot-insertion operators $\left\{\boldsymbol{R}^{e,(1,2)}\right\}$, as summarized in Algorithm 5.3.

Analogously, Boehm's method can be repeatedly used to produce the operators $\left\{\boldsymbol{R}^{e,(1,2)}\right\}$, as shown in Algorithm A.1. The main loop runs once through the knots of the knot vector $\boldsymbol{\Xi}^{(1)}$ and the new knots to be inserted. The associated multiplicities are cached to handle the overlapping columns between operators.

Oslo's algorithm computes the knot-insertion operator's entries through a direct formula based on the coarse and fine local knots. Such an explicit formula features no data dependencies between the computation of different columns, and, therefore, Algorithm 5.3

```
Algorithm 5.1: oslo1 (vector version).
    Input: \(p\) : spline degree
            \(\boldsymbol{\Xi}^{(1)}=\left(\xi_{1}^{(1)}, \ldots, \xi_{m^{(1)}}^{1}\right)^{\top}\) : coarse knot vector
            \(\boldsymbol{\Xi}^{(2)}=\left(\xi_{1}^{(2)}, \ldots, \xi_{m^{(2)}}^{(2)}\right)^{\top}\) fine knot vector
            \(i\) : fine knot index such that \(1 \leq i \leq m^{(2)}-p-1\)
            \(j\) : coarse knot index such that \(\xi_{j}^{(1)} \leq \xi_{i}^{(2)}<\xi_{i+1}^{(1)}\)
    Output: \(\boldsymbol{b}\) : vector of knot insertion coefficients
    \(b=1\)
    for \(k=1 \ldots p\) do
        \(\boldsymbol{t} \mathbf{1}=\left(\xi_{j+1-k}^{(1)}, \ldots, \xi_{j}^{(1)}\right)^{\top}\)
        \(\boldsymbol{t} \mathbf{2}=\left(\xi_{j+1}^{(1)}, \ldots, \xi_{j+k}^{(1)}\right)^{\top}\)
        \(\boldsymbol{w}=\left(\xi_{i+k}^{(2)}-\boldsymbol{t} \mathbf{1}\right) \cdot /(\boldsymbol{t} \mathbf{2}-\boldsymbol{t} \mathbf{1}) / / . /\) is the entrywise (Hadamard) division
        \(\boldsymbol{b}=\left[\begin{array}{c}(1-\boldsymbol{w}) . * \boldsymbol{b} \\ 0\end{array}\right]+\left[\begin{array}{c}0 \\ \boldsymbol{w} \cdot * \boldsymbol{b}\end{array}\right] / / . *\) is the entrywise (Hadamard) product
    end
```

| Boehm | Oslo | bs2bs |
| :--- | :--- | :--- |
| $p(p+1)\left(m^{(2)}-m^{(1)}\right)$ | $\frac{1}{2} p(p+1) m^{(2)}$ | $p(2 p+1) s$ |

Table 5.1: Number of linear combinations needed to produce the element-local knotinsertion operators. $s$ is the number of non-empty knot spans in the fine knot vector $\boldsymbol{\Xi}^{(2)}$.
is suitable for parallelization. A possible parallel version is presented in Algorithm 5.4. Instead, Algorithm A. 1 inserts one knot at a time from left to right and overwrites intermediate coefficients. This iterative procedure features inherent data dependencies between computations of the same row's coefficients, but different rows could be computed in parallel. However, this is not within the scope of this work. It should also be noted that Algorithm A. 1 is numerically more stable, as just convex combinations are used, while Algorithms 5.1 and 5.2 can also perform non-convex combinations.

The core operations to construct the knot-insertion operators are linear combinations of coefficients, and their count is listed in Table 5.1. The table also compares the Algorithm bs2bs presented in Casciola and Romani [2007]. Algorithm 5.3 (Oslo) results to be more efficient than Algorithm A. 1 (Boehm) if $m^{(2)}>2 m^{(1)}$, i.e., if the number of knots (excluding the last $p+1$ repeated knots) is at least doubled from one level to the next. Therefore, Algorithm 5.3 is preferred in this work, as this condition is met in the typical case of refinement by bisection. Algorithm bs2bs is better than Algorithm 5.3 if the number $s$ of non-empty spans in the fine knot vector $\boldsymbol{\Xi}^{(2)}$ is quite smaller than $m^{(2)}$. In

```
Algorithm 5.2: oslo1 (scalar version).
    Input: \(p\) : spline degree
                \(\boldsymbol{\Xi}^{(1)}=\left(\xi_{1}^{(1)}, \ldots, \xi_{m^{(1)}}^{(1)}\right)^{\top}\) : coarse knot vector
                \(\boldsymbol{\Xi}^{(2)}=\left(\xi_{1}^{(2)}, \ldots, \xi_{m^{(2)}}^{(2)}\right)^{\top}\) : fine knot vector
            \(i\) : fine knot index, such that \(1 \leq i \leq m^{(2)}-p-1\)
            \(j\) : coarse knot index, such that \(\xi_{j}^{(1)} \leq \xi_{i}^{(2)}<\xi_{i+1}^{(1)}\)
    Output: \(\boldsymbol{b}=\left(b_{1}, \ldots, b_{p+1}\right)^{\top}\) : vector of knot insertion coefficients
    \(b_{p+1}=1\)
    for \(k=1, \ldots, p\) do
        \(w_{2}=\frac{\xi_{j+1}^{(1)}-\xi_{i+k}^{(2)}}{\xi_{j+1}^{(1)}-\xi_{j+1-k}^{(1)}}\)
        \(b_{p-k+1}=w_{2} b_{p-k+2}\)
        for \(a=2, \ldots, k\) do
            \(w_{1}=w_{2}\)
            \(w_{2}=\frac{\xi_{j+a}^{(1)}-\xi_{i+k}^{(2)}}{\xi_{j+a}^{(1)}-\xi_{j-k+a}^{(2)}}\)
            \(b_{p-k+a}=\left(1-w_{1}\right) b_{p-k+a}+w_{2} b_{p-k+a+1}\)
        end
        \(b_{p+1}=\left(1-w_{2}\right) b_{p+1}\)
    end
```

particular, Algorithm bs2bs performs fewer combinations than Algorithm 5.3 if

$$
\begin{equation*}
2\left(1+\frac{p}{p+1}\right) s<n_{2} . \tag{5.2}
\end{equation*}
$$

Therefore, such an algorithm can be preferable when $\boldsymbol{\Xi}^{(2)}$ has high multiplicity.
Considering the typical case of refinement by bisection, Figure 5.1 compares the number of linear operations used by the presented algorithms when bisecting 11 times the knot vector

$$
\begin{equation*}
\boldsymbol{\Xi}=(-1,-1,-1,-1,-0.8,0.3,1,1,1,1) . \tag{5.3}
\end{equation*}
$$

The open-knot vector multiplicities indicate that it defines B-splines of degree $p=3$. The parallel Oslo algorithm (Algorithm 5.4) is executed on four processors. The presented algorithms have the same asymptotic cost, but the Oslo algorithm gives a lower number of operations. Note that Figure 5.1b shows that the parallel Oslo algorithm distributes the number of combinations uniformly among the processors as the number of inserted knots increases.

The multi-level extraction operator $\boldsymbol{M}^{e}$ can be computed by composing rows of the refinement operators $\boldsymbol{R}^{e,\left(l_{1}, l_{2}\right)}$, as described in Sections 4.4, 4.5.1, and 4.6.1.

```
Algorithm 5.3: Element knot insertion operators using Oslo algorithm
    Input: \(p\) : spline degree
            \(\boldsymbol{\Xi}^{(1)}=\left(\xi_{1}^{(1)}, \ldots, \xi_{m^{(1)}}^{(1)}\right)^{\top}\) : coarse knot vector
            \(\boldsymbol{\Xi}^{(2)}=\left(\xi_{1}^{(2)}, \ldots, \xi_{m^{(2)}}^{(2)}\right)^{\top}\) : fine knot vector
    Output: \(n_{e}\) : number of non-empty knot spans
                \(\boldsymbol{R}^{e,(1,2)}=\boldsymbol{R}^{e}, e=1, \ldots, n_{e}:\) local element operators
    \(\mathrm{j}=\mathrm{p}+1\)
    \(\mathrm{i}=1\)
    \(e=1\)
    while \(\mathrm{i} \leq \mathrm{m}-\mathrm{p}-1\) do
    mult \(=1\)
    while \(\xi_{i+\text { mult }}^{(2)}==\xi_{i}^{(2)}\) do
        mult \(=\) mult +1
    end
    lastj \(=\mathrm{j}\)
    while \(\xi_{j+1}^{(1)} \leq \xi_{i}^{(2)}\) do
        \(j=j+1\)
    end
    if \(e>1\) then
        offs \(=\mathrm{j}\)-lastj
        \(\boldsymbol{R}^{e}(1: \mathrm{p}+1\)-offs, \(1: \mathrm{p}+1\)-mult \()=\boldsymbol{R}^{e-1}(1+\) offs: \(\mathrm{p}+1,1+\) mult:p+1 \()\)
        end
        for \(\mathrm{t}=\mathrm{p}+2\)-mult, \(\ldots, \mathrm{p}+1\) do
            \(\boldsymbol{R}^{e}(:, \mathrm{t})=\operatorname{oslo1}\left(\mathrm{p}, \boldsymbol{\Xi}^{(1)}, \boldsymbol{\Xi}^{(2)}, \mathrm{i}, \mathrm{j}\right)\)
        \(\mathrm{i}=\mathrm{i}+1\)
        end
        \(e=e+1\)
    end
    \(n_{e}=e-1\)
```


### 5.3 Extraction of functions

Iterative algorithms for the extraction of element basis functions can be formulated using the following basic identities. The element-local refinement operator $\boldsymbol{R}^{e,(l, l+1)}$ maps fine functions to coarse functions (see Equation (4.1))

$$
\begin{equation*}
\boldsymbol{N}^{e,(l)}=\boldsymbol{R}^{e,(l, l+1)} \boldsymbol{N}^{e,(l+1)}, \quad l=0 \ldots l^{e}-1 . \tag{5.4}
\end{equation*}
$$

The operators $\left\{\boldsymbol{R}^{e,(l, l+1)}\right\}$ can be constructed explicitly using the algorithms presented in section 5.2. Furthermore, the standard level- $l^{e}$ Bézier extractor $\boldsymbol{E}^{e}$ converts the Bernstein polynomials to the B-splines of level $l^{e}$, as defined in Borden et al. [2011] and analogous to Equation (2.37)

$$
\begin{equation*}
\boldsymbol{N}^{e,\left(l^{e}\right)}=\boldsymbol{E}^{e} \boldsymbol{B}^{e} . \tag{5.5}
\end{equation*}
$$



Figure 5.1: Comparison of the algorithms to construct the local knot-insertion refinement operators for 11 bisections of $\boldsymbol{\Xi}=(-1,-1,-1,-1,-0.8,0.3,1,1,1,1)$, for $p=3$. The parallel Oslo algorithm (Algorithm 5.4) is executed on four processors.

### 5.3.1 Extraction of hierarchical B-Splines

An efficient implementation of the above basic operations leverages the tensor structure of both $\boldsymbol{N}^{e,(l+1)}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{N}^{e,(l+1)}$ and the operators $\boldsymbol{R}^{e,(l, l+1)}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{R}^{e,(l, l+1)}$ and $\boldsymbol{E}^{e}$, as presented in [Borden et al., 2011]. By recursive application of the mixed-product property, Equations (2.20) and (5.4) can be written in $D$ dimensions as [Borden et al., 2011]

$$
\begin{align*}
\boldsymbol{N}^{e,(l)} & =\boldsymbol{R}^{e,(l, l+1)} \boldsymbol{N}^{e,(l+1)} \\
& =\left(\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{R}^{e,(l, l+1)}\right)\left(\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{N}^{e,(l+1)}\right) \\
& =\bigodot_{i=1}^{D}\left({ }^{i} \boldsymbol{R}^{e,(l, l+1)}{ }^{i} \boldsymbol{N}^{e,(l+1)}\right) . \tag{5.6}
\end{align*}
$$

This way, the computational cost of Equation (5.4) is reduced, as summarized in Table 5.2. Here, the matrices are not assumed to be sparse, as they are local to each element. Note that the table does not include the cost of Kronecker products in (5.6), as it equals the cost for computing $\boldsymbol{N}^{e,(l+1)}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{N}^{e,(l+1)}$.

Based on Equations (5.5) and (5.6), the extraction of functions can be formulated iteratively, as in Algorithm 5.5. This formulation allows using the optimized form (5.6) also in combination with hierarchical refinement. Algorithm 5.5 can be considered as the iterative version of the algorithm presented in Bressan and Mokriš [2017].

```
Algorithm 5.4: Element knot insertion operators (parallel
    Input: \(p\) : spline degree
        \(\boldsymbol{\Xi}^{(1)}=\left(\xi_{1}^{(1)}, \ldots, \xi_{m^{(1)}}^{(1)}\right)\) : coarse knot vector
        \(\boldsymbol{\Xi}^{(2)}=\left(\xi_{1}^{(2)}, \ldots, \xi_{m^{(2)}}^{(2)}\right)\) : fine knot vector
        ithread: thread index (starting from 1)
        nthreads: total number of threads
    Output: \(\boldsymbol{R}^{e}, e=1, \ldots, n_{e}\) : local element operators
    chunk \(=\) floor \(\left(\left(m^{(2)}-2(\mathrm{p}+1)+1\right) /\right.\) nthreads \()\)
    rem \(=\bmod \left(m^{(2)}-2(\mathrm{p}+1)+1\right.\), nthreads \()\)
    knstart \(=\max ((\) ithread-1 \()\) chunk, 0\()+\min (\) ithread -1, rem \()+1\)
    4 knend \(=2 \mathrm{p}+\) ithread \(*\) chunk \(+\min (\) ithread, rem \()+1\)
    while knend-knstart \(+1 \geq 2(\mathrm{p}+1)\) and \(\xi_{\text {knstart }+\mathrm{p}+1}^{(2)}==\xi_{\text {knstart }+\mathrm{p}}^{(2)}\) do
        knstart \(=\) knstart +1
    end
    while knend-knstart+1 \(\geq 2(\mathrm{p}+1)\) and \(\xi_{\mathrm{knend}-\mathrm{p}-1}^{(2)}==\xi_{\text {knend-p }}^{(2)}\) do
        knend \(=\) knend-1
    end
    if knend-knstart \(+1<2(\mathrm{p}+1)\) then return
    \(\boldsymbol{\Xi}=\left(\xi_{\mathrm{knstart}}^{(2)}, \ldots, \xi_{\mathrm{knend}}^{(2)}\right)\)
    \(\mathrm{cf}=\mathrm{p}+1 ; \mathrm{rf}=1 ; \mathrm{e}=1\)
    while \(\mathrm{rf} \leq\) knend-knstart-p do
        mult \(=1\)
        while \(\xi_{\text {knstart-1+rf+mult }}^{(2)}==\xi_{\text {knstart-1+rf }}^{(2)}\) do mult \(=\) mult +1
        lastcf \(=c f\)
        while \(\xi_{\mathrm{cf}+1}^{(1)} \leq \xi_{\text {knstart-1+rf }}^{(2)}\) do \(\mathrm{cf}=\mathrm{cf}+1\)
        if \(\mathrm{e}>1\) then
            offs \(=\) cf-lastcf
        \(\boldsymbol{R}^{e}(1: \mathrm{p}+1\)-offs, 1:p+1-mult \()=\boldsymbol{R}^{e-1}(1+\) offs: \(\mathrm{p}+1,1+\) mult:p+1 \()\)
        end
        while \(\xi_{\text {cf }+1}^{(1)} \leq \xi_{\text {knstart-1+p+1 }}^{(2)}\) do \(\mathrm{cf}=\mathrm{cf}+1\)
        for \(t=1, \ldots, p+1\)-mult do
            \(\boldsymbol{R}^{e}(1: \mathrm{p}+1, \mathrm{t})=\operatorname{oslo1}\left(\mathrm{p}, \boldsymbol{\Xi}^{(1)}, \boldsymbol{\Xi}, \mathrm{cf}, \mathrm{rf}\right.\), ithread \()\)
        rf \(=\mathrm{rf}+1\)
        end
        for \(\mathrm{t}=\mathrm{p}+2\)-mult, \(\ldots, \mathrm{p}+1\) do
        \(\boldsymbol{R}^{e}(:, \mathrm{t})=\operatorname{oslo1}\left(\mathrm{p}, \boldsymbol{\Xi}^{(1)}, \boldsymbol{\Xi}, \mathrm{cf}, \mathrm{rf}\right)\)
        \(\mathrm{rf}=\mathrm{rf}+1\)
        end
        \(e=e+1\)
    end
```

| no. multiplications | construction of $\boldsymbol{R}^{e}$ | matrix multiplication |
| :---: | :---: | :---: |
| direct evaluation of (5.4) | $\sum_{i=2}^{D}(p+1)^{2 i}$ | $(p+1)^{2 D}$ |
| evaluation of (5.6) | 0 | $D(p+1)^{2}$ |

Table 5.2: Comparison between the number of floating-point multiplications for evaluating (5.4) and (5.6).

```
Algorithm 5.5: extract. Extraction of hierarchical B-splines.
    Input: \(l^{e}\) : level of element \(e\)
            \(l^{e, c}\) : level of coarsest active function with support on \(e\)
            \({ }^{i} \boldsymbol{B}^{e}\) : Bernstein polynomials, \(i=1 \ldots D\)
            \({ }^{i} \boldsymbol{E}^{e}\) : Level Bézier extractors, \(i=1 \ldots D\)
            \({ }^{i} \boldsymbol{R}^{e,(l)}\) : Refinement operators, \(i=1 \ldots D, l=l^{e, c}+1 \ldots l^{e}\)
    Output: \(\boldsymbol{H}^{e}\) : local hierarchical functions
    \({ }^{i} \boldsymbol{N}^{e,\left(l^{e}\right)}={ }^{i} \boldsymbol{E}^{e}{ }^{i} \boldsymbol{B}^{e}, \quad i=1 \ldots D\)
    compute the level- \(l^{e}\) active functions as tensor product of \({ }^{i} \boldsymbol{N}^{e,\left(l^{e}\right)}\) and insert them
        into \(\boldsymbol{H}^{e}\)
    for \(l=l^{e}, \ldots, l^{e, c}+1\) do
        \({ }^{i} \boldsymbol{N}^{e,(l-1)}={ }^{i} \boldsymbol{R}^{e,(l)}{ }^{i} \boldsymbol{N}^{e,(l)}, i=1 \ldots D\)
        compute the level- \((l-1)\) active functions as tensor product of \({ }^{i} \boldsymbol{N}^{e,(l-1)}\) and
        insert them into \(\boldsymbol{H}^{e}\)
    6 end
```


### 5.3.2 Cost comparison

In this section, the cost of function extraction is analyzed. Following Borden et al. [2011]; Cottrell et al. [2009], shape-function routines based on Bézier extraction are considered in the form that takes a single integration point as an argument.

Table 5.3 compares the number of multiplications needed by Algorithm 5.5 to the direct extraction $\boldsymbol{C}^{e} \boldsymbol{B}^{e}$ for an explicitly constructed extraction operator $\boldsymbol{C}^{e}$. Here, $n_{l}=l^{e}-$ $l^{e, c}+1$ is the number of hierarchical levels active on the element $e, l^{e, c}$ is the coarsest level of the active functions with support on element $e$, and $n_{f}$ is the total number of functions active on element $e$. The cost $\operatorname{cost}\left(\boldsymbol{C}^{e}\right)$ for constructing the extraction operator $\boldsymbol{C}^{e}$ is considered separately, as $\boldsymbol{C}^{e}$ might be cached and recomputed only when the discretization changes, although this strategy is memory demanding.

The iterative algorithm (Algorithm 5.5) performs fewer multiplications than Equation (4.8), if

$$
\begin{equation*}
\operatorname{cost}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right)>\operatorname{cost}(\text { Algorithm 5.5), } \tag{5.7}
\end{equation*}
$$

|  | tensor product | matrix multiplication | construction of $\boldsymbol{C}^{e}$ |
| :---: | :---: | :---: | :---: |
| Equation (4.8) | $\sum_{i=2}^{D}(p+1)^{i}$ <br> $\left(\right.$ for $\left.\boldsymbol{B}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{B}\right)$ | $n_{f}(p+1)^{D}$ | $\operatorname{cost}\left(\boldsymbol{C}^{e}\right)$ |
| Algorithm 5.5 <br> $(\mathcal{H B})$ | $n_{f}(D-1)$ <br> $\left(\right.$ for $\left.H_{a}=\prod_{i=1}^{D}{ }^{i} N\right)$ | $n_{l} D(p+1)^{2}$ | 0 |
| Algorithm 5.9 <br> $(\mathcal{T H B})$ | $\sum_{i=2}^{D}(p+1)^{i}$ <br> $\left(\right.$ for $\left.\boldsymbol{N}^{e,\left(l^{e}\right)}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{N}^{e,\left(l^{e}\right)}\right)$ | $\left(n_{l}-1\right) D(p+1)^{D+1}$ <br> $+D(p+1)^{2}$ | 0 |

Table 5.3: Comparison between the number of floating-point multiplications for Equation (4.8) and algorithms 5.5 and 5.9.
with

$$
\begin{aligned}
\operatorname{cost}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right) & =n_{f}(p+1)^{D}+\sum_{i=2}^{D}(p+1)^{i}, \\
\operatorname{cost}(\text { Algorithm 5.5 }) & =n_{l} D(p+1)^{2}+n_{f}(D-1) .
\end{aligned}
$$

From Inequality 5.7 it is clear that the advantage in using Algorithm 5.5 grows exponentially with $D$ and polynomially with $p$, while it decays linearly with $n_{l}$ (see Figure 5.2).

It is of main interest to identify when the iterative algorithm is advantageous for practical values of $D$ and $p$. From Inequality 5.7, one deduces

$$
\begin{equation*}
\operatorname{cost}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right)>\operatorname{cost}\left(\text { Algorithm 5.5) } \Longleftrightarrow n_{l}<\phi^{\mathcal{H} \mathcal{B}}\left(p, D, n_{f}\right)\right. \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi^{\mathcal{H B}}\left(p, D, n_{f}\right)=n_{f} \frac{(p+1)^{D}-D+1}{D(p+1)^{2}}+\frac{(p+1)^{D-1}-1}{p D} . \tag{5.9}
\end{equation*}
$$

Since it must hold $n_{f} \geq(p+1)^{D}$, the following sufficient condition is obtained

$$
\begin{equation*}
n_{l}<\phi^{\mathcal{H B}}\left(p, D,(p+1)^{D}\right) \Longrightarrow \operatorname{cost}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right)>\operatorname{cost}(\text { Algorithm 5.5). } \tag{5.10}
\end{equation*}
$$

That is, the iterative algorithm is convenient, at least as long as the number $n_{l}$ of active levels on every single element is not too high. Table 5.4 shows some values of $\phi^{\mathcal{H B}}$ for low $D$ and $p$ values, showing that in 3D, the algorithm is virtually always of practical advantage, even for low spline orders. The advantage is even more significant for higher dimensions, e.g., space-time computations. For 2D analyses and low $p, \phi^{\mathcal{H B}}$ might reach practical values of $n_{l}$. It should be noted, however, that:

- Inequality 5.10 is just a sufficient condition, but not necessary,

|  |  | D |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 3 | 4 |
| p | 2 | 4.5 | 26.3 | 178.8 |
|  | 3 | 8.0 | 84.3 | 1017.3 |
|  | 4 | 12.5 | 207.0 | 3895.3 |
|  | 5 | 18.0 | 430.3 | 11647.8 |
|  | 6 | 24.5 | 798.3 | 29389.8 |

Table 5.4: Example of values for $\phi^{\mathcal{H B}}\left(p, D,(p+1)^{D}\right)$.


Figure 5.2: Minimum percentage of saved multiplications. This lower bound is obtained using the pessimistic assumption $n_{f}=(p+1)^{D}$. An increase in $p$ quickly renders Algorithm 5.5 effective also for higher $n_{l}$.

- the quantity $\operatorname{cost}\left(\boldsymbol{C}^{e}\right)$ was ignored so far.

The assumption $n_{f}=(p+1)^{D}$ represents the worst-case scenario in which the advantage of using the iterative algorithm is lowest. However, for meaningful hierarchical refinements, the number of active functions, $n_{f}$, should grow together with the number of active levels, $n_{l}$. In case $\boldsymbol{C}^{e}$ is computed once in a pre-processing step and cached in memory, it must be recomputed whenever the discretization changes. Such computation increases the cost by a term of order at least $\mathcal{O}\left(p^{2 D}\right)$. Note that the iterative algorithm additionally spares the storage of $\boldsymbol{C}^{e}$.

The efficiency of the proposed algorithms can be ensured by using admissible meshes [Bracco et al., 2019; Buffa and Giannelli, 2016; Carraturo et al., 2019]. Namely the number of levels $n_{l}$ containing active basis functions with support on any element is limited by a chosen parameter. The computational costs can be improved further if the shape function routine computes the basis functions at all integration points simultaneously.

### 5.4 Extraction of truncated hierarchical B-splines

One particular aspect of the truncated hierarchical B-splines is that each basis function is not the tensor product of univariate functions, contrarily to the hierarchical B-splines. This property inhibits the use of Equation (5.6) and Algorithm 5.5. Nevertheless, the refinement operator's tensor-product structure can still be leveraged in Equation (5.4). To this end, a suitable algorithm was proposed in Fernandes et al. [1998] and can be explained using the matrix multiplication compatibility property of Equation (2.18), as detailed in the next section.

### 5.4.1 Efficient multiplication by Kronecker product

Given two matrices, $\boldsymbol{X} \in \mathbb{R}^{x_{1} \times x_{2}}$ and $\boldsymbol{Y} \in \mathbb{R}^{y_{1} \times y_{2}}$, the product $(\boldsymbol{Y} \otimes \boldsymbol{X}) \boldsymbol{P}$ can be written as

$$
(\boldsymbol{Y} \otimes \boldsymbol{X}) \boldsymbol{P}=\left(\boldsymbol{Y} \otimes \boldsymbol{I}^{x_{1}}\right)\left(\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P}
$$

Thanks to the block-diagonal structure of $\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}$, the multiplication $\left(\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P}$ can be implemented as a sequence of standard multiplications. Moreover, if $\boldsymbol{X}$ and $\boldsymbol{Y}$ are square matrices, the multiplications can be done in place. In particular, such multiplication takes the following block-diagonal form

$$
\tilde{\boldsymbol{P}}=\left(\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P}=\left[\begin{array}{cccc}
\boldsymbol{X} & & & \\
& \boldsymbol{X} & & \\
& & \ddots & \\
& & & \boldsymbol{X}
\end{array}\right]\left[\begin{array}{c}
P_{1} \\
\vdots \\
P_{x_{2}} \\
P_{x_{2}+1} \\
\vdots \\
P_{2 x_{2}} \\
\vdots \\
\hline P_{\left(y_{2}-1\right) x_{2}+1} \\
\vdots \\
P_{y_{2} x_{2}}
\end{array}\right] .
$$

Such operation can be implemented as a sequence of standard multiplications by the univariate matrix $\boldsymbol{X}$ as

$$
\begin{aligned}
\tilde{\boldsymbol{P}}\left(1: x_{1},:\right) & =\boldsymbol{X} \boldsymbol{P}\left(1: x_{2},:\right) \\
\tilde{\boldsymbol{P}}\left(x_{1}+1: 2 x_{1},:\right) & =\boldsymbol{X} \boldsymbol{P}\left(x_{2}+1: 2 x_{2},:\right) \\
& \vdots \\
\tilde{\boldsymbol{P}}\left(\left(y_{2}-1\right) x_{1}+1: y_{2} x_{1},:\right) & =\boldsymbol{X} \boldsymbol{P}\left(\left(y_{2}-1\right) x_{2}+1: y_{2} x_{2},:\right) .
\end{aligned}
$$

Here a MATLAB-like [MATLAB, 2019] syntax is used, where $\boldsymbol{P}(a: b,:)$ indicates a $\boldsymbol{P}$ submatrix composed of rows $a, a+1, \ldots, b$ and all the columns of $\boldsymbol{P}$. The term $\left(\boldsymbol{Y} \otimes \boldsymbol{I}^{x_{1}}\right)$
scatters the entries of $\boldsymbol{Y}$, and its effect can be implemented as a sequence of strided multiplications

$$
\begin{aligned}
& \hat{\boldsymbol{P}}=\left(\boldsymbol{Y} \otimes \boldsymbol{I}^{x_{1}}\right) \tilde{\boldsymbol{P}}
\end{aligned}
$$

Such operation can be implemented as the following sequence of strided univariate multiplications

$$
\begin{aligned}
& \hat{\boldsymbol{P}}\left(1: x_{1}:\left(y_{1}-1\right) x_{1}+1,:\right)=\boldsymbol{Y} \tilde{\boldsymbol{P}}\left(1: x_{1}:\left(y_{2}-1\right) x_{1}+1,:\right), \\
& \hat{\boldsymbol{P}}\left(2: x_{1}:\left(y_{1}-1\right) x_{1}+2,:\right)=\boldsymbol{Y} \tilde{\boldsymbol{P}}\left(2: x_{1}:\left(y_{2}-1\right) x_{1}+2,:\right), \\
& \vdots \\
& \hat{\boldsymbol{P}}\left(x_{1}: x_{1}: y_{1} x_{1},:\right)=\boldsymbol{Y} \tilde{\boldsymbol{P}}\left(x_{1}: x_{1}: y_{2} x_{1},:\right),
\end{aligned}
$$

where $\boldsymbol{P}(a: s: b,:)$ indicates a $\boldsymbol{P}$ sub-matrix composed of rows $a, a+s, a+2 s, \ldots, b$ and all the columns of $\boldsymbol{P}$. The above consideration can be generalized to compute the multiplication by a Kronecker product of an arbitrary number of matrices, as published in [Fernandes et al., 1998] for square matrices ${ }^{i} \boldsymbol{R} \in \mathbb{R}^{n_{i} \times n_{i}}, i=1 \ldots D$. A formatted version with adjusted notation is shown in Algorithm 5.6. All matrices are assumed to be dense, requiring the memory to store

$$
n_{1}^{2}+\ldots+n_{D}^{2}+2\left(n_{1} n_{2} \ldots n_{D}\right)
$$

values. An alternative algorithm and a generalization to rectangular matrices are given in the following section.

## Alternative algorithm

The term $\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}$ can be implemented as a sequence of multiplications with contiguous memory access. Instead, the term $\left(\boldsymbol{Y} \otimes \boldsymbol{I}^{x_{1}}\right)$ that induces a scattering of $\boldsymbol{Y}$ elements and, consequently, a strided memory access. The latter multiplication can be improved utilizing the pseudo-commutativity property (2.19). The multiplication by a Kronecker product can be written as a sequence of multiplications in the form $\boldsymbol{I} \otimes \boldsymbol{X}$ followed by a perfect shuffle.

```
Algorithm 5.6: kron_mult. Kronecker multiplication algorithm [Fernandes et al.,
1998].
    Input: \({ }^{i} \boldsymbol{R} \in \mathbb{R}^{n_{i} \times n_{i}}, i=1 \ldots D\)
        \(\boldsymbol{P} \in \mathbb{R}^{n_{1} n_{2} \ldots n_{D} \times 1}\)
    Output: \(\boldsymbol{Q}=\left({ }^{D} \boldsymbol{R} \otimes \ldots \otimes{ }^{2} \boldsymbol{R} \otimes{ }^{1} \boldsymbol{R}\right) \boldsymbol{P}\).
    nleft \(=n_{2} n_{3} \ldots n_{D}\)
    nright \(=1\)
    for \(i=1 \ldots D\) do
        base \(=0\)
        for \(k=1 \ldots\) nleft do
            for \(j=1 \ldots\) nright do
                start \(=\) base +j
                end \(=\operatorname{start}+\operatorname{nright}\left(n_{i}-1\right)\)
                \(\boldsymbol{P}\) ( start : nright : end, : ) \(={ }^{i} \boldsymbol{R} \boldsymbol{P}\) ( start : nright: end, : )
            end
            base \(=\) base \(+n_{i}\) nright
        end
        nleft \(=\) nleft \(/ n_{\min \{i+1, D\}}\)
        nright \(=\) nright \(n_{i}\)
    end
    \(Q=P\)
```

For example, in two dimensions, it holds

$$
\begin{aligned}
(\boldsymbol{Y} \otimes \boldsymbol{X}) \boldsymbol{P} & =\left(\boldsymbol{Y} \otimes \boldsymbol{I}^{x_{1}}\right)\left(\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P} \\
& =\boldsymbol{K}^{\left(y_{1}, x_{1}\right)}\left(\boldsymbol{I}^{x_{1}} \otimes \boldsymbol{Y}\right) \boldsymbol{K}^{\left(x_{2}, y_{2}\right)}\left(\boldsymbol{I}^{y_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P} .
\end{aligned}
$$

Similarly, in three-dimensions one obtains

$$
\begin{aligned}
&(\boldsymbol{Z} \otimes \boldsymbol{Y} \otimes \boldsymbol{X}) \boldsymbol{P}=\left(\boldsymbol{Z} \otimes \boldsymbol{Y} \otimes \boldsymbol{I}^{x_{1}}\right)\left(\boldsymbol{I}^{z_{2} y_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P} \\
& \vdots \\
&= \boldsymbol{K}^{\left(z_{1}, x_{1} y_{1}\right)}\left(\boldsymbol{I}^{x_{1} y_{1}} \otimes \boldsymbol{Z}\right) \\
& \boldsymbol{K}^{\left(y_{1}, x_{1} z_{2}\right)}\left(\boldsymbol{I}^{x_{1} z_{2}} \otimes \boldsymbol{Y}\right) \\
& \boldsymbol{K}^{\left(x_{1}, y_{2} z_{2}\right)}\left(\boldsymbol{I}^{y_{2} z_{2}} \otimes \boldsymbol{X}\right) \boldsymbol{P} .
\end{aligned}
$$

A generalization to an arbitrary number of dimensions is given in Algorithm 5.7. The proposed algorithm differs from Algorithm 5.6 in that it is more compact, and the strided access in the rows of $\boldsymbol{P}$ is removed. Algorithm 5.7 can improve the cache efficiency and vectorization, and enable the use of standard matrix multiplication libraries. For completeness, a generalization to rectangular matrices is given in Algorithm 5.8. In this case, the multiplication by the Kronecker product of the matrices $\left\{{ }^{i} \boldsymbol{R} \in \mathbb{R}^{r_{i} \times c_{i}}\right\}_{i=1 \ldots D}$ via

```
Algorithm 5.7: kron_mult. Kronecker multiplication algorithm with contiguous
memory access in \(\boldsymbol{P}\).
    Input: \({ }^{i} \boldsymbol{R} \in \mathbb{R}^{n_{i} \times n_{i}}, i=1 \ldots D\)
                \(\boldsymbol{P} \in \mathbb{R}^{n_{1} n_{2} \ldots n_{D} \times 1}\)
    Output: \(\boldsymbol{Q}=\left({ }^{D} \boldsymbol{R} \otimes \ldots \otimes{ }^{2} \boldsymbol{R} \otimes{ }^{1} \boldsymbol{R}\right) \boldsymbol{P}\).
    size \(=n_{1} n_{2} \ldots n_{D}\)
    for \(i=1 \ldots D\) do
        stride \(=\) size \(/ n_{i}\)
        for \(j=0 \ldots\) stride-1 do
            \(\boldsymbol{T}(\mathrm{i}:\) stride: size, : \()={ }^{i} \boldsymbol{R} \boldsymbol{P}\left(j n_{i}+1:(j+1) n_{i},:\right)\)
        end
        \(\operatorname{swap}(\boldsymbol{T}, \boldsymbol{P})\)
    end
    \(9 \boldsymbol{Q}=\boldsymbol{P}\)
```

| no. multiplications | construction of $\left({ }^{D} \boldsymbol{R} \otimes \ldots \otimes^{2} \boldsymbol{R} \otimes{ }^{1} \boldsymbol{R}\right)$ | matrix multiplication |
| :---: | :---: | :---: |
| full matrix | $\sum_{i=2}^{D}(p+1)^{2 i}$ | $(p+1)^{2 D}$ |
| Algorithm 5.6 | 0 | $D(p+1)^{D+1}$ |
| Algorithm 5.7 | 0 | $D(p+1)^{D+1}$ |

Table 5.5: Comparison between the number of floating-point multiplications for the direct full matrix multiplication and Algorithms 5.6 and 5.7 assuming ${ }^{i} \boldsymbol{R} \in \mathbb{R}^{(p+1) \times(p+1)}, i=$ $1 \ldots D$.

Algorithm 5.8 costs

$$
\sum_{d=1}^{D}\left(\prod_{i=1}^{d} r_{i}\right)\left(\prod_{j=d}^{D} c_{j}\right) .
$$

If the matrices have the same number $n_{r}$ of rows and the same number $n_{c}$ of columns in each parametric direction, i.e., $\left\{{ }^{i} \boldsymbol{R} \in \mathbb{R}^{n_{r} \times n_{c}}\right\}_{i=1 \ldots D}$, Algorithm 5.8 costs

$$
n_{r} n_{c}^{D}+n_{r}^{2} n_{c}^{D-1}+\ldots+n_{r}^{D} n_{c} .
$$

## Cost comparison

Table 5.5 compares the costs of the Kronecker matrix's construction and multiplication to the cost of the equivalent operation performed through Algorithms 5.6 and 5.7. Both iterative algorithms present the same number of multiplications, which is lower than the standard multiplication. Moreover, these algorithms entirely avoid the cost of an explicit Kronecker product.

```
Algorithm 5.8: kron_mult. Kronecker multiplication algorithm for rectangular
matrices with contiguous memory access in \(\boldsymbol{P}\).
    Input: \({ }^{i} \boldsymbol{R} \in \mathbb{R}^{r_{i} \times c_{i}}, i=1 \ldots D\)
            \(\boldsymbol{P} \in \mathbb{R}^{c_{1} c_{2} \ldots c_{D} \times 1}\)
    Output: \(\boldsymbol{Q}=\left({ }^{D} \boldsymbol{R} \otimes \ldots \otimes{ }^{2} \boldsymbol{R} \otimes{ }^{1} \boldsymbol{R}\right) \boldsymbol{P}\).
    stride \(=c_{2} c_{3} \ldots c_{D}\)
    for \(i=1 \ldots D\) do
        size \(=\) stride \(r_{i}\)
        for \(j=0 \ldots\) stride -1 do
            \(\boldsymbol{T}(\mathrm{i}:\) stride: size, : \()={ }^{i} \boldsymbol{R} \boldsymbol{P}\left(j c_{i}+1:(j+1) c_{i},:\right)\)
        end
        \(\operatorname{swap}(\boldsymbol{T}, \boldsymbol{P})\)
        stride \(=\operatorname{size} / c_{\min \{i+1, D\}}\)
    end
    \(Q=P\)
```

Despite Algorithms 5.6 and 5.7 performing the same number of multiplications, they differ in the order of computations and memory access. A run-time comparison is plotted in Figure 5.3, where two different implementations are compared for some values of $D$ and p. It can be observed that the considered implementation of Algorithm 5.7 almost always performs better than the implementation of Algorithm 5.6. However, these results can differ for different compilers and hardware.

### 5.4.2 Extraction of truncated hierarchical B-splines

The procedure to multiply by a Kronecker matrix described in Algorithm 5.7 can be used for the iterative extraction of the truncated hierarchical B-splines, as shown in Algorithm 5.9. Here, the same notation as in Giannelli et al. [2016] is used, where $\boldsymbol{X}^{e,(l)}$ denotes a diagonal matrix with ones corresponding to the level-l element active functions of and zeros corresponding to non-active functions. Namely,

$$
\begin{equation*}
\boldsymbol{X}^{e,(l)}=\operatorname{diag}\left(x_{i}^{(l)}\right)_{i \in \mathcal{I}^{(l)}}, \tag{5.11}
\end{equation*}
$$

where

$$
x_{i}^{(l)}= \begin{cases}1 & \text { if } \boldsymbol{i} \in \mathcal{I}_{*}^{(l)} \\ 0 & \text { otherwise }\end{cases}
$$

and $\mathcal{I}^{(l)}$ is the set of multi-indices $\boldsymbol{i}$ of all level- $l$ functions with support on element $e$, while $\mathcal{I}_{*}^{(l)} \subset \mathcal{I}^{(l)}$ is the subset of indices corresponding to the element active-functions. Note how the truncation is not performed on the columns of the tensor-product operator $\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{R}^{e,(l)}$, but its effect is obtained by setting to zero the active functions in $\boldsymbol{N}^{e,(l)}$. This operation is represented by the term $\left(\boldsymbol{I}-\boldsymbol{X}^{e,(l)}\right) \boldsymbol{N}^{e,(l)}$ and corresponds to the definition of truncation in Section 3.4.


Figure 5.3: Run-time comparison of Algorithms 5.6 and 5.7. The processes were pinned to a single core of a Intel ( R ) Xeon ( R ) CPU E5 processor with a fixed frequency of 2.90 GHz . The values are obtained as average run-time of $10^{6}$ computations. The compilation was performed through the commands icc -xHost -03 -ansi-alias (icc version 15.0.0) and g++ -ffast-math -03 -march=native -funroll-loops (g++ version 4.9.0).

A similar algorithm starting from the tensor-product Bernstein polynomials is given in Algorithm 5.10. This procedure will be used in Chapter 8.

### 5.4.3 Cost comparison

The number of multiplications in the procedure to extract the truncated hierarchical B-splines, Algorithm 5.9, is summarized in Table 5.3. The condition for Algorithm 5.9 to perform fewer multiplications than the direct approach of explicitly constructing the extraction operator (as in Equation (4.8)) is

$$
\begin{equation*}
n_{l}<\phi^{\mathcal{T H B}}\left(p, D, n_{f}\right)=1+\frac{n_{f}(p+1)^{D}-D(p+1)^{2}}{D(p+1)^{D+1}} \tag{5.12}
\end{equation*}
$$

Therefore, the following sufficient condition holds

$$
\begin{equation*}
n_{l}<\phi^{\mathcal{T H B}}\left(p, D,(p+1)^{D}\right) \Longrightarrow \operatorname{cost}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right)>\operatorname{cost}(\text { Algorithm 5.9) } \tag{5.13}
\end{equation*}
$$

with the assumption $n_{f}=(p+1)^{D}$ and neglecting $\operatorname{cost}\left(\boldsymbol{C}^{e}\right)$. Table 5.6 shows some exemplary values for $\phi^{\mathcal{T H B}}$, indicating an upper bound for $n_{l}$ significantly lower than the bound obtained for hierarchical B-splines. Nevertheless, the algorithm can be useful for practical $p, D$, and $n_{l}$ values. As in the case of hierarchical B-splines, note that the estimates are pessimistic, the iterative algorithms additionally spares the explicit computation and storage of $\boldsymbol{C}^{e}$, and $n_{l}$ can be kept bounded by using admissible meshes [Bracco et al., 2019; Buffa and Giannelli, 2016; Carraturo et al., 2019].

### 5.5 Projection of DOFs for refinement

During mesh adaption in a non-linear transient analysis, it is necessary to project the solution from one mesh to another. In case the refined solution space includes the coarse

```
Algorithm 5.9: extract_thb. Extraction of truncated hierarchical B-splines.
    Input: \(l^{e}\) : level of element \(e\)
            \(l^{e, c}\) : level of coarsest active function with support on \(e\)
            \({ }^{i} \boldsymbol{B}^{e}\) : Bernstein polynomials, \(i=1 \ldots D\)
            \({ }^{i} \boldsymbol{E}^{e}\) : Level Bézier extractors, \(i=1 \ldots D\)
            \({ }^{i} \boldsymbol{R}^{e,(l)}\) : Refinement operators, \(i=1 \ldots D, l=l^{e} \ldots l^{e, c}+1\)
            \(\boldsymbol{X}^{e,(l)}\) : Active function matrix
    Output: \(\boldsymbol{H}^{e}\) : local hierarchical functions
    \({ }^{i} \boldsymbol{N}^{e,\left(l^{e}\right)}={ }^{i} \boldsymbol{E}^{e}{ }^{i} \boldsymbol{B}^{e}, \quad i=1 \ldots D\)
    \(\boldsymbol{N}^{e,\left(l^{e}\right)}=\bigodot_{i=1}^{D}{ }^{i} \boldsymbol{N}^{e,\left(l^{e}\right)}\)
    insert active functions from \(\boldsymbol{N}^{e,\left(l^{e}\right)}\) into \(\boldsymbol{H}^{e}\)
    for \(l=l^{e}, \ldots, l^{e, c}+1\) do
        \(\boldsymbol{N}^{e,(l-1)}=\) kron_mult \(\left(\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right\},\left(\boldsymbol{I}-\boldsymbol{X}^{e,(l)}\right) \boldsymbol{N}^{e,(l)}\right)\)
        insert active functions from \(\boldsymbol{N}^{e,(l-1)}\) into \(\boldsymbol{H}^{e}\)
    end
```

|  |  | D |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 3 | 4 |
|  | 2 | 2.17 | 3.89 | 7.71 |
|  | 3 | 2.75 | 6.27 | 16.98 |
| $p$ | 4 | 3.30 | 9.29 | 32.24 |
|  | 5 | 3.83 | 12.97 | 54.99 |
|  | 6 | 4.36 | 17.31 | 86.74 |

Table 5.6: Example of values for $\phi^{\mathcal{T H} \mathcal{H}}\left(p, D,(p+1)^{D}\right)$.
one, it is possible to express exactly the old solution in terms of the new basis. In our case, this is done through the relations dual to Equations (5.4) and (5.5)

$$
\begin{align*}
\boldsymbol{P}^{e,(l+1)} & =\left(\boldsymbol{R}^{e,(l, l+1)}\right)^{\top} \boldsymbol{P}^{e,(l)}, & l=0 \ldots l^{e}-1,  \tag{5.14}\\
\boldsymbol{Q}^{e} & =\left(\boldsymbol{E}^{e}\right)^{\top} \boldsymbol{P}^{e,\left(l^{e}\right)} . &
\end{align*}
$$

The control points $\boldsymbol{P}^{e,(l+1)}$ are the $\boldsymbol{N}^{e,(l+1)}$-representation of the spline defined by the coefficients $\boldsymbol{P}^{e,(l)}$ in the basis $\boldsymbol{N}^{e,(l)}$. Similarly, $\boldsymbol{Q}^{e}$ denotes the Bernstein basis' control points representing the spline defined by the coefficients $\boldsymbol{P}^{e,\left(l^{e}\right)}$ in the basis $\boldsymbol{N}^{e,\left(l^{e}\right)}$. In particular,

$$
\begin{align*}
\left(\boldsymbol{P}^{e,(l+1)}\right)^{\top} \boldsymbol{N}^{e,(l+1)} & =\left(\boldsymbol{P}^{e,(l)}\right)^{\top} \boldsymbol{N}^{e,(l)}  \tag{5.16}\\
\left(\boldsymbol{Q}^{e}\right)^{\top} \boldsymbol{B}^{e} & =\left(\boldsymbol{N}^{e,\left(l^{e}\right)}\right)^{\top} \boldsymbol{P}^{e,\left(l^{e}\right)} . \tag{5.17}
\end{align*}
$$

See also Borden et al. [2011]; Lyche and Morken [2008]; Piegl and Tiller [1995], among others.

```
Algorithm 5.10: extract_thb_tp. Extraction of truncated hierarchical B-splines
starting from tensor-product Bernstein polynomials.
    Input: \(l^{e}\) : level of element \(e\)
            \(l^{e, c}\) : level of coarsest active function with support on \(e\)
            \(\boldsymbol{B}^{e}\) : Tensor-product Bernstein polynomials
            \({ }^{i} \boldsymbol{E}^{e}\) : Level Bézier extractors, \(i=1 \ldots D\)
            \({ }^{i} \boldsymbol{R}^{e,(l)}\) : Refinement operators, \(i=1 \ldots D, l=l^{e} \ldots l^{e, c}+1\)
            \(\boldsymbol{X}^{e,(l)}\) : Active function matrix
    Output: \(\boldsymbol{H}^{e}\) : local hierarchical functions
    \(\boldsymbol{N}^{e,\left(l^{e}\right)}=\) kron_mult \(\left(\left\{{ }^{i} \boldsymbol{E}^{e}\right\}, \boldsymbol{B}^{e}\right)\)
    insert active functions from \(\boldsymbol{N}^{e,\left(l^{e}\right)}\) into \(\boldsymbol{H}^{e}\)
    for \(l=l^{e}, \ldots, l^{e, c}+1\) do
        \(\boldsymbol{N}^{e,(l-1)}=\) kron_mult \(\left(\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right\},\left(\boldsymbol{I}-\boldsymbol{X}^{e,(l)}\right) \boldsymbol{N}^{e,(l)}\right)\)
        insert active functions from \(\boldsymbol{N}^{e,(l-1)}\) into \(\boldsymbol{H}^{e}\)
    end
```

Equations (5.14) and (5.15) multiply Kronecker operators to matrices that do not possess a tensor-product structure. To exploit Algorithm 5.7's efficiency, the projection of DOFs can be formulated as in Algorithm 5.11: a local iterative version of the algorithms in Garau and Vázquez [2018] based on Equations (5.14) and (5.15). In the projection algorithms, the element control points $\boldsymbol{P}^{e, \text { coarse }}$ to be projected are subdivided into levels. Specifically, let $\left\{N_{i}^{e,(l)}\right\}_{i=1, \ldots, n_{f}^{e},(l)}$ be the level-l functions with support on the element $\Omega^{e}$, and let $\left\{\tilde{N}_{k}^{e, \text { coarse, }(l)}\right\}_{k=1, \ldots, n_{a}^{e,(l)}} \subset\left\{N_{i}^{e,(l)}\right\}_{i}$ be the subset of active functions on the coarse mesh. Moreover, let $a(k)$ be the association from active indices to level indices. Namely,

$$
\tilde{N}_{k}^{e, \text { coarse },(l)}=N_{a(k)}^{e,(l)}, \quad k=1, \ldots, n_{a}^{e,(l)} .
$$

Let $\tilde{\boldsymbol{P}}_{k}^{e, \text { coarse, }(l)}$ denote the control point in $\boldsymbol{P}^{e, \text { coarse }}$ associated with the active function $\tilde{N}_{k}^{e, \text { coarse, }(l)}$. The control points $\boldsymbol{P}^{e, \text { coarse, }(l)} \in \mathbb{R}^{n_{f}^{e,(l)} \times m_{f}}$ in Algorithm 5.11 are defined as

$$
P_{i j}^{e, \text { coarse },(l)}= \begin{cases}{\left[\tilde{\boldsymbol{P}}_{k}^{e, \text { coarse },(l)}\right]_{j}} & \text { if } i=a(k) \text { for some } 1 \leq k \leq n_{a}^{e,(l)} \\ 0 & \text { otherwise. }\end{cases}
$$

The symbols $\boldsymbol{X}^{\text {coarse }, e,(l)}$ and $\boldsymbol{X}^{\text {fine, },(l)}$ denote the active function matrices on the coarse and fine mesh, respectively, as defined in Equation (5.11).

Algorithm 5.11 coincides with the spline-evaluation algorithm given in Giannelli et al. [2016] when projecting the degrees of freedom to the finest level (see Algorithm 5.12).

### 5.6 Projection of DOFs for mesh coarsening

During mesh coarsening, the fine-mesh solution is not representable exactly on the coarse mesh, but a suitable projection of the DOFs can retain good approximations. To perform a

```
Algorithm 5.11: coarse_to_fine. DOFs projection algorithm.
    Input: \(l^{e}\) : level of element \(e\)
            \(l^{e, c}\) : level of coarsest active function of coarse mesh with support on \(e\)
            \(\boldsymbol{P}^{\text {coarse, } e,(l)}\) : Coarse mesh control points, \(l=l^{e} \ldots l^{e, c}+1\)
            \(\boldsymbol{X}^{\text {coarse, } e,(l)}\) : Coarse mesh active function matrix, \(l=l^{e} \ldots l^{e, c}+1\)
            \(\boldsymbol{X}^{\text {fine }, e,(l)}\) : Fine mesh active function matrix, \(l=l^{e} \ldots l^{e, c}+1\)
            \({ }^{i} \boldsymbol{R}^{e,(l)}\) : Refinement operators, \(i=1 \ldots D, l=l^{e} \ldots l^{e, c}+1\)
    Output: \(\boldsymbol{P}^{\text {fine, },(l)}\) : Fine control points, \(l=l^{e} \ldots l^{e, c}+1\)
    \(\boldsymbol{P}^{e}=\boldsymbol{P}^{\text {coarse }, e,\left(l^{e, c}\right)}\)
    \(\boldsymbol{P}^{\text {fine }, e,\left(l^{e, c}\right)}=\boldsymbol{X}^{\text {fine }, e,\left(l^{e, c}\right)} \boldsymbol{P}^{e}\)
    for \(l=l^{e, c}+1, \ldots, l^{e}\) do
        \((\mathcal{H B}) \quad \boldsymbol{P}^{e}=\left(\boldsymbol{R}^{e,(l)}\right)^{\top}\left(\boldsymbol{I}-\boldsymbol{X}^{\text {fine }, e,(l-1)}\right) \boldsymbol{P}^{e}+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
                        \(=\) kron_mult \(\left.\left(\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right)^{\top}\right\},\left(\boldsymbol{I}-\boldsymbol{X}^{\text {fine, } e,(l-1)}\right) \boldsymbol{P}^{e}\right)+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
        \((\mathcal{T H B}) \quad \boldsymbol{P}^{e}=\left(\boldsymbol{I}-\boldsymbol{X}^{\text {coarse }, e,(l)}\right)\left(\boldsymbol{R}^{e,(l)}\right)^{\top} \boldsymbol{P}^{e}+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
                        \(=\left(\boldsymbol{I}-\boldsymbol{X}^{\text {coarse }, e,(l)}\right)\) kron_mult \(\left.\left(\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right)^{\top}\right\}, \boldsymbol{P}^{e}\right)+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
        \(\boldsymbol{P}^{\text {fine }, e,(l)}=\boldsymbol{X}^{\text {fine }, e,(l)} \quad \boldsymbol{P}^{e}\)
    end
```

local $\mathcal{L}_{2}$-projection without explicitly integrating, assembling, and solving a linear system of equations, the Bézier projection [Lorenzo et al., 2017; Thomas et al., 2015] is employed. This section shows how a modification of the original formulation allows leveraging the tensor structure through the previous sections' algorithms.

### 5.6.1 Standard Bézier projection

Following closely Lorenzo et al. [2017]; Thomas et al. [2015], the Bézier projection is introduced utilizing the Gramian matrix $\boldsymbol{G}^{p}$ of the Bernstein polynomials $B_{i}^{p}(\xi)$ of degree $p$ and index $i \in\{1, \ldots, p+1\}$ defined on the reference interval $[-1,1]$

$$
G_{i j}^{p}=\int_{-1}^{1} B_{i}^{p}(\xi) B_{j}^{p}(\xi) \mathrm{d} \xi \quad \quad i, j=1,2, \ldots, p+1
$$

The above integral can be computed in closed form (see [Doha et al., 2011; Thomas et al., 2015]). In $D$ dimensions with polynomial degrees $\boldsymbol{p}=\left(p_{1}, \ldots, p_{D}\right), \boldsymbol{G}^{\boldsymbol{p}}$ has a tensorproduct structure

$$
\begin{equation*}
\boldsymbol{G}=\boldsymbol{G}^{p}=\boldsymbol{G}^{p_{D}} \otimes \ldots \otimes \boldsymbol{G}^{p_{1}} . \tag{5.18}
\end{equation*}
$$

Let $\boldsymbol{B}^{I, p}$ be the Bernstein polynomials of degree $p$ defined on the interval $I=(a, b) \subset \mathbb{R}$

$$
B_{i}^{I, p}(\xi)=\binom{p}{i-1} \frac{(b-\xi)^{p-(i-1)}(\xi-a)^{i-1}}{(b-a)^{p}}
$$

```
Algorithm 5.12: coarse_to_finest. Specialization of Algorithm 5.11 for project-
ing to the finest level.
    Input: \(l^{e}\) : level of element \(e\)
            \(l^{e, c}\) : level of coarsest active function with support on \(e\) of the coarse mesh
            \(\boldsymbol{P}^{\text {coarse }, e,(l)}\) : Coarse mesh control points, \(l=l^{e} \ldots l^{e, c}+1\)
            \(\boldsymbol{X}^{\text {coarse }, e,(l)}\) : Coarse mesh active function matrix, \(l=l^{e} \ldots l^{e, c}+1\)
            \({ }^{i} \boldsymbol{R}^{e,(l)}:\) Refinement operators, \(i=1 \ldots D, l=l^{e} \ldots l^{e, c}+1\)
    Output: \(\boldsymbol{P}^{e}\) : Fine control points.
    \(\boldsymbol{P}^{e}=\boldsymbol{P}^{\text {coarse }, e,\left(l^{e, c}\right)}\)
    for \(l=l^{e, c}+1, \ldots, l^{e}\) do
        \((\mathcal{H B}) \quad \boldsymbol{P}^{e}=\left(\boldsymbol{R}^{e,(l)}\right)^{\top} \boldsymbol{P}^{e}+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
                        \(=\) kron_mult \(\left(\left\{\left({ }^{i} \boldsymbol{R}^{e,(l)}\right)^{\top}\right\}, \boldsymbol{P}^{e}\right)+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
        \((\mathcal{T H B}) \quad \boldsymbol{P}^{e}=\left(\boldsymbol{I}-\boldsymbol{X}^{\text {coarse }, e,(l)}\right)\left(\boldsymbol{R}^{e,(l)}\right)^{\top} \boldsymbol{P}^{e}+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
                        \(=\left(\boldsymbol{I}-\boldsymbol{X}^{\text {coarse }, e,(l)}\right)\) kron_mult \(\left(\left\{\left({ }^{i} \boldsymbol{R}^{(l)}\right)^{\top}\right\}, \boldsymbol{P}^{e}\right)+\boldsymbol{P}^{\text {coarse }, e,(l)}\)
    end
```

Let $\boldsymbol{A}^{(J, I)}$ be the linear operator such that [Farouki and Neff, 1990; Thomas et al., 2015]

$$
\begin{equation*}
\boldsymbol{B}^{I, p}=\left(\boldsymbol{A}^{(J, I)}\right)^{\top} \boldsymbol{B}^{J, p} . \tag{5.1}
\end{equation*}
$$

Namely, $\boldsymbol{A}^{(J, I)}$ is the operator expressing the Bernstein polynomials $\boldsymbol{B}^{I, p}$ defined on the interval $I$ as linear combination of Bernstein polynomials $\boldsymbol{B}^{J, p}$ defined on another interval $J=(\tilde{a}, \tilde{b}) \subset \mathbb{R}$. The entries of such matrix can be computed according to the formula [Farouki and Neff, 1990; Thomas et al., 2015]

$$
A_{j k}^{(J, I)}=\sum_{i=\max \{1, j+k-p+1\}}^{\min \{j, k\}} B_{i}^{I, j-1}(\tilde{b}) B_{k-i}^{I, p-j-1}(\tilde{a}) \quad j, k=1,2, \ldots, p+1 .
$$

```
Algorithm 5.13: coarse_to_Bernstein. Specialization of Algorithm 5.11 for pro-
jecting to finest level Bernstein representation.
Input: \(l^{e}\) : level of element \(e\)
\(l^{e, c}\) : level of coarsest active function of coarse mesh with support on \(e\)
\(\boldsymbol{P}^{\text {coarse }, e,(l)}\) : Coarse mesh control points, \(l=l^{e} \ldots l^{e, c}+1\)
\(\boldsymbol{X}^{\text {coarse }, e,(l)}\) : Coarse mesh active function matrix, \(l=l^{e} \ldots l^{e, c}+1\)
\({ }^{i} \boldsymbol{R}^{e,(l)}\) : Refinement operators, \(i=1 \ldots D, l=l^{e} \ldots l^{e, c}+1\)
\({ }^{i} \boldsymbol{E}^{e}\) : Level Bézier extraction operators, \(i=1 \ldots D\)
Output: \(\boldsymbol{Q}^{e}\) : Bernstein control points.
```

```
\mp@subsup{\boldsymbol{P}}{}{e}}=\mathrm{ coarse_to_finest (le},\mp@subsup{l}{}{e,c},\mp@subsup{\boldsymbol{P}}{}{\mathrm{ coarse,e,(l)}},\mp@subsup{\boldsymbol{X}}{}{\mathrm{ coarse,e,(l)}},{\mp@subsup{}{}{i}\mp@subsup{\boldsymbol{R}}{}{e,(l)}}
```

\mp@subsup{\boldsymbol{P}}{}{e}}=\mathrm{ coarse_to_finest (le},\mp@subsup{l}{}{e,c},\mp@subsup{\boldsymbol{P}}{}{\mathrm{ coarse,e,(l)}},\mp@subsup{\boldsymbol{X}}{}{\mathrm{ coarse,e,(l)}},{\mp@subsup{}{}{i}\mp@subsup{\boldsymbol{R}}{}{e,(l)}}
\mp@subsup{\boldsymbol{Q}}{}{e}=(\mp@subsup{\boldsymbol{E}}{}{e}\mp@subsup{)}{}{\top}\mp@subsup{\boldsymbol{P}}{}{e}=\mathrm{ kron_mult }({(\mp@subsup{}{}{i}\mp@subsup{\boldsymbol{E}}{}{e}\mp@subsup{)}{}{\top}},\mp@subsup{\boldsymbol{P}}{}{e})

```
    \mp@subsup{\boldsymbol{Q}}{}{e}=(\mp@subsup{\boldsymbol{E}}{}{e}\mp@subsup{)}{}{\top}\mp@subsup{\boldsymbol{P}}{}{e}=\mathrm{ kron_mult }({(\mp@subsup{}{}{i}\mp@subsup{\boldsymbol{E}}{}{e}\mp@subsup{)}{}{\top}},\mp@subsup{\boldsymbol{P}}{}{e})
```

Similarly to $\boldsymbol{G}^{p}, \boldsymbol{A}^{(J, I)}$ has a tensor-product structure $\boldsymbol{A}^{(J, I)}=\boldsymbol{A}^{\left(J_{i_{D}}, I_{i_{D}}\right)} \otimes \ldots \otimes \boldsymbol{A}^{\left(J_{i_{1}}, I_{i_{1}}\right)}$, for the Cartesian-product intervals $I=I_{i_{1}} \times \ldots \times I_{i_{D}}$ and $J=J_{i_{1}} \times \ldots \times J_{i_{D}}$.

Finally, let $\boldsymbol{L}^{e}$ be the transmission refinement operator introduced in [Lorenzo et al., 2017]. Such operator can be obtained by knot insertion techniques consistent with the global knot insertion operation such that it satisfies the relation

$$
\begin{align*}
\boldsymbol{N}^{e,\left(l^{e, c}\right)} & =\boldsymbol{L}^{e} \boldsymbol{H}^{e}  \tag{5.20}\\
& =\boldsymbol{L}^{e} \boldsymbol{C}^{e} \boldsymbol{B}^{e} . \tag{5.21}
\end{align*}
$$

Such operator maps the hierarchical functions $\boldsymbol{H}^{e}$ to the coarse single-level functions $\boldsymbol{N}^{e,\left(l^{e, c}\right)}$. Its effect can be obtained by an iterative algorithm similar to Algorithm 5.9. See Lorenzo et al. [2017] for further details.

The local $\mathcal{L}_{2}$-projection from the source (fine) elements $\left\{\Omega^{e_{j}}\right\}_{j=1 \ldots n_{c}}$ to the parent (coarse) element $\Omega^{e}$ can be computed explicitly through the Bézier formulation [Lorenzo et al., 2017]

$$
\begin{align*}
\boldsymbol{Q}^{e_{j}} & =\left(\boldsymbol{C}^{e_{j}}\right)^{\top} \boldsymbol{P}^{e_{j}} & & \left(\text { Bézier control values on } \Omega^{e_{j}}\right), \\
\boldsymbol{Q}^{e} & =\sum_{j=1}^{n_{c}} \frac{\operatorname{vol}\left(\Omega^{e_{j}}\right)}{\operatorname{vol}\left(\Omega^{e}\right)} \boldsymbol{G}\left(\boldsymbol{A}^{\left(e, e_{j}\right)}\right)^{-\top} \boldsymbol{G} \boldsymbol{Q}^{e_{j}} & & \left(\text { Bézier control values on } \Omega^{e}\right), \\
\boldsymbol{P}^{e} & =\left(\boldsymbol{L}^{e}\right)^{\top}\left(\boldsymbol{L}^{e} \boldsymbol{C}^{e}\right)^{-\top} \boldsymbol{Q}^{e} & & \text { (spline control values on } \left.\Omega^{e}\right), \tag{5.22}
\end{align*}
$$

where $\left(\boldsymbol{A}^{\left(e, e_{j}\right)}\right)^{-\top}$ maps the Bernstein polynomials defined on the element- $e_{j}$ local coordinates to the Bernstein polynomials defined on the local coordinates of the coarse element $e$ (cf. Lorenzo et al. [2017]; Thomas et al. [2015]).

Equation (5.22) gives an expression for the fine control points' projection to the coarse element $e$. Projections performed on neighboring elements will yield different projected local values for shared global control points. The global control value $\boldsymbol{P}_{A}$ of the $A$ th hierarchical function, $H_{A}$, is obtained by averaging the element-local control point values $\boldsymbol{P}^{e_{k}}\left(H_{A}\right)$ produced by the Bézier projection local to each element $\Omega^{e_{k}}$ contained in the support of $H_{A}$.

In particular, let $E\left(H_{A}\right)$ be the set of elements indices such that for any $e_{k} \in E\left(H_{A}\right)$, element $\Omega^{e_{k}}$ is contained in the support of $H_{A}$, i.e., $\Omega^{e} \cap \operatorname{supp}\left(H_{A}\right) \neq \emptyset$. The final global projection is obtained by a weighted sum of the element control point values of elements with index in $E\left(H_{A}\right)$

$$
\boldsymbol{P}_{A}=\sum_{e_{k} \in E\left(H_{A}\right)} \omega^{e_{k}}\left(H_{A}\right) \boldsymbol{P}^{e_{k}}\left(H_{A}\right)
$$

where $\omega^{e_{k}}\left(H_{A}\right)$ is the weight

$$
\begin{aligned}
\omega^{e_{k}}\left(H_{A}\right) & =\frac{\beta^{e_{k}}\left(H_{A}\right)}{\sum_{e_{k}^{\prime} \in E\left(H_{A}\right)} \beta^{e_{k}^{\prime}}\left(H_{A}\right)}, \\
\beta^{e_{k}}\left(H_{A}\right) & =\int_{\Omega^{e}} H_{A} \mathrm{~d} \Omega .
\end{aligned}
$$

In Thomas et al. [2015], it is presented an approximation to the weights $\omega^{e_{k}}\left(H_{A}\right)$ for meshes that are not hierarchically refined. In particular, when the parametric element span $\hat{\Omega}^{e_{k}}$ is proportionally similar to the physical element $\Omega^{e_{k}}$, the weights can be approximated by computing the integrals in the parametric domain $\hat{\Omega}^{e_{k}}$. Such an estimate allows calculating the weights in terms of integrals of Bernstein polynomials

$$
\begin{equation*}
\int_{a}^{b} B_{i}^{p}(\xi) \mathrm{d} \xi=\frac{b-a}{p+1} . \tag{5.23}
\end{equation*}
$$

These integrals can be transformed to B-spline integrals through the $A$ th row $C_{A j}^{e_{k}}$ of the element extraction operator $\boldsymbol{C}^{e_{k}}$, giving the following approximation to the averaging weights

$$
\begin{align*}
\omega^{e_{k}}\left(H_{A}\right) & \approx \frac{\hat{\beta}^{e_{k}}\left(H_{A}\right)}{\sum_{e_{k^{\prime}} \in E\left(H_{A}\right)} \hat{\beta}^{e_{k^{\prime}}}\left(H_{A}\right)}, \\
\hat{\beta}^{e_{k}}\left(H_{A}\right) & =\gamma \int_{\hat{\Omega}^{e_{k}}} H_{A} \mathrm{~d} \Omega  \tag{5.24}\\
& =\operatorname{vol}\left(\hat{\Omega}^{e_{k}}\right) \sum_{j=1}^{p+1} C_{A j}^{e_{k}}, \tag{5.25}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=\prod_{i=1}^{D}\left(p_{i}+1\right) \tag{5.26}
\end{equation*}
$$

See Lorenzo et al. [2017] for further details.

### 5.6.2 Modified Bézier projection

The Bézier projection (5.22) is based on the Kronecker matrices $\boldsymbol{A}$ and $\boldsymbol{G}$, while the operators $\boldsymbol{C}^{e_{j}}, \boldsymbol{C}^{e}$, and $\boldsymbol{L}^{e}$ do not possess the tensor-product structure. Following the previous arguments, the implementation strategy uses Algorithm 5.7 to perform the multiplications by Kronecker matrices and Algorithms 5.11 and 5.13 to compute the effect of $\left(\boldsymbol{C}^{e_{j}}\right)^{\top}$ and $\left(\boldsymbol{L}^{e}\right)^{\top}$, respectively. However, these algorithms cannot be used to calculate the effect of $\left(\boldsymbol{L}^{e} \boldsymbol{C}^{e}\right)^{-\top}$.

To avoid an explicit computation, an alternative formulation of Equation (5.20) can be obtained through the operators $\boldsymbol{A}$ and $\boldsymbol{E}$. In particular, it holds

$$
\begin{align*}
\boldsymbol{N}^{e,\left(l^{e, c}\right)} & =\boldsymbol{E}^{e_{c}} \boldsymbol{B}^{e_{c}}, \\
& =\boldsymbol{E}^{e_{c}}\left(\boldsymbol{A}^{\left(e, e_{c}\right)}\right)^{\top} \boldsymbol{B}^{e} . \tag{5.27}
\end{align*}
$$

The linear independence of $\boldsymbol{B}^{e}$ allows deducing from Equations (5.20) and (5.27) the following identity

$$
\boldsymbol{L}^{e} \boldsymbol{C}^{e}=\boldsymbol{E}^{e_{c}}\left(\boldsymbol{A}^{\left(e, e_{c}\right)}\right)^{\top} .
$$

```
Algorithm 5.14: Modified Bézier projection algorithm.
    Input: \(l^{e}, l^{e_{j}}\) : level of element \(e, e_{j}\), respectively
            \(l^{e, c}, l^{e_{j}, c}\) : level of coarsest active function with support on \(e, e_{j}\) respectively
            \(\boldsymbol{P}^{e_{j}}\) : Control points of children in fine mesh
            \(\boldsymbol{X}^{\text {coarse, } e,(l)}\) : Coarse mesh active function matrix, \(l=l^{e} \ldots l^{e, c}+1\)
            \(\boldsymbol{X}^{\text {fine }, e,(l)}\) : Fine mesh active function matrix, \(l=l^{e} \ldots l^{e, c}+1\)
            \({ }^{i} \boldsymbol{R}^{e,(l)}\) : Refinement operators, \(i=1 \ldots D, l=l^{e} \ldots l^{e, c}+1\)
            \({ }^{i} \boldsymbol{E}^{e}\) : Level Bézier extraction operators, \(i=1 \ldots D\)
    Output: \(\boldsymbol{P}^{e}\) : Parent element control points, \(l=0 \ldots N-1\).
    for each child element \(e_{j}\) do
        \(\boldsymbol{Q}^{e_{j}}=\) coarse_to_Bernstein \(\left(l^{e_{j}}, l^{e_{j}, c}, \boldsymbol{P}^{e_{j}}, \boldsymbol{X}^{\text {fine }, e_{j},(l)},\left\{{ }^{i} \boldsymbol{R}^{e_{j},(l)}\right\},\left\{{ }^{i} \boldsymbol{E}^{e_{j}}\right\}\right)\)
    end
    \({ }_{4} \boldsymbol{Q}^{e}=\sum_{e_{j}} \frac{\operatorname{vol}\left(\Omega^{e_{j}}\right)}{\operatorname{vol}\left(\Omega^{e}\right)}\) kron_mult \(\left(\left\{\left({ }^{i} \boldsymbol{A}^{\left(e, e_{j}\right)}\right)^{-\top}{ }^{i} \boldsymbol{G}\right\},\left\{\boldsymbol{Q}^{e_{j}}\right\}\right)\)
    \({ }_{5} \boldsymbol{P}^{e_{c}}=\) kron_mult \(\left(\left\{\left({ }^{i} \boldsymbol{E}^{e_{c}}\right)^{-\top}{ }^{i} \boldsymbol{A}^{\left(e_{c}, e\right)}{ }^{i} \boldsymbol{G}^{(-1)}\right\}, \boldsymbol{Q}^{e}\right)\)
    \({ }_{6} \boldsymbol{P}^{e}=\) coarse_to_fine \(\left(l^{e}, l^{e, c}, \boldsymbol{P}^{e_{c}}, \boldsymbol{X}^{\text {coarse }, e,(l)}, \boldsymbol{X}^{\text {fine }, e,(l)},\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right\}\right)\)
```

This relation allows to modify the standard Bézier projection to implement the effect of $\left(\boldsymbol{L}^{e} \boldsymbol{C}^{e}\right)^{-\top}$ without explicitly computing $\boldsymbol{L}^{e}, \boldsymbol{C}^{e}$, and the inverse of their product, but through Algorithm 5.7, as shown in Algorithm 5.14. Note that multiplications of small univariate matrices are performed for each parametric direction, and the result is used as input for Algorithm 5.7.

The approximated averaging quantities $\hat{\beta}^{e}\left(H_{A}\right)$ of Equation (5.25) can be generalized to hierarchically-refined meshes and computed through Algorithms 5.5 and 5.9. Indeed, for uniform polynomial degree $p$, the weights $\hat{\beta}^{e}\left(H_{A}\right)$ can be calculated simultaneously for all element hierarchical functions $\boldsymbol{H}^{e}$ as

$$
\begin{aligned}
\hat{\beta}^{e}\left(\boldsymbol{H}^{e}\right) & =\gamma \int_{\hat{\Omega}^{e}} \boldsymbol{H}^{e} \mathrm{~d} \Omega, \\
& =\gamma \int_{\hat{\Omega}^{e}} \boldsymbol{C}^{e} \boldsymbol{B}^{e} \mathrm{~d} \Omega, \\
& =\gamma \boldsymbol{C}^{e} \bigodot_{i=1}^{D} \int_{i \hat{\Omega}^{e}}{ }^{i} \boldsymbol{B}^{e} \mathrm{~d} \Omega, \\
& =\boldsymbol{C}^{e} \bigodot_{i=1}^{D} \operatorname{vol}\left({ }^{i} \hat{\Omega}^{e}\right) \mathbf{1},
\end{aligned}
$$

where $\mathbf{1} \in \mathbb{R}^{p+1}$ is a vector of ones and ${ }^{i} \hat{\Omega}^{e}$ is the interval in the $i$ th parametric direction composing the parametric domain: $\hat{\Omega}^{e}={ }^{1} \hat{\Omega}^{e} \times \ldots \times{ }^{D} \hat{\Omega}^{e}$. The weight $\hat{\beta}^{e}\left(H_{A}\right)$ can be computed by Algorithm 5.5 for the hierarchical B-splines and by Algorithm 5.9 for the

(a) Geometric setup $[m]$.

| Specific heat $\left(h_{c}\right)$ | $600 \mathrm{~J} /\left(\mathrm{kg}{ }^{\circ} \mathrm{C}\right)$ |
| :--- | ---: |
| Density $(\rho)$ | $7820 \mathrm{~kg} / \mathrm{m}^{3}$ |
| Heat conductivity $(k)$ | $29 \mathrm{~W} /\left(\mathrm{m}^{\circ} \mathrm{C}\right)$ |
| Heat power $(\mathrm{Q})$ | 5083 W |
| Source speed $(v)$ | $5 \mathrm{~mm} / \mathrm{s}$ |
| Source radii $r_{x}$ | 15 mm |
| Source radii $r_{y}$ | 10 mm |
| Source radii $r_{z}$ | 2 mm |
| Number of time steps | 200 |
| Total time | 20 s |

(b) Parameters.

Figure 5.4: Setup of the traveling heat source example.
truncated basis

$$
\begin{aligned}
\hat{\beta}^{e, \mathcal{H B}}\left(\boldsymbol{H}^{e}\right) & =\operatorname{extract}\left(l^{e}, l^{e, c},\left\{\operatorname{vol}\left({ }^{i} \Omega^{e}\right) \mathbf{1}\right\},\left\{{ }^{i} \boldsymbol{E}^{e}\right\},\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right\}\right), \\
\hat{\beta}^{\mathcal{T H B}, e}\left(\boldsymbol{H}^{e}\right) & =\text { extract_thb}\left(l^{e}, l^{e, c},\left\{\operatorname{vol}\left({ }^{i} \Omega^{e}\right) \mathbf{1}\right\},\left\{{ }^{i} \boldsymbol{E}^{e}\right\},\left\{{ }^{i} \boldsymbol{R}^{e,(l)}\right\},\left\{\boldsymbol{X}^{e,(l)}\right\}\right) .
\end{aligned}
$$

### 5.7 Numerical Examples

The run-time of the proposed algorithms is compared with an explicit extraction-operator construction through two numerical examples. The first measures the performance of a linear transient computation with dynamic mesh refinement and coarsening, while the second shows similar results on a non-linear example with a static pre-refined mesh.

### 5.7.1 Traveling Heat Source

Consider the example of a moving heat source presented in Kollmannsberger et al. [2018], where a 3D ellipsoidal heat source travels at a constant speed through a rectangular plate $\Omega$ with a constant thickness (see Figure 5.4a). This process is modeled by the heat equation

$$
\rho c \frac{\partial T}{\partial t}-\nabla \cdot(k \nabla T)=q, \quad \text { on } \Omega,
$$

where the (constant) material parameters are listed in Figure 5.4b, and $q$ is defined as

$$
\begin{equation*}
q(x, y, z, t)=\frac{6 \sqrt{3} Q}{\pi \sqrt{\pi} r_{x} r_{y} r_{z}} \exp \left(-3 \frac{\tilde{x}^{2}}{r_{x}^{2}}-3 \frac{\tilde{y}^{2}}{r_{y}^{2}}-3 \frac{\tilde{z}^{2}}{r_{z}^{2}}\right), \tag{5.28}
\end{equation*}
$$

$\tilde{x}=x-v t, \tilde{y}=y, \tilde{z}=z-0.02$ being the coordinates shifted to the center of the heat source traveling with velocity $v$ in the positive $x$-direction Kollmannsberger et al. [2018]. A no-flux boundary condition is applied on all faces of the plate.


Figure 5.5: Solution (left) warped along z-axis (warping factor $210^{-5}$ ) and mesh (right).

The problem is solved using the backward Euler time integration scheme on a $4 \times 4 \times 2$ grid with $p=2$ and 5 hierarchical B-spline refinement levels around the moving heat source to capture the steep gradients. The mesh and corresponding solution are shown in Figure 5.5.

An analytical solution is available on an infinite domain [Fachinotti et al., 2011]. Assuming the boundary influence is negligible over the chosen time interval, Figure 5.6 compares the analytical solution to the obtained numerical temperature. Figure 5.7 shows that the

(a) Temperature over time at $(x, y, z)=$ (b) Temperature on the line $x \in[-0.05,0.1]$, ( $0.05,0,0.2$ ). $(y, z)=(0,0.02)$ at $t=20 \mathrm{~s}$.

Figure 5.6: Solution for the traveling heat source example compared with the analytical solution in space and time.
local refinement keeps the number of DOFs bounded over time.
The CPU time of a C++ implementation of Algorithm 5.5 is compared to a direct extraction $\boldsymbol{C}^{e} \boldsymbol{B}^{e}$ for an explicitly constructed extraction operator $\boldsymbol{C}^{e}$. The measured time includes the matrix multiplication and tensor-product operations listed in Table 5.3, including the Bernstein polynomials' evaluation. The measurements are taken on an Intel ( R ) Xeon (R) CPU E5 CPU with a fixed frequency of 2.90 GHz for the first 25 time steps and $p \in\{2,3,4\}$. Note that the time for constructing the extraction operator $\boldsymbol{C}^{e}$ is ignored. The performance is evaluated according to the amount of time saved by Algorithm 5.5, calculated as

$$
\begin{equation*}
\text { time_saved }=\left(1-\frac{\text { time(Algorithm 5.5) }}{\operatorname{time}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right)}\right) \%, \tag{5.29}
\end{equation*}
$$

and the reduction factor, according to the formula

$$
\begin{equation*}
\text { reduction_factor }=\frac{\operatorname{time}\left(\boldsymbol{C}^{e} \boldsymbol{B}^{e}\right)}{\text { time(Algorithm 5.5) }} . \tag{5.30}
\end{equation*}
$$

The results are summarized in Table 5.7.

### 5.7.2 Finite-strain J2 elastoplasticity

This chapter is concluded with a finite-strain elastoplastic example. Since the adopted plasticity model is standard in the literature, it is introduced as briefly as possible. For a more detailed explanation, see, e.g., de Souza Neto et al. [2009]; Igelbüscher et al. [2019]; Korelc and Stupkiewicz [2014]; Simo and Hughes [1998]; Simo and Miehe [1992]; Wriggers and Hudobivnik [2017].


Figure 5.7: The number of DOFs is kept bounded over time by the dynamic refinement and coarsening around the moving heat source.

| $p$ | time_saved | reduction_factor |
| :---: | :---: | :---: |
| 2 | $60.8 \%$ | 2.5 |
| 3 | $92.5 \%$ | 13 |
| 4 | $96.8 \%$ | 31 |

Table 5.7: Traveling Heat Source example: time saved in extracting the functions through Algorithm 5.5 instead of direct extraction $\boldsymbol{C}^{e} \boldsymbol{B}^{e}$ for an explicitly constructed extraction operator $\boldsymbol{C}^{e}$.

In the following, a multiplicative decomposition of the deformation gradient $\boldsymbol{F}=\boldsymbol{F}^{e} \boldsymbol{F}^{p}$ is assumed, and the elastic deformation is characterized by an energy function

$$
\Psi=\frac{\lambda}{4}\left(I_{3}-1-\ln I_{3}\right)+\frac{\mu}{2}\left(I_{1}-3-\ln I_{3}\right),
$$

where $\lambda$ and $\mu$ are the Lamé constants, and $I_{1}$ and $I_{3}$ are the first and third invariant of the elastic left Cauchy-Green tensor. The elastic region is defined by the classical von Mises yield criterion

$$
f(\boldsymbol{\tau}, \bar{\alpha})=\sqrt{\frac{3}{2} \operatorname{dev}[\boldsymbol{\tau}]: \operatorname{dev}[\boldsymbol{\tau}]}-K(\bar{\alpha}) \leq 0
$$

where $\operatorname{dev}[\boldsymbol{\tau}]$ is the deviatoric Kirchhoff stress, $\bar{\alpha}$ is the equivalent plastic strain, and $K(\bar{\alpha})$ is the nonlinear hardening function

$$
\begin{equation*}
K(\bar{\alpha})=\sigma_{0}+\left(\sigma_{\infty}-\sigma_{0}\right)\left(1-e^{-\delta \bar{\alpha}}\right)+H \bar{\alpha}, \tag{5.31}
\end{equation*}
$$

with initial stress $\sigma_{0}$, saturation stress $\sigma_{\infty}$, hardening exponent $\delta$, and linear hardening coefficient $H$.

| Lamé's first parameter $(\lambda)$ | $110,743 \mathrm{MPa}$ |
| :--- | ---: |
| Shear modulus $(\mu)$ | $80,194 \mathrm{MPa}$ |
| Initial yield strength $\left(Y_{0}\right)$ | 450.0 MPa |
| Saturation strength $\left(Y_{\infty}\right)$ | 715.0 MPa |
| Linear hardening parameter $(H)$ | 129.24 MPa |
| Hardening exponent $(\delta)$ | 16.93 |

Table 5.8: Finite J2 elastoplastic material parameters as in Hubrich and Düster [2019].

The evolution of the equivalent plastic strain is governed by $\partial_{t} \bar{\alpha}=\gamma$ for a consistency parameter $\gamma$ subject to the Kuhn-Tucker and consistency conditions

$$
\begin{align*}
\gamma & \geq 0  \tag{5.32}\\
f & \leq 0  \tag{5.33}\\
\gamma f & =\gamma \partial_{t} f=0 \tag{5.34}
\end{align*}
$$

This example consists of a perforated plate subject to uniaxial tension (see Figure 5.8a). The geometry is defined by the open-knot vectors and control points given in Appendix B. Symmetry boundary conditions are applied on the planes at $x=100 \mathrm{~mm}, y=0 \mathrm{~mm}$, $z=0 \mathrm{~mm}$. The boundary at $y=200 \mathrm{~mm}$ is uniformly displaced by 9.5 mm in the $y$ direction. The displacement increments are shown in Figure 5.9c.

The problem is solved with the material parameters listed in Table 5.8 on a static mesh obtained by degree elevation on the base geometry to obtain a uniform degree $p=2$. Successively, 10,20 , and 1 equispaced knots are inserted in $x, y$, and $z$-direction, respectively. The base mesh is pre-refined with two refinement levels around the plastification area and four refinement levels around the necking area, as shown in Figures 5.8b and 5.8c. The mesh is of admissibility class one, namely functions belonging to at most two consecutive hierarchical levels can be active on each element Bracco et al. [2019]; Buffa and Giannelli [2016]; Carraturo et al. [2019]. Figures 5.9a and 5.9b show the von Mises stress and equivalent plastic strain $\bar{\alpha}$ after the last displacement step. Figure 5.9c shows the load-displacement curve.

As in the previous section, the CPU time of a C++ implementation of Algorithm 5.5 is compared to a direct extraction $\boldsymbol{C}^{e} \boldsymbol{B}^{e}$ for an explicitly constructed extraction operator $\boldsymbol{C}^{e}$. The measured time includes the matrix multiplication and tensor-product operations listed in Table 5.3, including the Bernstein polynomials' evaluation. The measurements are taken on an Intel(R) Xeon(R) CPU E5 CPU with a fixed frequency of 2.90 GHz for the first 6 displacement steps. Note that the time for constructing the extraction operator $\boldsymbol{C}^{e}$ is ignored. The amount of time saved by Algorithm 5.5 is measured as in Equations (5.29) and (5.30), yielding the results in Table 5.9.

| $p$ | time_saved | reduction_factor |
| :---: | :---: | :---: |
| 2 | $63.9 \%$ | 2.8 |
| 3 | $90.1 \%$ | 10.1 |

Table 5.9: Finite-strain J2 elastoplasticity example: time saved in extracting the functions through Algorithm 5.5 instead of direct extraction $\boldsymbol{C}^{e} \boldsymbol{B}^{e}$ for an explicitly constructed extraction operator $\boldsymbol{C}^{e}$.


Figure 5.8: Geometry and mesh of the elastoplastic perforated plate.

(a) Final von Mises stress on deformed geometry (warping factor 1 ).

(c) Load-displacement curve.

Figure 5.9: Von Mises, equivalent plastic strain and load-displacement curve obtained on the elastoplastic perforated plate.

## Chapter 6

## Local refinement for the finite cell method and trimming

The previous chapters introduced a local refinement formulation suitable for B-splines and NURBS shape functions. In this chapter, the hierarchical NURBS are combined with the finite cell method (FCM) [Düster et al., 2008, 2017; Parvizian et al., 2007]: a traditionally high-order finite-element approach that is based on meshes that are not fitted to the domain boundary.

In standard finite elements, local refinement is classically used to efficiently resolve smallscale solution characteristics, obtaining an accuracy similar to a uniform refinement, but using fewer degrees of freedom. This chapter shows that, additionally, it can mitigate FCM-specific difficulties such as

- the unphysical coupling between the sides of a thin hole and
- the overconstraining induced by weak boundary conditions.


### 6.1 Trimming through the finite cell method

Finite cell analyses are based on meshes that are not conforming to the physical domain $\Omega$. Namely, $\Omega$ is contained (or "immersed") in a larger domain $\Omega^{\text {fict }}$ that can be trivially discretized. For example, $\Omega^{\text {fict }}$ can consist of the smallest axis-aligned bounding box containing $\Omega$. In this case, $\Omega^{\text {fict }}$ can be meshed by a regular Cartesian grid of elements, resulting in element faces not matching the physical boundary $\partial \Omega$ (see Figure 6.1). Instead, $\partial \Omega$ can "cut" the elements in an arbitrary manner, requiring additional effort to capture the characteristics of the original geometry $\Omega$ and retain the physics of the actual problem. However, this approach avoids the time-consuming and error-prone mesh generation process, shortening the design-though-analysis loop and enabling the analysis of complex topologies demanded by modern design and manufacturing technologies.

The finite cell method can be used in combination with various shape functions, such as Lagrange or integrated Legendre polynomials (see, e.g., Düster et al. [2008, 2017]; Parvizian et al. [2007]), and NURBS (see, e.g., [Coradello et al., 2020b; Hoang et al., 2017; Ruess et al., 2013; Schillinger et al., 2012c, 2016, 2012d; Verhoosel et al., 2015]). The finite


Figure 6.1: Fundamental concept of the finite cell method.
cell method enables the direct numerical analysis of various geometrical models, such as point cloud domains (see, e.g., Kudela et al. [2020]), constructive solid geometry (CSG) (see, e.g., Wassermann et al. [2017]), flawed volumetric computer-aided designs (CAD) (see, e.g., Wassermann et al. [2019]), and shell models based on boundary representations (B-Rep) (see, e.g., Breitenberger et al. [2015]; Coradello [2016]; Coradello et al. [2020b]; Guo et al. [2018]), and computed tomography scans (CT) (see, e.g., Elhaddad et al. [2018]; Korshunova et al. [2021a,b, 2020]; Yang et al. [2012a,b]). This approach is also suited to parallelism and distributed computations (see, e.g., Jomo et al. [2019, 2017]).

The finite cell method has been applied successfully to various problems of engineering relevance, such as thermoelasticity (see, e.g., Zander et al. [2012]), thermo-elasto-plasticity (see, e.g., Özcan et al. [2019]), additive manufacturing processes (see, e.g., Carraturo et al. [2020]), geometrical nonlinearities (see, e.g., Schillinger [2012]; Schillinger et al. [2012a,b]), contact mechanics (see, e.g., Bog et al. [2015, 2018]), explicit and implicit elastodynamics (see, e.g., Elhaddad et al. [2015]; Joulaian et al. [2014]), bio-mechanics (see, e.g., Elhaddad et al. [2018]; Ruess et al. [2012]; Verhoosel et al. [2015]; Yang et al. [2012a,b]), elastoplasticity (see, e.g., Abedian et al. [2013b, 2014]; Taghipour et al. [2018]), topology optimization (see, e.g., Cai et al. [2014]; Parvizian et al. [2011]), finite-strain problems (see, e.g., Garhuom et al. [2020]), brittle fracture (see, e.g., Hug et al. [2020]; Nagaraja et al. [2019]), quality assurance of additively manufactured products (see, e.g., Korshunova et al. [2021a,b, 2020]), cohesive fracture (see, e.g., Zander et al. [2017]), and foamed materials (see, e.g., Heinze et al. [2018, 2015]).

In its basic form, the finite cell method is based on a weak problem defined on the domain $\Omega$

$$
\begin{align*}
& \text { find } u \in \mathcal{S}(\Omega) \\
& \text { such that } a(w, u)_{\Omega}=l(w)_{\Omega} \tag{F}
\end{align*} \quad \forall w \in \mathcal{W}(\Omega),
$$

where $\mathcal{S}(\Omega)$ and $\mathcal{W}(\Omega)$ are the trial and test spaces, respectively, while $a(w, u)_{\Omega}$ and $l(w)_{\Omega}$ represent the bilinear and linear forms modeling the physics of the problem. The subscript refers to the integration domain $\Omega$. For example, for Poisson's problem, these forms can be defined as

$$
\begin{align*}
a(w, u)_{\Omega} & =(\nabla w, \nabla u)_{\Omega}=\int_{\Omega} \nabla w \cdot \nabla u \mathrm{~d} \Omega,  \tag{6.1}\\
l(w)_{\Omega} & =(w, f)_{\Omega}=\int_{\Omega} w f \mathrm{~d} \Omega \tag{6.2}
\end{align*}
$$

for some function $f: \Omega \rightarrow \mathbb{R}$. This weak form is further discussed in Chapter 7.
The finite-dimensional subspaces for the finite cell method can be defined using a fictitious domain $\Omega^{\text {fict }}$ containing the physical domain $\Omega \subset \Omega^{\text {fict }}$. The domain $\Omega^{\text {fict }}$ can be chosen of a shape that can be trivially meshed (see Figure 6.1). A suitable finite-dimensional space $\mathcal{W}^{h}\left(\Omega^{\text {fict }}\right)$ is defined on such a mesh. For example, $\mathcal{W}^{h}\left(\Omega^{\text {fict }}\right)$ can be spanned by a finite number of NURBS or piecewise polynomials defined on a parameter space $\hat{\Omega}^{\text {fict }}$ combined with the geometrical mapping $\Omega^{\text {fict }}=\boldsymbol{F}\left(\hat{\Omega}^{\text {fict }}\right)$ (see Section 2.5). It is assumed that the functions in $\mathcal{W}^{h}\left(\Omega^{\text {fict }}\right)$ have non-empty support on $\Omega$, namely

$$
\begin{equation*}
\operatorname{supp}\left(w^{h}\right) \cap \Omega \neq \emptyset, \quad \forall w^{h} \in \mathcal{W}^{h}\left(\Omega^{\text {fict }}\right) \tag{6.3}
\end{equation*}
$$

A discrete subspace for Problem (F) can be defined as

$$
\begin{equation*}
\mathcal{W}^{h}(\Omega)=\operatorname{span}\left\{\left.w^{h}\right|_{\Omega}: w^{h} \in \mathcal{W}^{h}\left(\Omega^{\text {fict }}\right)\right\} \tag{6.4}
\end{equation*}
$$

determining the following Galerkin finite cell problem

$$
\begin{align*}
& \text { find } u^{h} \in \mathcal{W}^{h}(\Omega) \\
& \text { such that } a\left(w^{h}, u^{h}\right)_{\Omega}=l\left(w^{h}\right)_{\Omega}, \tag{6.5}
\end{align*} \quad \forall w^{h} \in \mathcal{W}^{h}(\Omega) . ~ l
$$

Note that the bilinear and linear forms are still defined on $\Omega$ (see, e.g., Equations (6.1) and (6.2)). Specifically, the integrals are computed on the physical domain $\Omega$ and not on $\Omega^{\text {fict }}$. However, since the basis functions are defined on $\Omega^{\text {fict }}$, it can be convenient to express the integrals over $\Omega$ in terms of integrals over $\Omega^{\text {fict }}$ through a domain-indicator function $\alpha: \Omega^{\text {fict }} \rightarrow[0,1]$

$$
\alpha(\boldsymbol{x})= \begin{cases}1 & \text { if } \boldsymbol{x} \in \Omega  \tag{6.6}\\ 0 & \text { otherwise }\end{cases}
$$

For example, Equation (6.1) can be written as

$$
\begin{align*}
a\left(w^{h}, u^{h}\right)_{\Omega} & =\left(\nabla w^{h}, \nabla u^{h}\right)_{\Omega},  \tag{6.7}\\
& =\left(\nabla w^{h}, \alpha \nabla u^{h}\right)_{\Omega^{\text {fict }}} . \tag{6.8}
\end{align*}
$$

The domain-indicator function $\alpha$ penalizes the value of the integrand outside the physical domain, recovering the physics of the problem. However, a discontinuity is introduced in
the integrands, requiring non-standard integration rules to retain accuracy (cf., e.g., Abedian et al. [2013a]; Breitenberger et al. [2015]; Hubrich et al. [2017]; Joulaian et al. [2016]; Kudela et al. [2015, 2016]; Marussig and Hughes [2018]; Müller et al. [2013]; Parvizian et al. [2007]; Rank et al. [2012]). See Marussig and Hughes [2018] for a comprehensive review.

This immersed approach can result in very ill-conditioned system matrices when some basis functions have a tiny portion of their support belonging to the physical domain (see, e.g., de Prenter et al. [2017]). One possible way to stabilize the problem is to modify the definition of $\alpha$ to

$$
\alpha(\boldsymbol{x})= \begin{cases}1 & \text { if } \boldsymbol{x} \in \Omega  \tag{6.9}\\ \epsilon & \text { otherwise }\end{cases}
$$

for a small value $0<\epsilon \ll 1$. This modification corresponds to solving a perturbed weak problem

$$
\begin{align*}
& \text { find } u \in \mathcal{S}(\Omega) \\
& \text { such that } a(w, u)_{\Omega}+\epsilon a(w, u)_{\Omega_{\text {fict }}^{\Omega}}=l(w) \quad \forall w \in \mathcal{W}(\Omega) . \tag{6.10}
\end{align*}
$$

This approach introduces a modeling error of order $O(\sqrt{\epsilon})$ in the energy norm (see Dauge et al. [2015]; Stolfo et al. [2019]).

### 6.2 The finite cell method for trimmed KirchhoffLove shells

The weak formulation of the Kirchhoff-Love shell problem with weak boundary conditions reads as follows (see., e.g., Apostolatos et al. [2015]; Cirak [2006]; Coradello et al. [2020b]; Guo and Ruess [2015]; Herrema et al. [2019]; Kiendl et al. [2009])

$$
\begin{align*}
& \text { find } \boldsymbol{u} \in \mathcal{H}^{2}(\Omega) \\
& \text { such that } a(\boldsymbol{w}, \boldsymbol{u})+b^{\mathrm{disp}}(\boldsymbol{w}, \boldsymbol{u})+b^{\mathrm{rot}}(\boldsymbol{w}, \boldsymbol{u})=l(\boldsymbol{w}), \quad \forall \boldsymbol{w} \in \mathcal{H}^{2}(\Omega) \tag{6.11}
\end{align*}
$$

where $a(\boldsymbol{w}, \boldsymbol{u})$ is the bilinear form representing the internal work

$$
a(\boldsymbol{w}, \boldsymbol{u})=\int_{\Omega} \boldsymbol{\varepsilon}(\boldsymbol{w}): \boldsymbol{N}(\boldsymbol{u}) \mathrm{d} \Omega+\int_{\Omega} \boldsymbol{\kappa}(\boldsymbol{w}): \boldsymbol{M}(\boldsymbol{u}) \mathrm{d} \Omega .
$$

The symbols $\boldsymbol{\varepsilon}$ and $\boldsymbol{\kappa}$ denote the membrane and bending strain tensors, respectively, while $\boldsymbol{N}$ and $\boldsymbol{M}$ are the in-plane stress and bending moment. Following the FCM approach explained in Section 6.1, this bilinear form can be defined on a trivially-meshable embedding domain $\Omega^{\text {fict }}$

$$
a(\boldsymbol{w}, \boldsymbol{u})=\int_{\Omega_{\text {fict }}} \boldsymbol{\varepsilon}(\boldsymbol{w}): \alpha \boldsymbol{N}(\boldsymbol{u}) \mathrm{d} \Omega+\int_{\Omega_{\text {fict }}} \boldsymbol{\kappa}(\boldsymbol{w}): \alpha \boldsymbol{M}(\boldsymbol{u}) \mathrm{d} \Omega,
$$

where $\alpha$ is defined in Equation (6.6). A stabilized problem can be obtained by approximating $\alpha$ by Equation (6.9).

The term $l(\boldsymbol{w})$ is the linear functional representing the external work of a volumetric body load $\boldsymbol{f}$ and the traction $\boldsymbol{t}$ over the boundary $\Gamma_{t} \subset \partial \Omega$

$$
l(\boldsymbol{w})=\int_{\Omega} \boldsymbol{w} \cdot \boldsymbol{f} \mathrm{d} \Omega+\int_{\Gamma_{t}} \boldsymbol{w} \cdot \boldsymbol{t} \mathrm{~d} \Gamma
$$

For simplicity, only zero external bending moments are considered. The term $b^{\text {disp }}(\boldsymbol{w}, \boldsymbol{u})$ penalizes a displacement different than $\boldsymbol{g}$ on the boundary $\Gamma_{g} \subset \partial \Omega$

$$
b^{\mathrm{disp}}(\boldsymbol{w}, \boldsymbol{u})=\int_{\Gamma_{g}} \beta^{\mathrm{disp}} \boldsymbol{w} \cdot(\boldsymbol{u}-\boldsymbol{g}) \mathrm{d} \Gamma,
$$

where $\beta^{\text {disp }} \in \mathbb{R}$ is a user-defined penalty parameter. Finally, the term $b^{\text {rot }}(\boldsymbol{w}, \boldsymbol{u})$ penalizes the normal rotations on the boundary $\Gamma_{\theta} \subset \partial \Omega$

$$
b^{\mathrm{rot}}(\boldsymbol{w}, \boldsymbol{u})=\int_{\Gamma_{\theta}} \beta^{\mathrm{rot}}(\boldsymbol{n} \cdot \boldsymbol{\Phi}(\boldsymbol{w}))(\boldsymbol{\Phi}(\boldsymbol{u}) \cdot \boldsymbol{n}) \mathrm{d} \Gamma
$$

where $\beta^{\text {rot }} \in \mathbb{R}$ is a user-defined penalty parameter, the symbol $\boldsymbol{n}$ represents the outward in-plane normal to the boundary $\Gamma_{\theta}$, and $\boldsymbol{\Phi}(\boldsymbol{u})=\boldsymbol{a}_{3}(\boldsymbol{u})-\boldsymbol{A}_{3}$ denotes the angle between the shell normal in its undeformed $\left(\boldsymbol{A}_{3}\right)$ and deformed $\left(\boldsymbol{a}_{3}(\boldsymbol{u})\right)$ configuration after applying the deformation $\boldsymbol{u}$. See Guo and Ruess [2015]; Herrema et al. [2019] for a detailed review.

Following Herrema et al. [2019], given the Young's modulus $E$, Poisson's ratio $\nu$, thickness $t$, and the smallest-element size $h$, the penalty parameters are scaled as

$$
\begin{align*}
\beta^{\text {disp }} & =\bar{\beta} \frac{E t}{h\left(1-\nu^{2}\right)}  \tag{6.12}\\
\beta^{\text {rot }} & =\bar{\beta} \frac{E t^{3}}{12 h\left(1-\nu^{2}\right)}, \tag{6.13}
\end{align*}
$$

where the common parameter $\bar{\beta} \in \mathbb{R}$ is user-defined.

### 6.2.1 Numerical integration

The shell geometry $\Omega$ is assumed to be described by a NURBS patch, as in standard CAD models based on B-Reps. In particular, the geometry is defined by a mapping $\boldsymbol{F}$ relating the patch parameter space $\hat{\Omega}$ to the shell domain $\Omega=\boldsymbol{F}(\hat{\Omega})$. For shells represented by surfaces in three-dimensional space, the parameter space is assumed to be two-dimensional, as shown in Figure 6.2. Accurate numerical integration of the system matrices is obtained following Rank et al. [2011], where quadrature rules are constructed in the parameter space $\hat{\Omega}$. Specifically, the trimming curves are defined in $\hat{\Omega}$, allowing to accurately integrate trimmed elements through the definition of boundary-conforming

(a) Patch parameter space.

(b) Mapping from parametric to physical space. Only the elements intersecting the physical domain are shown.

Figure 6.2: Illustration of the locally-refined elements (black lines) and integration domains (red lines) in the patch parameter space and their mapping to physical space.
integration subdomains, as described in Kudela et al. [2015, 2016]. The method can treat complex trimming curves including sharp features and handles directly B-Rep models produced by standard CAD software such as Rhinoceros ${ }^{5}$, in the spirit of a design-throughanalysis workflow. This approach is applied to isogeometric trimmed shells analysis in, e.g., Breitenberger et al. [2015]; Coradello [2016]; Coradello et al. [2020b]; Guo et al. [2018].

### 6.3 Motivation to local refinement ${ }^{\text {c }}$

The use of hierarchical NURBS for the analysis of trimmed geometries is motivated by the following arguments:

- removal of unphysical coupling between the sides of a thin hole;
- increased accuracy close to trimming boundaries subject to weak constraints;
- efficient approximation of localized deformations.


### 6.3.1 Thin holes

When the trimming curves define holes that are "thin" compared to the geometry knot spans, the support of a basis function intersected with the physical domain $\Omega$ may be disconnected and composed of several disjoint sub-domains. For example, Figure 6.4b shows the support of a function with two disjoint physical sub-domains. This configuration creates an artificial coupling between the two sides of the hole, generally resulting in an unphysical mechanical response. These spurious effects become particularly severe when the local behavior of the structure is strongly determined by the geometry of the hole, as is often the case for complex models. A similar observation can be found in Zander [2017].

[^2]```
Algorithm 6.1: Refinement towards trimming curves
    Input: \(l_{\text {max }}\) : maximum refinement level
            \(\Gamma\) : trimming curve
            \(\gamma\) : refinement width parameter
    for \(l=1 \ldots l_{\max }\) do
        for each level- \(l\) active element \(e_{\hat{i}}^{(l)}\) and multi-index \(\hat{\boldsymbol{i}}\) cut by \(\Gamma\) do
            for each level- \(l\) active element \(e_{i}^{(l)}\) and multi-index \(\boldsymbol{i}\) do
                if \(\|\boldsymbol{i}-\hat{\boldsymbol{i}}\|_{\infty} \leq \gamma\) then
                mark \(e_{\hat{i}}^{(l)}\) for refinement
            end
            end
        end
        refine marked elements
    end
```

For instance, consider the setup illustrated in Figure 6.4a, where the geometry is modeled via a trimmed NURBS surface of degree $p=2$, exported from the Rhinoceros software together with a set of 32 trimming curves. This geometry features two internal thin holes described by trimming curves presenting sharp features. For the analysis, clamped boundary conditions are applied to the outer boundary of the violin via the penalty method, as described in Section 6.2, and a line load $\boldsymbol{F}=(0,0,100)^{\top}$ is applied to the reentrant tip of the f-hole. When adopting as computational mesh the same NURBS patch defining the geometry (as exported from Rhinoceros), this numerical experiment yields an unphysical response. The maximum displacement is attained towards the center of the geometry (see Figure 6.4c obtained with $\bar{\beta}=10$ ) instead of the reentrant tip, as expected from engineering intuition.

To mitigate this issue, locally-refined hierarchical NURBS can substitute functions having large support with functions having smaller support. In particular, the unphysical coupling is necessarily removed when no support is composed of disconnected physical subdomains. To this end, let us consider the refinement procedure presented in Algorithm 6.1. The marking parameter $\gamma$ represents the extension of the refinement area in the proximity of a given trimming curve $\Gamma$. Figure 6.3 shows the effects of the different choices $\gamma=0,1,2$.

When using hierarchical NURBS, setting $\gamma \geq p$ assures that only finest-level functions have support on the trimming curve. By comparing the size of the finest-level knot spans and the size of the hole, one can obtain the value for $l_{\max }$ that removes all functions with disconnected supports.

For the current example, Algorithm 6.1 can refine the computational mesh towards the internal f-hole. The decoupling is obtained for $\gamma=p=2$ and $l_{\max }=5$, yielding the qualitatively correct response shown in Figure 6.4d, where the maximum deflection occurs at the reentrant tip. Figure 6.5a shows the $z$-displacement at point A located at one of the


Figure 6.3: Influence of marking parameter $\gamma$ on the refinement. The cut cells are highlighted in blue, whereas the elements marked for refinement after performing Algorithm 6.1 with $\gamma=0,1,2$, respectively, are colored in red.
geometrical kinks of the trimmed boundary (see Figure 6.4b). A sudden improvement in accuracy is obtained for $l_{\max }=5$, while smaller values yield inaccurate results induced by the unphysical coupling. Figure 6.5 a also compares the described locally-refined solution to the solution obtained by a tensor-product refinement constructed by Algorithm 6.1 with $\gamma=0$ (local tensor-product refinement), where the marked elements are refined using the classic knot-insertion procedure (see Section 2.5.1.1) instead of local refinement. The meshes corresponding to local refinement and local tensor-product refinements are depicted in Figures 6.6a and 6.6b, respectively.

Additionally, Figure 6.5a shows the convergence of a standard uniform tensor-product refinement obtained by recursively bisecting every knot span (uniform tensor-product refinement). Figures 6.5 a and 6.5 b show that all strategies converge towards a reference value for the displacement obtained from an overkill solution. Local refinement achieves a level of accuracy comparable to uniform refinement using substantially fewer degrees of freedom.

It is observed in Coradello et al. [2020b] that an adaptive procedure driven by the error estimator introduced in Coradello et al. [2020a] automatically removes the unphysical coupling for a simple example. Further research is needed to investigate the robustness of this approach.

### 6.3.2 Weak constraints

When imposing weak boundary conditions on a trimming curve, it can happen that the finite element space is not capable of both accurately satisfy the boundary conditions and approximate the numerical solution in the proximity of the trimming boundary. For complicated geometries or high penalty parameters $\beta^{\text {disp }}$ and $\beta^{\text {rot }}$, some elements will be over-constrained.

To illustrate this effect, consider the setup depicted in Figure 6.7a, where a uniformlydistributed vertical load $\boldsymbol{F}=(0,0,-100)^{\top}$ is applied on the top surface. Clamped boundary conditions are enforced with a penalty term $\left(\bar{\beta}=10^{6}\right)$ on the internal curves featuring

(a) Applied boundary conditions: clamped boundary (red wire) and distributed load (arrows).

(c) Unphysical solution obtained from a direct analysis of the CAD model.

(b) Example of basis function support covering both sides of a thin hole ( $p=2$ and maximum continuity).

(d) Local refinement around the trimming curve removes the unphysical coupling.

Figure 6.4: Thin-hole example. The discretization of a complex trimmed geometry creates an unphysical coupling between the sides of thin holes.
kinks and areas of high curvature. Figures 6.7 b and 6.7 c show that the displacement and stress are artificially low on the elements cut by the trimming curve, spuriously following the element boundaries.

Given a fixed mesh, an optimal choice for the penalty parameter $\beta$ can mitigate the described problem. See de Prenter et al. [2018] for a discussion on this matter in the context of Nitsche's method. If it is unknown how to choose $\beta$ optimally, mesh refinement can improve the accuracy in both interior and boundary terms by enlarging the finite element space and intersecting the curve with smaller elements, generally yielding simpler intersections. This way, small geometric features induced by the trimming curves can be selectively resolved. For instance, Figures 6.7 d and 6.7 e show the solution and Von Mises stress distribution produced by Algorithm 6.1 with $\gamma=p=2$ and $l_{\max }=5$. This example qualitatively demonstrates the capability of local refinement to reduce the overconstraining effects linked to the weak imposition of Dirichlet-type boundary conditions.

Figure 6.8 compares the resultant Von Mises stress for different meshes. Figure 6.8 b shows the solution obtained through a uniform mesh of 38607 DOFs. The mesh is chosen to have a number of DOFs similar to the locally-refined mesh in Figures 6.7e and 6.8a, which


Figure 6.5: Thin-hole example. Displacement and number of DOF.


Figure 6.6: Meshes obtained by local refinement and local tensor-product refinement produced by Algorithm 6.1 with $\gamma=p=2$ and $l_{\max }=5$.
has 36225 DOFs. As a reference, Figure 6.8c shows the solution obtained by an overkill mesh with 4026378 DOFs. The locally-refined mesh does not have artificially low stress on the constrain curve, similarly to the overkill solution.

### 6.3.3 Localized deformations

The example given in Figures 6.4a and 6.4d produces a localized deformation that needs to be adequately resolved. The local refinement strategy employed to remove the unphysical coupling in Section 6.3.1 gives an approximation comparable to uniform refinement but with a considerable reduction in DOFs (see Figures 6.5 a and 6.5 b ). Table 6.1 shows the energy and $z$-displacement errors with respect to the following reference values $\tilde{E} \approx$ $0.2211, \tilde{u}_{z} \approx 7.268 \cdot 10^{-3}$. These values are extracted from an overkill solution defined on a uniformly-refined mesh obtained by $l_{\max }=5$ recursive bisection steps.

(a) Boundary conditions: clamped (red wire) and distributed load (arrows).

(b) Displacement magnitude (logarithmic scale) on the unrefined mesh.

(d) Displacement magnitude (logarithmic scale) on a locally-refined mesh.

(c) Von Mises stress on the unrefined mesh.

(e) Von Mises stress on a locally-refined mesh.

Figure 6.7: Example of overconstraining induced by weak boundary conditions on trimming curves.

This numerical experiment confirms that local refinement can accurately and efficiently capture local quantities (such as the solution at point A) as well as global quantities (the energy of the system) comparable to the tensor product refinement. Note that, in this particular example, $\sim 5$ times fewer DOFs are required to achieve similar accuracy.


Figure 6.8: Overconstraining on trimming curves can be resolved by local refinement.

|  | num. DOFs | energy error <br> $\left(1-\frac{E^{h}}{E}\right) \%$ | z-displ. error at A <br> $\left(1-\frac{u_{z}^{h}}{\tilde{u}_{z}}\right) \%$ |
| :--- | :--- | :--- | :--- |
| tensor product ref. | 193359 | $2.07 \%$ | $1.72 \%$ |
| local ref. | 37215 | $2.88 \%$ | $2.29 \%$ |

Table 6.1: Comparison of the error in the energy norm and $z$-displacement at point $A$ against the number of DOFs for tensor product and local refinements.

### 6.4 Numerical Examples ${ }^{\text {c }}$

This chapter concludes with two numerical examples that show the applicability of the proposed workflow to the locally-refined analysis of trimmed surfaces. All the geometries used in the following examples have been created in the commercial CAD software Rhinoceros and exported in the STEP file format [ISO 10303-11:1994, 1994].

### 6.4.1 A trimmed adaptive example

The first example deals with a geometry created by the intersection of two cylinders, as shown in Figure 6.9. Such a geometry is taken from an example presented in Casquero et al. [2017]. Note that the two trimmed holes are symmetric to the diagonal of the cylinder. The two circular ends of the cylinder on the $x z$-plane are subject to no-displacement boundary conditions. A unit point load $\boldsymbol{F}=(0,0,-1)^{\top}$ is applied on the surface middle point (see Figure 6.9). The Young modulus and Poisson's ratio parameters are chosen as $E=5 \cdot 10^{7}$ and $\nu=0.0$, respectively. The shell thickness is set equal to $t=0.1$.

The $\mathcal{L}^{\infty}$-norm of the displacement gradient is used as a simple indicator for adaptively refining the mesh. In particular, given a user-defined threshold $\gamma \in(0,1)$, one element $\Omega^{e}$ is marked for refinement if

$$
\left\|\nabla \mathbf{u}^{h}\right\|_{\mathcal{L}^{\infty}\left(\Omega^{e}\right)}>\gamma \max _{\tilde{\Omega}^{e}}\left\|\nabla \boldsymbol{u}^{h}\left(\tilde{\Omega}^{e}\right)\right\|_{\mathcal{L}^{\infty}\left(\tilde{\Omega}^{e}\right)}
$$



Figure 6.9: Geometry specifications and representation of the trimming operation in Rhino used to create the two trimmed holes, defined as the intersection between two cylinders.
where the maximum is taken over all elements $\tilde{\Omega}^{e}$ of the mesh. Additionally, the elements adjacent to the supports are always marked for refinement. Despite the simplicity of this error indicator, numerical experiments show that it behaves well in driving an adaptive simulation for the problem at hand, capturing the main characteristics of the solution (see Figure 6.10).

Figure 6.11 shows the convergence of the internal energy and $z$-displacement under the point load on a series of refined meshes. The reference solution consists of an overkill solution obtained on a uniformly-refined mesh with 2603682 DOFs, $p=3$.

Figure 6.10b shows the reparameterized integration cells in the proximity of one of the trimming curves. Note that the reparameterized integration is used on trimmed elements belonging to different hierarchical levels. Often, the local refinement simplifies the intersections between the trimming curve and the elements, yielding fewer intersection cases to be handled.

### 6.4.2 B-Rep analysis with weak constraints

The following example concerns the simulation of a simplified model of the Rolex Learning Center rooftop (see Figure 6.12a), the campus library at the École Polytechnique Fédérale de Lausanne (see Figure 6.12b).

The structure is modeled by a trimmed NURBS surface of degree $p=3$ composed of $20 \times 20$ knot spans. A planar map of the building has been used to trace all the major structural holes. The roof is supported by pillars modeled by 150 cylinders arranged in a $15 \times 10$ Cartesian fashion into the model (those falling outside of the physical domain have been discarded). Their intersection with the surface is used to impose homogeneous displacement boundary conditions $\left(\bar{\beta}=10^{3}\right)$. This simplified design may not correspond to the actual placement of the pillars. The material parameters are chosen as $E=$ $40 \cdot 10^{9}, \nu=0.15$, and $t=0.2$ for the Young modulus, Poisson ratio, and shell thickness, respectively. Note that the purpose of this example is not to model the static state of the


Figure 6.10: Mesh, displacement magnitude, and Von Mises stress obtained after 6 iterations of the adaptive loop, marking parameter $\gamma=0.2$. The solution is obtained with cubic hierarchical NURBS.
roof comprehensively but rather to provide an illustrative example of the implemented framework with a complex geometrical model.

The roof is subjected to a body load $\boldsymbol{F}=\left(0,0,-2 \cdot 10^{3}\right)^{\top}$, resulting in the displacement field is depicted in Figure 6.12c, where $k=5$ hierarchical-refinement levels are used to increase the resolution around the pillars and trimming curves. A close-up of the solution in the vicinity of a trimming curve for a coarse uniform tensor-product mesh and a locallyrefined mesh is depicted in Figure 6.13. This example motivates the use of local refinement to selectively resolve the small-scale features of the problem (the pillars). It is also shown how all relevant information needed to impose boundary conditions can be taken directly from the CAD model in the spirit of a complete design-through-analysis workflow.


Figure 6.11: Convergence of the error in displacement and energy obtained with cubic hierarchical NURBS and marking parameter $\gamma=3$.


Figure 6.12: Rolex Learning Center example. The geometric model, the actual building, and the numerical solution of the roof subject to its self-weight. The solution is obtained using cubic hierarchical NURBS with $k=5$ refinement levels.

(a) Displacement plot on a coarse mesh.

(b) Displacement plot on a locally-refined mesh.

(c) Displacement plot on a coarse mesh (loga- (d) Displacement plot on a locally-refined mesh rithmic scale).
(logarithmic scale).

Figure 6.13: Rolex Learning Center example. Zoom on the solution in the proximity of a trimming curve. Weak boundary conditions and geometric features are efficiently resolved by local refinement.

## Chapter 7

## Reactions on trimmed locally-refined meshes

The finite element method is classically based on nodal Lagrange basis functions defined on conforming meshes. In this context, total reaction forces are commonly computed from the so-called "nodal forces", yielding higher accuracy and convergence rates than reactions obtained from the differentiated primal solution ("direct" method).

The finite cell method (FCM) was introduced in the previous chapter as a direct approach to numerical simulation of trimmed geometries. However, body-unfitted meshes preclude the use of classic nodal reaction algorithms.

This chapter shows that the direct method can perform particularly poorly for immersed methods. Instead, conservative reactions can be obtained from equilibrium expressions given by the weak problem formulation, yielding the superior accuracy and convergence rates typical of nodal reactions.

This approach is also extended to basis functions not based on the concept of nodes, such as the (truncated) hierarchical B-splines introduced in Chapters 2 and 3.

### 7.1 Introduction

In many practical applications, the goal of finite-element analyses is to approximate specific physical quantities of interest. These data are often derived from the primal solution, such as in the case of total reaction forces or fluxes. Such quantities are often the most relevant data in engineering design and analysis.

The evaluation of fluxes and forces derived from the primal finite-element solution has been investigated for conforming meshes in several literature contributions. For example, in Akira [1986]; Barrett and Elliott [1987]; Brezzi et al. [2001]; Carey [1982]; Carey et al. [1985]; Gresho et al. [1987]; Hughes et al. [1987]; Hughes [2000]; Hughes et al. [2000]; Oshima et al. [1998] the flux is obtained through a modified variational problem with an additional auxiliary field corresponding to the normal flux over the Dirichlet boundary. Such an approach amounts to a mere post-processing step, and the resulting flux will
fulfill equilibrium in a global or local sense. This technique, referred to as conservative or consistent, is proven in the above references to be more accurate and achieve higher convergence orders than the "direct" approach of differentiating the primal solution. In Melbø and Kvamsdal [2003], reactions on mesh boundaries (subject to strong boundary conditions) are obtained for the Stokes flow through a variational interpretation similar to the one discussed in this work. In van Brummelen et al. [2011], similar formulas for the reactions on (conforming) mesh boundaries are studied, focusing on coupled problems. In the mentioned publications, the reactions are computed on Dirichlet-boundaries of meshes conforming to the computational domain. In Bazilevs and Hughes [2007], this approach is extended to computing reactions on (conforming) mesh boundaries subject to weak boundary conditions. In Bazilevs et al. [2012]; Kamensky et al. [2017]; Kamensky [2016]; Wu et al. [2017], consistent forces on immersed boundaries are considered on the fluid-structure coupling interface based on an augmented Lagrangian formulation.

In this work, the conservative reactions are reviewed for conforming meshes subject to strong boundary conditions. This approach is then extended to non-conforming trimmed meshes, where the boundary of the geometry does not match the element boundaries. In particular, the total reaction flux is computed on boundaries subject to weak boundary conditions, such as the penalty [Babuška, 1973] and the symmetric Nitsche's [Nitsche, 1971] methods. The computation of the total fluxes for conforming meshes is viewed as testing a variational form with specific test functions, serving as "extraction functions" in the framework of Babuška and Miller [1984]. Namely, the reactions are obtained by the expression of equilibrium given by the weak form, yielding a total flux in global equilibrium with the other fluxes and data of the problem. Reactions are observed to converge with rates two times higher than the energy-norm error for Nitsche's method on a trimmed two-dimensional benchmark with a smooth solution. This phenomenon is often referred to as superconvergence [Babuška and Miller, 1984; Hughes et al., 2000; Szabó and Babuška, 2011; Wahlbin, 1995]. The same convergence rates are obtained for the penalty method, provided that the penalization parameter is suitably scaled.

Moreover, it is shown how this approach can be generalized to bases that do not form a partition of unity and are not based on the concept of "node". For example, this approach is valid for hierarchical B-splines.

The structure of the chapter is as follows. Section 7.2 motivates the conservative approach in computing the reactions. A three-dimensional trimmed example with a complex geometry defined by a Standard Triangle Language (STL) file is considered, showing that the direct method can perform particularly poorly for immersed meshes, as the weak boundary conditions indirectly constrain also the gradient of the solution. Section 7.7 explains how the standard way to compute the reactions can be interpreted as testing a variational form with specific test functions. This point of view serves as a basis to compute conservative reactions on trimmed bases not forming a partition of unity in Sections 7.8 and 7.9. In Section 7.10, it is shown that the method is superconvergent and approximates with higher accuracy the total flux in a smooth two-dimensional problem for both penalty and Nitsche's methods. In Section 7.11, the method is shown to give consistent results for both penalty and Nitsche's methods in the considered three-dimensional trimmed exam-


Figure 7.1: Portion of façade element [Mungenast, 2017b].
ple. Finally, Section 7.12 shows how this approach can be applied to compute reaction tractions for isogeometric analysis of trimmed Kirchhoff-Love shells.

### 7.2 Motivation

Consider the portion of façade element [Mungenast, 2017b] shown in Figure 7.1a. Its design takes advantage of the production freedom offered by additive manufacturing technologies to combine the aesthetics of wavy surfaces with functionalities such as insulation, ventilation, load transfer, and shading (cf. Mungenast [2017a,b]). These functionalities lead to a geometry featuring a complex internal structure and detailed external surfaces (cf. Figure 7.1b). The geometry is described by a fine STL file (courtesy of Dr. Moritz Mungenast), as displayed in Figure 7.1c. Note that the STL file does not define a computational geometry directly suitable for traditional methods based on conforming meshes.

The objective is to compute the total heat flux across the structure induced by a temperature difference on two opposite faces. The following Laplace's equation and boundary


Figure 7.2: Boundary conditions and solution example for the façade element.
conditions serve as a model problem

$$
\begin{align*}
-\nabla \cdot(\boldsymbol{\kappa} \nabla u)=0 & \text { in } \Omega,  \tag{7.1}\\
u=0 & \text { on } \Gamma_{0},  \tag{7.2}\\
u=1 & \text { on } \Gamma_{1},  \tag{7.3}\\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega \backslash \overline{\left(\Gamma_{0} \cup \Gamma_{1}\right)} .
\end{align*}
$$

Here, $\Omega \subset \mathbb{R}^{3}$ denotes the domain defined by the façade element, $\Gamma_{0} \subset \partial \Omega$, and $\Gamma_{1} \subset \partial \Omega$, $\Gamma_{0} \cap \Gamma_{1}=\emptyset$, denote the left and right boundaries highlighted in Figure 7.2a, $\boldsymbol{\kappa} \in \mathbb{R}^{3 \times 3}$ denotes the conductivity tensor, and $\boldsymbol{n}$ the outward unit boundary normal. Following the finite cell approach introduced in the previous chapter, a finite element simulation model is constructed without the need to build a conforming mesh, a potentially time-consuming step in the total simulation pipeline [Cottrell et al., 2009; Hughes et al., 2005]. The geome$\operatorname{try} \Omega$ is immersed in a larger rectangular cuboid $\Omega^{\text {fict }}$ that can be straightforwardly meshed by a Cartesian element grid. Figure 7.1d shows an example of elements intersecting the physical domain $\Omega$. Since the boundaries $\Gamma_{0}$ and $\Gamma_{1}$, in general, do not coincide with a subset of element faces, but they are immersed in the elements, a strong imposition of the temperature boundary conditions would significantly deteriorate the accuracy. Instead, these boundary conditions are imposed weakly (cf., e.g., Ruess et al. [2013]; Schillinger et al. [2012c]), as explained in detail in Section 7.5. Figures 7.2b and 7.2c show the temperature and heat flux obtained with B-spline basis functions of order $p=2$ and $\boldsymbol{\kappa}$ being the identity matrix. The boundary conditions are applied using Nitsche's method with stabilization parameter $\gamma=10(p+1)^{2} / h$ (cf. Equation (7.17) and Antolin et al. [2019]; Johansson et al. [2019]), where $h$ denotes the mesh size, as explained in Section 7.5.

A question now arises about the way to accurately compute the total flux from the trimmed finite element solution. Once a numerical solution $u^{h}$ for the problem of Equations (7.1)-(7.4) is obtained, the conventional way for conforming finite elements with Lagrange shape functions and subject to strong boundary conditions can be summarized as in Table 7.1. It is not clear how the conventional procedure can be used for trimmed

Let $\eta\left(\Gamma_{0}\right)$ be the set of nodes on $\Gamma_{0}$.

1. For each node $A \in \eta\left(\Gamma_{0}\right)$ associated with the nodal shape function $N_{A}$, compute the internal nodal flux

$$
q_{A}=\int_{\Omega} \nabla N_{A} \cdot\left(\boldsymbol{\kappa} \nabla u^{h}\right) \mathrm{d} \Omega
$$

and the external nodal flux

$$
q_{A}^{e}=\int_{\Omega} N_{A} f \mathrm{~d} \Omega+\int_{\Gamma_{h}} N_{A} h \mathrm{~d} \Gamma .
$$

2. The reaction $r$ on $\Gamma_{0}$ is obtained by summing the nodal fluxes of all nodes located on $\Gamma_{0}$, minus the known external fluxes

$$
r=\sum_{A \in \eta\left(\Gamma_{0}\right)} q_{A}-q_{A}^{e} .
$$

Table 7.1: The traditional algorithm for computing the reactions on conforming meshes of nodal partition-of-unity finite elements [Bathe, 2007; De Borst et al., 2012; Hughes, 2000; Hughes et al., 2000; Kohnke, 2009; Siemens PLM Software Inc, 2014].
meshes with non-nodal shape functions, as there are no nodes and the boundary is immersed in the element domains.

Since the numerical solution $u^{h}$ defines a numerical flux $\boldsymbol{\kappa} \nabla u^{h}$ for every spatial location $\boldsymbol{x} \in \Omega$ ( $u^{h}$ is assumed to be at least continuous), it is, in particular, possible to integrate numerically $\boldsymbol{\kappa} \nabla u^{h} \cdot \boldsymbol{n}$ over $\Gamma_{1}$. However, total fluxes computed in this way can have poor accuracy. Figure 7.3a shows that different total fluxes are obtained for Nitsche's method with stabilization parameter $\gamma=10(p+1)^{2} / h$ (cf. Equation (7.17) and Antolin et al. [2019]; Johansson et al. [2019]) and the penalty method with penalization parameter $\beta=$ $10^{2} / h^{p}$ (cf. Equation (7.15)), where $h$ denotes the mesh size, as explained in Section 7.5. Although the two methods yield different total fluxes, Figure 7.3b shows that the internal energy converges to the same value.

Moreover, if the numerical flux is integrated over $\Gamma_{0}$ and $\Gamma_{1}$, the obtained values are similar but not in perfect equilibrium. Such a difference is displayed in Figure 7.3c, where the relative error between the two fluxes is computed as

$$
\begin{equation*}
e\left(q_{0}^{h}, q_{1}^{h}\right)=\left|1-\frac{q_{0}^{h}}{-q_{1}^{h}}\right|, \tag{7.5}
\end{equation*}
$$


(a) Total flux obtained by numerical integration.

(c) Equilibrium error (cf. Equation (7.5)).

Figure 7.3: Flux across the Dirichlet boundary $\Gamma_{1}$, internal energy, and equilibrium for a sequence of bisected meshes.
where $q_{0}^{h}$ and $q_{1}^{h}$ represent the integrated flux $\boldsymbol{\kappa} \nabla u^{h} \cdot \boldsymbol{n}$ defined by the numerical solution $u^{h}$ over $\Gamma_{0}$ and $\Gamma_{1}$, respectively. Namely,

$$
\begin{equation*}
q_{i}^{h}=\int_{\Gamma_{i}} \boldsymbol{\kappa} \nabla u^{h} \cdot \boldsymbol{n} \mathrm{~d} \Gamma, \quad i \in\{0,1\} \tag{7.6}
\end{equation*}
$$

This example indicates that integrating the numerical flux does not use all information contained in the finite element solution. Indeed, the underlying variational principle finds a solution that fulfills equilibrium in a global and local (element) sense [Bathe, 2007; Hughes et al., 2000]. Therefore, this information is contained in the solution, and the remaining of the chapter is devoted to the development of a strategy to accurately extract it.

This chapter lays out an explanation for computing the total flux and reaction forces
based on equilibrium considerations, generalizing the traditional approach to

- non-nodal shape functions that do not necessarily form a partition of unity,
- trimmed meshes.

Moreover, the proposed approach seems robust concerning the different methods for imposing the weak boundary conditions, in the sense that penalty and Nitsche's methods will converge to the same total-flux value.

### 7.3 The strong form of the model problem

Let $\Omega \subset \mathbb{R}^{D}$ be a bounded Lipschitz domain with disjoint Dirichlet and Neumann boundaries $\Gamma_{g}, \Gamma_{h}$, respectively, such that $\overline{\Gamma_{g} \cup \Gamma_{h}}=\partial \Omega, \Gamma_{g} \cap \Gamma_{h}=\emptyset$. The strong form of the heat conduction problem reads

$$
\begin{align*}
-\nabla \cdot(\boldsymbol{\kappa} \nabla u) & =f & & \text { in } \Omega,  \tag{7.7}\\
u & =g & & \text { on } \Gamma_{g},  \tag{7.8}\\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n} & =h & & \text { on } \Gamma_{h},
\end{align*}
$$

where $\kappa \in \mathbb{R}^{D \times D}$ is the thermal-conductivity tensor, $h: \Gamma_{h} \rightarrow \mathbb{R}$ is the prescribed flux, $g: \Gamma_{g} \rightarrow \mathbb{R}$ is the prescribed temperature, $f: \Omega \rightarrow \mathbb{R}$ is the volumetric heat supply, and $\boldsymbol{n} \in \mathbb{R}^{D}$ is the vector normal to the boundary.

### 7.4 The weak form for strong boundary conditions

Given the set of trial functions $\mathcal{S}_{g, \Gamma_{g}}(\Omega)$ and the test space $\mathcal{W}_{0, \Gamma_{g}}(\Omega)$,

$$
\begin{align*}
\mathcal{S}_{g \Gamma_{g}}(\Omega) & =\left\{u \in \mathcal{H}^{1}(\Omega) \mid u=g \text { on } \Gamma_{g}\right\}  \tag{7.10}\\
\mathcal{W}_{0, \Gamma_{g}}(\Omega) & =\left\{w \in \mathcal{H}^{1}(\Omega) \mid w=0 \text { on } \Gamma_{g}\right\}, \tag{7.11}
\end{align*}
$$

the weak form of the problem reads

$$
\begin{align*}
& \text { find } u \in \mathcal{S}_{g, \Gamma_{g}}(\Omega) \\
& \text { such that } a(w, u)=l(w) \quad \forall w \in \mathcal{W}_{0, \Gamma_{g}}(\Omega) . \tag{W}
\end{align*}
$$

Here, $a(w, u)$ and $l(w)$ denote the classic bilinear and linear forms

$$
\begin{align*}
a(w, u) & =(\nabla w, \boldsymbol{\kappa} \nabla u)_{\Omega},  \tag{7.12}\\
l(w) & =(w, f)_{\Omega}+(w, h)_{\Gamma_{h}}, \tag{7.13}
\end{align*}
$$

### 7.4.1 The Galerkin form

Problem (W) can be rewritten with homogeneous Dirichlet boundary conditions by lifting $g$ to $\Omega$. In particular, let $g_{\Omega} \in \mathcal{H}^{1}(\Omega)$ be such that $\left.g_{\Omega}\right|_{\Gamma_{g}}=g$. Then, $u_{0}=u-g_{\Omega}$ belongs to $\mathcal{W}_{0, \Gamma_{g}}(\Omega)$ and Problem (W) can be stated as

$$
\begin{aligned}
& \text { find } u_{0} \in \mathcal{W}_{0, \Gamma_{g}}(\Omega) \\
& \text { such that } a\left(w, u_{0}\right)=l(w)-a\left(w, g_{\Omega}\right) \quad \forall w \in \mathcal{W}_{0, \Gamma_{g}}(\Omega) .
\end{aligned}
$$

The Galerkin form of Problem (W) with a finite-dimensional subspace $\mathcal{W}_{0, \Gamma_{g}}^{h}(\Omega) \subset$ $\mathcal{W}_{0, \Gamma_{g}}(\Omega)$ and an approximation $g^{h}$ to $g_{\Omega}$ reads

$$
\begin{align*}
& \text { find } u^{h} \in \mathcal{W}_{0, \Gamma_{g}}^{h}(\Omega) \subset \mathcal{W}_{0, \Gamma_{g}}(\Omega) \\
& \text { such that } a\left(w^{h}, u^{h}\right)=l\left(w^{h}\right)-a\left(w^{h}, g^{h}\right), \tag{G}
\end{align*} \forall w^{h} \in \mathcal{W}_{0, \Gamma_{g}}^{h}(\Omega) .
$$

### 7.5 The weak form for weak boundary conditions

In case the temperature boundary conditions are applied weakly, these are not incorporated in the solution and test spaces. Instead, an additional term $a_{w}(\cdot, \cdot)$ associated with the energy of the constraint violation is added as follows

$$
\begin{align*}
& \text { find } u \in \mathcal{H}^{1}(\Omega) \\
& \text { such that } a(w, u)+a_{w}(w, u)=l(w) \quad \forall w \in \mathcal{H}^{1}(\Omega) \tag{w}
\end{align*}
$$

The term $a_{w}(w, u)$ can assume different forms depending on the weak-boundary approach. For the penalty method [Babuška, 1973] with a penalty parameter $\beta \in \mathbb{R}, a_{w}(w, u)=$ $a_{\beta}(w, u)$ will be defined as

$$
\begin{equation*}
a_{\beta}(w, u)=(w, \beta(u-g))_{\Gamma_{\tilde{g}}} . \tag{7.14}
\end{equation*}
$$

Typically, when using finite-element shape functions of polynomial order $p, \beta$ is a meshdependent parameter scaled with $h^{p}$ to retain the expected convergence rates [Utku and Carey, 1982]

$$
\begin{equation*}
\beta=\bar{\beta} \frac{1}{h^{p}}, \tag{7.15}
\end{equation*}
$$

where $\bar{\beta} \in \mathbb{R}$ is a user-specified parameter, often dependent on the material parameters.
For the symmetric Nitsche's method [Nitsche, 1971] with stabilization parameter $\gamma \in \mathbb{R}$, $a_{w}(w, u)=a_{\gamma}(w, u)$ is defined as

$$
\begin{equation*}
a_{\gamma}(w, u)=-(\boldsymbol{\kappa} \nabla w \cdot \boldsymbol{n}, u-g)_{\Gamma_{g}}-(w, \boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n})_{\Gamma_{g}}+(w, \gamma(u-\tilde{g}))_{\Gamma_{g}} . \tag{7.16}
\end{equation*}
$$

In this work, $\gamma$ is scaled as in the original publication Nitsche [1971]

$$
\begin{equation*}
\gamma=\bar{\gamma} \frac{1}{h} \tag{7.17}
\end{equation*}
$$

For immersed methods, better estimates for $\gamma$ can be obtained by solving a global or element-local generalized eigenvalue problem (cf., e.g., de Prenter et al. [2018]; Griebel and Schweitzer [2003]). Similar estimates through generalized eigenvalue problems are also employed for variationally-consistent patch coupling (cf., e.g., Apostolatos et al. [2014]; Embar et al. [2010]; Hansbo [2005]; Harari and Grosu [2015]; Hu et al. [2018]; Jiang et al. [2015]; Nguyena et al. [2013]; Ruess et al. [2014]).

### 7.6 The trimmed-domain Galerkin form

Following Section 6.1, the trimmed Galerkin form is defined through a simple domain $\Omega^{\text {fict }}$ containing the physical domain $\Omega \subset \Omega^{\text {fict }}$ and a finite-dimensional subspace $\mathcal{W}^{h}\left(\Omega^{\text {fict }}\right) \subset$ $\mathcal{H}^{1}\left(\Omega^{\text {fict }}\right)$. The trimmed Galerkin form of Problem (w) can be formulated as

$$
\begin{align*}
& \text { find } u^{h} \in \mathcal{W}^{h}(\Omega) \\
& \text { such that } a\left(w^{h}, u^{h}\right)+a_{w}\left(w^{h}, u^{h}\right)=l\left(w^{h}\right), \quad \forall w^{h} \in \mathcal{W}^{h}(\Omega) . \tag{g}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{W}^{h}(\Omega)=\operatorname{span}\left\{\left.w^{h}\right|_{\Omega}: w^{h} \in \mathcal{W}^{h}\left(\Omega^{\text {fict }}\right)\right\} . \tag{7.18}
\end{equation*}
$$

### 7.7 Conservative reactions to strong boundary conditions

In this section, the traditional way to compute the reactions is interpreted as testing a weak problem with specific test functions. This point of view will allow generalizing the computation of the reactions to trimmed domains and to bases that do not form a partition of unity. This interpretation is inspired by Brezzi et al. [2001]; Hughes et al. [2000] and similar to the argumentation therein. However, in this work, the focus is on obtaining the (integrated) total reaction flux instead of a "pointwise" approximation of the normal flux by a function defined on the boundary.

A conservative way to compute the reactions can be derived by considering a problem compatible with the mixed problem in Equations (7.7)-(7.9). Namely, other than the temperature boundary condition $u=g$ on $\Gamma_{g}$, the compatible reaction flux $r$ is assumed to exist and is prescribed on $\Gamma_{g}$. The flux $r$ is such that the condition $u=g$ is retained on $\Gamma_{g}$. The remaining data of the problem $\boldsymbol{\kappa}, f$, and $h$ are unchanged. For elastic problems, this corresponds to prescribing the forces that would enforce the displacement conditions.

In particular, let us consider the following boundary-value problem with compatible conditions on $\Gamma_{g}$

$$
\begin{align*}
-\nabla \cdot(\boldsymbol{\kappa} \nabla u) & =f & & \text { in } \Omega,  \tag{7.19}\\
u & =g & & \text { on } \Gamma_{g},  \tag{7.20}\\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n} & =r & & \text { on } \Gamma_{g},  \tag{7.21}\\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n} & =h & & \text { on } \Gamma_{h} . \tag{7.22}
\end{align*}
$$

For simplicity, the data $\boldsymbol{\kappa}, f, r, g, h$, and the boundary $\partial \Omega$ are assumed to be "smooth enough" for the following manipulations to hold. Given a solution $u^{*} \in \mathcal{H}^{2}(\Omega)$ for the mixed problem of Equations (7.7)-(7.9), it will also be a solution for the problem of Equations (7.19)-(7.22) with $r=\left.\left(\boldsymbol{\kappa} \nabla u^{*} \cdot \boldsymbol{n}\right)\right|_{\Gamma_{g}}$. Indeed, $u^{*}$ satisfies Equations (7.19), (7.20), and (7.22), as they are the same as Equations (7.7)-(7.9). Moreover, Equation (7.21) is trivially satisfied by the definition $r=\left.\left(\boldsymbol{\kappa} \nabla u^{*} \cdot \boldsymbol{n}\right)\right|_{\Gamma_{g}}$.

Following standard variational arguments, one can formulate a weak form by multiplying Equation (7.19) by a test function $w$ belonging to a test space chosen to be $\mathcal{W}=\mathcal{H}^{1}(\Omega)$ and integrating over $\Omega$. This yields the following weak form

$$
\begin{align*}
& \text { find } u \in \mathcal{S}_{g, \Gamma_{g}}(\Omega) \\
& \text { such that } a(w, u)=l(w)+(w, r)_{\Gamma_{g}}, \quad \forall w \in \mathcal{W}=\mathcal{H}^{1}(\Omega) \tag{R}
\end{align*}
$$

Note that the test space consists of the whole $\mathcal{H}^{1}(\Omega)$ function space, not requiring the test functions to be zero on any part of the boundary. In particular, the boundedness of $\Omega$ ensures that the constant $w=1$ belongs to the test space $\mathcal{W}=\mathcal{H}^{1}(\Omega)$. Testing Problem (R) with $w=1$ assures global equilibrium

$$
\begin{equation*}
0=\int_{\Omega} f \mathrm{~d} \boldsymbol{x}+\int_{\Gamma_{h}} h \mathrm{~d} \boldsymbol{x}+\int_{\Gamma_{g}} r \mathrm{~d} \boldsymbol{x} . \tag{7.23}
\end{equation*}
$$

A solution $u^{*} \in \mathcal{H}^{2}(\Omega)$ for the original weak Problem (W) will also solve the strong form in Equations (7.19)-(7.22) and the compatible Problem (R).

Moreover, since $\mathcal{W}_{0, \Gamma_{g}}(\Omega)$ is a closed subspace of $\mathcal{H}^{1}(\Omega)$, then $\mathcal{H}^{1}(\Omega)$ admits the direct-sum representation [Rudin, 1991; Salsa, 2016]

$$
\mathcal{H}^{1}(\Omega)=\mathcal{W}_{0, \Gamma_{g}}(\Omega) \oplus \mathcal{W}_{0, \Gamma_{g}}(\Omega)^{\perp}
$$

Namely, each $w \in \mathcal{H}^{1}(\Omega)$ admits a (unique) representation $w_{0}+w_{g}$, with $w_{0} \in \mathcal{W}_{0, \Gamma_{g}}(\Omega)$ and $w_{g} \in \mathcal{W}_{0, \Gamma_{g}}(\Omega)^{\perp}$. Following Bazilevs and Hughes [2007]; Hughes [2000]; Hughes et al. [2000], the arbitrarity of $w_{0}+w_{g}=w \in \mathcal{H}^{1}(\Omega)$ in Problem (R) implies the arbitrarity of $w_{0}$ and $w_{g}$, allowing to reformulate the problem as

$$
\begin{array}{rlrl}
\text { find } u \in \mathcal{S}_{g, \Gamma_{g}}(\Omega) & & \\
\text { such that } a\left(w_{0}, u\right) & =l\left(w_{0}\right), & & \forall w_{0} \in \mathcal{W}_{0, \Gamma_{g}}(\Omega), \text { and } \\
a\left(w_{g}, u\right) & =l\left(w_{g}\right)+\left(w_{g}, r\right)_{\Gamma_{g}}, & & \forall w_{g} \in \mathcal{W}_{0, \Gamma_{g}}(\Omega)^{\perp} . \tag{7.25}
\end{array}
$$

Equation (7.24) is precisely the original variational form for strong boundary conditions in Problem (W). Therefore, if the compatible weak Problem (R) has a solution, this will also be the solution of the original Problem (W). Assuming the latter problem to have a unique solution in $\mathcal{S}_{g, \Gamma_{g}}(\Omega)$, this will identify the solution to the former problem.

Consequently, given an appropriate reaction flux $r$ that makes the variational form in Problem (R) compatible with the original weak form in Problem (W), the conventional way to compute the reactions for conforming meshes can be interpreted as testing the variational form in Problem (R) with appropriate test functions. The total flux computed in this way will naturally satisfy the equilibrium expression given by the variational form. Specifically,

1. given a solution $u^{*} \in \mathcal{S}_{g, \Gamma_{g}}(\Omega)$ for the original weak Problem (W),
2. assume that there exists an $r \in \mathcal{L}_{2}\left(\Gamma_{g}\right)$ such that the variational form in Problem (R) holds for $u=u^{*}$.
3. Then, the unknown total flux $\int_{\Gamma_{g}} r \mathrm{~d} \Gamma$ is obtained by testing the compatible variational form in Problem (R) with a function $w_{g} \in \mathcal{H}^{1}$ such that $\left.w_{g}\right|_{\Gamma_{g}}=1$.
4. The obtained total flux $\int_{\Gamma_{g}} r \mathrm{~d} \Gamma$ will be in global equilibrium with the other fluxes, as the compatible variational form in Problem (R) also holds for $w=1 \in \mathcal{H}^{1}$, yielding the global equilibrium in the sense of Equation (7.23).

Indeed, inserting $w_{g}$ in Problem (R) yields

$$
\begin{align*}
\int_{\Gamma_{g}} r \mathrm{~d} \Gamma & =\left(w_{g}, r\right)_{\Gamma_{g}} \\
& =a\left(w_{g}, u^{*}\right)-l\left(w_{g}\right), \tag{7.26}
\end{align*}
$$

where the term $a\left(w_{g}, u^{*}\right)-l\left(w_{g}\right)$ can be evaluated for known $w_{g}$ and $u^{*}$.
The test function $w_{g}$ defines the linear functional $R_{w_{g}}(u)$ associated with the reactions and defined as

$$
\begin{equation*}
R_{w_{g}}(u)=a\left(w_{g}, u\right)-l\left(w_{g}\right) . \tag{7.27}
\end{equation*}
$$

Note that such a functional is defined not only when $r \in \mathcal{L}_{2}\left(\Gamma_{g}\right)$, but it is continuous for any $u \in \mathcal{H}^{1}(\Omega)$, and $l$ belongs to $\mathcal{H}^{1}(\Omega)^{*}$, the dual space of $\mathcal{H}^{1}(\Omega)$.

Similarly, the reactions on multiple disjoint Dirichlet boundaries $\left\{\Gamma_{g}^{i}\right\}_{i=1 \ldots n_{b}}$, such that

$$
\begin{equation*}
\Gamma_{g}=\bigcup_{i=1}^{n_{b}} \Gamma_{g}^{i} \tag{7.28}
\end{equation*}
$$

can be computed by means of test functions $w_{g}^{i}$ such that $\left.w_{g}^{i}\right|_{\Gamma_{g}^{i}}=1,\left.w_{g}^{i}\right|_{\Gamma_{g}^{j}}=0$ for $i \neq j$.

### 7.7.1 Reactions for the Galerkin form

Employing the classical nodal finite element method (cf., e.g., Bathe [2007]; Hughes [2000]; Hughes et al. [2000]; Strang [1973]), the space $\mathcal{W}_{0, \Gamma_{g}}^{h}(\Omega)$ in the Galerkin Problem (G) is commonly based on a discretization that partitions $\Omega$ into a finite number of elements $\left\{\Omega_{e}\right\}_{e=1 . . n_{e}}$

$$
\bar{\Omega}=\bigcup_{e=1}^{n_{e}} \bar{\Omega}_{e} .
$$

Following Hughes [2000]; Hughes et al. [2000], let $\eta=\left\{1,2, \ldots, n_{d}\right\}$ be the set of indices of the associated nodes $\mathcal{N}=\left\{\boldsymbol{x}_{A}\right\}_{A \in \eta} \subset \bar{\Omega}$ and $\eta_{g}=\left\{A: \boldsymbol{x}_{A} \in \Gamma_{g}\right\} \subset \eta$ be the subset containing indices of nodes lying on $\Gamma_{g}$. Given the linear-independent nodal shape functions $\left\{N_{A}\right\}_{A \in \eta}$, where $N_{A}$ is associated with node $\boldsymbol{x}_{A}$, the space spanned by $\left\{N_{A}\right\}_{A \in \eta}$ admits the direct-sum decomposition

$$
\begin{equation*}
\operatorname{span}\left\{N_{A}\right\}_{A \in \eta}=\underbrace{\operatorname{span}\left\{N_{A}\right\}_{A \in \eta \backslash \eta_{g}}}_{\mathcal{W}_{0, \Gamma_{g}}^{k}(\Omega)} \oplus \operatorname{span}\left\{N_{A}\right\}_{A \in \eta_{g}} . \tag{7.29}
\end{equation*}
$$

The functions $\left\{N_{A}\right\}_{A \in \eta \backslash \eta_{g}}$ are a basis for the space $\mathcal{W}_{0, \Gamma_{g}}^{h}(\Omega)$, while $\left\{N_{A}\right\}_{A \in \eta_{g}}$ are commonly used to define $g^{h}$

$$
\begin{equation*}
g^{h}=\sum_{A \in \eta_{g}} g_{A}^{h} N_{A} . \tag{7.30}
\end{equation*}
$$

The discrete linear system of equations takes the form

$$
\begin{equation*}
\boldsymbol{K} \boldsymbol{d}=\boldsymbol{F} \tag{7.31}
\end{equation*}
$$

where

$$
\begin{aligned}
K_{A B} & =a\left(N_{A}, N_{B}\right), & A, B \in \eta \\
F_{A} & =l\left(N_{A}\right), & A \in \eta .
\end{aligned}
$$

Equation (7.31) can be partitioned into the blocks associated with the nodes identified by $\eta \backslash \eta_{g}$ and $\eta_{g}$

$$
\left[\begin{array}{l|l}
\boldsymbol{K}_{00} & \boldsymbol{K}_{0 g} \\
\hline \boldsymbol{K}_{0 g}^{\top} & \boldsymbol{K}_{g g}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{d}_{0} \\
\frac{\boldsymbol{d}_{g}}{}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{F}_{0} \\
\hline \boldsymbol{F}_{g}
\end{array}\right],
$$

where

$$
\begin{array}{lr}
{\left[\boldsymbol{K}_{00}\right]_{A B}=a\left(N_{A}, N_{B}\right),} & A, B \in \eta \backslash \eta_{g}, \\
{\left[\boldsymbol{K}_{0 g}\right]_{A B}=a\left(N_{A}, N_{B}\right),} & A \in \eta \backslash \eta_{g}, B \in \eta_{g}, \\
{\left[\boldsymbol{K}_{g g}\right]_{A B}=a\left(N_{A}, N_{B}\right),} & A, B \in \eta_{g} .
\end{array}
$$

The upper blocks yield the traditional problem for $\boldsymbol{d}_{0}$ with strong boundary conditions corresponding to Problem (G)

$$
\begin{equation*}
\boldsymbol{K}_{00} \boldsymbol{d}_{0}=\boldsymbol{F}_{0}-\boldsymbol{K}_{0 g} \boldsymbol{d}_{g} . \tag{7.32}
\end{equation*}
$$

The lower blocks correspond to the nodal forces associated with the reactions.
The computation of the reactions viewed as testing the variational form as in Equation (7.26), corresponds in the discrete case to testing the Galerkin form in Problem (G) with a $w_{g}^{h} \in \operatorname{span}\left\{N_{A}\right\}_{A \in \eta_{g}}$ such that $\left.w_{g}^{h}\right|_{\Gamma_{g}}=1$. For the discrete matrix system of equations, this corresponds to a left-multiplication by a coefficient vector representing the coordinates of $w_{g}^{h}$ in the basis $\left\{N_{A}\right\}_{A \in \eta_{g}}$. In the case of the considered nodal partition-ofunity basis $\left\{N_{A}\right\}$, this takes the form

$$
\left[\begin{array}{l|l}
0 \ldots 0 & 1 \ldots 1
\end{array}\right]\left\{\left[\begin{array}{l|l}
\boldsymbol{K}_{00} & \boldsymbol{K}_{0 g}  \tag{7.33}\\
\hline \boldsymbol{K}_{0 g}^{\top} & \boldsymbol{K}_{g g}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{d}_{0} \\
\hline \boldsymbol{d}_{g}
\end{array}\right]-\left[\begin{array}{|l}
\boldsymbol{F}_{0} \\
\hline \boldsymbol{F}_{g}
\end{array}\right]\right\}=\left[\begin{array}{ll|l}
0 \ldots 0 & 1 \ldots 1
\end{array}\right]\left[\begin{array}{l}
\mathbf{0} \\
\hline \boldsymbol{r}
\end{array}\right],
$$

where the top block vanishes, as $\boldsymbol{d}_{0}$ solves Equation (7.32), and $\boldsymbol{r}$ represents the nodal reactions. Similarly, given a boundary portion $\Gamma_{0} \subset \Gamma_{g}$, if it is possible to construct a test function $w_{g, 0}^{h} \in \operatorname{span}\left\{N_{A}\right\}_{A \in \eta_{g}}$ such that $\left.w_{g, 0}^{h}\right|_{\Gamma_{0}}=1$ and $\left.w_{g, 0}^{h}\right|_{\Gamma_{g} \backslash \Gamma_{0}}=0$, then the reaction can be obtained by multiplication with a vector composed of the coordinates $w_{g, 0}^{h}$ in the basis $\left\{N_{A}\right\}_{A \in \eta_{g}}$. This corresponds to the traditional algorithm in Table 7.1, as summarized in Table 7.2.

| Continuous | (Equation (7.26)) | $a\left(w_{g}, u\right)-l\left(w_{g}\right)$ |  |
| :--- | :--- | :---: | :---: |
| Discrete | $($ Equation (7.33)) | $\left[\begin{array}{llll}0 \ldots . .0 & 1 \ldots 1\end{array}\right]\left\{\left[\begin{array}{l\|l}\boldsymbol{K}_{00} & \boldsymbol{K}_{0 g} \\ \hline \boldsymbol{K}_{0 g}^{\top} & \boldsymbol{K}_{g g}\end{array}\right]\left[\begin{array}{l}\boldsymbol{d}_{0} \\ \boldsymbol{d}_{g}\end{array}\right]-\left[\begin{array}{l}\boldsymbol{F}_{0} \\ \boldsymbol{F}_{g}\end{array}\right]\right\}$ |  |
| Algorithm | $($ Table 7.1) | $\sum_{A \in \eta_{g}} \int_{\Omega} \nabla N_{A} \cdot\left(\boldsymbol{\kappa} \nabla u^{h}\right)-N_{A} f \mathrm{~d} \Omega-\int_{\Gamma_{h}} N_{A} h \mathrm{~d} \Gamma$ |  |

Table 7.2: Traditional algorithm to compute the reactions viewed as testing the weak and Galerkin form with a specific test function.

### 7.8 Conservative reactions for trimmed meshes

Interpreting the total reaction as testing the weak form with specific test functions serves as a basis to obtain total conservative reactions on trimmed meshes. In the case of weak boundary conditions, the test space in Problem (w) naturally consists of the whole $\mathcal{H}^{1}(\Omega)$, containing elements $w$ such that $\left.w\right|_{\Gamma_{g}}=1$. Therefore, it is not necessary to consider a compatible problem including the reactions. Instead, motivated by the principle of virtual work in Problem (w), the weak boundary condition term represents the normal flux action on the test functions with trace on $\Gamma_{g}$. In particular, given a $w_{g} \in \mathcal{H}^{1}$ such that $\left.w_{g}\right|_{\Gamma_{g}}=1$, the total flux can be computed by evaluating either side of

$$
\begin{equation*}
a\left(w_{g}, u\right)-l\left(w_{g}\right)=-a_{w}\left(w_{g}, u\right) . \tag{7.34}
\end{equation*}
$$

Note that the total flux computed as in Equation (7.34) is in the form of the extraction expressions studied in Babuška and Miller [1984]. For the Nitsche's method in Equation (7.16), this is further supported by the fact that it is variationally consistent. Namely, assuming enough regularity, integrating by parts, and using the arbitrarity of the test functions, the original strong form in Equations (7.7)-(7.9) is recovered. Therefore, a weak solution $u^{*} \in \mathcal{H}^{2}$ for Problem (w), with the weak boundary-condition term as in Equation (7.16), will also solve both the compatible strong form in Equations (7.19)-(7.22) with $r=\left.\left(\boldsymbol{\kappa} \nabla u^{*} \cdot \boldsymbol{n}\right)\right|_{\Gamma_{g}}$ and the associated weak form in Problem (R). The reactions can be computed as in Equation (7.26).

For the penalty method [Babuška, 1973], the weak form in Problem (w), with the weak boundary-condition term as in Equation (7.14), corresponds to the following perturbed strong form

$$
\begin{align*}
-\nabla \cdot(\boldsymbol{\kappa} \nabla u) & =f & & \text { in } \Omega,  \tag{7.35}\\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n}+\beta(u-g) & =0 & & \text { on } \Gamma_{g},  \tag{7.36}\\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n} & =h & & \text { on } \Gamma_{h} . \tag{7.37}
\end{align*}
$$

From Equation (7.36), it follows that $(1, \boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n})_{\Gamma_{g}}=-(1, \beta(u-g))_{\Gamma_{g}}=-a_{\beta}\left(w_{g}, u\right)=$ $a\left(w_{g}, u\right)-l\left(w_{g}\right)$ is a natural approximation to the flux on $\Gamma_{g}$.

Given the shape functions $\left\{N_{A}\right\}$, let $\tilde{\eta}\left(\Gamma_{0}\right)=\left\{A:\left.N_{A}\right|_{\Gamma_{0}} \neq 0\right\}$ be the set of indices of shape functions with non-zero trace on $\Gamma_{0}$. It is assumed $\left.N_{A}\right|_{\Gamma_{g} \backslash \Gamma_{0}}=0 \forall A \in \tilde{\eta}\left(\Gamma_{0}\right)$.

1. For each $A \in \tilde{\eta}\left(\Gamma_{0}\right)$, compute the discrete fluxes

$$
q_{A}=\int_{\Omega} \nabla N_{A} \cdot\left(\boldsymbol{\kappa} \nabla u^{h}\right) \mathrm{d} \Omega, \quad q_{A}^{e}=\int_{\Omega} N_{A} f \mathrm{~d} \Omega-\int_{\Gamma_{h}} N_{A} h \mathrm{~d} \Gamma .
$$

2. The reaction $r$ on $\Gamma_{0}$ is obtained by summing the fluxes of shape functions with non-zero trace on $\Gamma_{0}$

$$
r=\sum_{A \in \tilde{\eta}\left(\Gamma_{0}\right)} q_{A}-q_{A}^{e} .
$$

Table 7.3: Algorithm for computing the reactions on trimmed meshes with partition-ofunity shape functions.

### 7.8.1 Reactions for the Galerkin form

In order to compute the total flux on a disjoint portion of the boundary $\Gamma_{0} \subset \Gamma_{g}$ for partition-of-unity bases on trimmed domains, one strategy can be to define a function $w^{h} \in \mathcal{W}^{h}(\Omega)$ that is one in a neighborhood of $\Gamma_{0}$, and has zero trace on $\Gamma_{g} \backslash \Gamma_{0}$. In particular, the function $w^{h}$, such that $\left.w^{h}\right|_{\Omega_{e}}=1$ for each element $\Omega_{e}$ cut by $\Gamma_{0}$, will also be such that $\left.w^{h}\right|_{\Gamma_{0}}=1$, even for a complex boundary $\Gamma_{0}$ that cannot be interpolated exactly by the shape functions.

Algorithmically, the only necessary modification to the procedure in Table 7.1 is to sum the fluxes $q_{A}$ associated with functions $N_{A}$ with non-zero trace on $\Gamma_{0}$ and zero trace on $\Gamma_{g} \backslash \Gamma_{0}$. An example is shown in Figure 7.4, where standard reactions on nodal linear shape functions are visually compared to the trimmed-mesh reactions with linear and quadratic B-splines shape functions (cf. Hughes et al. [2005]). Note that in Figure 7.4c the first two columns of control points are needed to compute the reactions, as these are the linear functions with support on the constrained boundary. In Figure 7.4d the first three columns of control points have to be considered for computing the reaction, as the basis functions' support grows with the order. This procedure can be summarized as in Table 7.3.

### 7.9 Conservative reactions for bases not forming a partition of unity

Equations (7.26) and (7.34) are already in a general form, suitable for bases that do not form a partition of unity. Using the same ideas as in Section 7.8, the strategy is to define a test function $w^{h}$ that is one on each cut element. With the reasonable assumption that the basis functions $\left\{N_{A}\right\}$ can represent constants, let $c_{A} \in \mathbb{R}$ be the coefficient associated


Figure 7.4: Solution field, mesh, and reactions for trimmed meshes. The reactions are depicted as red arrows in the $x$-direction located at the control points.
with the shape function $N_{A}$, such that

$$
\begin{equation*}
\sum_{A} c_{A} N_{A}=1 \quad \text { on } \bar{\Omega} \tag{7.38}
\end{equation*}
$$

The computation of the reactions can be summarized as in Table 7.4, where the sum in Table 7.3 is generalized to a weighted sum of fluxes associated with basis functions with non-zero trace on $\Gamma_{0}$. Note that for partition-of-unity bases, it holds $c_{A}=1$ for any $A$. In this case, the procedure in Table 7.4 is the same as the one in Table 7.3.

### 7.9.1 Reactions for hierarchical B-splines

For hierarchical B-splines, the coefficients $\left\{c_{A}\right\}$ can be obtained by projecting onto the hierarchical mesh the coefficients representing the function one on the base level. Since the standard B-splines form a partition of unity [Piegl and Tiller, 1995], the base-level

Given the shape functions $\left\{N_{A}\right\}$, let $\tilde{\eta}\left(\Gamma_{0}\right)=\left\{A\left|N_{A}\right|_{\Gamma_{0}} \neq 0\right\}$ be the set of indices of shape functions with non-zero trace on $\Gamma_{0}$. It is assumed $\left.N_{A}\right|_{\Gamma_{g} \backslash \Gamma_{0}}=0 \forall A \in \tilde{\eta}\left(\Gamma_{0}\right)$. Let $\left\{c_{A}\right\} \subset \mathbb{R}$ be the coordinates of 1 in the basis $\left\{N_{A}\right\}$, as in Equation (7.38).

1. For each $A \in \tilde{\eta}\left(\Gamma_{0}\right)$, compute the discrete fluxes

$$
q_{A}=\int_{\Omega} \nabla N_{A} \cdot\left(\boldsymbol{\kappa} \nabla u^{h}\right) \mathrm{d} \Omega, \quad \quad q_{A}^{e}=\int_{\Omega} N_{A} f \mathrm{~d} \Omega-\int_{\Gamma_{h}} N_{A} h \mathrm{~d} \Gamma
$$

2. The reaction $r$ on $\Gamma_{0}$ is obtained by a weighted sum of fluxes associated with shape functions with non-zero trace on $\Gamma_{0}$

$$
r=\sum_{A \in \tilde{\eta}\left(\Gamma_{0}\right)} c_{A}\left(q_{A}-q_{A}^{e}\right)
$$

Table 7.4: Algorithm for computing the reactions on trimmed meshes. The basis functions do not need to form a partition of unity.
coefficients are all equal to one. Let $\boldsymbol{c}^{e}$ be the vector of coefficients $\left\{c_{A}\right\}$ associated with functions with support on the element $\Omega_{e}$, then $\boldsymbol{c}^{e}$ can be obtained as follows

$$
\begin{equation*}
c^{e}=C^{e} \mathbf{1} \tag{7.39}
\end{equation*}
$$

where 1 is a vector of ones and $C^{e}$ is the element hierarchical extraction operator (see Chapter 4 and Lorenzo et al. [2017]; Scott et al. [2014]). Algorithmically, this projection can be performed as described in Chapter 5. See Figure 7.5a for an example of values for the coefficients $\left\{C_{A}\right\}$.

### 7.9.2 Reactions for integrated Legendre polynomials

The basis functions used in the $p$-version of the finite element method do not form a partition of unity. Given an order $p$, such univariate basis is defined in the interval $[-1,1]$ as [Szabó and Babuška, 1991]

$$
\begin{align*}
& \hat{\xi}_{1}(r)=\frac{1}{2}(1+r)  \tag{7.40}\\
& \hat{\xi}_{2}(r)=\frac{1}{2}(1-r)  \tag{7.41}\\
& \hat{\xi}_{i}(r)=P_{i-1}(r) \quad i=2,3, \ldots, p+1, \tag{7.42}
\end{align*}
$$

where $\hat{\xi}_{1}(r)$ and $\hat{\xi}_{2}(r)$ are the classical linear shape functions, while $P_{i-1}$ is defined by an integral expression of the Legendre polynomials $L_{i}$

$$
P_{i}(r)=\sqrt{\frac{2 i-1}{2}} \int_{-1}^{r} L_{i-1}(t) \mathrm{d} t=\frac{1}{\sqrt{4 i-2}}\left(L_{i}(r)-L_{i-2}(r)\right) \quad i=2,3, \ldots .
$$



Figure 7.5: Example of coefficients (circled numbers) for computing the reactions with bases that do not form a partition of unity.

Since the linear shape functions form a partition of unity $\hat{\xi}_{1}+\hat{\xi}_{2}=1$ on $[-1,1]$, the remaining high-order functions $\hat{\xi}_{i}, i \geq 3$, will have a zero coefficient. See Figure 7.5b for an example. Similarly, for a basis obtained by the tensor product of the univariate basis in Equations (7.40)-(7.42), the coefficients will be the tensor product of the univariate coefficients. Namely, the linear shape functions will have coefficient one, while the remaining high-order functions will have a zero coefficient. This section agrees with the extraction of nodal forces presented in Babuška and Miller [1984]; Szabó and Babuška [2011].

### 7.10 2D benchmark

In this section, a smooth problem involving a flux induced by a temperature difference on a curved geometry is considered. In two dimensions, a simple benchmark can be formulated on a quarter of annulus $\Omega$ with inner and outer radii $r_{1}$ and $r_{2}$, respectively (cf. Figure 7.6a). In particular, let us consider

$$
\begin{aligned}
-\nabla \cdot(\boldsymbol{\kappa} \nabla u) & =0 & & \text { in } \Omega=\left\{\boldsymbol{x} \in\left(0, r_{2}\right)^{2}: r_{1}<\|\boldsymbol{x}\|<r_{2}\right\}, \\
u & =2 \ln \left(r_{1}\right) & & \text { on } \Gamma_{0}=\left\{\boldsymbol{x} \in \partial \Omega:\|\boldsymbol{x}\|=r_{1}\right\}, \\
u & =2 \ln \left(r_{2}\right) & & \text { on } \Gamma_{1}=\left\{\boldsymbol{x} \in \partial \Omega:\|\boldsymbol{x}\|=r_{2}\right\}, \\
\boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n} & =0 & & \text { on } \partial \Omega \backslash\left(\overline{\left.\Gamma_{0} \cup \overline{\Gamma_{1}}\right),}\right.
\end{aligned}
$$

where $\boldsymbol{\kappa}$ is the identity matrix. The analytical solution of the problem is the harmonic function (cf. Figures 7.6b and 7.6c)

$$
u=2 \ln \|x\| .
$$

Note that the data of the problem do not specify any external flux. The global equilibrium only assures that the flux across the Dirichlet boundary $\Gamma_{0}$ balances the flux across $\Gamma_{1}$. However, such total flux cannot be obtained directly from the source term or the boundary conditions.

The domain $\Omega$ is immersed in a Cartesian mesh of the bounding box $\Omega^{\text {fict }}=\left(0, r_{2}\right)^{2}$. One mesh example is shown in Figure 7.6d, along with the reparameterized integrationdomains used to resolve the discontinuity in the integrands, as explained in Kudela et al. [2015, 2016]. The problem is solved with both Nitsche's and penalty methods, as in Equations (7.14) and (7.16), with parameters $\bar{\beta}=10^{2}$ (cf. Equation (7.15)) and $\bar{\gamma}=$ $10(p+1)^{2}$ (cf. Equation (7.17)), similarly to Antolin et al. [2019]; Johansson et al. [2019]. The immersed analysis is compared to the solution obtained by a conforming NURBS mesh with similar element size $h$ and strong Dirichlet boundary conditions.

The energy error of the numerical solution $u^{h}$ is computed with respect to the bilinear form $a(\cdot, \cdot)$ of the original problem without weak boundary conditions. In particular, the error

$$
\begin{equation*}
e\left(u^{h}\right)=\sqrt{\frac{1}{2} a\left(u-u^{h}, u-u^{h}\right)} \tag{7.43}
\end{equation*}
$$

for the conforming mesh is shown in Figure 7.7a to have a similar convergence behavior for both Nitsche's and penalty methods. The conservative fluxes $q_{0}^{c}, q_{1}^{c}$ are computed on the boundaries $\Gamma_{0}$ and $\Gamma_{1}$ according to Table 7.3. The direct fluxes are numerically integrated as follows

$$
\begin{equation*}
q_{i}^{h}=\int_{\Gamma_{i}} \boldsymbol{\kappa} \nabla u^{h} \cdot \boldsymbol{n} \mathrm{~d} \Gamma, \quad i \in\{0,1\} \tag{7.44}
\end{equation*}
$$

Figures 7.7c and 7.7d show the relative flux error

$$
\begin{equation*}
e_{i}(q)=\left|1-\frac{q}{\int_{\Gamma_{i}} \boldsymbol{\kappa} \nabla u \cdot \boldsymbol{n} \mathrm{~d} \Gamma}\right| . \tag{7.45}
\end{equation*}
$$

for both the direct fluxes $e_{i}\left(q^{h}\right)$ (dashed lines) and for the conservative ones $e_{i}\left(q^{c}\right)$ (solid lines). Note that the conservative reactions yield more accurate results than the direct approach and show an apparent convergence to the analytical total flux. Nitsche's method yields convergence rates that are two times higher than the strain-energy error rates, similarly to those obtained with the conforming mesh (cf. Figures 7.7b and 7.7d). This phenomenon is often referred to as superconvergence [Babuška and Miller, 1984; Hughes et al., 2000; Szabó and Babuška, 2011; Wahlbin, 1995]. These rates of convergence are not attained by the penalty method, as shown in Figure 7.7c. Indeed, the penalty method accurately computes the reactions of a perturbed problem, and the penalty parameter is scaled with $h^{p}$. Instead, if the penalty parameter is scaled as $\beta=\bar{\beta} / h^{2 p}$, the same rates of convergence as the conforming mesh and Nitsche's method are attained, as shown in Figure 7.8a.

The equilibrium error

$$
\begin{equation*}
e\left(q_{0}, q_{1}\right)=\left|1-\frac{q_{0}}{-q_{1}}\right| \tag{7.46}
\end{equation*}
$$



Figure 7.6: 2D benchmark. Geometry, analytical solution, and mesh example.
is shown in Figure 7.8b for both direct fluxes $e\left(q_{0}^{h}, q_{1}^{h}\right)$ (dashed lines) and conservative fluxes $e\left(q_{0}^{c}, q_{1}^{c}\right)$ (solid lines). Note that the conservative fluxes are in equilibrium up to small numerical inaccuracies that grow as the condition number with order $O\left(h^{-2}\right)$. The direct-flux equilibrium error is several orders of magnitude higher than the one for the conservative fluxes.

### 7.11 Façade element

The conservative reactions applied to the model problem for the façade element introduced in Section 7.2 yield a total flux converging to the same value for both Nitsche's and penalty methods. This behavior does not seem to hold for the direct approach: compare Figures 7.9a and 7.9b to Figures 7.3a and 7.3c.


Figure 7.7: 2D benchmark. Energy error and flux errors for direct fluxes (dashed lines) and conservative fluxes (solid lines).

### 7.12 Trimmed Kirchhoff-Love shell example

The presented reaction computation can be extended to the weak form of the KirchhoffLove shell problem with weak boundary conditions introduced in Section 6.2.

In the following, the parameter $\bar{\beta}$ in Equations (6.12) and (6.13) is chosen as $\bar{\beta}=10^{3}$, since in Herrema et al. [2019] this value is shown to be suitable for various examples in the context of multi-patch penalty coupling.

Following the reasoning of the previous sections, the $i$ th reaction component, $r_{i}$, corresponding to the traction on $\Gamma_{g}$ is computed by testing the variational form with a test function $\boldsymbol{w}^{g, i} \in \mathcal{H}^{2}$ such that $\left.w_{i}^{g, i}\right|_{\Gamma_{g}}=1,\left.w_{j}^{g, i}\right|_{\Gamma_{g}}=0$ for $j \neq i$ and such that $\left.\left(\Phi\left(\boldsymbol{w}^{g, i}\right) \cdot \boldsymbol{n}\right)\right|_{\Gamma_{\theta}}=0$. In particular, given a known displacement field $\boldsymbol{u}^{*} \in \mathcal{H}^{2}$, the $i$ th

(a) Penalty method: total flux error with penalty parameter $\beta=\bar{\beta} / h^{2 p}$.

Figure 7.8: 2D benchmark. Equilibrium error and improved convergence in the flux error obtained by the penalty method.
component of the total reaction can be computed by evaluating either side of the following equation

$$
\begin{equation*}
a\left(\boldsymbol{w}^{g, i}, \boldsymbol{u}^{*}\right)-l\left(\boldsymbol{w}^{g, i}\right)=-b^{\mathrm{disp}}\left(\boldsymbol{w}^{g, i}, \boldsymbol{u}^{*}\right) \tag{7.47}
\end{equation*}
$$

The same strategy as in Sections 7.8 and 7.9 can be applied to the present case to evaluate the reactions on trimmed geometries with bases that do not form a partition of unity. The global equilibrium is confirmed in the example shown in Figure 7.10a. The edges of the circular hole on the left (blue curves) are clamped, while a traction $\boldsymbol{t}=(0,0,1)^{\top}$ is applied on the straight boundary marked in Figure 7.10a (red arrows).

The geometry is described by a B-spline patch stored in a STandard for the Exchange of Product model data (STEP) file format [ISO 10303-11:1994, 1994]. A (trimmed) computational mesh is obtained for numerical analysis by $k$-refinement on the geometric patch, as described in Cottrell et al. [2009]; Hughes et al. [2005]. The STEP file also contains the trimming curves in the parametric space of the B-spline patch, allowing to define accurate shell integration rules following Kudela et al. [2015], as explained in Coradello et al. [2020b]; Rank et al. [2011].

The problem is solved with an initial (trimmed) B-spline patch of uniform degree $p=3$. The elements intersecting the physical domain $\Omega$ are shown in Figure 7.10a. Figure 7.10b


Figure 7.9: Façade element example. Total flux and equilibrium error for the direct fluxes (dashed lines) and conservative fluxes (solid lines).
shows the displacement magnitude on the deformed geometry. The problem is also solved with hierarchical B-splines with several refinement levels. The elements cut by the clamped boundary are recursively refined up to a refinement level $l$. Additionally, some elements totally outside the physical domain are refined to ensure that the finest-level hierarchical functions are activated, as explained in Coradello et al. [2020a]. Specifically, for each cut-element $\Omega_{e}$ marked for refinement, it is also marked for refinement each element $\tilde{\Omega}_{e} \in \Omega^{\text {fict }} \backslash \bar{\Omega}$ contained in the support of basis functions of element $\Omega_{e}$. See Coradello et al. [2020a] for details. A graded mesh is obtained by enforcing a mesh-admissibility class equal to one [Bracco et al., 2019; Buffa and Giannelli, 2016]. Namely, each element can have active basis functions belonging to at most two consecutive levels. Details can be found in Bracco et al. [2019]; Buffa and Giannelli [2016]; Carraturo et al. [2019]. Figure 7.10 c shows the mesh obtained after $l=5$ recursive refinements, along with the von Mises stress around the clamped hole.

The basis functions having non-zero trace on the clamped edge belong to the hierarchicalrefinement levels $l$ and $l-1$. These functions do not form a partition of unity, and the reaction tractions are computed as described in Section 7.9.1. The mesh and discrete reactions for $l \in\{0,2,5\}$ are shown in Figures 7.10e-7.10g. Figure 7.10d shows the relative equilibrium error of the reaction traction $\boldsymbol{r}$ on the clamped edge with the applied external traction $\boldsymbol{t}$ computed as follows

$$
\begin{equation*}
e(\boldsymbol{r}, \boldsymbol{t})=\frac{\|\boldsymbol{r}-\boldsymbol{t}\|_{2}}{\|\boldsymbol{t}\|_{2}} . \tag{7.48}
\end{equation*}
$$


(a) Initial mesh, and boundary conditions: clamped edges (blue curves) and distributed traction (red arrows).

(b) Displacement magnitude.

(d) Equilibrium error.

Figure 7.10: Trimmed Kirchhoff-Love shell example.

## Chapter 8

## Matrix-free approach to locally-refined finite cell analyses

Chapter 5 introduced some algorithms to extract the (truncated) hierarchical B-splines and project the DOFs during mesh refinement and coarsening. In this chapter, these algorithms are combined to multiply a vector by the finite element system matrix, formulating a matrix-free framework combining

- local refinement,
- trimming through the finite cell method, and
- sum factorization.


### 8.1 Introduction

In the context of solving a linear system of equations $\boldsymbol{K} \boldsymbol{x}=\boldsymbol{f}$, the term "matrix-free" refers to an iterative solution procedure accessing matrix $\boldsymbol{K}$ only through matrix-vector products $\boldsymbol{K} \boldsymbol{v}$ for different search directions $\boldsymbol{v}$. The product $\boldsymbol{K} \boldsymbol{v}$ is computed implicitly without storing matrix $\boldsymbol{K}$ explicitly. This approach becomes of particular advantage, or even necessary, for large systems whose explicit storage is too expensive in memory requirements.

Consider, for example, the conjugate-gradient iterative solver given in Algorithm 8.1. The only use of matrix $\boldsymbol{K}$ is to compute the matrix-vector products $\boldsymbol{K} \boldsymbol{x}_{0}$ and $\boldsymbol{K} \boldsymbol{p}_{j}$. Therefore, if it is possible to obtain $\boldsymbol{K} \boldsymbol{v}$ without storing $\boldsymbol{K}$ in memory, its storage can be spared altogether.

In finite element analysis, the system matrix $\boldsymbol{K}$ is generally obtained by assembling individual element matrices $\boldsymbol{K}^{e}$

$$
\begin{equation*}
\boldsymbol{K}=\sum_{e}\left(\boldsymbol{A}^{e}\right)^{\top} \boldsymbol{K}^{e} \boldsymbol{A}^{e} \tag{8.1}
\end{equation*}
$$

where $\boldsymbol{A}^{e}$ are zero-one assembly matrices that map global degrees of freedom to elementlocal degrees of freedom. Equation (8.1) allows to compute the matrix-vector product

```
Algorithm 8.1: Conjugate gradient algorithm to solve \(\boldsymbol{K} \boldsymbol{x}=\boldsymbol{f}\) starting from an
initial solution guess \(\boldsymbol{x}_{0}\) [Saad, 2003].
\(\boldsymbol{r}_{0}=\boldsymbol{f}-\boldsymbol{K} \boldsymbol{x}_{0}\)
\(\boldsymbol{p}_{0}=\boldsymbol{r}_{0}\)
\(j=0\)
Loop
\(\alpha_{j}=\frac{\left(\boldsymbol{r}_{j}, \boldsymbol{r}_{j}\right)}{\left(\boldsymbol{K} \boldsymbol{p}_{j}, \boldsymbol{p}_{j}\right)}\)
    \(\boldsymbol{x}_{j+1}=\boldsymbol{x}_{j}+\alpha_{j} \boldsymbol{p}_{j}\)
    \(\boldsymbol{r}_{j+1}=\boldsymbol{r}_{j}-\alpha_{j} \boldsymbol{K} \boldsymbol{p}_{j}\)
    if \(\boldsymbol{r}_{j+1}\) is sufficiently small then
        exit loop
    end
    \(\beta_{j}=\frac{\left(\boldsymbol{r}_{j+1}, \boldsymbol{r}_{j+1}\right)}{\left(\boldsymbol{r}_{j}, \boldsymbol{r}_{j}\right)}\)
    \(\boldsymbol{p}_{j+1}=\boldsymbol{r}_{j+1}+\beta_{j} \boldsymbol{p}_{j}\)
    \(j=j+1\)
End Loop
```

$\boldsymbol{K} \boldsymbol{v}$ (without explicitly storing $\boldsymbol{K}$ ) as

$$
\begin{align*}
\boldsymbol{K} \boldsymbol{v} & =\sum_{e}\left(\boldsymbol{A}^{e}\right)^{\top} \boldsymbol{K}^{e} \boldsymbol{A}^{e} \boldsymbol{v} \\
& =\sum_{e}\left(\boldsymbol{A}^{e}\right)^{\top} \boldsymbol{K}^{e} \boldsymbol{v}^{e}, \tag{8.2}
\end{align*}
$$

where $\boldsymbol{v}^{e}=\boldsymbol{A}^{e} \boldsymbol{v}$. Storing all element matrices $\boldsymbol{K}^{e}$ usually is not a beneficial solution, as it would require more memory than an explicit sparse representation of $\boldsymbol{K}$. The disadvantage is particularly pronounced for isogeometric analysis and high-continuity approaches, as the location maps of neighboring elements present significant overlaps. Alternatively, the element matrices $\boldsymbol{K}^{e}$ could be recomputed on the fly. However, this can result in very high run-time. A further expansion of Equation (8.2) in terms of the quadrature of $\boldsymbol{K}^{e}$ allows for a more efficient hybrid approach, as shown in the next section.

### 8.2 Sum factorization

The element matrix $\boldsymbol{K}^{e}$ is typically obtained by numerical integration, i.e., as a weighted sum

$$
\boldsymbol{K}^{e} \approx \sum_{q=1}^{n_{q}} \boldsymbol{K}^{e}\left(\boldsymbol{\xi}_{q}\right) w_{q}
$$

over the integration points $\boldsymbol{\xi}_{q}$ and weights $w_{q}$. In the remaining of this chapter, the superscript $e$ is dropped to favor readability.

Assuming that
$\begin{array}{ll}\text { Assumption 1 } & \text { the integration points } \boldsymbol{\xi}_{q} \text { have a tensor-product structure, and } \\ \text { Assumption 2 } & \text { the shape functions have a tensor-product structure, }\end{array}$ Assumption 2 the shape functions have a tensor-product structure,
typical finite-element matrices will exhibit a specific structure that can be leveraged to obtain efficient algorithms. These assumptions will be formally defined later in this section. A strategy using these properties was first introduced with the name of sum factorization for spectral finite elements in Orszag [1980]. Successively, this approach was applied to high-order $C^{0}$ finite elements (see, e.g., Melenk et al. [2001]) and isogeometric analysis (see, e.g., Antolin et al. [2015]). In this work, an element-by-element assembly is considered, favoring standard finite element implementations. Higher efficiency can be achieved when sum factorization is combined with weighted quadrature for the whole element patch, as presented in Calabrò et al. [2019]; Calabrò et al. [2017]; Hiemstra et al. [2019]; Sangalli and Tani [2018]. However, weighted quadrature for trimming and local refinement is still an active area of research.

The sum factorization is first exemplified in a matrix form for the mass matrix, following closely Sangalli and Tani [2018] and their notation. Consider the element parameter space $\hat{\Omega}=[0,1]^{D}$. Given a parametric direction $d \in\{1, \ldots, D\}$, the ${ }^{d} n_{f}$ univariate element basis functions are denoted by ${ }^{d} \hat{N}_{i}(\xi), i=0 \ldots{ }^{d} n_{f}-1$. For a multi-index $\boldsymbol{i}=\left(i_{1}, \ldots, i_{D}\right)$, Assumption 2 means that element basis functions $\hat{N}_{i}(\boldsymbol{\xi})$ at $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{D}\right)^{\top}$ admit the decomposition

$$
\hat{N}_{i}(\boldsymbol{\xi})={ }^{1} \hat{N}_{i_{1}}\left(\xi_{1}\right) \ldots{ }^{D} \hat{N}_{i_{D}}\left(\xi_{D}\right) .
$$

Assumption 1 means that the integration points are arranged in a Cartesian grid. Namely, given the ${ }^{d} n_{q}$ univariate locations ${ }^{d} \xi_{q}, q=0 . . .{ }^{d} n_{q}-1$, the full set of integration points can be written as

$$
\begin{equation*}
\boldsymbol{\xi}_{\boldsymbol{q}}=\left({ }^{1} \xi_{q_{1}}, \ldots,{ }^{D} \xi_{q_{D}}\right)^{\top} . \tag{8.3}
\end{equation*}
$$

In the following, the multi-index $\boldsymbol{i}$ will be often identified by the scalar index $i$ according to the usual tensor-product order

$$
i=i_{1}+{ }^{1} n_{f}\left(i_{2}+{ }^{2} n_{f}\left(\ldots i_{D-1}+{ }^{D-1} n_{f} i_{D}\right)\right) .
$$

Following the isoparametric paradigm, the element domain $\Omega$ is obtained from a mapping F

$$
\Omega=\boldsymbol{F}(\hat{\Omega}), \text { with } \boldsymbol{F}=\sum_{i} \hat{N}_{\boldsymbol{i}} \boldsymbol{P}_{\boldsymbol{i}},
$$

for some control points $\boldsymbol{P}_{\boldsymbol{i}}$. The global basis functions are therefore defined as

$$
N_{i}=\hat{N}_{\boldsymbol{i}} \circ \boldsymbol{F}^{-1} .
$$

The Galerkin mass matrix $\boldsymbol{M}$ is defined as

$$
\begin{align*}
M_{i j} & =\int_{\Omega} \rho(\boldsymbol{x}) N_{i}(\boldsymbol{x}) N_{j}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}  \tag{8.4}\\
& =\int_{\hat{\Omega}} g(\boldsymbol{\xi}) \hat{N}_{i}(\boldsymbol{\xi}) \hat{N}_{j}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \tag{8.5}
\end{align*}
$$

```
Algorithm 8.2: Mass matrix-vector multiplication (element-local version of the
algorithm presented in Sangalli and Tani [2018]).
```

```
    Input: \({ }^{d} \boldsymbol{B} \in \mathbb{R}^{d{ }^{d} n_{q} \times{ }^{d} n_{f}}, d=1 \ldots D\)
            \(\boldsymbol{G} \in \mathbb{R}^{n_{q} \times n_{q}}\)
            \(\boldsymbol{v} \in \mathbb{R}^{n_{f}}\)
    Output: \(\boldsymbol{r}=\tilde{\boldsymbol{M}} \boldsymbol{v}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{G}\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \boldsymbol{v}\).
    \(\boldsymbol{w}_{1}=\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \boldsymbol{v} \quad\) // using Algorithm 5.7 or 5.8
    \(\boldsymbol{w}_{2}=\boldsymbol{G} \boldsymbol{w}_{1} \quad / /\) straightforward, as \(\boldsymbol{G}\) is diagonal
    \(\boldsymbol{r}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{w}_{2} \quad\) // using Algorithm 5.7 or 5.8
```

where $\rho(\boldsymbol{x})$ is the material density, $g(\boldsymbol{\xi})=\operatorname{det}(\boldsymbol{J}) \rho(\boldsymbol{x}(\boldsymbol{\xi}))$, and $\boldsymbol{J}$ is the Jacobian of $\boldsymbol{F}$. Numerical integration over the quadrature points $\boldsymbol{\xi}_{q}$ and weights $w_{q}, q=1 \ldots n_{q}$, yields

$$
\begin{equation*}
M_{i j} \approx \tilde{M}_{i j}=\sum_{q=1}^{n_{q}} g\left(\boldsymbol{\xi}_{q}\right) \hat{N}_{i}\left(\boldsymbol{\xi}_{q}\right) \hat{N}_{j}\left(\boldsymbol{\xi}_{q}\right) w_{q} . \tag{8.6}
\end{equation*}
$$

The tensor structure of the quadrature is best shown in matrix form. Consider the matrix $\boldsymbol{B}, B_{q j}=\hat{N}_{j}\left(\boldsymbol{\xi}_{q}\right)$, and the diagonal matrix $\boldsymbol{G}, G_{q q}=g\left(\boldsymbol{\xi}_{q}\right) w_{q}$. Equation (8.6) can be formulated as

$$
\begin{equation*}
\tilde{M}=B^{\top} \boldsymbol{G} B . \tag{8.7}
\end{equation*}
$$

When both Assumption 1 and Assumption 2 are fulfilled, the tensor structure is transferred to $\boldsymbol{B}$, giving

$$
\begin{equation*}
\boldsymbol{B}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes^{1} \boldsymbol{B}^{\top}\right), \tag{8.8}
\end{equation*}
$$

where ${ }^{d} B_{q j}={ }^{d} \hat{N}_{j}\left({ }^{d} \xi_{q}\right)$ and ${ }^{d} \xi_{q}, q=1 \ldots{ }^{d} n_{q}$ are the integration points in the $d$ th parametric direction. Therefore, Equation (8.7) becomes

$$
\begin{equation*}
\tilde{\boldsymbol{M}}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{G}\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes^{1} \boldsymbol{B}\right) . \tag{8.9}
\end{equation*}
$$

This structure reveals that the multiplication $\tilde{\boldsymbol{M}} \boldsymbol{v}$ can be performed through Algorithms 5.7 and 5.8 introduced in Section 5.4.1, as outlined in Algorithm 8.2. The number of multiplications in Algorithm 8.2 when using $\hat{n}_{f}$ basis functions and $\hat{n}_{q}$ integration points in each parametric direction can be verified to be

$$
\begin{equation*}
2\left(\hat{n}_{q} \hat{n}_{f}^{D}+\hat{n}_{q}^{2} \hat{n}_{f}^{D-1}+\ldots+\hat{n}_{q}^{D} \hat{n}_{f}\right)+\hat{n}_{q}^{D} . \tag{8.10}
\end{equation*}
$$

When $\hat{n}_{f} \neq \hat{n}_{q}$, the cost can be written as

$$
\begin{equation*}
2 \hat{n}_{f} \hat{n}_{q} \frac{\hat{n}_{f}^{D}-\hat{n}_{q}^{D}}{\hat{n}_{f}-\hat{n}_{q}}+\hat{n}_{q}^{D} . \tag{8.11}
\end{equation*}
$$

### 8.3 Sum factorization for local refinement

Unfortunately, Assumption 2 is generally not satisfied when using local refinement. For some bases, each function can be written as a product of univariate functions. For example, this fact holds for hierarchical B-splines (see Section 3.3) or the multi-level $h p$-basis presented in Zander [2017]; Zander et al. [2016, 2015, 2017]. However, the element basis is not a full tensor-product of univariate functions. For some other bases, even single basis functions are not a product of univariate functions. See, e.g., the truncated hierarchical B-splines introduced in Section 3.4. In both cases, Equation (8.7) cannot be written as Equation (8.9), inhibiting the use of Algorithm 8.2.

The multi-level extraction operator introduced in Chapter 4 relates the (global or elementlocal) locally-refined basis to a reference space with standard basis functions that can be chosen to form a full tensor product. In this case, after a vector $\boldsymbol{v}$ is transformed to the reference space, the sum factorization can be applied precisely as before. Afterward, the result has to be transformed back to the space spanned by the locally-refined basis.

In particular, recalling relations Equations (4.8) and (4.9), the element extraction operator $\boldsymbol{C}$ can map some reference basis functions $\left\{s_{j}(\boldsymbol{\xi})\right\}_{j=1 . . n_{s}}$ (as the Bernstein polynomials) to the locally-refined hierarchical basis $\left\{h_{j}(\boldsymbol{\xi})\right\}_{j=1 . . n_{h}}$. Similarly, its transpose can translate the coefficients with respect to the basis $\left\{h_{j}(\boldsymbol{\xi})\right\}$ to the coefficients with respect to the basis $\left\{s_{j}(\boldsymbol{\xi})\right\}$. Let $\boldsymbol{S}$ and $\boldsymbol{H}$ be the matrices composed of standard and locally-refined functions collocated at the integration points, respectively. Specifically, let $S_{q j}=s_{j}\left(\boldsymbol{\xi}_{q}\right)$ and $H_{q j}=h_{j}\left(\boldsymbol{\xi}_{q}\right)$. Operator $\boldsymbol{C}$ relates $\boldsymbol{H}$ and $\boldsymbol{S}$ as follows

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{S} \boldsymbol{C}^{\top} \tag{8.12}
\end{equation*}
$$

Assuming Assumption 1 and Assumption 2 hold for the standard functions $\left\{s_{j}(\boldsymbol{\xi})\right\}$ and integration points $\left\{\boldsymbol{\xi}_{q}\right\}, \boldsymbol{S}$ admits the following tensor decomposition analogous to Equation (8.8)

$$
\begin{equation*}
\boldsymbol{S}=\left({ }^{D} \boldsymbol{S}^{\top} \otimes \ldots \otimes^{1} \boldsymbol{S}^{\top}\right) \tag{8.13}
\end{equation*}
$$

The multiplication $\tilde{\boldsymbol{M}} \boldsymbol{v}$ can be written as

$$
\begin{align*}
\tilde{\boldsymbol{M}} \boldsymbol{v} & =\boldsymbol{H}^{\top} \boldsymbol{G} \boldsymbol{H} \boldsymbol{v} \\
& =\boldsymbol{C} \boldsymbol{S}^{\top} \boldsymbol{G} \boldsymbol{S} \boldsymbol{C}^{\top} \boldsymbol{v} \\
& =\boldsymbol{C}\left({ }^{D} \boldsymbol{S}^{\top} \otimes \ldots \otimes^{1} \boldsymbol{S}^{\top}\right) \boldsymbol{G}\left({ }^{D} \boldsymbol{S} \otimes \ldots \otimes{ }^{1} \boldsymbol{S}\right) \boldsymbol{C}^{\top} \boldsymbol{v} \tag{8.14}
\end{align*}
$$

Equation (8.14) can be evaluated exploiting the tensor product, as shown in Algorithm 8.3 for (truncated) hierarchical B-splines. The transformation from Bernstein polynomials ${ }^{d} \boldsymbol{S}$ to B-splines ${ }^{d} \boldsymbol{N}$ can be done in each parametric direction separately $\left({ }^{d} \boldsymbol{N}={ }^{d} \boldsymbol{E}{ }^{d} \boldsymbol{S}\right.$, $d=1 \ldots D)$. The cost for $\hat{n}_{s}$ basis functions and $\hat{n}_{q}$ integration points in each parametric direction reads (see Equation (8.10), Algorithms 5.10 and 5.13)

$$
\begin{equation*}
2\left(n_{l}-1\right) D \hat{n}_{s}^{D+1}+D n_{s}^{2} n_{q}+2\left(\hat{n}_{q} \hat{n}_{s}^{D}+\hat{n}_{q}^{2} \hat{n}_{s}^{D-1}+\ldots+\hat{n}_{q}^{D} \hat{n}_{s}\right)+\hat{n}_{q}^{D}, \tag{8.15}
\end{equation*}
$$

where $n_{l}$ is the number of refinement levels having at least one active function.

```
Algorithm 8.3: Mass matrix-vector multiplication for locally refined bases, accord-
ing to Equation (8.14).
```

```
\({ }_{1} \boldsymbol{w}_{1}=\boldsymbol{C}^{\top} \boldsymbol{v} \quad\) // using Algorithm 5.13
\({ }_{2} \boldsymbol{w}_{2}=\left({ }^{D} \boldsymbol{S} \otimes \ldots \otimes{ }^{1} \boldsymbol{S}\right) \boldsymbol{w}_{1} \quad / /\) using Algorithm 5.7 or 5.8
\(3 \boldsymbol{w}_{3}=\boldsymbol{G} \boldsymbol{w}_{2} \quad / /\) straightforward, as \(\boldsymbol{G}\) is diagonal
\({ }_{4} \boldsymbol{w}_{4}=\left({ }^{D} \boldsymbol{S}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{S}^{\boldsymbol{\top}}\right) \boldsymbol{w}_{3} \quad / /\) using Algorithm 5.7 or 5.8
\({ }_{5} \boldsymbol{r}=\boldsymbol{C} \boldsymbol{w}_{4} \quad\) // using Algorithm 5.10
```


### 8.4 Sum factorization for trimmed meshes

As introduced in Section 6.1, accurate computations on trimmed meshes require nonstandard integration rules for cut elements (see., e.g., Abedian et al. [2013a]; Breitenberger et al. [2015]; Hubrich et al. [2017]; Joulaian et al. [2016]; Kudela et al. [2015, 2016]; Marussig and Hughes [2018]; Müller et al. [2013]; Parvizian et al. [2007]; Rank et al. [2012]). See Marussig and Hughes [2018] for an extensive review. Many of these approaches define quadrature rules based on locations that are not arranged in a Cartesian grid, violating Assumption 1 and precluding the tensor structure in Equation (8.9). Examples of these integration rules are adaptive quadratures based on quadtrees or octrees (see, e.g., Parvizian et al. [2007]; Rank et al. [2012]), and boundary-conforming integration subdomain methods (see, e.g., Breitenberger et al. [2015]; Kudela et al. [2015, 2016]).

### 8.4.1 Moment fitting

The moment fitting equations can be used to define quadrature rules with locations arranged in a Cartesian grid [Müller et al., 2013].

In particular, given the integrands $\left\{\hat{f}_{j}\right\}_{j=1 \ldots m}$, the moment fitting approach aims at constructing a quadrature rule over a domain $\hat{\Omega}$ with $n$ integration points $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n}$ and weights $\left\{w_{i}\right\}_{i=1 \ldots n}$. The approach is based on the moment fitting equations

$$
\begin{equation*}
\sum_{i}^{n} \hat{f}_{j}\left(\boldsymbol{\xi}_{i}\right) w_{i}=\int_{\hat{\Omega}} \hat{f}_{j}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}, \quad j=1 \ldots m \tag{8.16}
\end{equation*}
$$

In matrix notation, Equation (8.16) reads

$$
\left[\begin{array}{cccc}
\hat{f}_{1}\left(\boldsymbol{\xi}_{1}\right) & \hat{f}_{1}\left(\boldsymbol{\xi}_{2}\right) & \ldots & \hat{f}_{1}\left(\boldsymbol{\xi}_{n}\right)  \tag{8.17}\\
\hat{f}_{2}\left(\boldsymbol{\xi}_{1}\right) & \hat{f}_{2}\left(\boldsymbol{\xi}_{2}\right) & \ldots & \hat{f}_{2}\left(\boldsymbol{\xi}_{n}\right) \\
\vdots & \vdots & & \vdots \\
\hat{f}_{m}\left(\boldsymbol{\xi}_{1}\right) & \hat{f}_{m}\left(\boldsymbol{\xi}_{2}\right) & \ldots & \hat{f}_{m}\left(\boldsymbol{\xi}_{n}\right)
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
\vdots \\
w_{n}
\end{array}\right]=\left[\begin{array}{c}
\int \hat{f}_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
\hat{\Omega} \\
\int_{\hat{\Omega}} \hat{f}_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
\vdots \\
\int_{\hat{\Omega}} \hat{f}_{m}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}
\end{array}\right] .
$$

It is possible to solve Equation (8.17) for both $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n}$ and weights $\left\{w_{i}\right\}_{i=1 \ldots n}$, resulting in a non-linear problem. In this work, the integration points $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n}$ are fixed at the locations of the standard Gauss-Legendre quadrature rule, as in Hubrich et al. [2017]; Joulaian et al. [2016], yielding a linear problem for the unknown weights $\left\{w_{i}\right\}_{i=1 \ldots n}$. For polynomial integrands, a smart choice for the functions $\left\{\hat{f}_{j}\right\}_{j=1 \ldots m}$ is the Lagrange polynomials with nodes at the integration points $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n}$ with $m=n$ [Hubrich and Düster, 2019]. In particular, let the points $\left\{\boldsymbol{\xi}_{i}\right\}$, with multi-index $\boldsymbol{i}=\left(i_{1}, \ldots, i_{D}\right), 1 \leq i_{d} \leq{ }^{d} n_{q}$, be the Cartesian product of the univariate integration points $\left\{{ }^{d} \xi_{i}\right\}_{i=1 \ldots}{ }^{d_{n}}$ in the parametric directions $d=1 \ldots D$. The univariate Lagrange polynomials $\left\{{ }^{d} \ell_{j}(\xi)\right\}_{j=1 \ldots{ }^{d}{ }_{n}}$ in each parametric direction $d$ are defined on the nodes $\left\{{ }^{d} \xi_{i}\right\}_{i=1 \ldots . .{ }^{d} n_{q}}$ as

$$
\begin{equation*}
{ }^{d} \ell_{j}(\xi)=\prod_{\substack{i=1 \\ i \neq j}}^{d_{n_{q}}} \frac{\xi-{ }^{d} \xi_{i}}{d_{j}-{ }^{d} \xi_{i}} \tag{8.18}
\end{equation*}
$$

The integrands are defined as the tensor product Lagrange polynomials

$$
\begin{equation*}
\hat{f}_{j}(\boldsymbol{\xi})=\ell_{\boldsymbol{j}}(\boldsymbol{\xi})={ }^{1} \ell_{j_{1}}\left(\xi_{1}\right) \ldots{ }^{D} \ell_{j_{D}}\left(\xi_{D}\right) \tag{8.19}
\end{equation*}
$$

The interpolation property of the chosen basis

$$
\ell_{\boldsymbol{j}}\left(\boldsymbol{\xi}_{i}\right)= \begin{cases}1 & \text { if } \boldsymbol{i}=\boldsymbol{j} \\ 0 & \text { otherwise }\end{cases}
$$

makes the matrix in Equation (8.17) the identity, yielding the direct solution

$$
\left[\begin{array}{c}
w_{1}  \tag{8.20}\\
w_{2} \\
\vdots \\
w_{n}
\end{array}\right]=\left[\begin{array}{c}
\int_{\hat{N}} \ell_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
\int_{\hat{\Omega}} \ell_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
\vdots \\
\int_{\hat{\Omega}} \ell_{n}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}
\end{array}\right]
$$

The integrals on the right-hand side of Equation (8.20) can be computed through surface integrals [Hubrich et al., 2017; Joulaian et al., 2016; Müller et al., 2013] or any volumetric quadrature rule defined on locations not necessarily following a Cartesian structure. Note that the drawback of this approach is that to integrate functions of order $2 p$ (as the entries of a mass matrix), $2 p+1$ integration points per parametric directions are necessary (instead of the $p+1$ points needed by the standard Gaussian quadrature). Moreover, the quadrature weights do not form a tensor product.

### 8.4.2 Trimmed moment fitting

According to the introduction to trimmed analyses of Section 6.1, the physical geometry $\Omega$ is immersed into a fictitious domain $\Omega^{\text {fict }}, \Omega \subset \Omega^{\text {fict }}$, typically of a topology that is
trivial to mesh (e.g., the smallest bounding box containing the physical domain $\Omega$, or the shape of an untrimmed patch coming from a computer-aided design (CAD) file). The finite element mesh is defined on $\Omega^{\text {fict }}$, and each element domain can contain parts of $\Omega^{\text {fict }}$ and $\Omega$. Given the (discontinuous) domain-indicator function $\alpha(\boldsymbol{x}): \Omega^{\text {fict }} \rightarrow[0,1]$

$$
\alpha(\boldsymbol{x})= \begin{cases}1 & \text { if } \boldsymbol{x} \in \Omega \\ 0 & \text { otherwise }\end{cases}
$$

integrals over the physical geometry $\Omega$ can be expressed as integrals over $\Omega^{\text {fict }}$

$$
\begin{equation*}
\int_{\Omega} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=\int_{\Omega^{\text {fict }}} \alpha(\boldsymbol{x}) f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{8.21}
\end{equation*}
$$

for a suitable integrand $f: \Omega^{\text {fict }} \rightarrow \mathbb{R}$. The moment-fitting approach can be applied to define quadrature rules on $\Omega^{\text {fict }}$ to compute integrals over $\Omega$. In particular, given the geometric mapping $\boldsymbol{F}$, such that $\Omega^{\text {fict }}=\boldsymbol{F}\left(\hat{\Omega}^{\text {fict }}\right)$, integration rules can be obtained by solving the system

$$
\left[\begin{array}{cccc}
\hat{f}_{1}\left(\boldsymbol{\xi}_{1}\right) & \hat{f}_{1}\left(\boldsymbol{\xi}_{2}\right) & \ldots & \hat{f}_{1}\left(\boldsymbol{\xi}_{n}\right)  \tag{8.22}\\
\hat{f}_{2}\left(\boldsymbol{\xi}_{1}\right) & \hat{f}_{2}\left(\boldsymbol{\xi}_{2}\right) & \ldots & \hat{f}_{2}\left(\boldsymbol{\xi}_{n}\right) \\
\vdots & \vdots & & \vdots \\
\hat{f}_{m}\left(\boldsymbol{\xi}_{1}\right) & \hat{f}_{m}\left(\boldsymbol{\xi}_{2}\right) & \ldots & \hat{f}_{m}\left(\boldsymbol{\xi}_{n}\right)
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
\vdots \\
w_{n}
\end{array}\right]=\left[\begin{array}{c}
\int_{\hat{\Omega}_{\text {fict }}} \hat{\alpha}(\boldsymbol{\xi}) \hat{f}_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
\int_{\hat{\Omega} \mathrm{fict}} \hat{\alpha}(\boldsymbol{\xi}) \hat{f}_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
\vdots \\
\int_{\hat{\mathrm{fict}}} \hat{\alpha}(\boldsymbol{\xi}) \hat{f}_{m}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}
\end{array}\right],
$$

for some integration points $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n} \subset \hat{\Omega}^{\text {fict }}$ and weights $\left\{w_{i}\right\}_{i=1 \ldots n}$. Here, $\hat{\alpha}$ and $\hat{f}$ denote $\alpha \circ \boldsymbol{F}, f \circ \boldsymbol{F}$, respectively. Note that the integration points are distributed in the parametric fictitious domain.

The mass matrix entries are defined as

$$
\begin{align*}
M_{i j} & =\int_{\Omega} \rho(\boldsymbol{x}) N_{i}(\boldsymbol{x}) N_{j}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega^{\text {fict }}} \alpha(\boldsymbol{x}) \rho(\boldsymbol{x}) N_{i}(\boldsymbol{x}) N_{j}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& =\int_{\hat{\Omega}_{\text {fict }}} g_{\alpha}(\boldsymbol{\xi}) \hat{N}_{i}(\boldsymbol{\xi}) \hat{N}_{j}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \tag{8.23}
\end{align*}
$$

The coefficient function $g_{\alpha}(\boldsymbol{\xi})$ now includes the domain indicator function $g_{\alpha}(\boldsymbol{\xi})=$ $\hat{\alpha}(\boldsymbol{\xi}) \hat{\rho}(\boldsymbol{\xi}) \operatorname{det}(\boldsymbol{J})$, where $\boldsymbol{J}$ is the Jacobian of $\boldsymbol{F}$ and $\hat{\rho}=\rho \circ \boldsymbol{F}$.

Given the polynomial orders $\left\{p_{d}\right\}_{d=1 \ldots D}$ of the basis functions $\left\{{ }^{d} \hat{N}_{i}\right\}_{d=1 \ldots D}$, the moment fitting equations in Equation (8.22) can be solved to accurately integrate the mass matrix
with $n=m=\left(2 p_{1}+1\right) \ldots\left(2 p_{D}+1\right)$ through the Lagrange polynomials, as explained in the previous section.

The resulting moment-fitting weights $w_{q}$ can be used to integrate the mass matrix in the form given by Equation (8.9), where the diagonal matrix $\boldsymbol{G}, G_{q q}=\hat{\rho}\left(\boldsymbol{\xi}_{q}\right) \operatorname{det}(\boldsymbol{J}) w_{q}$, does not include $\alpha$, as this information is condensed in the moment-fitting weights $w_{q}$.

### 8.5 Stiffness matrix (heat conduction)

In the previous sections, the evaluation of the matrix-vector product $\boldsymbol{M v}$ was exemplified for the mass matrix $\boldsymbol{M}$. In this section, the multiplication by heat-conduction stiffness matrices is discussed following Sangalli and Tani [2018]. Classical elastostatics can be treated similarly, as described in Antolin et al. [2015]; Hiemstra et al. [2019].

Given a conductivity law $\boldsymbol{\kappa}$, the Galerkin stiffness matrix $\boldsymbol{K} \in \mathbb{R}^{n_{f} \times n_{f}}$ for heat conduction can be written in the following form [Sangalli and Tani, 2018]

$$
\begin{aligned}
K_{i j} & =\int_{\Omega} \nabla N_{i}(\boldsymbol{x})^{\top} \boldsymbol{\kappa}(\boldsymbol{x}) \nabla N_{j}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \\
& =\int_{\hat{\Omega}} \nabla \hat{N}_{i}(\boldsymbol{\xi})^{\top} \hat{\boldsymbol{\kappa}}(\boldsymbol{\xi}) \nabla \hat{N}_{j}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
& =\sum_{r=1}^{D} \sum_{s=1}^{D} \int_{\hat{\Omega}} \frac{\partial \hat{N}_{i}(\boldsymbol{\xi})}{\partial \xi_{r}} \hat{\kappa}_{r s}(\boldsymbol{\xi}) \frac{\partial \hat{N}_{j}(\boldsymbol{\xi})}{\partial \xi_{s}} \mathrm{~d} \boldsymbol{\xi},
\end{aligned}
$$

where $\hat{\boldsymbol{\kappa}}(\boldsymbol{\xi})=\boldsymbol{J}^{-\top} \boldsymbol{\kappa}(\boldsymbol{x}(\boldsymbol{\xi})) \boldsymbol{J}^{-1} \operatorname{det}(\boldsymbol{J})$. The numerical quadrature over the integration points $\left\{\boldsymbol{\xi}_{q}\right\}_{q=1 \ldots n_{q}}$ and weights $\left\{w_{q}\right\}_{q=1 \ldots n_{q}}$ can be written as follows

$$
K_{i j} \approx \tilde{K}_{i j}=\sum_{r=1}^{D} \sum_{s=1}^{D} \sum_{q=1}^{n_{q}} \frac{\partial \hat{N}_{i}\left(\boldsymbol{\xi}_{q}\right)}{\partial \xi_{r}} \hat{\kappa}_{r s}\left(\boldsymbol{\xi}_{q}\right) \frac{\partial \hat{N}_{j}\left(\boldsymbol{\xi}_{q}\right)}{\partial \xi_{s}} w_{q},
$$

resulting in the matrix form

$$
\tilde{\boldsymbol{K}}=\sum_{r=1}^{D} \sum_{s=1}^{D} \boldsymbol{B}_{, r}^{\top} \hat{\boldsymbol{\kappa}}_{r s} \boldsymbol{B}_{, s} .
$$

The matrices $\boldsymbol{B}_{s,} \in \mathbb{R}^{n_{q} \times n_{f}}$ and the diagonal matrix $\hat{\boldsymbol{\kappa}}_{r s} \in \mathbb{R}^{n_{q} \times n_{q}}$ are defined as

$$
\begin{aligned}
{\left[\boldsymbol{B}_{s,}\right]_{q j} } & =\frac{\partial \hat{N}_{j}}{\partial \xi_{s}}\left(\boldsymbol{\xi}_{q}\right), \\
{\left[\hat{\boldsymbol{\kappa}}_{r s}\right]_{q q} } & =\hat{\kappa}_{r s}\left(\boldsymbol{\xi}_{q}\right) w_{q} .
\end{aligned}
$$

```
Algorithm 8.4: Stiffness matrix-vector multiplication [Sangalli and Tani, 2018].
    Input: \({ }^{d} \boldsymbol{B}_{, r} \in \mathbb{R}^{d}{ }^{d} n \times{ }^{d} n_{f}, d, r=1 \ldots D\)
            \(\hat{\boldsymbol{\kappa}}_{r s} \in \mathbb{R}^{n_{q} \times n_{q}}, r, s=1 \ldots D\)
            \(\boldsymbol{v} \in \mathbb{R}^{n_{f}}\)
    Output: \(\boldsymbol{r}=\tilde{\boldsymbol{K}} \boldsymbol{v}\).
    \(r=0\)
    for \(\mathrm{s}=1, \ldots, \mathrm{D}\) do
        \(\boldsymbol{w}_{1}=\left({ }^{D} \boldsymbol{B}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, s}\right) \boldsymbol{v}\)
        for \(\mathrm{r}=1, \ldots, \mathrm{D}\) do
            \(\boldsymbol{w}_{2}=\hat{\boldsymbol{\kappa}}_{r s} \boldsymbol{w}_{1}\)
            \(\boldsymbol{w}_{3}=\left({ }^{D} \boldsymbol{B}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, r}^{\top}\right) \boldsymbol{w}_{2}\)
        \(\boldsymbol{r}=\boldsymbol{r}+\boldsymbol{w}_{3}\)
        end
    end
```

If Assumption 1 and Assumption 2 hold, the tensor structure is transferred to $\boldsymbol{B}_{, r}$, yielding

$$
\begin{align*}
\tilde{\boldsymbol{K}} & =\sum_{r=1}^{D} \sum_{s=1}^{D}\left({ }^{D} \boldsymbol{B}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, r}^{\top}\right) \hat{\boldsymbol{\kappa}}_{r s}\left({ }^{D} \boldsymbol{B}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, s}\right) \\
& =\sum_{r=1}^{D}\left({ }^{D} \boldsymbol{B}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, r}^{\top}\right) \sum_{s=1}^{D} \hat{\boldsymbol{\kappa}}_{r s}\left({ }^{D} \boldsymbol{B}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, s}\right), \tag{8.24}
\end{align*}
$$

with

$$
{ }^{d} \boldsymbol{B}_{, r}= \begin{cases}{ }^{d} \boldsymbol{B}^{\prime} & \text { if } r=d, \\ { }^{d} \boldsymbol{B} & \text { otherwise } .\end{cases}
$$

Here, ${ }^{d} \boldsymbol{B}$ is defined as in Equation (8.9), while ${ }^{d} \boldsymbol{B}^{\prime}$ is the matrix of derivatives ${ }^{d} B_{q j}^{\prime}=$ ${ }^{d} \hat{N}_{j}^{\prime}\left({ }^{( } \xi_{q}\right)$. According to Equation (8.24), the multiplication $\tilde{\boldsymbol{K}} \boldsymbol{v}$ can be computed as summarized in Algorithm 8.4. The cost for $\hat{n}_{f}$ basis functions and $\hat{n}_{q}$ integration points in each parametric direction becomes

$$
\left(D+D^{2}\right)\left(\hat{n}_{f} \hat{n}_{q}^{D}+\hat{n}_{f}^{2} \hat{n}_{q}^{D-1}+\ldots+\hat{n}_{f}^{D} \hat{n}_{q}\right)+D^{2} \hat{n}_{q}^{D}
$$

This strategy can be used in combination with local refinement after transforming the locally-refined basis to a reference tensor-product space. Moreover, it can be combined with immersed methods based on a tensor-product integration rule, as explained in Sections 8.3 and 8.4. Note that often the element mesh for immersed methods is a regular grid (see, e.g., Düster et al. [2017]; Parvizian et al. [2007]). In this case, the elements are axis-aligned regular cuboids, making the Jacobian $\boldsymbol{J}$ a diagonal matrix. If the conductivity $\boldsymbol{\kappa}$ is also diagonal (or isotropic), then $\hat{\kappa}_{r s}$ will be zero for $r \neq s$, and the two nested loops in Algorithm 8.4 can be reduced to one single loop.

### 8.5.1 Lagrange factorization

A further optimization introduced in Kronbichler and Kormann [2019] can be integrated into Algorithm 8.4. In particular, let ${ }^{d} \boldsymbol{L}$ be such that

$$
{ }^{d} \boldsymbol{B}^{\prime}={ }^{d} \boldsymbol{L}^{d} \boldsymbol{B} .
$$

This is possible as long as ${ }^{d} n_{q} \geq{ }^{d} n_{f}$ and ${ }^{d} \boldsymbol{B}$ has full column rank. For polynomial bases, ${ }^{d} \boldsymbol{L}$ can be generated from the Lagrange polynomials ${ }^{d} \ell_{j}(\xi)$ (see Equation (8.18)) defined on the nodes given by the same integration points $\left\{{ }^{d} \xi_{q}\right\}_{q=1 . . .}{ }^{d} n_{q}$ used to evaluate ${ }^{d} B_{q j}={ }^{d} \hat{N}_{j}\left({ }^{d} \xi_{q}\right)$. In particular, ${ }^{d} \boldsymbol{L}$ can be chosen as

$$
{ }^{d} L_{i q}={ }^{d} \ell^{\prime}\left({ }^{d} \xi_{q}\right) .
$$

The multiplication by the stiffness matrix can be expanded as (see Equation (8.24))

$$
\begin{align*}
\tilde{\boldsymbol{K}} \boldsymbol{v}= & \sum_{r=1}^{D}\left({ }^{D} \boldsymbol{B}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, r}^{\top}\right) \sum_{s=1}^{D} \hat{\boldsymbol{\kappa}}_{r s}\left({ }^{D} \boldsymbol{B}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}_{, s}\right) \boldsymbol{v}  \tag{8.25}\\
= & \left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right)\{\ldots \\
& \left.\sum_{r=1}^{D}\left({ }^{D} \boldsymbol{I}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, r}^{\top}\right) \sum_{s=1}^{D} \hat{\boldsymbol{\kappa}}_{r s}\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right)\right\}\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \boldsymbol{v} \tag{8.26}
\end{align*}
$$

where

$$
{ }^{d} \boldsymbol{I}_{, r}= \begin{cases}{ }^{d} \boldsymbol{L} & \text { if } r=d \\ \boldsymbol{I} & \text { otherwise }\end{cases}
$$

For example, for $D=2$, isotropic conductivity, and diagonal Jacobian, Equation (8.26) becomes

$$
\begin{aligned}
& \tilde{\boldsymbol{K}}=\left({ }^{2} \boldsymbol{B}^{\prime} \otimes{ }^{1} \boldsymbol{B}\right)^{\top} \hat{\boldsymbol{\kappa}}_{11}\left({ }^{2} \boldsymbol{B}^{\prime} \otimes{ }^{1} \boldsymbol{B}\right)+\left({ }^{2} \boldsymbol{B} \otimes{ }^{1} \boldsymbol{B}^{\prime}\right){ }^{\top} \hat{\boldsymbol{\kappa}}_{22}\left({ }^{2} \boldsymbol{B} \otimes{ }^{1} \boldsymbol{B}^{\prime}\right) \\
&=\left({ }^{2} \boldsymbol{B} \otimes{ }^{1} \boldsymbol{B}\right)^{\top}\left\{\quad\left({ }^{2} \boldsymbol{L} \otimes \boldsymbol{I}\right)^{\top} \hat{\boldsymbol{\kappa}}_{11}\left({ }^{2} \boldsymbol{L} \otimes \boldsymbol{I}\right) \ldots\right. \\
&\left.+\left(\boldsymbol{I} \otimes{ }^{1} \boldsymbol{L}\right)^{\top} \hat{\boldsymbol{\kappa}}_{22}\left(\boldsymbol{I} \otimes{ }^{1} \boldsymbol{L}\right) \quad\right\}\left({ }^{2} \boldsymbol{B} \otimes{ }^{1} \boldsymbol{B}\right) .
\end{aligned}
$$

Note that in multiplication $\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right) \boldsymbol{v}$, only the matrix in the parametric direction $s$ is different from the identity matrix. Therefore, if all parametric directions have the same number $\hat{n}_{q}$ of quadrature points, the cost of this operation is $\hat{n}_{q}^{D+1}$. The cost of Algorithms 8.4 and 8.5 is summarized in Table 8.1, assuming the same number of quadrature points $\hat{n}_{q}$ and basis functions $\hat{n}_{f}$ is used in each parametric direction. Under this assumption, it is worth using Equation (8.26) in three dimensions when

$$
\begin{aligned}
1>\phi\left(\hat{n}_{q}, \hat{n}_{f}\right) & =\frac{\operatorname{cost} \text { [Algorithm 8.5] }}{\operatorname{cost}[\text { Algorithm 8.4] }} \\
& =\frac{2 \hat{n}_{f}^{3}+2 \hat{n}_{f}^{2} \hat{n}_{q}+2 \hat{n}_{f} \hat{n}_{q}^{2}+12 \hat{n}_{q}^{3}+9 \hat{n}_{q}^{2}}{12 \hat{n}_{f}^{3}+12 \hat{n}_{f}^{2} \hat{n}_{q}+12 \hat{n}_{f} \hat{n}_{q}^{2}+9 \hat{n}_{q}^{2}} .
\end{aligned}
$$

Algorithm 8.5: Stiffness matrix-vector multiplication with Lagrange factorization.
Input: ${ }^{d} \boldsymbol{B}_{, r} \in \mathbb{R}^{d} n_{q} \times{ }^{d} n_{f}, d, r=1 \ldots D$
${ }^{d} \boldsymbol{L} \in \mathbb{R}^{d}{ }^{d} n^{2} \times{ }^{d} n_{q}, d$
$\hat{\boldsymbol{\kappa}}_{r s} \in \mathbb{R}^{n_{q} \times n_{q}}, r, s=1 \ldots D$ $\boldsymbol{v} \in \mathbb{R}^{n_{f}}$
Output: $\boldsymbol{r}=\tilde{\boldsymbol{K}} \boldsymbol{v}$.
$t=\mathbf{0}$
$\boldsymbol{w}_{1}=\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \boldsymbol{v} \quad$ // using Algorithm 5.7
for $\mathrm{s}=1, \ldots, \mathrm{D}$ do $\boldsymbol{w}_{2}=\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right) \boldsymbol{w}_{1} \quad / /$ using Algorithm 5.7 in one direction for $\mathrm{r}=1, \ldots, \mathrm{D}$ do
$\boldsymbol{w}_{3}=\hat{\boldsymbol{\kappa}}_{r s} \boldsymbol{w}_{2} \quad / /$ straightforward, as $\hat{\boldsymbol{\kappa}}_{r s}$ is diagonal
$\boldsymbol{w}_{4}=\left({ }^{D} \boldsymbol{I}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, r}^{\top}\right) \boldsymbol{w}_{3} \quad$ // using Algorithm 5.7 in one direction
$\boldsymbol{t}=\boldsymbol{t}+\boldsymbol{w}_{4}$
end
end
$\boldsymbol{r}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{t} \quad$ // using Algorithm 5.7

|  | no. multiplications |
| :---: | :---: |
| $\operatorname{cost}[$ Algorithm 8.4] | $\left(D+D^{2}\right)\left(\hat{n}_{f} \hat{n}_{q}^{D}+\hat{n}_{f}^{2} \hat{n}_{q}^{D-1}+\ldots+\hat{n}_{f}^{D} \hat{n}_{q}\right)+D^{2} \hat{n}_{q}^{D}$ |
| $\operatorname{cost}[$ Algorithm 8.5] | $2\left(\hat{n}_{f} \hat{n}_{q}^{D}+\hat{n}_{f}^{2} \hat{n}_{q}^{D-1}+\ldots+\hat{n}_{f}^{D} \hat{n}_{q}\right)+\left(D+D^{2}\right) \hat{n}_{q}^{D+1}+D^{2} \hat{n}_{q}^{D}$ |

Table 8.1: Comparison between the number of floating-point multiplications for evaluating Algorithms 8.4 and 8.5 assuming the same number of quadrature points $\hat{n}_{q}$ and basis functions $\hat{n}_{f}$ is used in each parametric direction.

This condition holds when

$$
\begin{equation*}
\frac{\hat{n}_{q}}{\hat{n}_{f}}<\frac{1}{18}\left(5+(5(646+27 \sqrt{489}))^{\frac{1}{3}}+(5(646-27 \sqrt{489}))^{\frac{1}{3}}\right) \approx 1.64671 \tag{8.27}
\end{equation*}
$$

and for $D=3, \hat{n}_{q}=\hat{n}_{f}=p+1$, the number of multiplications will tend to be halved for increasing $p$

$$
\begin{equation*}
\phi=\frac{2(p+1)+1}{4(p+1)+1} \rightarrow \frac{1}{2}, \quad \quad p \rightarrow \infty . \tag{8.28}
\end{equation*}
$$

Note that Equation (8.27) shows that this factorization is not advantageous for threedimensional cut elements integrated with the linear moment fitting approach (see Section 8.4), where normally $\hat{n}_{q}=2 p+1, \hat{n}_{f}=p+1$, giving $\hat{n}_{q} / \hat{n}_{f}>1.64671$ for $p>1$. This approach is of advantage for untrimmed elements, where $\hat{n}_{q}=\hat{n}_{f}=p+1$.

Further efficiency can be obtained for problems where the mass and stiffness matrices are summed together. In this case, the Lagrange factorization allows factoring out the

```
Algorithm 8.6: Stiffness matrix-vector multiplication with Lagrange factorization
for diagonal conductivity and Jacobians. MATLAB's colon notation is used to indi-
cate sub-matrices [MATLAB, 2019].
```

```
Input: \({ }^{d} \boldsymbol{B}_{, r} \in \mathbb{R}^{d} n_{q} \times{ }^{d} n_{f}, d, r=1 \ldots D\)
```

Input: ${ }^{d} \boldsymbol{B}_{, r} \in \mathbb{R}^{d} n_{q} \times{ }^{d} n_{f}, d, r=1 \ldots D$
${ }^{d} \boldsymbol{L} \in \mathbb{R}^{d}{ }^{d} n_{q} \times{ }^{d} n_{q}, d$
${ }^{d} \boldsymbol{L} \in \mathbb{R}^{d}{ }^{d} n_{q} \times{ }^{d} n_{q}, d$
$\hat{\boldsymbol{\kappa}}_{s s} \in \mathbb{R}^{n_{q} \times n_{q}}, s=1 \ldots D$
$\hat{\boldsymbol{\kappa}}_{s s} \in \mathbb{R}^{n_{q} \times n_{q}}, s=1 \ldots D$
$\boldsymbol{v} \in \mathbb{R}^{n_{f}}$
$\boldsymbol{v} \in \mathbb{R}^{n_{f}}$
Output: $\boldsymbol{r}=\tilde{\boldsymbol{K}} \boldsymbol{v}$.
Output: $\boldsymbol{r}=\tilde{\boldsymbol{K}} \boldsymbol{v}$.
$t=0$
$t=0$
$\boldsymbol{w}_{1}=\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \boldsymbol{v}$
$\boldsymbol{w}_{1}=\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \boldsymbol{v}$
nleft $={ }^{2} n_{q}{ }^{3} n_{q} \ldots{ }^{D} n_{q}$
nleft $={ }^{2} n_{q}{ }^{3} n_{q} \ldots{ }^{D} n_{q}$
nright $=1$
nright $=1$
for $s=1 \ldots D$ do
for $s=1 \ldots D$ do
for $k=0 \ldots$ nleft-1 do
for $k=0 \ldots$ nleft-1 do
for $j=1 \ldots$ nright do
for $j=1 \ldots$ nright do
start $=k n_{s}$ nright $+j$
start $=k n_{s}$ nright $+j$
end $=\operatorname{start}+$ nright $\left(n_{i}-1\right)$
end $=\operatorname{start}+$ nright $\left(n_{i}-1\right)$
ix $=$ (start : nright : end $)$
ix $=$ (start : nright : end $)$
$\boldsymbol{t}(\mathrm{ix},:)=\boldsymbol{t}(\mathrm{ix},:)+{ }^{i} \boldsymbol{L}^{\top} \hat{\boldsymbol{\kappa}}_{s s}(\mathrm{ix}, \mathrm{ix}){ }^{i} \boldsymbol{L} \boldsymbol{v}(\mathrm{ix},:)$
$\boldsymbol{t}(\mathrm{ix},:)=\boldsymbol{t}(\mathrm{ix},:)+{ }^{i} \boldsymbol{L}^{\top} \hat{\boldsymbol{\kappa}}_{s s}(\mathrm{ix}, \mathrm{ix}){ }^{i} \boldsymbol{L} \boldsymbol{v}(\mathrm{ix},:)$
end
end
end
end
nleft $=$ nleft $/ n_{\min \{i+1, D\}}$
nleft $=$ nleft $/ n_{\min \{i+1, D\}}$
nright $=$ nright $n_{i}$
nright $=$ nright $n_{i}$
end
end
$\boldsymbol{r}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{t}$

```
    \(\boldsymbol{r}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{t}\)
```

common terms $\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right)$. Indeed, adding Equations (8.9) and (8.26) yields

$$
\begin{aligned}
\tilde{\boldsymbol{K}}+\tilde{\boldsymbol{\boldsymbol { M }}}= & \left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right)\{\boldsymbol{G}+\ldots \\
& \left.\sum_{r=1}^{D}\left({ }^{D} \boldsymbol{I}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, r}^{\top}\right) \sum_{s=1}^{D} \hat{\boldsymbol{\kappa}}_{r s}\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right)\right\}\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) .
\end{aligned}
$$

Note also that in the case of diagonal conductivity law $\boldsymbol{\kappa}$ and diagonal Jacobians, the two loops in Algorithm 8.5 can be reduced to one single loop, as $\hat{\boldsymbol{\kappa}}_{r s}=0$ for $r \neq s$. For example, see Algorithm 8.6, where the multiplications by $\left({ }^{D} \boldsymbol{I}_{, s}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}^{\top}\right)$ and $\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right)$ are performed simultaneously for each parametric direction.

### 8.6 Enforcement of penalty boundary conditions

The application of displacement penalty boundary conditions adds to the system matrix a term of the form (see Equation (7.14))

$$
\begin{equation*}
T_{i j}=\int_{\Gamma} \beta N_{i}(\boldsymbol{x}) N_{j}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{8.29}
\end{equation*}
$$

The costs can be reduced by combining the multiplication by the penalty term in Equation (8.29) and the multiplication by the stiffness matrix given in Equation (8.24). The surface integrals in Equation (8.29) are of the form

$$
\begin{equation*}
\int_{\Gamma} f \mathrm{~d} \boldsymbol{x} \tag{8.30}
\end{equation*}
$$

where the integrand $f: \Omega \rightarrow \mathbb{R}, \Gamma \subset \Omega \subset \mathbb{R}^{D}$, is sufficiently smooth. Note that $f$ is not defined only on $\Gamma$, but also on a volume $\Omega$ in $\mathbb{R}^{D}$ enclosing $\Gamma$. The moment fitting approach introduced in Section 8.4 can be adapted to integrate this kind of surface integrals with integration points distributed in the parameter space $\hat{\Omega}$ (with $\Omega=\boldsymbol{F}(\hat{\Omega})$ for some mapping $\boldsymbol{F})$ [Müller et al., 2013]. In particular, given the fixed locations $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n} \subset \hat{\Omega}, \boldsymbol{x}_{i}=\boldsymbol{F}\left(\boldsymbol{\xi}_{i}\right)$, the weights $\left\{w_{i}\right\}_{i=1 \ldots n}$ are obtained by solving the system

$$
\left[\begin{array}{cccc}
f_{1}\left(\boldsymbol{x}_{1}\right) & f_{1}\left(\boldsymbol{x}_{2}\right) & \ldots & f_{1}\left(\boldsymbol{x}_{n}\right)  \tag{8.31}\\
f_{2}\left(\boldsymbol{x}_{1}\right) & f_{2}\left(\boldsymbol{x}_{2}\right) & \ldots & f_{2}\left(\boldsymbol{x}_{n}\right) \\
\vdots & \vdots & & \vdots \\
f_{m}\left(\boldsymbol{x}_{1}\right) & f_{m}\left(\boldsymbol{x}_{2}\right) & \ldots & f_{m}\left(\boldsymbol{x}_{n}\right)
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
\vdots \\
w_{n}
\end{array}\right]=\left[\begin{array}{c}
\int_{\Gamma} f_{1} \mathrm{~d} \Gamma \\
\int_{\Gamma} f_{2} \mathrm{~d} \Gamma \\
\vdots \\
\int_{\Gamma} f_{m} \mathrm{~d} \Gamma
\end{array}\right]
$$

For polynomial integrands, the weights can be computed directly as integrals of the Lagrange polynomials, as explained in Section 8.4.

This approach factorizes together terms of the element system matrices and boundary conditions. Specifically, let $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n} \subset \hat{\Omega}$ be a fixed set of integration points forming a tensor product of the univariate integration points $\left\{{ }^{d} \xi_{q}\right\}_{q=1 . .{ }^{d} n_{q}}$ in each parametric direction $d=1 \ldots D$. Moreover, let $\left\{w_{i}^{v}\right\}_{i=1 \ldots n}$ be the weights obtained by solving Equation (8.17) with locations $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n}$ to compute the (volumetric) integrals in the element system matrix, and let $\left\{w_{i}^{s}\right\}_{i=1 \ldots n}$ be the weights obtained by solving Equation (8.31) on the same locations $\left\{\boldsymbol{\xi}_{i}\right\}_{i=1 \ldots n}$ to compute the (surface) integrals over $\Gamma$. Numerical integration of Equation (8.29) can be written in matrix form as

$$
\begin{equation*}
\boldsymbol{T} \approx \tilde{\boldsymbol{T}}=\left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right) \boldsymbol{G}^{s}\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right) \tag{8.32}
\end{equation*}
$$

where $\boldsymbol{G}^{s}$ is a diagonal matrix containing the surface integration weights, $G_{q q}^{s}=\beta w_{q}^{s}$, and ${ }^{d} B_{q j}={ }^{d} \hat{N}_{j}\left({ }^{d} \xi_{q}\right)$ is the usual collocated matrix, as defined in Equation (8.9). Equation (8.32) can be combined with Equation (8.26) to compute the element stiffness matrix
including the penalty term

$$
\begin{align*}
\tilde{\boldsymbol{K}}+\tilde{\boldsymbol{T}}= & \left({ }^{D} \boldsymbol{B}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}^{\top}\right)\left\{\boldsymbol{G}^{s}+\ldots\right. \\
& \left.\sum_{r=1}^{D}\left({ }^{D} \boldsymbol{I}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, r}^{\top}\right) \sum_{s=1}^{D} \hat{\boldsymbol{\kappa}}^{v}{ }_{r s}\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right)\right\}\left({ }^{D} \boldsymbol{B} \otimes \ldots \otimes{ }^{1} \boldsymbol{B}\right), \tag{8.33}
\end{align*}
$$

where $\hat{\boldsymbol{\kappa}}_{r s}^{v}$ contains the volumetric weights $\left\{w_{q}^{v}\right\}_{i=q \ldots n}$

$$
\begin{equation*}
\left[\hat{\boldsymbol{\kappa}}_{r s}^{v}\right]_{q q}=\hat{\kappa}_{r s}\left(\boldsymbol{\xi}_{q}\right) w_{q}^{v} \tag{8.34}
\end{equation*}
$$

Note that using a quadrature rule defined in the volume $\Omega$ to compute the surface integrals in Equation (8.31) allows writing $\tilde{\boldsymbol{K}}$ and $\tilde{\boldsymbol{T}}$ in terms of the same matrices ${ }^{d} \boldsymbol{B}$, that can be factored out in Equation (8.33). For problems involving mass and stiffness matrices, the evaluated shape function ${ }^{d} \boldsymbol{B}$ can be factored out of the sum $\tilde{\boldsymbol{K}}+\tilde{\boldsymbol{M}}+\tilde{\boldsymbol{T}}$.

This approach can be used with hierarchically refined bases using the extraction operators $\boldsymbol{C}$ and the tensor-product reference basis matrices $\boldsymbol{S}={ }^{D} \boldsymbol{S} \otimes \ldots \otimes^{1} \boldsymbol{S}$ (see Equations (8.8), (8.12), and (8.14)). In this case, $\tilde{\boldsymbol{K}}+\tilde{\boldsymbol{T}}$ takes the form

$$
\begin{align*}
\tilde{\boldsymbol{K}}+\tilde{\boldsymbol{T}}= & \boldsymbol{C}\left({ }^{D} \boldsymbol{S}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{S}^{\top}\right)\left\{\boldsymbol{G}^{s}+\ldots\right. \\
& \left.\sum_{r=1}^{D}\left({ }^{D} \boldsymbol{I}_{, r}^{\top} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, r}^{\top}\right) \sum_{s=1}^{D} \hat{\boldsymbol{\kappa}}_{r s}^{v}\left({ }^{D} \boldsymbol{I}_{, s} \otimes \ldots \otimes{ }^{1} \boldsymbol{I}_{, s}\right)\right\}\left({ }^{D} \boldsymbol{S} \otimes \ldots \otimes{ }^{1} \boldsymbol{S}\right) \boldsymbol{C}^{\top} . \tag{8.35}
\end{align*}
$$

Equation (8.35) can be evaluated as in Algorithm 8.7.

```
Algorithm 8.7: System matrix (stiffness and penalty term) matrix-vector multipli-
cation.
```



## Chapter 9

## Conclusion

### 9.1 Summary of the research

This thesis aims to develop several technologies supporting the computational framework composed of the finite cell method, isogeometric analysis, and hierarchical local refinement. In particular, this work provides the contributions discussed in the following subsections.

### 9.1.1 The multi-level Bézier extraction

It is presented a formulation that brings multi-level local refinement closer to traditional finite element implementations.

In particular, the hierarchical basis functions are viewed as a linear combination of a set of standard functions common to each element. These reference functions also define a direct isoparametric geometric mapping from a reference parameter space to the element domain. The only modification required in a standard finite element implementation based on a common reference space is a linear transformation.

The multi-level Bézier extraction exhibits the same properties as the original Bézier extraction. Therefore, this approach facilitates integrating hierarchical isogeometric local refinement into existing classical implementations by offering the same advantages as the original Bézier extraction. However, the software must be able to handle element matrices of different sizes.

The approach is presented focusing on its application to (truncated) hierarchical B-splines and NURBS. However, the method is valid for any sequence of nested spaces, and its application to degree elevation is outlined.

### 9.1.2 Algorithms for the multi-level Bézier extraction

It is formulated an approach for (truncated) hierarchical B-splines in which

- the univariate extraction-operators are computed once for each parametric direction and hierarchical level.
- The following operations are formulated using only the univariate operators, without explicitly constructing and storing the full tensor-product operator:
- extraction of functions,
- degree-of-freedom projection for refinement, and
- degree-of-freedom projection for coarsening (modified Bézier projection).

These operations are formulated by iterative algorithms through the refinement hierarchy, exploiting the level tensor-product structure.

Algorithms for constructing the univariate multi-level extraction operators are formulated based on standard knot-insertion techniques such as the Boehm and Oslo methods. Their algorithmic complexity is studied and compared.

In the case of mesh coarsening, a leveraging of the tensor-product structure is achieved by modifying the Bézier projection, where the product of rectangular operators is substituted by the product of square Kronecker operators. The algorithmic complexity of the proposed algorithms is studied, and the advantage over the explicit computation of the extraction operator is estimated.

The proposed approach is compared with an explicit computation of the extraction operator in both a linear transient and a nonlinear example. For cubic shape functions, the extraction time is reduced by a factor of 13 and 10 , respectively. The quartic basis functions yield a reduction factor equal to 31 .

### 9.1.3 Hierarchical local refinement of trimmed isogeometric finite cell analyses

Local refinement is classically used to efficiently resolve small-scale features. This work additionally shows that the considered hierarchical refinement can be used to mitigate FCM-specific difficulties such as

- the unphysical coupling between the sides of a thin hole and
- the overconstraining induced by weak boundary conditions.

The local refinement process defined by (truncated) hierarchical B-splines and NURBS replaces basis functions having large support with functions having smaller support. This effect allows removing the unphysical coupling of the numerical solution between two disconnected sides of thin holes, which can occur in the analysis of trimmed geometries.

Moreover, a numerical example shows how local refinement enriches the solution space in small regions following trimming curves immersed in the computational mesh. This procedure can mitigate the over-constraining effects caused by trimming curves subject to penalty boundary conditions.

The use of local refinement is demonstrated through various shell examples where the trimmed geometry includes sharp features, kinks, and small-scale details. The geometries are defined by files exported in the standard STEP format [ISO 10303-11:1994, 1994].

These examples demonstrate that the proposed strategy for local refinement can favor the direct analysis of B-Rep models, streamlining the design-through-analysis loop.

### 9.1.4 Reactions on trimmed locally-refined meshes

Locally-refined isogeometric finite cell analysis presents several differences compared to the standard finite element method. In the context of reaction forces, the relevant differences include:

- the isogeometric functions are not based on a "nodal" definition typical of the classic Lagrange finite elements,
- the boundary is generally immersed in the computational mesh and is subject to weak boundary conditions,
- the hierarchical B-splines do not form a partition of unity.

These differences make the classic methods for calculating the "nodal forces" inapplicable.
This thesis shows how the standard algorithm to compute the reactions can be interpreted as testing a variational form with specific test functions. This view serves as a basis for calculating the conservative reactions from solutions described by trimmed bases that do not form a partition of unity and are not defined by "nodes". It is shown that the equilibrium information can be extracted from the finite element solution to obtain a total reaction that balances the known forces. The proposed strategy is formulated in a general framework and then applied to the finite cell method in combination with (truncated) hierarchical B-splines and integrated Legendre (p-FEM) basis functions.

The approach is shown to be superconvergent and approximates with higher accuracy the total flux in a smooth two-dimensional problem for both penalty and Nitsche boundary conditions.

The applicability of the method is demonstrated on a trimmed linear Kirchhoff-Love shell example and a three-dimensional linear heat-conduction problem, where the geometry is defined by a detailed STL file with smooth wavy boundaries and several internal cavities.

### 9.1.5 Matrix-free approach to locally-refined finite cell analyses

The multi-level Bézier extraction algorithms are finally combined to formulate procedures for multiplying a vector by the finite element system matrix. These procedures are used to develop a framework suitable for matrix-free iterative solvers combining

- local refinement,
- trimming through the finite cell method, and
- sum factorization.

The sum factorization is enabled by using a tensor-product basis functions common to all elements and using tensor-product quadrature rules for the finite cell method. The first ingredient is offered naturally by the developed multi-level Bézier extraction.

The procedure is explained for the mass and stiffness matrices. A Lagrange factorization reduces the cost of penalty boundary conditions.

Finally, the complexity of the proposed algorithms is studied in terms of the number of floating-point multiplications.

### 9.2 Future research

The methods developed in this thesis were demonstrated through simple examples aiming at providing a proof of concept. Further possible research directions include:

- The discussed local refinement is valid for any sequence of nested spaces. These include discretizations composed of refined functions with lower continuity and of higher order. A simple benchmark with varying continuity across the refinement levels can be found in Kollmannsberger et al. [2020]. A similar study including multiple polynomial orders could be performed on selected benchmarks including singularities and stress concentrations.
- The multi-level Bézier extraction operator can enable pre-integration (see Yang et al. [2012a,b]) for local refinement. Indeed, the developed approach attributes to each element a common set of basis functions that can be pre-integrated. The locally-refined element matrices can be obtained by extraction of the pre-integrated matrices.
- The presented matrix-free framework focused only on the matrix-vector multiplication needed by iterative solvers. However, appropriate preconditioners are necessary to reduce the number of iterations needed for convergence. One possible research direction is to formulate matrix-free algorithms for the Schwarz-type preconditioners developed in de Prenter et al. [2019a,b]; Jomo et al. [2019]. These preconditioners have shown to be effective for large high-order finite cell analyses.
- The matrix-free algorithms should be tested on parallel distributed-memory systems for large-scale examples. This investigation would further assess the benefit of the approach for practical examples.


## Appendix A

## Algorithms for the knot insertion refinement operators

```
Algorithm A.1: Element Knot Insertion Operators (using Boehm's method).
    Input: \(p\) : spline degree
        \(\boldsymbol{\Xi}^{(1)}=\left(\xi_{1}^{(1)}, \ldots, \xi_{m^{(1)}}^{(1)}\right):\) coarse knot vector
        \(\boldsymbol{\Xi}=\left(\xi_{1}, \ldots, \xi_{m}\right)\) : new knots to be inserted
    Output: \(n_{e}\) : number of non-empty knot spans
        \(\boldsymbol{R}^{e}=\boldsymbol{R}^{e,(1,2)}, e=1, \ldots, n_{e}\) : local element operators
        \(\boldsymbol{\Xi}^{(2)}=\left(\xi_{1}^{(2)}, \ldots, \xi_{m^{(2)}}^{(2)}\right)\) : fine knot vector
    \(i=p+1 ; k=p+1 ; j=0 ; e=1\)
    for \(k=1 \ldots p+1\) do
        \(\xi_{k}^{(2)}=\xi_{k}^{(1)}\)
    end
    \(\boldsymbol{R}^{1}=\boldsymbol{I}\)
    while \(i<m^{(1)}\) or \(j<m\)
        \(n m v(e)=0 ;\) om \(=1\)
        while \(i+1+o m \leq m^{(1)}\) and \(\xi_{i+1}^{(1)}==\xi_{i+1+o m}^{(1)}\) do
        \(o m=o m+1\)
        end
        while \(j<m\) and \(\xi_{j+1} \leq \xi_{i+1}^{(1)}\)
        \(n m=0\)
        while \(\mathrm{j}+1+\mathrm{nm} \leq \mathrm{m}\) and \(\xi_{j+1}==\xi_{j+1+n m}\) do
            \(n m=n m+1\)
        end
        \(n m v(e)=n m\)
        if \(\xi_{j+1}==\xi_{i+1}^{(1)}\) then
            \(o m v(e)=o m\)
        else
            \(o m v(e)=0\)
        end
```

```
    for \(r=0, \ldots, n m-1\) do
    \(\boldsymbol{R}^{e+1}(\mathrm{p}+1-\mathrm{omv}(\mathrm{e}), \mathrm{p}+1-\mathrm{nm}-\mathrm{omv}(\mathrm{e})+\mathrm{r}+1)=1\)
    for \(\mathrm{l}=0, \ldots,-\mathrm{r}+1\) do
        \(\alpha=\left(\xi_{i+p+l}^{(1)}-\xi_{j+1}\right) /\left(\xi_{i+p+l}^{(1)}-\xi_{k+l}^{(2)}\right)\)
        ind2 \(=\mathrm{p}+1+\mathrm{l}+\mathrm{r}-\mathrm{nm}-\mathrm{omv}(\mathrm{e})\)
        \(\boldsymbol{R}^{e+1}(:\), ind 2\()=\alpha \boldsymbol{R}^{e+1}(:\), ind \(2-1)+(1-\alpha) \boldsymbol{R}^{e+1}(:\), ind 2\()\)
    end
    for \(l=-\mathrm{r}, \ldots,-\mathrm{p}+1\) do
        \(\alpha=\left(\xi_{i+p+l}^{(1)}-\xi_{j+1}\right) /\left(\xi_{i+p+l}^{(1)}-\xi_{k+l}^{(2)}\right) ;\)
        ind2 \(=\mathrm{p}+1+\mathrm{l}+\mathrm{r}\);
        \(\boldsymbol{R}^{e}(:\), ind 2\()=\alpha \boldsymbol{R}^{e}(:\), ind \(2-1)+(1-\alpha) \boldsymbol{R}^{e}(:\), ind 2\() ;\)
    end
    \(\boldsymbol{R}^{e+1}(1: \mathrm{p}+1-\mathrm{omv}(\mathrm{e}), 1: \mathrm{p}+1-\mathrm{nm}-\mathrm{omv}(\mathrm{e}))=\)
        \(\boldsymbol{R}^{e}(1+\operatorname{omv}(\mathrm{e}): \mathrm{p}+1, \mathrm{omv}(\mathrm{e})+\mathrm{nm}+1: \mathrm{p}+1) ;\)
        \(\xi_{k+1}^{(2)}=\xi_{j+1} ;\)
        \(\mathrm{k}=\mathrm{k}+1\);
        \(\mathrm{j}=\mathrm{j}+1\);
        end
        if \(\operatorname{omv}(\mathrm{e})==0\) then
            \(\mathrm{e}=\mathrm{e}+1\);
            \(\operatorname{nmv}(\mathrm{e})=0\);
        end
    end
    if \(i<m^{(1)}\) then
        for \(\mathrm{t}=0\)... om-1 do
            \(\xi_{k+1}^{(2)}=\xi_{i+1}^{(1)}\)
            \(\boldsymbol{R}^{e+1}(\mathrm{p}+1-\mathrm{t}, \mathrm{p}+1-\mathrm{t})=1 ;\)
            \(k=k+1 ; i=i+1 ;\)
        end
        omv(e)=om;
        \(\boldsymbol{R}^{e+1}(1: p+1-\operatorname{omv}(e), 1: p+1-n m v(e)-\operatorname{mv}(e))=\)
            \(\boldsymbol{R}^{e}(1+\mathrm{omv}(\mathrm{e}): \mathrm{p}+1, \mathrm{omv}(\mathrm{e})+\mathrm{nmv}(\mathrm{e})+1: \mathrm{p}+1)\)
        \(\mathrm{e}=\mathrm{e}+1\)
        end
end
for \(\mathrm{f}=\mathrm{e}-1, \ldots, 2\) do
    \(\boldsymbol{R}^{f-1}(1+\mathrm{omv}(\mathrm{f}-1): \mathrm{p}+1,2+\mathrm{nmv}(\mathrm{f}-1)+\mathrm{omv}(\mathrm{f}-1): \mathrm{p}+1)=\)
            \(\boldsymbol{R}^{f}(1: \mathrm{p}+1-\mathrm{omv}(\mathrm{f}-1), 2: \mathrm{p}+1-\mathrm{nmv}(\mathrm{f}-1)-\mathrm{omv}(\mathrm{f}-1))\)
end
\(n_{e}=e-1\)
```


## Appendix B

## Parametric definition of the elastoplastic perforated plate

The geometry of the numerical example given in Section 5.7.2 consists of a NURBS patch defined by the open-knot vectors

$$
\begin{align*}
& x \boldsymbol{\Xi}=(-1,-1,-1,0,0,1,1,1),  \tag{B.1}\\
& { }^{y} \boldsymbol{\Xi}=(-1,-1,1,1),  \tag{B.2}\\
& { }^{z} \boldsymbol{\Xi}={ }^{y} \boldsymbol{\Xi}, \tag{B.3}
\end{align*}
$$

and control points

$$
\boldsymbol{P}=\left[\begin{array}{cccc}
40 & 0 & 0 & 1  \tag{B.4}\\
40 & 60(\sqrt{2}-1) & 0 & (1+1 / \sqrt{2}) / 2 \\
100-60 / \sqrt{2} & 60 / \sqrt{2} & 0 & 1 \\
100-60(\sqrt{2}-1) & 60 & 0 & (1+1 / \sqrt{2}) / 2 \\
100 & 60 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 100 & 0 & 1 \\
0 & 200 & 0 & 1 \\
50 & 200 & 0 & 1 \\
100 & 200 & 0 & 1 \\
40 & 0 & 10 & 1 \\
40 & 60(\sqrt{2}-1) & 10(1+1 / \sqrt{2}) / 2 \\
100-60 / \sqrt{2} & 60 / \sqrt{2} & 10 & 1 \\
100-60(\sqrt{2}-1) & 60 & 10(1+1 / \sqrt{2}) / 2 \\
100 & 60 & 10 & 1 \\
0 & 0 & 10 & 1 \\
0 & 100 & 10 & 1 \\
0 & 200 & 10 & 1 \\
50 & 200 & 10 & 1 \\
100 & 200 & 10 & 1
\end{array}\right]
$$
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