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FINITE ELEMENT ERROR ESTIMATES FOR

ONE-DIMENSIONAL ELLIPTIC OPTIMAL CONTROL BY BV

FUNCTIONS

Abstract. We consider an optimal control problem governed by a one-dimen-

sional elliptic equation that involves univariate functions of bounded variation

as controls. For the discretization of the state equation we use linear finite

elements and for the control discretization we analyze two strategies. First,

we use variational discretization of the control and show that the L2- and

L
∞-error for the state and the adjoint state are of order O(h2) and that the

L
1-error of the control behaves like O(h2), too. These results rely on a struc-

tural assumption that implies that the optimal control of the original problem

is piecewise constant and that the adjoint state has nonvanishing first deriva-

tive at the jump points of the control. If, second, piecewise constant control

discretization is used, we obtain L
2-error estimates of order O(h) for the state

and W
1,∞-error estimates of order O(h) for the adjoint state. Under the same

structural assumption as before we derive an L
1-error estimate of order O(h)

for the control. We discuss optimization algorithms and provide numerical

results for both discretization schemes indicating that the error estimates are

optimal.

1. Introduction. In this paper we derive a priori error estimates for two finite ele-
ment discretizations of the optimal control problem governed by a one-dimensional
elliptic equation

min
(u,q)

1

2
‖u− ud‖2L2(Ω) + α ‖q′‖M(Ω) s.t. Au = q.
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Here, u ∈ V := H1
0 (Ω) is the state and q ∈ Q := BV (Ω) is the control, where

BV (Ω) denotes the space of functions of bounded variation (BV) on the interval
Ω := (0, 1). The operator A is elliptic and α is a positive real number. The two finite
element schemes that will be analyzed are identical in regard to the discretization
of state and adjoint state, but they differ in the treatment of the control. In the
variational discretization the control is not discretized, while in the second scheme
the control is discretized by piecewise constant functions.

The significance of the above control problem is given by the use of the BV-
seminorm ‖q′‖M(Ω) in the objective. This favors piecewise constant controls with
only a limited number of jumps, which makes this problem type interesting in many
practical applications. The precise functional analytic setting will be provided in
the next section.

Optimal control problems with BV-controls defined in one space dimension are
strongly related to control problems with measures as controls. Both BV optimal
control problems and optimal control problems with measures have attracted sig-
nificant research interest in the recent past, see, e.g. [8, 13, 14, 17, 22, 23] for the
former and [11, 12, 15, 16, 29, 30] for the latter.

Error estimates for PDE-constrained optimal control problems involving mea-
sures have been presented in [11, 30, 31, 34, 35]. For error estimates of further
sparsity promoting optimal control problems with PDEs see for example [19, 30].
The literature on error estimates for optimal control problems with controls in BV
is rather limited. We are only aware of [14, 18]. Error estimates and numerical
analysis for inverse problems involving BV-functions are studied in [5, 6]. Related
discussion of ODE-constrained control problems involving discontinuous functions
and their numerical analysis can be found in, e.g., [1, 2, 10, 21, 25, 26, 37, 38].

The main difficulty in deriving error estimates for the above problem is given
by the fact that it lacks certain coercivity properties that are usually employed
to obtain error estimates for the controls, for instance by suitably testing the first
order necessary optimality conditions. Hence, only error estimates for the state
and the adjoint state can be proven in a rather direct manner; these are, however,
suboptimal. To obtain an error estimate for the control and also to improve the
error estimates for state and adjoint state, we make use of a structural assumption
on the Lagrange multiplier Φ̄ arising from the convex subdifferential of the term
‖q′‖M(Ω). Specifically, we assume that Φ̄, which is a C2 function in Ω̄, has only
finitely many global extreme points and that it exhibits quadratic growth near those
points (i.e., Φ̄′′ 6= 0 near those points; see Assumption 4.4 and Assumption 4.5).
Since the jump set of the optimal control is contained in the set of global extreme
points of Φ̄, see Corollary 1, this assumption implies that the optimal control admits
only finitely many jumps, which is a rather typical situation in practice. In addition,
it ensures that the adjoint state has nonvanishing first derivative near the global
extreme points of Φ̄, which is closely related to assumptions used to derive error
estimates for bang-bang control problems, see, e.g., [7, 20, 24].

Starting from possibly suboptimal error estimates for the state and adjoint state
and incorporating the structural assumption, we are able to derive an error estimate
for the controls in L1 for both variational control discretization, where the order of
the error is O(h2), and piecewise constant control discretization, where we obtain
O(h). Moreover, we provide numerical experiments which indicate that the estab-
lished error estimates are optimal. To further substantiate the use of the L1-norm
in the error estimates for the control, we include numerical results for the order of
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convergence of the controls with respect to the L2-norm. These results clearly show
that in both discretization schemes the order of convergence in L1 is higher than
the one in L2.

Let us stress that the essential structural assumption on Φ̄ cannot be transferred
to settings in which the control domain is of dimension greater than one. This is
due to the fact that in such settings the Lagrange multiplier Φ̄ does not characterize
the jump set of the optimal control. While this implies that the control domain is
limited to an interval, this is not the case for the domain of the state. We expect
that the analysis presented in this paper can be extended to problems where the
state lives on a domain of dimension larger than one.

This paper is structured as follows. In Section 2 we provide the precise problem
setting and discuss existence of optimal solutions as well as first order optimality
conditions for the continuous problem. Section 3 is concerned with the same aspects,
but for the two discretization schemes. In Section 4 we derive both the basic and
the improved error estimates, which is why this section also contains the structural
assumption. The numerical experiments are presented in Section 5.

2. The continuous problem. We will consider the following model problem in
the one-dimensional spatial domain Ω := (0, 1). Given the parameter α > 0, a
desired state ud ∈ L∞(Ω), and functions a ∈ C0,1(Ω̄) and d0 ∈ L∞(Ω) satisfying
a(x) ≥ ν > 0 with a constant ν > 0 for all x ∈ Ω̄ and d0(x) ≥ 0 for a.e. x ∈ Ω, we
are looking for a control q ∈ Q := BV (Ω) and an associated state u ∈ V := H1

0 (Ω)
solving the optimal control problem

min
(u,q)∈V×Q

1

2
‖u− ud‖2L2(Ω) + α ‖q′‖M(Ω)

︸ ︷︷ ︸

=:J(u,q)

s.t. a(u,w) = (q, w)L2(Ω) ∀w ∈ V,

where the bilinear form a is given by

a : V × V → R, a(v, w) := (av′, w′)L2(Ω) + (d0v, w)L2(Ω).

2.1. The state equation. Recall from, e.g., [3, 28, 41] that the space BV (Ω) is
given by those functions v ∈ L1(Ω) for which the distributional derivative v′ is a
Radon measure, i.e.,

BV (Ω) =
{

v ∈ L1(Ω) : ‖v′‖M(Ω) < ∞
}

,

where M(Ω) denotes the space of Radon measures. The space BV (Ω) is a Banach
space if equipped with the norm

‖v‖BV (Ω) := ‖v‖L1(Ω) + ‖v′‖M(Ω) ,

see, e.g., [4, Thm. 10.1.1]. Moreover, BV (Ω) embeds continuously into Lp(Ω) for
p ∈ [1,∞] and compactly into Lp(Ω) for p ∈ [1,∞), see, e.g., [3, Cor. 3.49 together
with Prop. 3.21]. As BV (Ω) embeds into L2(Ω) we note that for every q ∈ BV (Ω)
the Lax-Milgram theorem readily guarantees existence of a unique associated state
u = u(q) ∈ V . Thus, the use of the solution or control-to-state operator

S : Q ⊂ V ∗ → V

is justified. We note in passing that S : V ∗ → V is a self-adjoint isomorphism. In
fact, because we are working in dimension one, the following strong regularity result
can be proven by standard arguments.
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Lemma 2.1. Let p ∈ (1,∞]. For all v ∈ Lp(Ω) there holds Sv ∈ W 2,p(Ω) ∩ V ,

and the estimate

‖Sv‖W 2,p(Ω) ≤ C ‖v‖Lp(Ω)

is satisfied, where the constant C > 0 is independent of v and p.

Introducing the reduced objective j : Q → R, j(q) := J(S(q), q), we can now
analyze the reduced version of the original problem, given by

min
q∈Q

j(q). (P)

We will demonstrate that (P) admits a unique solution, characterize this solution
by means of optimality conditions, and draw some conclusions from the optimality
conditions regarding the structure of the optimal solution. Due to convexity we
need not distinguish between local and global solutions, and first order necessary
conditions are also sufficient.

2.2. Existence of optimal controls.

Theorem 2.2. Problem (P) admits a unique optimal control q̄ ∈ Q with associated

optimal state ū ∈ V .

Proof. The injectivity of S implies that j is strictly convex, so (P) has at most one
solution. To establish existence of q̄, let us consider a minimizing sequence (qn)n∈N

of j with j(qn) ≤ j(0) for all n ∈ N. Our goal is to bound the BV-norm of that
sequence. Since there holds

α‖q′n‖M(Ω) ≤ j(qn) ≤ j(0), (1)

it only remains to establish that (‖qn‖L1(Ω))n∈N is bounded. From [3, Thm. 3.44]
it follows that

‖qn − q̂n‖L1(Ω) ≤ Ciso‖q′n‖M(Ω) ≤
Cisoj(0)

α
, (2)

where q̂n := 1
|Ω|

∫

Ω
qn dx and Ciso depends only on Ω. Estimate (2) implies via the

inverse triangle inequality that for all n ∈ N there holds

‖qn‖L1(Ω) ≤
Cisoj(0)

α
+ |q̂n|, (3)

where we have used that |Ω| = 1. Moreover, we have

|q̂n|‖S1‖L2(Ω) ≤ ‖S(q̂n − qn)‖L2(Ω) + ‖Sqn‖L2(Ω)

≤ ‖S‖L(V ∗,L2(Ω)) ‖q̂n − qn‖V ∗ + ‖Sqn‖L2(Ω) .

Making use of the embedding L1(Ω) →֒ V ∗ with constant Cemb we infer that the
first term on the right-hand side can be bounded using (2), and the second term
can be bounded by (1). Together, this yields

|q̂n|‖S1‖L2(Ω) ≤
CisoCembj(0)

α
‖S‖L(V ∗,L2(Ω)) + ‖Sqn − ud‖L2(Ω) + ‖ud‖L2(Ω)

≤ CisoCembj(0)

α
‖S‖L(V ∗,L2(Ω)) +

√

2j(0) + ‖ud‖L2(Ω).

This and (3) imply

‖qn‖L1(Ω) ≤
Cisoj(0)

α

+ ‖S1‖−1
L2(Ω)

(
CisoCembj(0)

α
‖S‖L(V ∗,L2(Ω)) + 2

√

2j(0)

)

,
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where we have used that S1 6= 0 and that ‖ud‖L2(Ω) ≤
√

2j(0). In view of (1) we
have thus found for all n ∈ N that

‖qn‖BV (Ω) ≤
(Ciso + 1)j(0)

α

+ ‖S1‖−1
L2(Ω)

(
CisoCembj(0)

α
‖S‖L(V ∗,L2(Ω)) + 2

√

2j(0)

)

.

(4)

Since BV (Ω) is compactly embedded in L1(Ω), there is a subsequence (qnk
)k∈N of

(qn) and a q̄ ∈ L1(Ω) such that qnk
→ q̄ in L1(Ω) for k → ∞. By continuity of the

mapping L2(Ω) ∋ q 7→ 1
2‖Sq − ud‖2L2(Ω) and lower semicontinuity of q 7→ ‖q′‖M(Ω)

with respect to the L1(Ω) topology, cf. [41, Thm. 5.2.1], we deduce that j(q̄) =
infq∈Q j(q).

2.3. Optimality conditions. Next, we provide necessary and sufficient optimality
conditions for the optimal solution.

Theorem 2.3. The control q̄ ∈ Q with associated state ū ∈ V is optimal for

Problem (P) if and only if there exists a unique adjoint state z̄ ∈ W 2,∞(Ω) ∩ V
such that (ū, q̄, z̄) and the W 3,∞(Ω) function Φ̄ : [0, 1] → R, Φ̄(x) :=

∫ x

0 z̄(s) ds

satisfy Φ̄(1) = 0 as well as
∫

Ω

Φ̄ dq̄′ = α ‖q̄′‖M(Ω) and ‖Φ̄‖∞ ≤ α,

a(ū, w) = (q̄, w)L2(Ω) ∀w ∈ V,

a(w, z̄) = (w, ū − ud)L2(Ω) ∀w ∈ V,

and

− (z̄, q − q̄)L2(Ω) ≤ α
[

‖q′‖M(Ω) − ‖q̄′‖M(Ω)

]

∀q ∈ Q.

Proof. Using convex analysis, e.g. [32], the optimality of q̄ is equivalent to

0 ∈ ∂j(q̄),

where ∂j(q̄) denotes the subdifferential of j at the point q̄. By the chain rule and
the sum rule, e.g. [32, Proposition 3.28] and [32, Thm. 3.30], this is equivalent to

−S∗(Sq̄ − ud) ∈ ∂
(

α ‖q̄′‖M(Ω)

)

. (5)

Note that the sum rule is applicable since both summands of j are continuous on
Q. Defining z̄ := S∗(Sq̄ − ud) and recalling ū = Sq̄ we obtain

a(ū, w) = (q̄, w)L2(Ω) ∀w ∈ V,

a(w, z̄) = (w, ū − ud)L2(Ω) ∀w ∈ V.

In particular, the asserted regularity of z̄ follows from Lemma 2.1, which in turn
implies Φ̄ ∈ W 3,∞(Ω). Furthermore, the definition of the subdifferential implies
that (5) can be equivalently expressed as

− (z̄, q − q̄)L2(Ω) ≤ α
[
‖q′‖M(Ω) − ‖q̄′‖M(Ω)

]
∀q ∈ Q.

Testing with q = 2q̄, q = 0 and q = q̃+ q̄ for any q̃ ∈ Q yields the equivalent system

− (z̄, q̄)L2(Ω) = α‖q̄′‖M(Ω),

|(z̄, q)L2(Ω)| ≤ α‖q′‖M(Ω) ∀q ∈ Q.
(6)
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Inserting q = 1 into (6) supplies Φ̄(1) =
∫

Ω
z̄ ds = 0. By the definition of the

distributional derivative of BV functions, (6) is equivalent to
∫

Ω

Φ̄ dq̄′ = α‖q̄′‖M(Ω),

∣
∣
∣
∣

∫

Ω

Φ̄ dq′
∣
∣
∣
∣
≤ α‖q′‖M(Ω) ∀q ∈ Q.

(7)

For x ∈ Ω let q := 1(x,1) ∈ Q be the characteristic function of the interval (x, 1).

We have q′ = δx and hence (7) yields |Φ̄(x)| ≤ α.

Structural conclusions. With the optimality conditions of Theorem 2.3 at hand,
we can now derive helpful structural properties that hold without additional as-
sumptions.

Corollary 1. If q̄ is optimal for (P), then there hold

supp(q̄′+) ⊂
{
x ∈ Ω : Φ̄(x) = α

}
,

supp(q̄′−) ⊂
{
x ∈ Ω : Φ̄(x) = −α

}
,

where q̄′+ and q̄′− denote the positive and the negative part of the Jordan decompo-

sition of the measure q̄′. Moreover, we have

supp(q̄′) ⊂
{
x ∈ Ω :

∣
∣Φ̄(x)

∣
∣ = α

}
⊂
{
x ∈ Ω : z̄(x) = 0

}
. (8)

Proof. Let x̂ ∈ Ω with Φ̄(x̂) < α. By the continuity of Φ̄ there is an open neighbor-
hood U ⊂ Ω of x̂ and δ > 0 such that Φ̄ ≤ α− δ on U . Then we have

α‖q̄′‖M(Ω) =

∫

Ω

Φ̄ dq̄′+ −
∫

Ω

Φ̄ dq̄′− ≤
∫

Ω\U

α dq̄′+ +

∫

U

(α− δ) dq̄′+ +

∫

Ω

α dq̄′−

= α‖q̄′‖M(Ω) − δq̄′+(U).

Thus q̄′+(U) = 0 and x̂ 6∈ supp(q̄′+). The claim for q̄′− follows analogously. The first
inclusion in (8) follows from

supp(q̄′) = supp(q̄′+) ∪ supp(q̄′−) ⊂
{
x ∈ Ω :

∣
∣Φ̄(x)

∣
∣ = α

}
.

Theorem 2.3 implies that every x with |Φ̄(x)| = α is either a global maximum or
minimum of the C1 function Φ̄ and hence satisfies 0 = Φ̄′(x) = z̄(x), establishing
the second inclusion in (8).

3. Finite element discretization. For the discretization of (P) we divide Ω̄ =
[0, 1] into 1 < l subintervals Ti = (xi−1, xi) of size hi defined by the spatial nodes

0 = x0 < x1 < . . . < xl = 1, Nh :=
{
x0, x1, . . . , xl

}
.

We obtain Ω =
⋃

1≤i≤l

Ti and set Th :=
⋃

1≤i≤l

{Ti}, where h := max1≤i≤l hi denotes

the mesh width.

3.1. Discretization of the state equation. To discretize the state equation we
use linear finite elements, i.e., the discrete state space Vh is given by

Vh :=
{
vh ∈ V ∩ C0(Ω̄) : vh|T is linear for all T ∈ Th

}
,

where C0(Ω̄) denotes the continuous functions on Ω̄ that vanish on ∂Ω.
For further reference we recall that the Ritz projection associated to the bilinear

form a, denoted Rh : V → Vh, satisfies

a(Rhv, wh) = a(v, wh) ∀wh ∈ Vh.
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It is well known that for each v ∈ V this variational equality has a unique solution.
Moreover, the discrete solution operator is denoted by Sh : V

∗ → Vh and satisfies,
with uh := Shv,

a(uh, wh) = (v, wh)L2(Ω) ∀wh ∈ Vh.

Since these identities, in fact, uniquely determine Rh and Sh, it follows that Sh =
RhS on V ∗.

Concerning the approximation quality of Sh we cite the following well-known
results.

Lemma 3.1. There exist C > 0 and h0 > 0 such that for every h ∈ (0, h0] and all

v ∈ L2(Ω) there hold

‖Sv − Shv‖L2(Ω) ≤ Ch2‖v‖L2(Ω) and ‖Sv − Shv‖V ≤ Ch‖v‖L2(Ω).

Proof. Cf., e.g., [27, Section 3.2].

Lemma 3.2. There exist C > 0 and h0 > 0 such that for every h ∈ (0, h0] and all

v ∈ L∞(Ω) there holds

‖Sv − Shv‖L∞(Ω) ≤ Ch2‖v‖L∞(Ω).

Proof. This is the main theorem of [40], keeping the regularity from Lemma 2.1 in
mind.

The next lemma shows that Sh is stable from L2(Ω) to W 1,∞(Ω).

Lemma 3.3. There exist C > 0 and h0 > 0 such that for every h ∈ (0, h0] and all

v ∈ L2(Ω) there holds

‖Shv‖W 1,∞(Ω) ≤ C‖Sv‖W 1,∞(Ω) ≤ C ‖v‖L2(Ω) .

Proof. This is a consequence of the stability result from [9, Thm. 8.1.11], the
embedding H2(Ω) →֒ W 1,∞(Ω), and Lemma 2.1.

Lemma 3.4. Let w ∈ H2(Ω) ∩ V and Rhw its Ritz projection. Then there are

C, h0 > 0 such that for each h ∈ (0, h0] we have

‖(Rhw − w)′‖L∞(Ω) ≤ Ch
1
2 ‖w‖H2(Ω).

If w ∈ W 2,∞(Ω) ∩ V we even have

‖(Rhw − w)′‖L∞(Ω) ≤ Ch‖w‖W 2,∞(Ω).

In both cases, the constant C > 0 is independent of w and h.

Proof. Lemma 3.3 implies that the Ritz projection is stable in W 1,∞(Ω) and thus

‖Rhw − w‖W 1,∞(Ω) ≤ ‖Rh(w − Ihw)‖W 1,∞(Ω) + ‖Ihw − w‖W 1,∞(Ω)

≤ C‖Ihw − w‖W 1,∞(Ω).

Here, Ihw is the usual nodal interpolant of w. The two estimates now follow from
[9, Thm. 4.4.20].
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3.2. Variational control discretization. In this section we discuss the varia-
tional discretization of problem (P), in which the controls are not discretized ex-
plicitly. We show that the resulting semi-discrete problem admits a unique solution,
characterize this solution by means of optimality conditions, and draw conclusions
from the optimality conditions regarding the structure of the optimal solution.

The variationally discretized version of (P) is given by

min
(uh,q)∈Vh×Q

1

2
‖uh − ud‖2L2(Ω) + α ‖q′‖M(Ω)

s.t. a(uh, wh) = (q, wh)L2(Ω) ∀wh ∈ Vh.

Defining jh : Q → R by jh(q) := J(Sh(q), q), its reduced formulation reads

min
q∈Q

jh(q). (Pvd)

Theorem 2.2 has the following discrete counterpart.

Theorem 3.5. Problem (Pvd) admits a unique optimal control q̄h ∈ Q with as-

sociated optimal state ūh ∈ Vh. There exist C > 0 and h0 > 0 such that for all

h ∈ (0, h0] the controls satisfy ‖q̄h‖BV (Ω) ≤ C.

Proof. The proof of Theorem 2.2 can be used verbatim as there holds Sh1 6= 0. It
remains to establish the estimate for the controls. As in the proof of Theorem 2.2
we can derive (4) for q̄h instead of q̄. Passing to the limit in this version of (4)
yields

‖q̄h‖BV (Ω) ≤
(Ciso + 1)jh(0)

α

+ ‖Sh1‖−1
L2(Ω)

[

CisoCembjh(0)

α
‖Sh‖L(V ∗,L2(Ω)) +

√

8jh(0)

]

.

(9)

From Lemma 3.1 we obtain

‖S1‖L2(Ω) − ‖Sh1‖L2(Ω) ≤ ‖S1− Sh1‖L2(Ω) ≤ Ch2‖1‖L2(Ω) ≤
1

2
‖S1‖L2(Ω) (10)

for h sufficiently small, thus ‖Sh1‖L2(Ω) ≥ 1
2‖S1‖L2(Ω). Furthermore, Sh = RhS on

V ∗ and the H1(Ω)-stability of the Ritz projection imply

‖Sh‖L(V ∗,L2(Ω)) ≤ C‖S‖L(V ∗,V ). (11)

Inequalities (10) and (11) in conjunction with (9) and jh(0) = j(0) yield the desired
boundedness of ‖q̄h‖BV (Ω) independent of h.

We point out that the control space Q is not discretized, hence the optimal
control q̄h belongs to BV (Ω). We prefer the notation q̄h nonetheless, because the
variationally discretized problem depends on h.

We collect without proof optimality conditions and structural properties analo-
gous to the continuous setting.

Theorem 3.6. The control q̄h ∈ Q with associated state ūh ∈ Vh is optimal for

Problem (Pvd) if and only if there exists a unique adjoint state z̄h ∈ Vh such that

(ūh, q̄h, z̄h) and the C1 function Φ̄h : [0, 1] → R, Φ̄h(x) :=
∫ x

0 z̄h(s) ds satisfy Φ̄h(1) =
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0 as well as
∫

Ω

Φ̄h dq̄
′
h = α ‖q̄′h‖M(Ω) and ‖Φ̄h‖L∞(Ω) ≤ α,

a(ūh, wh) = (q̄h, wh)L2(Ω) ∀wh ∈ Vh,

a(wh, z̄h) = (wh, ūh − ud)L2(Ω) ∀wh ∈ Vh,

and

− (z̄h, q − q̄h)L2(Ω) ≤ α
[

‖q′‖M(Ω) − ‖q̄′h‖M(Ω)

]

∀q ∈ Q.

Corollary 2. If q̄h is optimal for (Pvd), then there hold

supp((q̄′h)+) ⊂
{
x ∈ Ω : Φ̄h(x) = α

}
,

supp((q̄′h)−) ⊂
{
x ∈ Ω : Φ̄h(x) = −α

}
,

where (q̄′h)+ and (q̄′h)− denote the positive and the negative part of the Jordan de-

composition of the measure q̄′h. Moreover, we have

supp(q̄′h) ⊂
{
x ∈ Ω :

∣
∣Φ̄h(x)

∣
∣ = α

}
⊂
{
x ∈ Ω : z̄h(x) = 0

}
.

3.3. Piecewise constant control discretization. In this section we present a
discretization for (P) in which the controls qh are piecewise constant. We denote
the space of piecewise constant functions on Th by

Qh := {qh ∈ BV (Ω) : qh|T = const. for all T ∈ Th} .
Now the discretization of (P) is given by

min
(uh,qh)∈Vh×Qh

1

2
‖uh − ud‖2L2(Ω) + α ‖q′h‖M(Ω)

s.t. a(uh, wh) = (qh, wh)L2(Ω) ∀wh ∈ Vh.

With jh(qh) := J(Sh(qh), qh) its reduced formulation reads

min
qh∈Qh

jh(qh). (Pcd)

Note that in contrast to (Pvd) the control qh is now discretized and has the form

qh = ah +
l−1∑

j=1

cjh1(xj,1), hence q′h =
l−1∑

j=1

cjhδxj
(12)

for some ah, c
j
h ∈ R, 1 ≤ j ≤ l − 1.

We now address existence of optimal solutions and optimality conditions for
Problem (Pcd).

Theorem 3.7. Problem (Pcd) admits a unique optimal control q̂h ∈ Qh with as-

sociated optimal state ûh ∈ Vh. There exist C > 0 and h0 > 0 such that for all

h ∈ (0, h0] we have ‖q̂h‖BV (Ω) ≤ C.

Proof. The proof is the same as for Theorem 3.5.
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Theorem 3.8. The control q̂h ∈ Qh with associated state ûh ∈ Vh is optimal

for Problem (Pcd) if and only if there exists a unique adjoint state ẑh ∈ Vh such

that (ûh, q̂h, ẑh) and the C1 function Φ̂h : [0, 1] → R, Φ̂h(x) :=
∫ x

0
ẑh(s) ds satisfy

Φ̂h(1) = 0 as well as
∫

Ω

Φ̂h dq̂
′
h = α ‖q̂′h‖M(Ω) and max

0≤j≤l

∣
∣
∣Φ̂h(xj)

∣
∣
∣ ≤ α,

a(ûh, wh) = (q̂h, wh)L2(Ω) ∀wh ∈ Vh,

a(wh, ẑh) = (wh, ûh − ud)L2(Ω) ∀wh ∈ Vh,

and

− (ẑh, qh − q̂h)L2(Ω) ≤ α
[

‖q′h‖M(Ω) − ‖q̂′h‖M(Ω)

]

∀qh ∈ Qh.

Proof. As in the proof of Theorem 2.3 the optimality of q̂h ∈ Qh is equivalent to

−ẑh := −S∗
h(Shq̂h − ud) ∈ ∂

(
α‖q̂′h‖M(Ω)

)
.

Also as in the proof of Theorem 2.3, in particular (6), this is equivalent to

− (ẑh, q̂h)L2(Ω) = α‖q̂′h‖M(Ω),
∣
∣(ẑh, qh)L2(Ω)

∣
∣ ≤ α‖q′h‖M(Ω) ∀qh ∈ Qh.

(13)

It remains to establish the statements for Φ̂h. Testing with qh := 1 ∈ Qh in (13)

shows
∫

Ω
ẑh(s) ds = 0 and thus Φ̂h(1) = 0. Moreover, (13) can be expressed as

∫

Ω

Φ̂h dq̂
′
h = α‖q̂′h‖M(Ω),

∣
∣
∣
∣

∫

Ω

Φ̂h dq
′
h

∣
∣
∣
∣
≤ α‖q′h‖M(Ω) ∀qh ∈ Qh.

(14)

Because 1(xj,1) ∈ Qh and (1(xj ,1))
′ = δxj

for j = 0, 1 . . . , l, we infer from the
inequality in (14) that

|Φ̂h(xj)| =
∣
∣
∣
∣

∫

Ω

Φ̂h d(1(xj,1))
′

∣
∣
∣
∣
≤ α‖δxj

‖M(Ω) = α.

Remark 1. The information on Φ̂h in Theorem 3.8 concerns only the gridpoints.
It is therefore not ensured (and in general not true) that ‖Φ̂h‖∞ ≤ α.

Corollary 3. If q̂h ∈ Qh is optimal for (Pcd), then there holds

supp((q̂′h)+) ⊂
{

xj ∈ Nh : Φ̂h(xj) = α
}

,

supp((q̂′h)−) ⊂
{

xj ∈ Nh : Φ̂h(xj) = −α
}

,

where (q̂′h)+ and (q̂′h)− denote the positive and the negative part of the Jordan de-

composition of the measure q̂′h.

Proof. Recall that

q̂h = ah +
l−1∑

j=1

cjh1(xj,1), hence q̂′h =
l−1∑

j=1

cjhδxj



ERROR EST. FOR CONTROL BY BV FUNCTIONS 11

for real numbers ah, c
1
h, c

2
h, . . . , c

l−1
h . Let xj∗ ∈ supp((q̂′h)+) for some j∗ ∈ {1, . . . , l−

1}. Note that this is equivalent to saying that cj
∗

h > 0. Assume that Φ̂h(xj∗ ) < α.
By (14) we have that

α‖q̂′h‖M(Ω) =

∫

Ω

Φ̂h dq̂
′
h =

l−1∑

i=1,i6=j∗

cihΦ̂h(xi) + cj
∗

h Φ̂h(xj∗).

By Theorem 3.8 we thus find

α‖q̂′h‖M(Ω) <

l−1∑

i=1,i6=j∗

|cih|α+ cj
∗

h α = α

l−1∑

i=1

|cih| = α‖q̂′h‖M(Ω),

a contradiction that implies Φ̂h(xj∗ ) = α and hence the statement for supp((q̂′h)+).
Analogously, we obtain the assertion for supp((q̂′h)−).

Remark 2. Note that at non-gridpoints, |Φ̂h| may assume larger values than α.

This implies that xj∗ with |Φ̂h(xj∗ )| = α is not necessarily an extreme point of Φ̂h. It

is therefore not ensured that Φ̂′
h(xj∗) = ẑh(xj∗ ) = 0. This stands in stark contrast

to both the continuous and the variationally discretized problems, where every
point at which |Φ̄|, respectively, |Φ̄h| attains the value α is necessarily an extreme

point and thus a root of z̄, respectively, z̄h. However, if |Φ̂h(xj∗)| = α for some
j∗ ∈ {1, . . . , l − 1}, then Rolle’s theorem yields the existence of ξ ∈ (xj∗−1, xj∗+1)

with Φ̂′
h(ξ) = ẑh(ξ) = 0. That is, there is a root of ẑh whose distance to xj∗ is no

more than h. This will suffice to prove error estimates of order O(h).

For later use let us define an L2-projection operator onto the space of piecewise
constant functions and collect useful properties of this operator.

Definition 3.9. For i = 0, 1, . . . , l − 1 we introduce

Πh : BV (Ω) → Qh, Πhq|(xi,xi+1) := (xi+1 − xi)
−1

∫ xi+1

xi

q(s) ds.

It is easy to check that for any vh ∈ Qh and q ∈ BV (Ω) we have

(Πhq − q, vh)L2(Ω) = 0. (15)

We have the following estimates.

Lemma 3.10. For any q ∈ BV (Ω) there hold

• ‖Πhq − q‖L1(Ω) ≤ h‖q′‖M(Ω),

• ‖(Πhq)
′‖M(Ω) ≤ ‖q′‖M(Ω),

• ‖q −Πhq‖L∞(Ω) ≤ h‖q′‖L∞(Ω) provided q ∈ W 1,∞(Ω).

Proof. The first two estimates are taken from [14, Proposition 16].
By Rademacher’s theorem (e.g. [3, Thm. 2.14]) q is Lipschitz continuous with

Lipschitz constant ‖q′‖L∞(Ω). Thus, a straightforward estimate shows for any i =
0, 1, . . . , l − 1 and x ∈ (xi, xi+1)

q(x)− 1

xi+1 − xi

∫ xi+1

xi

q(s) ds ≤ ‖q′‖L∞(Ω)

xi+1 − xi

∫ xi+1

xi

|x−s| ds ≤ (xi+1−xi)‖q′‖L∞(Ω).

The definition of h yields the desired last inequality.

4. Finite element error estimates.

4.1. Error estimates for variational control discretization.
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4.1.1. Basic error estimates for state and adjoint state. We begin this section by
proving a priori estimates for the errors in the optimal state and the adjoint state.

Lemma 4.1. There exist C, h0 > 0 such that for all h ∈ (0, h0] we have

‖ū− ūh‖2L2(Ω) ≤ C(h4 − (Rhz̄ − z̄, q̄h − q̄)L2(Ω)).

Proof. The optimality conditions for q̄ and q̄h from Theorems 2.3 and 3.6 provide

− (z̄, q̄h − q̄)L2(Ω) ≤ α‖q̄′h‖M(Ω) − α‖q̄′‖M(Ω),

(z̄h, q̄h − q̄)L2(Ω) ≤ α‖q̄′‖M(Ω) − α‖q̄′h‖M(Ω).

Adding these two inequalities and inserting Rhz̄ yields

(z̄h −Rhz̄, q̄h − q̄)L2(Ω)+(Rhz̄ − z̄, q̄h − q̄)L2(Ω) = (z̄h − z̄, q̄h − q̄)L2(Ω) ≤ 0. (16)

We can rearrange the first term by first using the state equations, cf. Theorems 2.3
and 3.6, and then using the definition of the Ritz projection. This demonstrates

(z̄h −Rhz̄, q̄h − q̄)L2(Ω) = a(ūh − ū, z̄h −Rhz̄) = a(ūh −Rhū, z̄h − z̄).

Invoking the definition of the adjoint equations, cf. Theorems 2.3 and 3.6, and
RhS = Sh this reads

(z̄h −Rhz̄, q̄h − q̄)L2(Ω) = (ūh − ū, ūh −Rhū)L2(Ω)

= ‖ūh − ū‖2L2(Ω) − (ūh − ū, ū−Rhū)L2(Ω) .

Inserting this into (16) yields

‖ūh − ū‖2L2(Ω) ≤ − (Rhz̄ − z̄, q̄h − q̄)L2(Ω) + (ūh − ū, ū−Rhū)L2(Ω) .

Hölder’s inequality and Young’s inequality supply

‖ūh − ū‖2L2(Ω) ≤ − (Rhz̄ − z̄, q̄h − q̄)L2(Ω) +
1

2
‖ūh − ū‖2L2(Ω) +

1

2
‖ū−Rhū‖2L2(Ω).

Recalling that ‖ū − Rhū‖2L2(Ω) = ‖Sq̄ − Shq̄‖2L2(Ω) ≤ Ch4 by Lemma 3.1, the

assertion follows after subtraction of 1
2‖ūh − ū‖2

L2(Ω).

Lemma 4.2. There exist C, h0 > 0 such that for all h ∈ (0, h0] we have

‖ū− ūh‖L2(Ω) ≤ Ch.

Proof. By Lemma 4.1 we have that

‖ū− ūh‖2L2(Ω) ≤ C(h4 + ‖Rhz̄ − z̄‖L2(Ω)‖q̄h − q̄‖L2(Ω)).

By Lemma 3.1 and Theorem 3.7 the first term is of order Ch2. Taking the root
yields the desired estimate.

We readily deduce an error estimate for the adjoint state.

Lemma 4.3. There exist C, h0 > 0 such that for all h ∈ (0, h0] we have

‖z̄h − z̄‖W 1,∞(Ω) ≤ Ch.

Proof. We have

‖z̄h − z̄‖W 1,∞(Ω) = ‖S∗
h(ūh − ud)− S∗(ū − ud)‖W 1,∞(Ω)

≤ ‖S∗
h(ūh − ud)− S∗(ūh − ud)‖W 1,∞(Ω) + ‖S∗(ūh − ū)‖W 1,∞(Ω).

Lemma 3.2 together with Lemma 3.4 and Lemma 2.1 show that

‖S∗
h(ūh − ud)− S∗(ūh − ud)‖W 1,∞(Ω) ≤ C(h2 + h)‖ūh − ud‖L∞(Ω) ≤ Ch,
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where we used that ud ∈ L∞(Ω) and that ‖ūh‖L∞(Ω) ≤ C, the latter being a conse-

quence of Lemma 3.2. Moreover, by means of H2(Ω) →֒ W 1,∞(Ω) and Lemma 2.1
we obtain

‖S∗(ūh − ū)‖W 1,∞(Ω) ≤ C‖ūh − ū‖L2(Ω) ≤ Ch,

where the last inequality is due to Lemma 4.2.

4.1.2. Improved error estimates under structural assumptions. We now improve the
L2(Ω) convergence order for the state to O(h2) and deduce from this that the
controls have L1(Ω) convergence order O(h2), and that the adjoint state has L∞(Ω)
convergence order O(h2). To achieve this, we work with a structural assumption:
We consider situations where the continuous optimal control admits finitely many
jumps. More precisely, we assume that the number of minima and maxima of the
function Φ̄ is finite. This number bounds the number of jumps of the optimal control.
Since these maxima and minima are in fact roots of the continuous adjoint state,
regularity and convergence results for the discrete adjoint state allow to prove that
the discrete problem admits a similar structure. In the following we will frequently
use the regularity z̄ ∈ W 2,∞(Ω) from Theorem 2.3.

The essential structural assumption reads as follows.

Assumption 4.4. Suppose that
{
x ∈ Ω :

∣
∣Φ̄(x)

∣
∣ = α

}

is finite. The elements of this set are denoted by x̄1, x̄2, . . . , x̄m, i.e.,
{
x ∈ Ω : |Φ̄(x)| = α

}
=
{
x̄1, x̄2 . . . , x̄m

}
,

with m = 0 indicating that these sets are empty.

To interpret this assumption recall from Corollary 1 that

supp(q̄′) ⊂
{
x ∈ Ω :

∣
∣Φ̄(x)

∣
∣ = α

}
,

hence supp(q̄′) is also finite. Thus, there exist real numbers ā and c̄i, 1 ≤ i ≤ m,
such that

q̄ = ā+
m∑

i=1

c̄i1(x̄i,1), q̄′ =
m∑

i=1

c̄iδx̄i , (17)

where some of the coefficients may be zero. In addition, (8) yields z̄(x̄i) = 0,
1 ≤ i ≤ m, i.e., the x̄i are roots of the continuous adjoint state. Under a mild
additional assumption it is possible to prove that the discrete adjoint state z̄h admits
roots x̄i

h close to the x̄i. Specifically, the distance |x̄i − x̄i
h| is of order O(h).

The additional assumption reads as follows.

Assumption 4.5. Let Assumption 4.4 be fulfilled and suppose z̄′(x̄i) 6= 0 for
i = 1, 2, . . . ,m.

We point out that Assumption 4.5 is equivalent to the existence of numbers κ > 0
and R > 0 such that |Φ̄(x)| ≤ α−κ|x− x̄i|2 for all x ∈ BR(x̄

i), 1 ≤ i ≤ m. That is,
Assumption 4.5 imposes a quadratic growth condition on Φ̄ near its extreme points
x̄i. Also note that the discrete counterparts Φ̄h and Φ̂h of Φ̄ are piecewise quadratic
functions.

Let us now prove the existence of unique roots of the discrete adjoint state in
small neighborhoods of the points x̄i.
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Lemma 4.6. If Assumption 4.5 is fulfilled, then there exist R, δ, h0 > 0 such that

the following holds for all h ∈ (0, h0] and all i = 1, 2, . . . ,m. |z̄′| ≥ δ on BR(x̄
i) and

z̄h has a unique root x̄i
h in BR(x̄

i). In addition, there hold BR(x̄
i) ∩ ∂Ω = ∅, the

BR(x̄
i) are pairwise disjoint, and the roots x̄i

h satisfy |x̄i − x̄i
h| ≤ Ch for a constant

C > 0 that does not depend on h.

Proof. We first note that x̄i ∈ Ω is satisfied for i = 1, 2, . . . ,m since Φ̄(x) = 0 for
x ∈ ∂Ω, whereas |Φ̄(x̄i)| = α > 0 for i = 1, 2, . . . ,m. Hence, we can assume without
loss of generality that R > 0 is chosen so small that BR(x̄

i) ⊂ Ω for i = 1, 2, . . . ,m.
Moreover, we can choose R > 0 so small that all BR(x̄

i) are pairwise disjoint. Thus,
it is sufficient to argue for one i ∈ {1, 2, . . . ,m}. We write x̄ := x̄i for this i.

Since z̄ ∈ H2(Ω), we have z̄′ ∈ C(Ω̄). Thus, Assumption 4.5 implies the existence
of R > 0 and δ > 0 such that x̄ is the only solution of z̄(x) = 0 in BR(x̄) and such
that |z̄′(x)| ≥ δ > 0 for all x ∈ BR(x̄). Since z̄′ is continuous, this inequality implies
that z̄′ does not change sign in BR(x̄), hence z̄ is strictly monotone in BR(x̄). In
view of Lemma 4.3 we can also achieve that z̄′h has for all sufficiently small h the
same sign as z̄′ a.e. in BR(x̄). Hence, z̄′h is either positive or negative almost
everywhere in BR(x̄).

Evidently, the strict monotonicity of z̄ implies that z̄ assumes both negative and
positive values in BR(x̄). Fix x−, x+ ∈ BR(x̄) with z̄(x−) < 0 and z̄(x+) > 0. Using
Lemma 4.3 it follows that for h0 > 0 sufficiently small z̄h(x−) < 0 and z̄h(x+) > 0
for all h ∈ (0, h0]. Thus, the intermediate value theorem implies for every h ∈ (0, h0]
the existence of x̄h ∈ (x−, x+) with z̄h(x̄h) = 0 as claimed.

Suppose that there were an additional root x̂h of z̄h in BR(x̄). Then, by the
fundamental theorem of calculus for Sobolev functions, we obtain 0 = z̄h(x̄h) −
z̄h(x̂h) =

∫ x̄h

x̂h
z̄′h(x) dx. However, since z̄′h is either positive or negative almost

everywhere in BR(x̄), this cannot be true. Hence, x̄h is indeed the only root of z̄h
in BR(x̄).

It remains to establish the estimate |x̄− x̄h| ≤ Ch. Using 0 = z̄(x̄) = z̄h(x̄h) and
the mean value theorem yields

z̄′(ξ)(x̄ − x̄h) = z̄(x̄)− z̄(x̄h) = z̄h(x̄h)− z̄(x̄h)

for a ξ ∈ BR(x̄). Taking absolute values and using 1/|z̄′(ξ)| ≤ 1/δ this implies
|x̄− x̄h| ≤ |z̄h(x̄h)− z̄(x̄h)|/δ ≤ Ch/δ, where we applied Lemma 4.3 again.

In the next lemma we conclude that in the neighborhoods BR(x̄
i) only the x̄i

h can
satisfy |Φ̄h(x)| = α and that there cannot be any points outside these neighborhoods
where |Φ̄h(x)| = α holds.

Lemma 4.7. Suppose that Assumption 4.5 is valid and let R > 0 and x̄i
h, 1 ≤ i ≤

m, be as in Lemma 4.6. Then there is h0 > 0 such that for all h ∈ (0, h0] and all

x ∈ Ω̄ we have
∣
∣Φ̄h(x)

∣
∣ = α =⇒ x = x̄i

h for some i ∈ {1, 2, . . . ,m}.

Proof. Let h0 > 0 be from Lemma 4.6 and let h ∈ (0, h0] and x ∈ Ω̄ be such that
|Φ̄h(x)| = α. From Corollary 2 we know that z̄h(x) = 0. We distinguish two cases.

Case 1: x ∈ BR(x̄
i) for some i ∈ {1, 2, . . . ,m}

In this case the claim follows from Lemma 4.6.
Case 2: x ∈ Ω̄ \⋃m

i=1 BR(x̄
i)

It is sufficient to show that in this case, |Φ̄h(x)| = α cannot be satisfied. To
this end, we will demonstrate that there is ǫ > 0 such that |Φ̄(x)| ≤ α − ǫ for all
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x ∈ Ω̄ \⋃m

i=1 BR(x̄
i). Granted this claim, we infer from the definitions of Φ̄ and Φ̄h

together with Lemma 4.3 and |Ω| = 1 that
∥
∥Φ̄− Φ̄h

∥
∥
L∞(Ω)

≤ ‖z̄ − z̄h‖L1(Ω) ≤ ‖z̄ − z̄h‖L∞(Ω) ≤ Ch.

Thus we obtain, for h sufficiently small, that |Φ̄h(x)| ≤ α − ǫ
2 for all x ∈ Ω̄ \

⋃m

i=1 BR(x̄
i) proving that |Φ̄h(x)| 6= α for all these x, as desired.

To establish the existence of said ǫ, note that |Φ̄| is continuous on the compact set
Ω̄\⋃m

i=1 BR(x̄
i). Hence, it attains a maximum on this set, and from Assumption 4.4

and ‖Φ̄‖L∞(Ω) ≤ α, cf. Theorem 2.3, it is evident that this maximum is smaller than
α, which shows that the desired ǫ exists, thereby concluding the proof.

Lemmas 4.6 and 4.7 guarantee the existence of m well-defined pairs (x̄i, x̄i
h) that

are roots of the continuous and discrete adjoint state, respectively. By Corollary 1
and Corollary 2 we have

supp(q̄′) ⊂
{
x ∈ Ω : |Φ̄(x)| = α

}
⊂
{
x ∈ Ω : z̄(x) = 0

}
,

supp(q̄′h) ⊂
{
x ∈ Ω : |Φ̄h(x)| = α

}
⊂
{
x ∈ Ω : z̄h(x) = 0

}
.

Therefore, Lemmas 4.6 and 4.7 together with Assumption 4.4 imply that the number
of points of the support of q̄′ and q̄′h are both bounded by m. Using Lemma 4.6 we
observe for the cardinality of the involved sets that

#

{

x ∈
m⋃

i=1

BR(x̄
i) : z̄h(x) = 0

}

= #

{

x ∈
m⋃

i=1

BR(x̄
i) : z̄(x) = 0

}

= m.

Yet, by virtue of Lemma 4.7 this implies

#
{
x ∈ Ω : |Φ̄h(x)| = α

}
≤ #

{
x ∈ Ω : |Φ̄(x)| = α

}
= m,

but it can happen, at least for large h, that

#supp(q̄′) < #supp(q̄′h).

Since we know from Corollary 2 and Lemma 4.7 that

supp(q̄′h) ⊂
{
x ∈ Ω :

∣
∣Φ̄h(x)

∣
∣ = α

}
and #

{
x ∈ Ω :

∣
∣Φ̄h(x)

∣
∣ = α

}
≤ m,

we find the following discrete analogue to the continuous representation (17): There
exist real numbers āh and c̄ih, 1 ≤ i ≤ m, such that

q̄h = āh +
m∑

i=1

c̄ih1(x̄i
h
,1), q̄′h =

m∑

i=1

c̄ihδx̄i
h
. (18)

Note that some of the coefficients may be zero. In addition, we recall that z̄h(x̄
i
h) = 0

for i = 1, . . . ,m by definition, cf. Lemma 4.6.
Next we estimate the difference between the jump heights of the optimal control

q̄ and its counterpart q̄h.

Lemma 4.8. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] the optimal controls q̄ = ā+

∑m

i=1 c̄
i1(x̄i,1) of (P) and

q̄h = āh +
∑m

i=1 c̄
i
h1(x̄i

h
,1) of (Pvd) satisfy

m∑

i=1

|c̄i − c̄ih| ≤ C
(
h2 + ‖ū− ūh‖L2(Ω)

)
.
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Proof. Let R, h0 > 0 be the quantities from Lemma 4.6. Then for all h ∈ (0, h0]
the balls B 3

4R
(x̄i) are contained in Ω and are pairwise disjoint for i = 1, . . . ,m.

For any 1 ≤ i ≤ m we can thus choose a function g ∈ C∞
c (Ω) such that g = 1 on

BR
2
(x̄i) and g = 0 on Ω̄ \ B 3

4R
(x̄i). For h small enough we have x̄i

h ∈ BR
2
(x̄i) for

all i ∈ {1, 2, . . . ,m} by Lemma 4.6.
Using the structure of the optimal controls, the definition of the distributional

derivative, and the definition of the state equation, we infer for all h ∈ (0, h0] that

|c̄i − c̄ih| = |〈q̄′ − q̄′h, g〉M(Ω),C(Ω̄)| = |− (q̄ − q̄h, g
′)L2(Ω)|

≤
∣
∣
∣(q̄ − q̄h, Rh(g

′))L2(Ω)

∣
∣
∣ +
∣
∣
∣(q̄ − q̄h, g

′ −Rh(g
′))L2(Ω)

∣
∣
∣.

(19)

For the second term on the right-hand side we observe
∣
∣
∣(q̄ − q̄h, g

′ −Rh(g
′))L2(Ω)

∣
∣
∣ ≤

(

‖q̄‖L2(Ω) + ‖q̄h‖L2(Ω)

)

‖g′ −Rh(g
′)‖L2(Ω) ≤ Ch2

due to Lemma 3.1 and the boundedness of q̄h independent of h (after decreasing h0

if necessary), cf. Theorem 3.5. Using the state equation for the first term we obtain
∣
∣
∣(q̄ − q̄h, Rh(g

′))L2(Ω)

∣
∣
∣ =

∣
∣
∣a(ū− ūh, Rh(g

′))
∣
∣
∣

≤
∣
∣
∣a(ū, Rh(g

′)− g′) + a(ū, g′)− a(ūh, g
′)
∣
∣
∣ ≤

∣
∣
∣a(ū, Rh(g

′)− g′)
∣
∣
∣ +
∣
∣
∣a(ū− ūh, g

′)
∣
∣
∣

=
∣
∣(q̄, Rh(g

′)− g′)L2(Ω)

∣
∣+
∣
∣
∣

∫

Ω

(ū− ūh)((ag
′′)′ + d0g

′) dx
∣
∣
∣

≤ Ch2 + ‖ū− ūh‖L2(Ω) ‖(ag′)′ + d0g
′‖L2(Ω) ,

where the second inequality is obtained by virtue of Lemma 3.1 and integration
by parts. Inserting the two obtained estimates into (19) yields the assertion after
summation.

From the previous lemma we derive an estimate for the difference between the
offsets and the jump positions of q̄ and q̄h.

Lemma 4.9. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] the optimal controls q̄ = ā +

∑m

i=1 c̄
i1(x̄i,1) and q̄h =

āh +
∑m

i=1 c̄
i
h1(x̄i

h
,1) satisfy

|ā− āh|+
m∑

i=1

|x̄i − x̄i
h| ≤ C

(
h2 + ‖ū− ūh‖L2(Ω)

)
.

Proof. Lemma 4.6 and Corollary 1 imply

0 = z̄(x̄i)− z̄(x̄i
h) + z̄(x̄i

h)− z̄h(x̄
i
h) = z̄′(ξi)(x̄i − x̄i

h) + z̄(x̄i
h)− z̄h(x̄

i
h)

for some ξi between x̄i and x̄i
h. By Lemma 4.6 we also have |z̄′| ≥ δ > 0 in a

neighborhood of x̄i containing x̄i
h for i = 1, 2, . . . ,m for h sufficiently small. Thus,

by Lemmas 3.1, 3.2 and 3.3 we find

|x̄i − x̄i
h| ≤ C‖z̄ − z̄h‖L∞(Ω)

≤ C‖z̄ −Rhz̄‖L∞(Ω) + C‖Shū− z̄h‖L∞(Ω)

≤ C
(
h2 + ‖ū− ūh‖L2(Ω)

)
.

(20)
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It remains to estimate the difference in the offsets. To this end, we denote S := S∗S
and Sh := S∗

hSh and observe that

z̄ − z̄h = S∗S

(

ā+

m∑

i=1

c̄i1(x̄i,1)

)

− S∗
hSh

(

āh +

m∑

i=1

c̄ih1(x̄i
h
,1)

)

− (S∗ − S∗
h)ud

= (ā− āh)S1 + āh(S − Sh)1 +
m∑

i=1

(c̄i − c̄ih)S1(x̄i,1)

+

m∑

i=1

c̄ih(S − Sh)1(x̄i,1) +

m∑

i=1

c̄ihSh(1(x̄i,1) − 1(x̄i
h
,1))− (S∗ − S∗

h)ud.

By Theorems 2.3 and 3.6 the means of z̄ and z̄h vanish. Integration hence shows

0 = (ā− āh)

∫

Ω

S1 dx+ āh

∫

Ω

(S − Sh)1 dx+

m∑

i=1

(c̄i − c̄ih)

∫

Ω

S1(x̄i,1) dx

+

m∑

i=1

c̄ih

∫

Ω

(S − Sh)1(x̄i,1) dx+

m∑

i=1

c̄ih

∫

Ω

Sh(1(x̄i,1) − 1(x̄i
h
,1)) dx

−
∫

Ω

(S∗ − S∗
h)ud dx.

As S is an isomorphism, we have
∫

Ω

S1 dx =

∫

Ω

S∗S1 dx = ‖S1‖2L2(Ω) 6= 0

and therefore

|ā− āh| ≤ ‖S1‖−2
L2(Ω)

(

|āh|‖(S − Sh)1‖L1(Ω) +
m∑

i=1

|c̄i − c̄ih| ‖S1(x̄i,1)‖L1(Ω)

+

m∑

i=1

|c̄ih|‖(S − Sh)1(x̄i,1)‖L1(Ω) +

m∑

i=1

|c̄ih|‖Sh(1(x̄i,1) − 1(x̄i
h
,1))‖L1(Ω)

+ ‖(S∗ − S∗
h)ud‖L1(Ω)

)

.

(21)

From Lemma 3.1 and S = S∗ we deduce

‖S − Sh‖L(L2(Ω),L2(Ω)) ≤ ‖S∗‖L(L2(Ω),L2(Ω))‖S − Sh‖L(L2(Ω),L2(Ω))

+ ‖S∗ − S∗
h‖L(L2(Ω),L2(Ω))‖Sh‖L(L2(Ω),L2(Ω)) ≤ Ch2.

This, Lemma 3.1 and (21) yield, with |c̄h|1 :=
∑m

i=1 |c̄ih|,

|ā− āh| ≤ Ch2 (|āh|+ |c̄h|1 + 1)

+ C
m∑

i=1

|c̄i − c̄ih|+ C
m∑

i=1

|c̄ih|‖Sh(1(x̄i,1) − 1(x̄i
h
,1))‖L1(Ω).

We have that ‖Sh‖L(L1(Ω),L1(Ω)) = ‖S∗
hSh‖L(L1(Ω),L1(Ω)) ≤ C, since S∗

h = Sh and,
by standard energy norm estimates,

‖Shv‖L1(Ω) ≤ ‖Shv‖H1
0 (Ω) ≤ C‖v‖H−1(Ω) ≤ C‖v‖L1(Ω)
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in one space dimension. We can therefore continue the estimate by

|ā− āh| ≤ Ch2 (|āh|+ |c̄h|1 + 1)+C
m∑

i=1

|c̄i − c̄ih|+C
m∑

i=1

|c̄ih|‖1(x̄i,1) − 1(x̄i
h
,1)‖L1(Ω).

(22)
From the definition of q̄h we obtain

1

2
‖āhS1 +

m∑

i=1

c̄ihS1(x̄i
h
,1) − ud‖2L2(Ω) + α‖

m∑

i=1

c̄ihδx̄i
h
‖M(Ω) = jh(q̄h) ≤ jh(0) = j(0).

This implies |c̄h|1 = ‖∑m

i=1 c̄
i
hδx̄i

h
‖M(Ω) ≤ C and because of S1 6= 0 it also yields

|āh| ≤ C with constants independent of h. By Lemma 4.8 we have
∑m

i=1 |c̄i − c̄ih| ≤
C(h2 + ‖ū − ūh‖L2(Ω)). Obviously, it also holds that ‖1(x̄i,1) − 1(x̄i

h
,1)‖L1(Ω) =

|x̄i − x̄i
h|. Thus, (20) and (22) show

|ā− āh| ≤ Ch2 + C‖ū− ūh‖L2(Ω).

The previous two results have the following consequence.

Corollary 4. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] we have

‖q̄ − q̄h‖L1(Ω) ≤ C
(
h2 + ‖ū− ūh‖L2(Ω)

)
.

Proof. As

‖q̄h−q̄‖L1(Ω) ≤ |āh−ā||Ω|+
m∑

i=1

|c̄ih−c̄i|‖1(x̄i
h
,1)‖L1(Ω)+

m∑

i=1

|c̄i|‖1(x̄i
h
,1)−1(x̄i,1)‖L1(Ω),

the result follows from Lemma 4.8 together with Lemma 4.9.

In view of Corollary 4 it remains to estimate ‖ū− ūh‖L2(Ω). We are now able to

establish convergence order h2 for the optimal state.

Theorem 4.10. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] we have

‖ūh − ū‖L2(Ω) ≤ Ch2.

Proof. Combining Lemma 4.1 with Hölder’s inequality and Corollary 4 leads to

‖ūh − ū‖2L2(Ω) ≤ C‖z̄ − Rhz̄‖L∞(Ω)

(
h2 + ‖ū− ūh‖L2(Ω)

)
+ Ch4.

By Young’s inequality this yields

1

2
‖ūh − ū‖2L2(Ω) ≤ C‖z̄ −Rhz̄‖L∞(Ω)h

2 + C‖z̄ −Rhz̄‖2L∞(Ω) + Ch4.

Since z̄ ∈ W 2,∞(Ω), the error estimate of the Ritz projection from Lemma 3.2 thus
implies the assertion.

Finally, we obtain convergence of order h2 also for the optimal control and the
optimal adjoint state, but with respect to the L1(Ω)-norm and the L∞(Ω)-norm,
respectively.

Corollary 5. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0 such

that for all h ∈ (0, h0] we have the following estimates of the structural differences

of q̄ and q̄h
m∑

i=1

|x̄i − x̄i
h| ≤ Ch2,

m∑

i=1

|c̄i − c̄ih| ≤ Ch2 and |ā− āh| ≤ Ch2.
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We also have the error estimates

‖q̄ − q̄h‖L1(Ω) ≤ Ch2 and ‖z̄ − z̄h‖L∞(Ω) ≤ Ch2.

Proof. For the first four claims combine Lemma 4.8, Lemma 4.9 and Corollary 4
with Theorem 4.10. For the last claim note that Lemma 3.1 and Lemma 2.1 imply,
due to the embedding H1

0 (Ω) →֒ L∞(Ω),

‖z̄ − z̄h‖L∞(Ω) ≤ ‖z̄ −Rhz̄‖L∞(Ω) + ‖Rhz̄ − z̄h‖L∞(Ω)

= ‖z̄ −Rhz̄‖L∞(Ω) + ‖Shū− Shūh‖L∞(Ω)

≤ ‖z̄ −Rhz̄‖L∞(Ω)

+ C ‖(Sh − S)(ū− ūh)‖H1
0 (Ω) + C ‖S(ū− ūh)‖H1

0 (Ω)

≤ ‖z̄ −Rhz̄‖L∞(Ω) + Ch2,

where we have also used Theorem 4.10 to deduce the last inequality. The claim
follows by taking into account the Ritz projection error from Lemma 3.2.

4.2. Error estimates for piecewise constant control discretization. In this
section we prove convergence rates for (Pcd). Let us stress that we can only expect
‖q̂h− q̄‖L1(Ω) = O(h) because for q̄ = 1(x̄,1), x̄ ∈ Ω, we have ‖1(xj,1)−1(x̄,1)‖L1(Ω) =
|xj−x̄| = O(h) for any node xj . We will establish precisely this order of convergence
and emphasize that the numerical experiments in Sections 5.3 and 5.4 indicate that
this order is indeed optimal.

As in the variationally discrete case we begin by establishing an error estimate
for the state and the adjoint state that holds without any structural assumption
on the optimal controls. In fact, we are not able to improve this further. Still, in
a second step we can derive an error estimate for the control relying on the same
structural assumptions as in the variationally discretized setting.

4.2.1. Basic error estimates for state and adjoint equation.

Lemma 4.11. Let h0 > 0 be as in Theorem 3.7. For any h ∈ (0, h0] the optimal

state ûh associated with the optimal control q̂h to (Pcd) satisfies

‖ûh − ū‖L2(Ω) ≤ Ch

with a constant C independent of h.

Proof. By Theorem 3.7 we have that for any h ∈ (0, h0] there exists a unique
optimal control q̂h to (Pcd) with associated state ûh and adjoint state ẑh. We test
the variational inequality from Theorem 3.8 with qh = Πhq̄ ∈ Qh and the variational
inequality from Theorem 2.3 with q = q̂h and obtain

− (ẑh, Πhq̄ − q̂h)L2(Ω) + α‖q̂′h‖M(Ω) ≤ α‖(Πhq̄)
′‖M(Ω),

− (z̄, q̂h − q̄)L2(Ω) + α‖q̄′‖M(Ω) ≤ α‖q̂′h‖M(Ω).

Adding those two lines and using Lemma 3.10 we find

− (ẑh, Πhq̄ − q̂h)L2(Ω) − (z̄, q̂h − q̄)L2(Ω) + α‖q̂′h‖M(Ω) + α‖q̄′‖M(Ω)

≤ α‖(Πhq̄)
′‖M(Ω) + α‖q̂′h‖M(Ω) ≤ α‖q̄′‖M(Ω) + α‖q̂′h‖M(Ω).

Rearranging terms and using (15) leads to

(z̄ − ẑh, q̄ − q̂h)L2(Ω) ≤ (ẑh, Πhq̄ − q̄)L2(Ω) = (ẑh −Πhẑh, Πhq̄ − q̄)L2(Ω) .
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By Lemma 3.10 we obtain

(z̄ − ẑh, q̄ − q̂h)L2(Ω) ≤ ‖Πhq̄− q̄‖L1(Ω)‖Πhẑh− ẑh‖L∞(Ω) ≤ h2‖q̂′h‖M(Ω)‖ẑ′h‖L∞(Ω).

Using Theorem 3.5, Lemma 3.3 and the boundedness of ‖ûh − ud‖L2(Ω), which is
due to Theorem 3.7, we find ‖q̂′h‖M(Ω), ‖ẑ′h‖L∞(Ω) ≤ C and thus

(z̄ − ẑh, q̄ − q̂h)L2(Ω) ≤ Ch2. (23)

We introduce the auxiliary state ũh := Shq̄ and observe with the boundedness
results from Theorem 2.2 and Theorem 3.7 together with Lemma 3.1 that

‖ũh − ûh‖2L2(Ω) =(Sh(q̄ − q̂h), Sh(q̄ − q̂h))L2(Ω)

=(S∗
h(Shq̄ − Shq̂h), q̄ − q̂h)L2(Ω)

=(S∗(Sq̄ − ud), q̄ − q̂h)L2(Ω) − (S∗
h(Shq̂h − ud), q̄ − q̂h)L2(Ω)

− (S∗(S − Sh)q̄, q̄ − q̂h)L2(Ω) − ((S∗
h − S∗)ud, q̄ − q̂h)L2(Ω)

− ((S∗ − S∗
h)Shq̄, q̄ − q̂h)L2(Ω)

≤ (z̄ − ẑh, q̄ − q̂h)L2(Ω) + Ch2,

pointing out that due to S∗ = S and S∗
h = Sh the same finite element discretization

error estimates as for the state equation apply to the adjoint states. Combining
this with (23) leads to ‖ũh − ûh‖L2(Ω) ≤ Ch. Therefore, the assertion follows from

‖ū− ûh‖L2(Ω) ≤ ‖ū− ũh‖L2(Ω) + ‖ũh − ûh‖L2(Ω) ≤ Ch,

where the first summand is of order h2 by Lemma 3.1.

The preceding lemma has the following consequence.

Corollary 6. Let h0 > 0 be from Theorem 3.7 and h ∈ (0, h0]. Let (ûh, q̂h, ẑh) be

the optimal triple of (Pcd) and (ū, q̄, z̄) the optimal triple of (P). Then there holds

‖z̄ − ẑh‖W 1,∞(Ω) ≤ Ch

with a constant C > 0 independent of h.

Proof. The proof is essentially the same as for Lemma 4.3, with Lemma 4.11 re-
placing Lemma 4.2.

4.2.2. Improved error estimates under structural assumptions. Similarly as in the
variationally discrete setting we will now use the structural Assumptions 4.4 and 4.5
to derive an L1(Ω)-error estimate for the control. We recall that Assumption 4.4
ensures that Φ̄ has only finitely many minima and maxima, which in turn implies
that the optimal control exhibits only finitely many jumps. The main idea underly-
ing the proof of the error estimate is to examine the distance between jump points
and jump heights of the continuous and the discrete optimal control. Note that the
discrete optimal control q̂h is piecewise constant and can only admit jumps at the
gridpoints xj with |Φ̂h(xj)| = α. These jumps can only occur close to points where
|Φ̄| = α, i.e., in the vicinity of the x̄i, i = 1, 2, . . . ,m, as the following result shows.

Lemma 4.12. Suppose that Assumption 4.4 is valid and let R > 0 be as in

Lemma 4.6. Then there is h0 > 0 such that for all h ∈ (0, h0] and all x ∈
Ω̄ \⋃m

i=1 BR
2
(x̄i) we have

∣
∣
∣Φ̂h(x)

∣
∣
∣ < α.

Proof. The proof follows along the lines of Case 2 in Lemma 4.7.
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Next we investigate the behavior of Φ̂h inside the balls BR(x̄
i). Note that if

|Φ̂h| < α in BR(x̄i), then q̂h will not admit a jump in BR(x̄
i), hence ĉjh = 0 in (12)

for all j with xj ∈ BR(x̄
i). We therefore consider points where |Φ̂h| ≥ α and remark

that points with |Φ̂h| > α can actually exist because Φ̂h is piecewise quadratic.

Lemma 4.13. Let Assumption 4.5 hold and let R > 0 be as in Lemma 4.6. There

exists an h0 > 0 such that the following holds for all h ∈ (0, h0]. If |Φ̂h(x̂)| ≥ α
for some x̂ ∈ BR(x̄

i) and some i ∈ {1, 2, . . . ,m}, then ẑh has a unique root x̂i
h in

BR(x̄
i) and there holds x̂i

h ∈ BR
2
(x̄i). Moreover, the point x̂i

h is the unique local

maximizer of |Φ̂h| in BR(x̄
i) and satisfies |Φ̂h(x̂

i
h)| ≥ α and |x̄i − x̂i

h| ≤ Ch with a

constant C not depending on h.

Proof. Without loss of generality let us assume that h0 ≤ R/2. We argue for the

case Φ̂h(x̂) ≥ α for some x̂ ∈ BR(x̄
i) and an i ∈ {1, 2, . . . ,m}. The case Φ̂h(x̂) ≤

−α can be handled analogously. Due to Φ̂h(x̂) ≥ α we infer from Lemma 4.12
that x̂ ∈ BR

2
(x̄i). Since h0 ≤ R/2, we find gridpoints x̂i

l,h and x̂i
r,h that satisfy

x̂i
l,h, x̂

i
r,h ∈ BR(x̄

i) and x̂i
l,h < x̂ < x̂i

r,h. Since Φ̂h satisfies |Φ̂h(xj)| ≤ α for all
0 ≤ j ≤ l, cf. Theorem 3.8, we have

Φ̂h(x̂
i
l,h), Φ̂h(x̂

i
r,h) ≤ α ≤ Φ̂h(x̂).

Hence, the continuous function Φ̂h attains a local maximum at some x̂i
h ∈ (x̂i

l,h, x̂
i
r,h).

Clearly, there hold 0 = Φ̂′
h(x̂

i
h) = ẑh(x̂

i
h) and Φ̂h(x̂

i
h) ≥ Φ̂h(x̂) ≥ α, with the latter

implying x̂i
h ∈ BR

2
(x̄i) by Lemma 4.12. The uniqueness of the root x̂i

h in BR(x̄
i)

can be established as in the proof of Lemma 4.6. The estimate for |x̄i − x̂i
h| also

follows as in the proof of Lemma 4.6.

In the gridpoints we have |Φ̂h| ≤ α. Next we show that |Φ̂h(xj)| = α for a

gridpoint xj can only hold if xj = x̂i
h for some i ∈ {1, . . . ,m} or if |Φ̂(x̂i

h)| > α and
xj is close to x̂i

h.

Corollary 7. Let Assumption 4.5 hold and let R be as in Lemma 4.13. There

exists h0 > 0 such that the following holds for all h ∈ (0, h0]. If |Φ̂h(x̂)| ≥ α for

some x̂ ∈ BR(x̄
i) and some i ∈ {1, 2, . . . ,m}, then the point x̂i

h ∈ BR
2
(x̄i) from

Lemma 4.13 satisfies exactly one of the following two statements:

1. |Φ̂h(x̂
i
h)| = α and |Φ̂h(y)| < α for all y ∈ BR(x̄

i) \ {x̂i
h}.

2. |Φ̂h(x̂
i
h)| > α and there exist exactly two points yil , y

i
r ∈ BR(x̄

i) such that

|Φ̂h(y
i
l)| = |Φ̂h(y

i
r)| = α and x̂i

h ∈ (yil , y
i
r). In addition, yil , y

i
r ∈ [x̂i

l,h, x̂
i
r,h],

where x̂i
l,h, x̂

i
r,h ∈ BR(x̄

i) are the gridpoints closest to x̂i
h that satisfy x̂i

l,h <

x̂i
h < x̂i

r,h. Furthermore, there holds |Φ̂h(y)| < α for all y ∈ BR(x̄i) \
[x̂i

l,h, x̂
i
r,h].

Moreover, we have

supp(q̂′h) ⊂
{

x ∈ Nh :
∣
∣
∣Φ̂h(x)

∣
∣
∣ = α

}

and #
{

x ∈ Nh :
∣
∣
∣Φ̂h(x)

∣
∣
∣ = α

}

≤ 2m.

(24)

Proof. The first part of (24) is just a restatement of Corollary 3 and the second
part of (24) follows from the main statement in combination with Lemma 4.12.

We assume Φ̂h(x̂) ≥ α; the case Φ̂h(x̂) ≤ −α is treated analogously.
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We first consider statement 1. Assume Φ̂(x̂i
h) = α. Since x̂i

h is the unique

maximizer of Φ̂ on BR(x̄
i) by Lemma 4.13 the statement readily follows.

To establish 2, let us assume that Φ̂h(x̂
i
h) > α. Let xl, xr ∈ BR(x̄

i) be the
two gridpoints closest to x̂i

h that satisfy x̂i
l,h < x̂i

h < x̂i
r,h. The existence of such

x̂i
l,h, x̂

i
r,h is ensured if h0 < R/2. Since Φ̂h(x̂

i
l,h), Φ̂h(x̂

i
r,h) ≤ α, the intermediate

value theorem implies that there exist yil ∈ [x̂i
l,h, x̂

i
h) and yir ∈ (x̂i

h, x̂
i
r,h] such that

Φ̂h(y
i
l ) = Φ̂h(y

i
r) = α. In particular, we have x̂i

h ∈ (yil , y
i
r).

To demonstrate uniqueness of yil , y
i
r in BR(x̄

i), assume there were an x ∈ BR(x̄
i)\

{yil , yir} with Φ̂h(x) = α. If x < x̂i
h, then Rolle’s theorem yields a ξ between x and

yil with ẑh(ξ) = 0, which contradicts the uniqueness of the root x̂i
h of ẑh in BR(x̄i)

proven in Lemma 4.13. If x > x̂i
h, then we readily obtain a similar contradiction.

Since x = x̂i
h is excluded due to Φ̂h(x̂

i
h) > α, we conclude that Φ̂h(x) = α for

x ∈ BR(x̄
i) if and only if x ∈ {yil , yir}.

To prove that |Φ̂h(x)| < α for all x ∈ BR(x̄i)\ [x̂i
l,h, x̂

i
r,h], we assume without loss

of generality that h0 ≤ R/4 so that we are able to find gridpoints x̃i
l,h, x̃

i
r,h ∈ BR(x̄

i)

with x̃i
l,h < x̂i

l,h ≤ yil and yir ≤ x̂i
r,h < x̃i

r,h. Because we have established that

Φ̂h(x) = α for x ∈ BR(x̄
i) if and only if x ∈ {yil , yir}, there holds Φ̂h(x̃

i
l,h), Φ̂h(x̃

i
r,h) <

α. Thus, a continuity argument supplies Φ̂h(x) < α for all x ∈ BR(x̄
i) \ [ŷil , ŷ

i
r].

The claim follows since [ŷil , ŷ
i
r] ⊂ [x̂i

l,h, x̂
i
r,h].

Summarizing we now know that q̂h cannot jump outside of any BR(x̄
i), 1 ≤ i ≤

m, and that inside every BR(x̄
i) jumps can only occur at x̂i

h (Case 1) or at any of
the two points yil and yir (Case 2), 1 ≤ i ≤ m. In addition, such a jump can only
occur if the respective point is a gridpoint. In contrast, in the variational discrete
setting the jumps of q̄h are not restricted to gridpoints. For clarification we point
out that there might well be situations, for large h, where the continuous optimal
control q̄ jumps at x̄i, but the discrete optimal control q̂h does not admit a jump in
BR(x̄

i). Vice versa, for large h it may happen that q̂h exhibits one or two jumps in
BR(x̄

i), but q̄ does not jump in BR(x̄
i).

To obtain a convergence result, we need to estimate the difference in the jump
points and the corresponding coefficients. In the remainder of this section we use the
following notation. We write x̂i

l,h, x̂
i
r,h according to Corollary 7 if the second case

of Corollary 7 applies. If the first case of Corollary 7 applies, then x̂i
l,h, x̂

i
r,h denote

the left and right neighbor of x̂i
h, provided that x̂i

h itself is not a gridpoint. If it is
a gridpoint, then we denote by xi

l,h its left neighbor and set x̂i
r,h := x̂i

h. If neither

case applies, then we have |Φ̂h| < α in BR(x̄
i). In this case, x̂i

l,h, x̂
i
r,h are taken to

be the gridpoints adjacent to each other and satisfying x̄i ∈ [x̂i
l,h, x̂

i
r,h). We observe

that |x̂i
l,h − x̂i

h|, |x̂i
r,h − x̂i

h| ≤ h whenever x̂i
h exists, and |x̂i

l,h − x̄i|, |x̂i
r,h − x̄i| ≤ h

otherwise. In view of Lemma 4.13 this immediately implies the following result,
that does not require a proof.

Lemma 4.14. Let Assumption 4.5 hold. There exist C, h0 > 0 such that for all

h ∈ (0, h0] and i = 1, 2, . . . ,m we have |x̄i − x̂i
l,h|, |x̄i − x̂i

r,h| ≤ Ch.

By virtue of the inclusion in (24) the preceding discussion furthermore shows that
q̂h can be represented as follows. There exist real numbers âh, ĉ

i
l,h, ĉ

i
r,h, 1 ≤ i ≤ m,



ERROR EST. FOR CONTROL BY BV FUNCTIONS 23

such that

q̂h = âh +

m∑

i=1

(ĉil,h1(x̂i
l,h

,1) + ĉir,h1(x̂i
r,h

,1)), q̂′h =

m∑

i=1

(ĉil,hδx̂i
l,h

+ ĉir,hδx̂i
r,h

), (25)

where some of the coefficients may be zero.
We estimate the difference between the jump heights of the optimal control q̄

and its discrete counterpart q̂h.

Lemma 4.15. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] the optimal controls q̂h = âh +

∑m

i=1(ĉ
i
l,h1(x̂i

l,h
,1) +

ĉir,h1(x̂i
r,h

,1)) and q̄ = ā+
∑m

i=1 c̄
i1(x̄i,1) satisfy

m∑

i=1

|c̄i − (ĉil,h + ĉir,h)| ≤ Ch.

Proof. The proof of Lemma 4.8 remains valid for q̂h, ûh, ẑh and yields

m∑

i=1

|c̄i − (ĉil,h + ĉir,h)| ≤ C
(
h2 + ‖ū− ûh‖L2(Ω)

)
.

Applying Lemma 4.11 establishes the desired estimate.

The difference between the offsets and the jump positions of q̄ and q̂h can be
estimated as follows.

Lemma 4.16. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] the optimal controls q̂h = âh +

∑m

i=1(ĉ
i
l,h1(x̂i

l,h
,1) +

ĉir,h1(x̂i
r,h

,1)) and q̄ = ā+
∑m

i=1 c̄
i1(x̄i,1) satisfy

|ā− âh|+
m∑

i=1

(
|x̄i − x̂i

l,h|+ |x̄i − x̂i
r,h|
)
≤ Ch.

Proof. In view of Lemma 4.14 it only remains to estimate the difference |ā − âh|.
This can be accomplished almost verbatim as in Lemma 4.9.

We obtain the following error estimate for the control in L1(Ω).

Corollary 8. Suppose that Assumption 4.5 is valid. Then there exist C, h0 > 0
such that for all h ∈ (0, h0] we have

‖q̄ − q̂h‖L1(Ω) ≤ Ch.

Proof. The desired estimate follows by combining Lemma 4.15 and Lemma 4.16.

5. Numerical Experiments. In this section we introduce an algorithm to solve
the optimization problems (Pvd) and (Pcd) based on the PDAP method described for
example in [33, 39]. Moreover, we discuss the error estimates for both discretization
schemes on two numerical examples.
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5.1. Optimization algorithm for variational discretization. We recall from
(18) that there is a number m ∈ N such that the optimal control q̄h for (Pvd)
and its derivative can be expressed as q̄h = āh +

∑m

i=1 c̄
i
h1(x̄i

h
,1), respectively,

q̄′h =
∑m

i=1 c̄
i
hδx̄i

h
for suitable coefficients āh, c̄h := (c̄1h, . . . , c̄

m
h )T ∈ R

m and points

x̄1
h, . . . , x̄

m
h ∈ Ω = (0, 1) that satisfy z̄h(x̄

i
h) = 0 for 0 ≤ i ≤ m. Let us assume for a

moment that we know {x̄i
h}mi=1. We can then determine the coefficients āh and c̄h

by solving the finite-dimensional, convex optimization problem

min
ah∈R,ch∈Rm

1

2
‖uh − ud‖2L2(Ω)+α

m∑

i=1

|cih| s.t. uh = Sh

(

ah +

m∑

i=1

cih1(x̄i
h
,1)

)

.

(26)
Since we do not know {x̄i

h}mi=1 beforehand, the algorithmic idea is to work with

approximations of this set. We start with an approximation {ti(0)}
m(0)

i=0 that satisfies

0 < t0(0) < t1(0) < t2(0) < . . . < t
m(0)

(0) < 1. Next we solve (26) using {ti(0)}
m(0)

i=1

instead of {x̄i
h}mi=1 by a semi-smooth Newton method, cf. [36]. Note that (26)

is a finite-dimensional problem of dimension m(0) + 1, independently of h. This

yields (q
(0)
h , u

(0)
h , z

(0)
h ). We compute the roots {ti(1)}

m(1)

i=1 ⊂ (0, 1) of z
(0)
h and solve

(26) using {ti(1)}
m(1)

i=1 instead of {x̄i
h}mi=1 to obtain (q

(1)
h , u

(1)
h , z

(1)
h ). This process is

iterated. We call the step of the algorithm where the new estimate {ti(k+1)}
m(k+1)

i=1

of {x̄i
h}mi=1 is obtained, the outer iteration. The inner iteration consists of solving

(26). The outer iteration and thereby the overall algorithm are terminated if an

approximation t(k) := (t1(k), . . . , t
m(k)

(k) )T , k ≥ 1, is obtained that satisfies

m(k) = m(k−1) and ‖t(k) − t(k−1)‖2 ≤ ǫout, (T)

where ǫout > 0 is some small tolerance, e.g., ǫout = 10−10.
All in all, these considerations give rise to the following algorithm.

Algorithm 1: Solving the semi-discrete problem (Pvd)

Input: m(0) ∈ N ∪ {0}, t(0) ∈ R
m(0) and ǫin, ǫout > 0

1 for k = 0, 1, 2, . . . do // outer iteration

2 if (T) holds then let m := m(k), x̄h := t(k), and extract (āh, c̄h) from q
(k)
h ;

STOP // check termination criterion

3 Obtain (q
(k)
h , u

(k)
h , z

(k)
h ) by solving (26) to tolerance ǫin // inner iter.

4 Compute the roots t(k+1) ∈ R
m(k+1) of z

(k)
h // next approximation

5 end

Output: x̄h ∈ R
m, (āh, c̄h) ∈ R

m+1

While it is theoretically possible that the inner iteration does not converge, we did
not observe divergence in the numerical experiments that we carried out. However,
we did sometimes observe cycling of the outer iteration, e.g., t(2k+2) = t(2k) and
t(2k+3) = t(2k+1) for all k sufficiently large. Since this did only occur for iterates
with an equal number of roots of the adjoint state, the following modification of
line 4 was possible and turned out to be sufficient: Compute the roots t(k+1) in
line 4, and if ‖t(k+1) − t(k)‖2 ≥ ‖t(k) − t(k−1)‖2, then use 0.5t(k) + 0.5t(k+1) instead

of t(k+1) as new approximation of {x̄i
h}mi=1.

For the numerical computations we use

a
(0)
h := 0, m(0) := 0, t(0) := {}, ǫout := 10−10, and ǫin := 10−12. (27)
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We stress that our intent is to display the order of convergence, hence the parameter
choices are made in such a way that the computed solutions are highly accurate.

5.2. Optimization algorithm for full discretization. The algorithm that we
use to solve (Pcd) is very similar to Algorithm 1. In fact, there are only two dif-

ferences: The approximating points {ti(k)}
m(k)

i=1 have to be gridpoints and, in view

of our theoretical findings from Corollary 7, we may add two gridpoints for every

root of z
(k)
h . To meet these demands we first compute the roots of z

(k)
h in the same

way as in Algorithm 1. Subsequently, every root is replaced by the two gridpoints
adjacent to that root, except if a root happens to be on a gridpoint, in which case
only that gridpoint is used. This is in agreement with Corollary 7. Indeed, if a grid-
point is added at which no jump occurs, then the inner iteration accounts for this by
yielding zero for the corresponding coefficient (recall the representation (25)). Since
these are the only changes in Algorithm 1, we do not state the resulting algorithm.
In the numerical experiments we use the same set of parameters as for Algorithm 1,
cf. (27).

5.3. Example 1: Known Solution. We construct an example by defining the
following quantities:

• c := 12− 4
√
8, xc :=

1
2π arccos( c4 );

• α := 10−5;
• q̄ := 0.5 + 1(xc,1) − 2 · 1(0.5,1) + 1.5 · 1(1−xc,1);
• ū := S(q̄), a(x) := 1, d0(x) := 0;
• Φ̄(x) := α

2c [(1− cos(4πx)) − c(1− cos(2πx))] (a linear combination of a wave
with two positive peaks and one negative peak; the peaks are not equidistant
throughout Ω, but symmetrical to 0.5);

• z̄ := Φ̄′;
• ud := ū+ z̄′′.

It is straightforward to check that these quantities satisfy the conditions from The-
orem 2.3. In particular, given this α and this ud the exact solution to (P) is q̄. The
approximated solutions to this problem are depicted in Figure 1.

Figure 2 displays the errors between solutions to the original problem (P) and
solutions to the variationally discretized problem (Pvd). We observe that the error
estimates of Theorem 4.10 and Corollary 5 are indeed sharp. In addition, the L2(Ω)-
error of the controls is not of order h2, showing that the derived error estimates for
the control are not satisfied for the L2(Ω)-norm. We remark that an error estimate
of order O(h) for the controls with respect to the L2(Ω)-norm follows easily from
Corollary 5.

In Figure 3 we compare the solutions of the fully discretized problem (Pcd)
to the solutions of the original problem. Again we find the error estimates from
Lemma 4.11, Corollary 6 and Corollary 8 to be sharp and the L2(Ω)-error of the
controls to be of lower order than the L1(Ω)-error. Correspondingly, it is straight-

forward to deduce an error estimate in L2(Ω) of order O(h
1
2 ) for the controls. The

slightly erratic behavior of the errors can be explained by the fact that on some grids
the locations of the jumps of the continuous optimal control q̄ are better resolved
by the gridpoints than on others; we stress that the grids are not nested.

5.4. Example 2: Unknown Solution. We consider α := 10−5 and ud(x) :=
0.5π−2(1− cos(2πx)). An approximate solution to (P) is shown in Figure 4.
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(d) Φ̄h

Figure 1. Example 1: The semi-discrete solution to the data from
Section 5.3. The discretization parameter h is roughly 3.8 · 10−6.
The inclusions provided in Corollary 2 are clearly visible.

First we turn to the variationally discrete problem. As we do not have a known
solution, we compute a reference solution (ūhref

, q̄href
, z̄href

, Φ̄href
) on a fine grid,

more specifically href ≈ 9.5 · 10−7, and approximate the errors via ‖q̄h − q̄‖L1(Ω) ≈
‖q̄h − q̄href

‖L1(Ω). The same is done for the states and the adjoint states. Figure 5
displays the approximated errors. As in Example 1 we observe that the rates from
Theorem 4.10 and Corollary 5 are sharp and that the L2(Ω)-error of the control is
of lower order than the L1(Ω)-error.

The same procedure is applied to the fully discrete problem, and the results are
depicted in Figure 6. Once again the proven rates turn out to be sharp and the
L2(Ω)-rate is of lower order than the L1(Ω)-rate.
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‖ū− ūh‖2
‖z̄ − z̄h‖∞
O(h2)

Figure 2. Example 1: Convergence plots of the errors of the so-
lutions to the semi-discrete problem (Pvd) compared to the exact
solution. The exact solution is known.
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Figure 3. Example 1: Convergence plots of the errors of the so-
lutions to the fully discrete problem (Pcd) compared to the exact
solution. The exact solution is known.



28 DOMINIK HAFEMEYER, FLORIAN MANNEL, IRA NEITZEL AND BORIS VEXLER

0 0.2 0.4 0.6 0.8 1
−1

0

1

Control

(a) q̄h

0 0.2 0.4 0.6 0.8 1

−5

0

5

·10−5
Adjoint state

(b) z̄h

0 0.2 0.4 0.6 0.8 1
0

0.02

0.04

0.06

0.08

0.1

State

(c) ūh
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Figure 4. Example 2: The variationally discrete solution to the
data from Section 5.4. The discretization parameter h is roughly
3.8·10−6. The inclusions provided in Corollary 2 are clearly visible.
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Figure 5. Example 2: Convergence plots of the errors of the so-
lutions to the semi-discrete problem (Pvd) compared to an approx-
imation of the exact solution. The reference solution is computed
as solution to (Pvd) with href ≈ 3.8 · 10−6.
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Figure 6. Example 2: Convergence plots of the errors of the so-
lutions to the fully discrete problem (Pcd) compared to an approx-
imation of the exact solution. The reference solution is computed
as solution to (Pcd) with href ≈ 2.4 · 10−7.



30 DOMINIK HAFEMEYER, FLORIAN MANNEL, IRA NEITZEL AND BORIS VEXLER

References.

[1] W. Alt, R. Baier, F. Lempio and M. Gerdts, Approximations of linear control
problems with bang-bang solutions, Optimization, 62 (2013), 9–32.

[2] W. Alt, U. Felgenhauer and M. Seydenschwanz, Euler discretization for a class
of nonlinear optimal control problems with control appearing linearly, Comput.

Optim. Appl., 69 (2018), 825–856.
[3] L. Ambrosio, N. Fusco and D. Pallara, Functions of bounded variation and

free discontinuity problems, Oxford Mathematical Monographs, The Clarendon
Press, Oxford University Press, New York, 2000.

[4] H. Attouch, G. Buttazzo and G. Michaille, Variational analysis in Sobolev and

BV spaces. Applications to PDEs and optimization. 2nd revised ed., vol. 6 of
MPS/SIAM Series on Optimization, SIAM, Philadelphia, PA, 2014.

[5] S. Bartels, Total variation minimization with finite elements: convergence and
iterative solution, SIAM J. Numer. Anal., 50 (2012), 1162–1180.

[6] S. Bartels and M. Milicevic, Iterative finite element solution of a constrained
total variation regularized model problem, Discrete Contin. Dyn. Syst. Ser. S,
10 (2017), 1207–1232.

[7] L. Bonifacius, K. Pieper and B. Vexler, Error Estimates for Space-Time
Discretization of Parabolic Time-Optimal Control Problems with Bang-Bang
Controls, SIAM J. Control Optim., 57 (2019), 1730–1756.

[8] K. Bredies and D. Vicente, A perfect reconstruction property for pde-
constrained total-variation minimization with application in quantitative sus-
ceptibility mapping, ESAIM Control Optim. Calc. Var., accepted for publica-

tion.
[9] S. Brenner and L. Scott, The mathematical theory of finite element methods,

vol. 15 of Texts in Applied Mathematics, 3rd edition, Springer, New York,
2008.

[10] J. Casado-Díaz, C. Castro, M. Luna-Laynez and E. Zuazua, Numerical ap-
proximation of a one-dimensional elliptic optimal design problem, Multiscale

Model. Simul., 9 (2011), 1181–1216.
[11] E. Casas, C. Clason and K. Kunisch, Approximation of elliptic control problems

in measure spaces with sparse solutions, SIAM J. Control Optim., 50 (2012),
1735–1752.

[12] E. Casas, C. Clason and K. Kunisch, Parabolic control problems in measure
spaces with sparse solutions, SIAM J. Control Optim., 51 (2013), 28–63.

[13] E. Casas, P. Kogut and G. Leugering, Approximation of optimal control
problems in the coefficient for the p-Laplace equation. I. Convergence result,
SIAM J. Control Optim., 54 (2016), 1406–1422.

[14] E. Casas, F. Kruse and K. Kunisch, Optimal control of semilinear parabolic
equations by BV-functions, SIAM J. Control Optim., 55 (2017), 1752–1788.

[15] E. Casas and K. Kunisch, Optimal control of semilinear elliptic equations in
measure spaces, SIAM J. Control Optim., 52 (2014), 339–364.

[16] E. Casas and K. Kunisch, Parabolic control problems in space-time measure
spaces, ESAIM Control Optim. Calc. Var., 22 (2016), 355–370.

[17] E. Casas and K. Kunisch, Analysis of optimal control problems of semilinear
elliptic equations by bv-functions, Set-Valued Var. Anal, 27 (2019), 355–379.

[18] E. Casas, K. Kunisch and C. Pola, Regularization by functions of bounded
variation and applications to image enhancement, Appl. Math. Optim., 40

(1999), 229–257.



REFERENCES 31

[19] E. Casas, M. Mateos and A. Rösch, Improved approximation rates for a
parabolic control problem with an objective promoting directional sparsity,
Comput. Optim. Appl., 70 (2018), 239–266.

[20] E. Casas, D. Wachsmuth and G. Wachsmuth, Second-order analysis and
numerical approximation for bang-bang bilinear control problems, SIAM J.

Control Optim., 56 (2018), 4203–4227.
[21] I. Chryssoverghi, Approximate gradient/penalty methods with general dis-

cretization schemes for optimal control problems, in Large-scale scientific com-

puting, vol. 3743 of Lecture Notes in Comput. Sci., Springer, Berlin, 2006,
199–207.

[22] C. Clason, F. Kruse and K. Kunisch, Total variation regularization of multi-
material topology optimization, ESAIM, Math. Model. Numer. Anal., 52

(2018), 275–303.
[23] C. Clason and K. Kunisch, A duality-based approach to elliptic control prob-

lems in non-reflexive Banach spaces, ESAIM Control Optim. Calc. Var., 17

(2011), 243–266.
[24] K. Deckelnick and M. Hinze, A note on the approximation of elliptic control

problems with bang-bang controls, Comput. Optim. Appl., 51 (2012), 931–939.
[25] A. L. Dontchev, An a priori estimate for discrete approximations in nonlinear

optimal control, SIAM J. Control Optim., 34 (1996), 1315–1328.
[26] A. L. Dontchev, W. W. Hager and V. M. Veliov, Second-order runge-kutta

approximations in control constrained optimal control, SIAM J. Numer. Anal.,
38 (2000), 202–226.

[27] A. Ern and J.-L. Guermond, Theory and practice of finite elements, vol. 159
of Applied Mathematical Sciences, Springer, New York, 2004.

[28] E. Giusti, Minimal Surfaces and Functions of Bounded Variation, vol. 80 of
Monographs in Mathematics, Birkhäuser Verlag, Basel, 1984.

[29] M. Hinze and T. Quyen, Iterated total variation regularization with finite ele-
ment methods for reconstruction the source term in elliptic systems, Preprint:
arXiv:1901.10278.

[30] K. Kunisch, K. Pieper and B. Vexler, Measure valued directional sparsity
for parabolic optimal control problems, SIAM J. Control Optim., 52 (2014),
3078–3108.

[31] K. Kunisch, P. Trautmann and B. Vexler, Optimal control of the undamped
linear wave equation with measure valued controls, SIAM J. Control Optim.,
54 (2016), 1212–1244.

[32] J. Peypouquet, Convex optimization in normed spaces, SpringerBriefs in
Optimization, Springer, Cham, 2015.

[33] K. Pieper, B. Quoc Tang, P. Trautmann and D. Walter, Inverse point source
location with the helmholtz equation on a bounded domain, submitted (2018).

[34] K. Pieper and B. Vexler, A priori error analysis for discretization of sparse
elliptic optimal control problems in measure space, SIAM J. Control Optim.,
51 (2013), 2788–2808.

[35] P. Trautmann, B. Vexler and A. Zlotnik, Finite element error analysis for
measure-valued optimal control problems governed by a 1D wave equation with
variable coefficients, Math. Control Relat. Fields, 8 (2018), 411–449.

[36] M. Ulbrich, Semismooth Newton methods for variational inequalities and con-

strained optimization problems in function spaces, SIAM, Philadelphia, PA,
2011.



32 REFERENCES

[37] V. M. Veliov, On the time-discretization of control systems, SIAM J. Control

Optim., 35 (1997), 1470–1486.
[38] V. M. Veliov, Error analysis of discrete approximations to bang-bang optimal

control problems: the linear case, Control Cybern., 34 (2005), 967–982.
[39] D. Walter, On sparse sensor placement for parameter identifcation prob-

lems with partial differential equations, PhD thesis, Technische Universität
München, 2018.

[40] M. F. Wheeler, An optimal L∞ error estimate for Galerkin approximations to
solutions of two-point boundary value problems, SIAM J. Numer. Anal., 10

(1973), 914–917.
[41] W. P. Ziemer, Weakly Differentiable Functions, vol. 120 of Graduate Texts in

Mathematics, Springer, New York, 1989.

Received xxxx 20xx; revised xxxx 20xx.

E-mail address: dominik.hafemeyer@tum.de

E-mail address: florian.mannel@uni-graz.at

E-mail address: neitzel@ins.uni-bonn.de

E-mail address: vexler@ma.tum.de

mailto:dominik.hafemeyer@tum.de
mailto:florian.mannel@uni-graz.at
mailto:neitzel@ins.uni-bonn.de
mailto:vexler@ma.tum.de

	1. Introduction
	2. The continuous problem
	2.1. The state equation
	2.2. Existence of optimal controls
	2.3. Optimality conditions

	3. Finite element discretization
	3.1. Discretization of the state equation
	3.2. Variational control discretization
	3.3. Piecewise constant control discretization

	4. Finite element error estimates
	4.1. Error estimates for variational control discretization
	4.2. Error estimates for piecewise constant control discretization

	5. Numerical Experiments
	5.1. Optimization algorithm for variational discretization
	5.2. Optimization algorithm for full discretization
	5.3. Example 1: Known Solution
	5.4. Example 2: Unknown Solution
	5.5. Acknowledgments

	References

