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1. Introduction

1.1 Motivation

The use of the available spectrum in the frequency range of 6 to 100 GHz is considered to be an

essential part of the mobile broadband standard Fifth Generation mobile communicaiton system

(5G) [18]. Due to the propagation conditions at these frequencies, this technology is especially

attractive for high data rate, shorter range wireless communication. This frequency range is referred

to as millimeter Wave (mmWave), even though it contains the lower centimeter wave range. In

recent years, the availability of spectrum and consumer grade systems at mmWave frequencies led

to a huge increase in academic and industrial research. However, to fully leverage the spectrum

while being power-efficient, the Baseband (BB) and Radio Front-End (RFE) capabilities must be

drastically changed from current state-of-the-art cellular devices.

The use of high carrier frequencies above 6 GHz will go hand in hand with the implementation

of large antenna arrays [18], [11]. The support of a large number of antennas at the mobile and

basestation requires a new RFE design. To attain a similar link budget, the effective antenna aper-

ture of a mmWave system must be comparable to current systems operating at carrier frequencies

below 6 GHz. Therefore, an antenna array at both the base and mobile station is unavoidable. Since

the antenna gain and thus the directivity increases with the aperture, an antenna array is the only

solution to achieve a high effective aperture while maintaining omnidirectional coverage.

Different receiver implementation with an antenna array are possible. The following subsection

is introducing these front-end solutions.

1.1.1 Receive Beamforming Architectures

This subsection introduces the different receiver architectures envisioned by academia and industry

for future mmWave mobile broadband systems. The architectures considered in this work are Dig-

ital Beamforming (DBF), subarray and Hybrid Beamforming (HBF), fully-connected HBF, and

subarray HBF using a Butler matrix. The advantages and disadvantages of the different solutions

are highlighted in the respective subsection and discussed relative to each other in the subsequent

subsection. As in this work we concentrate on receiver aspects we only show receiver architec-

tures. Most of the arguments for different architectures are also valid for transmitters with the

same architecture.

1.1.1.1 Digital Beamforming

Current mobile broadband systems based on Third Generation Partnership Project (3GPP) Long

Term Evolution (LTE) are mainly based on DBF, similar to the simplified block diagram shown
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in Fig. 1.1. In this architecture the signal from each antenna is available in the digital domain.

This has the main advantage that all Degrees of Freedom (DOF) are available for the reception of

multiple spatial Multiple Input Multiple Output (MIMO) streams, as well signals from multiple

users (MultiUser - Multiple Input Multiple Output (MU-MIMO)). Since only digital processing

is required the system is also flexible to adapt to a fast-changing radio environment. However, in

contrast to mobile broadband systems operating below a carrier frequency of 6 GHz, the bandwidth

available for a mmWave system is more than an order of magnitude larger. As shown in [63] if

we would use Analog-to-Digital-Converters (ADCs) with a similar resolution as for current LTE

system the power consumption would be prohibiting large. Thus, we only use this architecture in

combination with low resolution Analog/Digital (A/D) conversion in this work.

1.1.1.2 Hybrid Beamforming

The idea of analog/hybrid beamforming originated from the phased arrays approach often used for

radar applications [49]. The main idea for analog beamforming is that the signal from a group of

antennas is combined in the Radio Frequency (RF) or in the analog BB. To align with the channel

or the receive angle the signal can be phase shifted and combined to form a virtual antenna with a

preferred direction adapted to the signal that should be received [75]. Instead of the phase shifting

and combining it is also possible to generate different beams with a Butler matrix as described in

[92, 31]. We speak of analog beamforming if a system only has access to one digital signal, as

the multi-antenna receive signal is processed purely in the analog domain. In the case there are

multiple digital signals available we speak of hybrid beamforming as a combination of analog and

digital processing is used to process the multi-antenna signal. The first standard assuming analog

beamforming targeting consumer devices was defined in 2012 with WiGig (802.11ad) [37]. In the

following two paragraphs we introduce two different flavors of hybrid beamforming with phase

shifters. It is important to mention that the phase shifter network could be replaced by a Butler

matrix. As shown in [45, 22] it is not for every system the best option to perform the phase shifting

in the RF. It is also possible to phase shift the Local Oscillator (LO) or even perform the phase

shifting and combining at an Intermediate Frequency (IF) or the analog BB before the A/D con-



1. Introduction 11

ADC

chain

MADC

MC

signal

combiner

MC

signal

combiner

ADC

chain

1

LNA

down-

conversion

down-

conversion

down-

conversion

down-

conversion

LNA

LNA

LNA

digital

baseband

Fig. 1.2. Subarray Hybrid Beamforming (HBF) with M antennas, MADC ADC chains and MC antennas

per subarray.

version. How such systems would look like is also explained in the following paragraphs.

Subarray Hybrid Beamforming

As shown in Fig. 1.2 this system is composed of multiple phased array antenna subarrays. In this

case the signal from each antenna is phase shifted and subsequently combined with the signal

from the other antennas in the same subarray. Afterwards, this combined signal from each subar-

rays is converted into the digital baseband. The transmitted signal from one or multiple transmitting

nodes is then estimated via standard digital signal processing techniques. Many proof of concepts

demonstrate that such an transceiver architecture is possible [36, 43]. It is also possible to replace

the phase shifters and power combiners with a Butler matrix. In this case one of the outputs of the

Butler matrix is selected and converted to a digital baseband signal, separately for each subarray.

One main disadvantages of this system is that each subarrays needs to find the optimal configura-

tion of the phase shifters or the output of the Butler matrix by a trial and error procedure.

Fully-connected Hybrid Beamforming

Since in the case of subarray hybrid beamforming only the array gain of the subarray is available

for each of the digital signals, some work is investigating a system where the antenna gain of the

combined array is available at each of the MADC ADC chains. As shown in Fig. 1.3 the signal

at each antenna is split into MADC signals. Afterwards, each of the signals are phase shifted and

combined with a signal from each of the other antennas. The resulting signals are then converted

into a digital signal. It is important to note that in this case the power combiners have M inputs

instead of MC as in the case of subarray hybrid beamforming. This system realized with a Butler

matrix instead of the signal splitters, phase shifters and combiners would just consist of one big

Butler matrix using all antennas and MADC ADC chains connected to MADC outputs of the Butler

matrix. As power combiners can even theoretically not be implemented without loss this architec-

ture would need addition amplifiers to compensated for the loss inside the power combiners. For a

practical system the implementation is even more challenging. Since, in addition to this aspect the
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design cannot be decomposed into smaller elements containing only one subarray so far it was only

considered for theoretical evaluations and there is no attempt to implement it with actual hardware

[10, 8, 75, 59]. We will concentrate on the subarray hybrid beamforming, but as many theoretical

works focus on fully-connected hybrid beamforming we compare some of our solutions with this

approach.

Butler Matrix based subarray Hybrid Beamforming

Another way to realize the analog combining is a Butler matrix first described in [20]. The corre-

sponding receiver is shown in Fig. 1.4. For these systems after the Low Noise Amplifier (LNA)

the signal from the MC antennas belonging to one subarray are combined via a Butler matrix. The

Butler matrix consists of hybrid couplers and non nonadjustable phase shifters forming MC out-

puts. The following ADC chain is using the selected output via a Multiplexer (MUX). In general,

the properties of this approach are similar to subarray HBF, with the only difference being how the

different beams are realized.

1.1.1.3 Advantages and Disadvantages of the Different Architectures

One major disadvantage of the hybrid beamforming systems is that as the system output can only

be observed after the combining of the signals from one subarray, a trial and error procedure is

necessary to test different configurations and afterwards select the best of them. This trial and

error procedure is called beam training or beam alignment and can be implemented in different

ways, but can always be considered to require a significant amount of time [10, 26, 42]. The

first standardized system that included procedures for beam training and constant alignment is

802.11ad (aka WiGig) [37]. Beam management procedures are also be included in 3GPP New

Radio (NR) (aka 5G) [5, 6]. We consider that even in a static scenario it has a large overhead to

align the beams for a mmWave hybrid or analog beamforming system. The situation becomes even

more complicated if we take user mobility and in general a changing environment into account.

The work in [14] shows this overhead compared to a digital system. As many beam management

procedures assume reciprocity there are stringent requirement on the calibration of the RF front-
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end. To enable optimal beam training the beams need to be designed in advance and calibrated

during manufacturing. As again only the combination of the signal from different antennas are

observable, external components are necessary to calibrate the transceiver. The major drawback

of the digital beamforming system relative to the analog/hybrid ones is the power consumption.

At the start of the investigation if mmWave systems might be viable for consumer electronic, the

power consumption was believed to be excessive. The combination of these aspects motivates the

comparison of these systems especially regarding energy efficiency.

1.2 Contribution and Organization

The work mainly focuses on comparing hybrid and digital beamforming systems as well as show-

ing that the results predicted from information theoretic analysis of digital beamforming systems

with low resolution A/D conversion are achievable with standard signal processing techniques.

First models for all essential parts of the systems are developed. Based on these models different

receiver front-end configurations are compared. We show that current mmWave mobile communi-

cation systems can be used with low resolution ADCs without or only with small changes in the

specification.

The thesis is divided into two main parts. The first part “Signal Processing Aspects” is covering

various signal processing tools for digital beamforming systems with low resolution ADCs and hy-

brid beamforming system. Essentially, it functions as a toolbox for the evaluations and comparison

in the following second part “Spectral and Energy Efficiency Comparison of Analog, Hybrid and

Digital Beamforming”, The following items give an overview of the contributions in each chapter.

• Signal Processing Aspects

– Additive Quantization Noise Model:
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As many past evaluations ignored the effect that the quantization error on multiple antennas

are correlated, we also want to investigate this effect. To enable the modeling, we develop

a numerical integration based technique to relate the input/output correlation of a quantizer

based on the assumption that the input signal is Gaussian distributed. This approach does

take the possibility of having ADCs with different resolution at each antenna into account.

This work was part of the papers [76, 81].

– Beam Design for Hybrid or Analog Beamforming:

In this section we develop a technique to synthesize a beam according to user defined

criteria based on techniques originally developed for radar technology. We are taking all

possible hybrid beamforming configurations into account and it is even possible to generate

beams that are optimized for multiuser scenarios. A part of the work in this section has also

been published in [78].

– Calculation of Beam Training Parameters:

The beam training parameters sequence length and beam training interval are evaluated

here. Given a performance quality criterion, the overhead of the sequence used for channel

quality assessment is minimized. Assuming low mobility and channel parameters based

on past measurements, the interval between consecutive beam training instantiations is as-

sessed.

– Receiver Front-End Power Consumption Model:

As we also wanted to evaluate the energy efficiency, it is necessary to develop a power

consumption model. This model is taking into account hardware reported in literature tar-

geting a carrier frequency of 60 GHz using Complementary Metal-Oxide-Semiconductor

(CMOS). It does include digital beamforming, hybrid beamforming based on phase shifters

and hybrid beamforming based on a Butler matrix in combination with low resolution

ADCs. This section was part of the work [77].

– Channel Estimation:

The channel estimation performance of a system with 3GPP NR Type I CP-OFDM DMRS

is evaluated. A closed form expression for the channel estimation error is derived. This

evaluation was part of the papers [81, 80, 82].

• Spectral and Energy Efficiency Comparison of Analog, Hybrid and Digital Beamforming

– Energy and Spectral Efficiency Comparison for Single Users Scenarios:

In this section the expressions for the energy and spectral efficiency in a multipath prop-

agation scenario are derived and compared for digital and hybrid beamforming with low

resolution ADCs. In addition, the impact of imperfect Automatic Gain Control (AGC)

adaptation, as well as the modeling of the quantization error correlation is shown. Most

of the material in this subsection appeared in [77].

– Rate Regions for Hybrid Beamforming and Digital Beamforming with Low Resolution

ADCs:

This section shows the two user achievable rate region for digital beamforming with low

resolution and hybrid beamforming. Especially, in the low Signal-to-Noise-Ratio (SNR)

regime the digital system is outperforming the hybrid system. This subsection is based on

the article [79].

– Energy and Spectral Efficiency Comparison for Multiple Users and Imperfect Channel

State Information at the Receiver (CSIR):

The work in this part of the thesis is comparing the energy and spectral efficiency in a mul-

tiuser scenario. The following modeling parameters are included in the evaluation: trans-
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mitter impairments, receiver channel estimation error, multipath propagation, low resolu-

tion ADCs and beamforming. The results show that over the whole range of SNRs typically

encountered in a practical scenario the low resolution ADC digital beamforming system is

more energy efficient than then hybrid beamforming one. Part of the work in this section

also appeared in [81].

– Robust massive MIMO Equalization for mmWave systems with Low Resolution ADCs:

As for massive MIMO system the large number of antennas could be a bottleneck for signal

processing. We wanted to clarify that standard signal processing techniques are sufficient

to handle the additional challenges arising when considering low resolution ADCs. In ad-

dition, we also adapt a MIMO equalization scheme, that has a complexity below Minimum

Mean Square Error (MMSE) equalization, to the special case of low resolution and show

a slightly better performance than linear schemes. The work in this section was also pub-

lished in [80].

– Are the data rates predicted by the analytic analysis of receivers with Low Resolution ADCs

achievable?:

In this part of the thesis we compare the results of our information theoretic based evalua-

tion to a 3GPP NR link level simulation, both considering low resolution A/D conversion.

The results show that the predicted rates are achievable, given the usual gap from a theoret-

ical evaluation to a practical system. The results of this section also appeared in [82].

– Energy and Spectral Efficiency Comparison Including Beam Training Overhead:

In this section we include additional aspects of the beam training overhead into the pre-

ceding evaluation. We also added a hybrid beamforming system based on a Butler matrix.

For these cases still the low resolution ADCs digital beamforming system is in the practical

relevant per antenna SNR up to 0 dB more energy efficient. In the high SNR regime, the

Butler matrix based hybrid beamforming system gets more energy efficient.
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2. Signal Processing Aspects and Estimation Tools of Hybrid

Beamforming and Digital Beamforming with low Resolution

ADCs

2.1 Additive Quantization Noise Model

In this paragraph we develop the model we use to characterize the performance of systems in-

cluding the quantization based on the Bussgang theorem [19]. We use the Additive Quantization

Noise Model (AQNM) to model the quantization effects of the ADCs. In contrast to other works

we also include the effects of spatially non-white quantization errors and imperfect gain settings

of the Variable Gain Amplifier (VGA) by the AGC. We decided to go for the exact expression in

contrast other works in this area ignoring this effect [57, 66, 10], or only using the closed form

expression available for 1 bit quantization [53]. We start by introducing a general signal model for

the quantization and the Bussgang theorem to model the quantization error as additive. Since this

requires the calculation of the correlation of the signal after quantization we utilize Price’s theorem

[70]. This work was part of the papers [76, 81].

The model in this section is covering all aspects of the analog and mixed signal circuits shown

in the block diagram Fig. 2.1. For this modeling we only consider the case that the AGC already

converged to a stable state. As shown in [91] due to the requirements of the WiGig standard

(802.11ad) this can be achieved in less than 1.2 µs. In a practical receiver the variable gain is

applied in various amplification stages of a receiver, possibly starting even in the LNA (see [91] as

an example). As for the purpose of this work where we only model the equivalent baseband, it is

sufficient to model all gain stages combined as an equivalent VGA. Fig. 2.1 only shows the model

for either the I or the Q component of one analog baseband signal. As we only assume proper

Gaussian signals the same gain is applied for I and Q component of each signal. It is also impor-

tant that it is possible for different analog signals to have a different gain of the VGA. This might

result in different phase shifts of the signal and therefore would change the equivalent channel

that will be observed in the digital baseband. However, since the channel estimation in the digital

domain would not be able to distinguish the effect of this phase shift from the effect of different

channels at each antenna, it will not have an impact on the overall performance, and can thus also

be ignored in the modeling. The last point that is important to mention is that for the purpose of the

modeling we assume the input signal to the ADC to have unit variance and zero mean, for the case

the AGC perfectly adapts the input signal to the available dynamic range of the ADC. This also

does not have an impact on the performance as the signal at this point already contains a signal

and a noise component, which are scaled together. Thus, this scaling does not change the SNR of

the analog baseband signals.
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Fig. 2.1. Analog and mixed signal components modeled by the AQNM model.

2.1.1 Decomposition of the Quantization Error

In general, the Bussgang theorem [19] states that if y is a real valued, zero mean Gaussian random

variable than if g(y) is any non-linear function

r = g(y), (2.1)

the cross correlation of y and r differs to the autocorrelation of y only by a scalar S

E[yr] = SE[yy]. (2.2)

In the whole paragraph we always assume the input signal of the quantizer have unit variance, for

the case that the AGC perfectly adapts the signal power to the dynamic range of the ADC. Since

the quantizers operate on the real and imaginary part separately, this means we scale the real and

imaginary part of each element in y to have unit variance. As in a communication system only

the relative power of the noise and the signal matter, rescaling of y to simplify the notation does

not change the SNR and therefore does not influence the performance of the system. For a vector

based received signal y, it is necessary to rescale each component individually. As evident from

[88] a mean does not transmit any information. Thus, we can safely assume that the receive signal

from any communication system would have zero mean. For the thermal noise we can also assume

it to have zero mean. Thus, in general for a communication system the requirement of the input

of the quantizer having zero mean is satisfied and thus the Bussgang theorem is applicable if the

received signal is Gaussian.

Now this can be converted to the case that we now have a circular symmetric, unit variance,

zero mean, complex Gaussian vector input y we get the following expression

r = Dr′ = DQ(y), (2.3)

where Q(·) the quantization operator, separately operating on each element and the real and imag-

inary part of y. The real, diagonal matrix D is scaling each quantized signal individually. As it

scales the signal plus noise together it does not change the SNR and has no influence on the perfor-

mance of the communication system, but greatly simplifies the calculation in some special cases.

The auxiliary variable r′ is the result directly after the quantization. Essentially, the operation of

the quantization function Q(·) can in general be defined as:

r′ = Q(y) = vj ∀ y ∈ ]sj−1, sj] . (2.4)

Here vj is the value representing the jth quantization bin with the input interval (position of the

steps) ]sj−1 sj]. This is illustrated for a 2 bit uniform quantizer in Fig. 2.2. To cover a real valued

input the left limit of the first interval s0 and the right limit of the last interval sNb
are equal to−∞

and∞ respectively, where Nb = 2b is the total number of quantization bins. It is important to keep
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Fig. 2.2. Quantization step function example for a 2 bit uniform quantizer.

in mind that we do not assume the quantizer to be the same for every element of the vector, only

for the real and imaginary part of each element.

In case of a vector input the Bussgang theorem transforms to

E
[

r′yH
]

= SE
[

yyH
]

. (2.5)

Using this expression, we can decompose the signal after the quantization in the following way:

r′ = Sy + e, (2.6)

where e is the quantization distortion uncorrelated with y. Following the definition of the Bussgang

theorem we can calculate S in the following way:

S = Rr′yR
−1
yy = E

[

r′yH
] (

E
[

yyH
])−1

= D−1RryR
−1
yy = D−1

E
[

ryH
] (

E
[

yyH
])−1

,
(2.7)

where the second part follows from the definition in (2.3), leading to y and e being uncorrelated:

E
[

yeH
]

= 0. (2.8)

It is also necessary to calculate the covariance matrix of the quantization distortion e. Since e and

y are both zero mean the covariance matrix of r is defined as:

Rrr = D
(

SRyyS
H +Ree

)

D. (2.9)

Solving this equation for Ree and plugging in the definition for S in (2.7) leads to:

Ree = D−1
(

Rrr −RryR
−1
yyR

H
ry

)

D−1. (2.10)

To calculate the matrices S, Ree we need to calculate Rry, Rrr, Ryy and D. In the following we

show how to calculate these matrices.

It is also possible to decompose each element of r in the following way:

ℜ{[r]m} = [D]m,mℜ{[r′]m} = ℜ{[y]m}+ ℜ{[q]m} ∀m ∈ {1, · · · ,M}, (2.11)

where q is the quantization error, different from e. The scaling is [D]m,m is introduced to ensure

that the mean square error E[ℜ{[q]m}2] of the quantization error is minimized. As the quantizer
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is assumed to be the same for the real and imaginary part and the input signal is circular sym-

metric, the same scaling can be applied for the real and imaginary part. From the definition of the

quantization error:

ǫm = E[ℜ{[q]m}2] = E[([D]m,mℜ{[r′]m} − ℜ{[y]m})2] =
E[ℜ{[y]m}2] + [D]2m,mE[ℜ{[r′]m}2]− 2[D]m,mE[ℜ{[r′]m}ℜ{[y]m}],

(2.12)

it is obvious that the [D]m,m minimizes this quadratic equation is defined as:

[D]m,m =
E[ℜ{[r′]m}ℜ{[y]m}]

E[ℜ{[r′]m}2]
. (2.13)

In addition, using this optimal scaling results in

E[ℜ{[r]m}ℜ{[q]m} = [D]m,mE[ℜ{[r′]m}ℜ{[q]m} = 0 ∀m ∈ {1, · · · ,M}. (2.14)

Since [y]m is unit variance Gaussian with zero mean these terms can be calculated in the following

way:

E[ℜ{[r′]m}2] =
Nb
∑

j=1

(vj)
2 (Φ (sj)− Φ (sj−1)) , (2.15)

where Φ(·) is the cumulative distribution function of the Gaussian distribution with unit variance

and zero mean, the sj are the positions of the quantization steps and vj is the output value of the

quantizer for the input region j between sj−1 and sj . The first and last step are set to be s0 = −∞
and sNb

=∞. The calculation for the correlation portion leads to the closed form solution

E[ℜ{[r′]m}ℜ{[y]m}] =
−1√
2π

Nb
∑

j=1

vj

(

e
−(sj)

2

2 − e
−(sj−1)

2

2

)

. (2.16)

For calculation of Rry we start by calculating the mean square quantization error ǫm as defined

in (2.12). All these terms in (2.12) can be calculated from the results in (2.15) and (2.16) and the

fact that the variance of E[ℜ{[y]m}2] is also known. As all [y]m are circular symmetric complex

Gaussian ǫm is the same for the real and imaginary part. Combining (2.12) with (2.14) and the

circular symmetry of all random variables leads to

E[[y]m[q]
∗
m] = −2ǫm, (2.17)

where we used the fact that the real and imaginary part are independent. As shown in [52] as long

as (2.14) holds we can calculate E[[y]m[q]
∗
l ] ∀m 6= l as

E[[y]m[q]
∗
l ] = −2ǫmE[[y]m[y]∗l ], (2.18)

where again we used the circular symmetry. Combining the results (2.17) and (2.18) we get:

Ryq = −ERyy, (2.19)

where E is a diagonal matrix with the entries [E]m,m = 2ǫm. Using these equations, we can

calculate Rry as:

Ryr = Ryy +Ryq = (I −E)Ryy. (2.20)
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ĉ

Fig. 2.3. Relationship between input and output correlation coefficients ρi and ρo.

For the calculation of Rrr we first show how to calculate the correlation after the quantizer. To

calculate the output covariance matrix of the signal from the covariance matrix before or vice versa

it is necessary to perform the calculation per element of the input or output vector. Since for the

calculation of rates these calculations need to be executed many times we also show the approach

we have taken to generate a table of the required numeric integration, thus dramatically reducing

the computational complexity. In the last part of this section we also show how the results of our

calculation compares to Monte-Carlo based estimation of the covariance matrix.

Fig. 2.3 shows the relationship of the two real valued, zero mean Gaussian random variable a
and c. The inputs of the two quantization function Qa(·) and Qc(·) are correlated with ρi and the

output â and ĉ with ρo. The input and output correlation coefficients ρi and ρo are defined as:

ρi =
E[ac]

σaσc
and ρo =

E[âĉ]

σâσĉ
, (2.21)

where σa and σc are the standard deviation of the input variables a and c and σâ and σĉ are the

standard deviation of the output variables â and ĉ.
The equation proved for Gaussian random variables in [70] is:

∂kρo
∂ρki

=
σaσc
σâσĉ

∞
∫

−∞

∞
∫

−∞

Q(k)
a (a)Q(k)

c (c)fa,c(a, c) da dc, (2.22)

where Q
(k)
a and Q

(k)
c are the kth derivative of the non-linear processing functions. fac(a, c) is the

joint probability density function of the variables a and c. The additional normalization factor

before the integral needs to be added as in contrast to [70] we use the common definition of a

correlation factor. This equation is only valid if the variables a and c are jointly Gaussian. Since

we are interested in a simple relationship, we use the first order partial derivative, which means

k is equal to 1. In addition, we choose Qa and Qc to be the step functions of quantizers with Na

and Nc quantization levels. Since the quantization functions Qa(·) and Qc(·) are step functions,

the derivative is a sum of Dirac impulses δ(x) at the position of the steps with the area equal to the

step-size:

Q(1)
a (x) =

Na−1
∑

l=1

(

val+1 − val
)

δ(x− sal ) , Q(1)
c (x) =

Nc−1
∑

j=1

(

vcj+1 − vcj
)

δ(x− scj), (2.23)

where the symbols val , vcj , s
a
l and scj represent the value (representative) of the quantization bin and

the positions of the step. The difference between the representatives
(

val+1 − val
)

and
(

vcj+1 − vcj
)

are the heights of the steps.

The joint probability density function fa,c(a, c) of a and c with variance σ2
a and σ2

c is defined

as:

fa,c(a, c) =
1

2πσaσc
√

1− ρ2i
exp

(

− 1

2(1− ρ2i )

[

a2

σ2
a

+
c2

σ2
c

− 2ρiac

σaσc

])

. (2.24)
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Because the functions Q
(1)
a (x) and Q

(1)
c (x) are only non-zero at the position of the Dirac impulses,

the double integral in (2.22) is reduced to the double sum:

∂ρo
∂ρi

=
σaσc
σâσĉ

Na−1
∑

l=1

(

val+1 − val
)

Nc−1
∑

j=1

(

vcj+1 − vcj
)

fac(s
a
l , s

c
j). (2.25)

With the initial condition ρi = 0 at ρo = 0, the output correlation coefficient ρo for a specific input

correlation coefficient ρi is:

ρo =
σaσc
σâσĉ

ρi
∫

0

Na−1
∑

l=1

(

val+1 − val
)

Nc−1
∑

j=1

(

vcj+1 − vcj
)

fac(s
a
l , s

c
j) dρ

′
i. (2.26)

This equation has in general no closed form solution and must be evaluated numerically. But if the

signals a and c are quantized with a 1 bit uniform quantizer with its only step at 0, the previous

formula is reduced to

ρo =
σaσc
σâσĉ

∆a∆c

2πσaσc

ρi
∫

0

1
√

1− ρ′i2
dρ′i,

ρo =
∆a∆c

2πσâσĉ

ρi
∫

0

1
√

1− ρ′i2
dρ′i,

(2.27)

where ∆a and ∆c are the step-sizes of the quantizers. For this equation the closed form solution is:

ρo =
∆a∆c

2πσâσĉ
sin−1(ρi). (2.28)

Assuming that the input variables a and c are zero mean, unit variance Gaussian distributed and a

uniform quantizer with minimum variance according to [51] is used, the step-size of quantizer is

equal to ∆a = ∆c = 2σâ = 2σâ. Therefore, the formula is reduced to:

ρo =
2

π
sin−1(ρi), (2.29)

for this special case. In the following we are going to verify the derived relationship by a simula-

tion. We also show the evaluation for the cases that can only be evaluated numerically.

For the evaluation in Fig. 2.4 the minimum distortion uniform quantizers for Gaussian input

symbols according to [51] are used. Fig. 2.4 shows that the more quantization bits we use the more

the function converges to a straight line with slope 1, which means that the correlation at the input

is the same as the correlation at the output. If we use a minimum distortion uniform quantizer,

the correlation coefficient perturbation due to quantization is not noticeable if a quantizer with

more than 3 bit resolution is used. As the curves are relatively smooth, we reduce the computa-

tional complexity, by storing some values in a look up table and interpolating with cubic splines in

between them.

To calculate the whole matrix Rrr, we first use the formula described in (2.15) to calculate

the diagonal elements. Afterwards, to calculate the off-diagonal elements Rrr for each possible

combination of real or imaginary part of the ith element of r with the real or imaginary part of

the jth element of r unequal to i, the equation in (2.26) is solved. From (2.26) it is obvious that
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Fig. 2.4. Correlation relationship for different resolution for a uniform quantizer.

except for the normalization regarding the power the formula stays the same, if the quantizer is the

same for both input values. Thus, a lookup table for each combination of all possible quantizers is

generated. This lookup table is then used to calculate the actual correlation after the quantization.

Since this calculation is assuming a real valued signa, we need to calculate it for each combination

of real and imaginary part in r.

Now we have all the necessary to calculate S and Ree.

S = D−1RryR
−1
yy = D−1 (I −E)RyyR

−1
yy = D−1 (I −E) . (2.30)

Therefore, we get for effective quantization distortion covariance Ree the expression:

Ree = D−1 (Rrr − (I −E)Ryy(I −E))D−1. (2.31)

For the final definition in this section we need to define the transformation matrix of the signal part

T :

T = DS = I −E. (2.32)

and the effective covariance matrix Rηqηq
of the quantization noise ηq as:

Rηqηq
= DReeD = Rrr − (I −E)Ryy(I −E). (2.33)

This effective quantization noise ηq is use in the analysis of system with quantization in the second

part of this work (Chapter 3) and is defined based on the definition of an equivalent quantization

model in the following way:

r = Ty + ηq, (2.34)

where y and n are the received signal before and after the quantization. To simplify the notation

in the next chapter we define the calculations in this section as an operation with the input of the

receive covariance matrix and the possibly different quantization functions at each antenna and the

output of the transformation matrix and the effective quantization noise covariance matrix in the

following way:

[TRηqηq
] = TF (Ryy, Q1(·), · · · , QM(· · · )) , (2.35)

where Qm(·) are the quantization functions for each of the M elements of y. It is important to note

that in principal they could be different for each element of the vector.
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2.2 Beam Design for Hybrid or Analog Beamforming

For future mmWave mobile communication systems, the use of analog/hybrid beamforming is en-

visioned to be an important aspect. The synthesis of beams is a key technology to enable the best

possible operation during beam search and data transmission. The method for synthesizing beams

developed in this work is based on previous work in radar technology considering phased array

antennas. With this technique, it is possible to generate a desired beam of any shape with the con-

straints of the desired target transceiver antenna frontend. It is not constrained to a certain antenna

array geometry, and can handle 1D, 2D and even 3D antenna array geometries, e.g. cylindrical

arrays. The numerical examples show that the method can synthesize beams by considering a user

defined trade-off between gain, transition width and passband ripples. Since this beam synthesis

method is computational complex, it is only suitable for offline calculation during the design or

calibration of a device.

To utilize the full potential of the system, it is essential that the beams of Transmitter (Tx) and

Receiver (Rx) are aligned. Therefore, a trial and error procedure is used to align the beams of Tx

and Rx [37, 41]. This beam search procedure does either utilize beams of different width with

additional feedback or many beams of the same width with only one feedback stage [68]. In both

cases the beams with specific width, maximum gain and flatness need to be designed.

Based on requirements on the beam shape, this work formulates an optimization problem simi-

lar to [86, 62]. Afterwards the optimization problem is solved numerically. This work includes the

specific constraints of hybrid beamforming and low resolution phase shifters. In [68], the authors

approximate a digital beamforming vector by a hybrid one. We generate our beam by approximat-

ing a desired beam instead.

For this evaluation we consider both subarray and fully-connected hybrid beamforming de-

scribed in Subsection 1.1.1.2. Since the necessary calculations are slightly different all variables

used in the context of subarray hybrid beamforming have a superscript s and the ones for fully-

connected hybrid beamforming have superscript f . A part of the work in this section has also been

published in [78].

2.2.1 Optimum Beam Synthesis

In the following we will develop a strategy to synthesize arbitrary beams based on the formulation

of an optimization problem. Furthermore, we show how constraints can be used to model the

restrictions of different systems. The array factor A(u, b) of an antenna array [13, page 294] is

defined as

A(u, b) = bTp(u) , [p(u)]m = ej
2π
λ
dm(u), (2.36)

where b is the beamforming vector, u is the spatial direction combining the azimuth and elevation

angle. The scalar dm(u) is the distance from the location of antenna elementm to the plane defined

by the normal vector u and a reference point. A common choice for the reference point is the

position of the first antenna, in this case d1(u) = 0. An example with two antennas is illustrated in

Fig. 2.5.

The objective of synthesizing an arbitrary beam pattern can be formulated as a weighted Lp

norm between the desired pattern D(u) and the absolute value of the actual array factor |A(u, b)|

f(b) =

(∫

W p(u) ||A(u, b)| −D(u)|p du
) 1

p

, (2.37)
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Fig. 2.5. Illustration of the definition of u and dm(u), with antenna 1 being used as the reference point.

where W (u) is the weighting. D(u) represents the desired absolute value of the array factor in a

certain direction u. Thus, D(u) is always real and greater or equal than zero. This objective func-

tion itself is convex over its domain, but the constraints on b shown in the following subsections

lead to a non-convex optimization problem. In the case of finite resolution phase shifters, it is even

an mixed integer problem. This problem formulation ignores the phase of the array factor, since we

require only the magnitude to be of a specific shape. By only optimizing over the array factor we

do not take the pattern of the antennas into account. As described in [86] to account for an antenna

pattern it is only necessary to divide D(u) and W (u) by the pattern of the antenna elements.

For many Non-Linear Programing (NLP) solvers it is of advantage to analytically calculate the

gradient of the objective function with respect to its parameters. For the shown objective function,

the gradient is calculated as (derivation is described in Annex A):

∇f(b) = (f(b))1−p
∫

W p(u) ||A(u, b)| −D(u)|p−1

sgn (|A(u, b)| −D(u)))∇ |A(u, b)| du.
(2.38)

The gradient∇ |A(u, b)| depends as shown in Annex A on∇A(u, b). Thus, it also depends on the

actual parameters of the array and is therefore different for each of the array types.

To compare with other works in this area most of the following section is considering the

transmitter beamforming. However, we also show how the problem formulation can be applied

to receiver beamforming. We consider two different hybrid beamforming designs, which are the

systems currently considered in literature [68, 75]. In the first case, all M antennas are divided into

groups of size MC . Each subgroup consists of one Digital-to-Analog-Converter (DAC) chain, an

MC signal splitter followed by a phase shifter and a Power Amplifier (PA) at each antenna (see

Fig. 2.6). In total there are MDAC DAC chains. The vector αs contain the different relative power

of the signal of different DAC chain. In many cases in order to balance the mainlobe and sidelobe

performance small variations in this power can improve the overall performance. Therefore, these

parameters are used as part of the optimization. This restricts the beamforming vector b to have

the form

b = W sαs =













ws
1 0 · · · 0

0 ws
2

. . . 0

...
...

. . .
...

0 · · · 0 ws

MDAC























αs1
αs2
...

αsMDAC











, (2.39)
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Fig. 2.6. Block diagram of a subarray hybrid beamforming transmitter.
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Fig. 2.7. Block diagram of a fully-connected hybrid beamforming transmitter.
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where αs ∈ R
MDAC and the vectors ws

i models the analog phase shifting of group i and therefore

have the form

ws
i =

[

ejθ
s
1,i ejθ

s
2,i · · · e

jθsMC,i

]T
. (2.40)

The corresponding gradient of the array factor A(u, b) with respect to the degrees of freedom αs

and θs is calculated as
[

∇αs

∇θs

]

A(u, b) =

[

(W s)Tp(u)
j(αs ⊗ 1MC

) ◦ p(u) ◦ rs
]

, (2.41)

where the vector rs ∈ C
M is the column vector with all vectors ws

i stacked on top of one another

rs =
[

(ws
1)
T (ws

2)
T · · · (ws

MDAC
)T
]T

. (2.42)

In this case j is the imaginary unit. The vector θs ∈ R
M contains the phase shift at each antenna:

θs =
[

θs1,1 θs2,1 · · · θsMC ,1
θs1,2 · · · θsMC ,2

· · · θs
MC ,MDAC

]T

. (2.43)

In the second case, each of the DAC chain is connected to an M signal splitter followed by a

phase shifter for each antenna. At each antenna, the phase shifted signal from each DAC chain is

combined and then amplified by a PA followed by the antenna transmission. The corresponding

transmitter font-end is shown in Fig. 2.6 and referred to as fully-connected hybrid beamforming.

With this system architecture the beamforming vector b can be decomposed into

b = W fαf =
[

w
f
1 w

f
2 · · · w

f

MDAC

]

αf

=

















ejθ
f
1,1 ejθ

f
1,2 · · · e

jθf

1,MDAC

ejθ
f
2,1 ejθ

f
2,2 · · · e

jθf

2,MDAC

...
...

. . .
...

ejθ
f
M,1 ejθ

f
M,2 · · · e

jθf

M,MDAC




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with αf ∈ R
MDAC . The gradient of the array factor with respect to the parameters αf and θf is

then:
[

∇αf

∇θf

]

A(u, b) =

[

(W f )Tp(u)
j(αf ⊗ p(u)) ◦ rf

]

, (2.45)

with rf ∈ C
M ·MDAC being the concatenation of all phase shifting vectors w

f
i

rf =
[

(wf
1)
T (wf

2)
T · · · (wf

MDAC
)T
]T

. (2.46)

The vector θf ∈ R
M ·MDAC contains the phase shift of each antenna DAC chain combination

θf =
[

θf1,1 θf2,1 · · · θfM,1 θf1,2 · · · θfM,2 · · · θf
M−1,MDAC

θf
M,MDAC

]T

. (2.47)

To limit the maximum output power of the PAs, we need to include the following constraints

|[b]m| ≤ 1 ∀m. (2.48)
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Fig. 2.8. Illustration of the trade-off associated with the beam pattern synthesis.

It is important to keep in mind that this restriction is after the hybrid beamforming, therefore, it is

a nonlinear constraint restricting output-power of the PA. Another way to bound the output power

is a sum power constraint of the form

||b||22 ≤ 1. (2.49)

If we design beams for a receiver there is no power constraint on the beamforming vector b, but

rather only the gain difference of αsi in the digital domain have an influence. Here it is important

to keep in mind that an additional average gain does not increase the SNR, as the noise would be

amplified as well.

It is also possible that the resolution of the phase shifters is limited. This means that the values

of θsm,i are from a finite set of possibilities

θsm,i = −π + km,i
2π

K
∀m, i and km,i ∈ {0, 1, · · · , K − 1}, (2.50)

where K is the number of possible phases. A possible phase shift in the digital domain need to

be taken into account. In the case without finite phase resolution phase shifters, this is redundant

with the analog phase shift and thus not taken into account. Therefore, in addition to the scaling

αf or αs, we need to take a phase shift ξf or ξs into account. For the case of subarray hybrid

beamforming with limited resolution RF phase shifters the beamforming vector b takes the form

b = W s (αs ◦ ξs) , (2.51)

where ξs are the digital phase shifts defined as

ξs = [ejξ
s
1 , ejξ

s
2 , · · · , e

jξs
MDAC ]T . (2.52)

The formulation for the fully-connected case does also contain addition phase shifts in the same

fashion as the subarray hybrid beamforming system

b = W f
(

αf ◦ ξf
)

. (2.53)

Combining the objective function with the constraints associated with the hardware capabilities

lead to the following optimization problem

min f(b)
s.t. g(b) ≤ 0,

(2.54)
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where g(b) are the combination of all constraints, that model the desired hardware capabilities.

In addition, to the constraints introduced in the preceding paragraph, it is possible that there are

other additional constraints on the beamforming capabilities of the system. The first case in the

next subsection is considering subarray hybrid beamforming with individual power constraint. For

this case the problem would be a specific example of (2.54) described by the following problem

formulation:
min f(b)
s.t. b = W sαs,
|[b]m| ≤ 1 ∀m

(2.55)

It is important to mention that the beam synthesis procedure is similar to digital filter design,

therefore, we us the terminology of digital filter design. The weighting W (u), the desired pattern

D(u) and the choice of p in f(b), determine which point in the trade-off of the parameters gain,

passband ripple and transition width is the target. This trade-off is illustrated in Fig. 2.8.

The case of U beams being used at the same time can be formulated as:

min
U
∑

u=1

f(bu)

s.t. g(b1, · · · , bU) ≤ 0.
(2.56)

Essentially, we sum up the objective function for all different beams. The case of a subarray hybrid

beamforming transmitter serving two users is illustrated in Fig. 2.9. The case of fully-connected

hybrid beamforming is not illustrated. This case would consist of the digital processing block

(grey box) in Fig. 2.9 replacing the corresponding digital processing in Fig. 2.7. Since analog

beamforming W needs to be the same for each beam u we get the following expression for each

beamforming vector

bu = W su (αsu ◦ ξsu) . (2.57)

It is important to note that since for this case we have multiple beams it is important to also consider

a phase shift ξs in the digital domain for different beams. If we instead would use a fully-connected

hybrid beamforming system the individual beamforming vectors have the following expression:

bu = W fu
(

αfu ◦ ξfu
)

. (2.58)

By adjusting the weighting for each beamWu(u) separately, it is possible to give different priorities

to the optimization of different beams. As each beam is having a different shape also the desired

beam pattern Du(u) is defined per beam. It is also important that in this case the power constraints

need to consider the sum of the power for each beam. The individual per element power constraints

have the expression
∣

∣

∣

∣

∣

[
U
∑

u=1

bu]m

∣

∣

∣

∣

∣

≤ 1 ∀m. (2.59)

In the same fashion as in the single beam case we can also formulate a sum power constraint

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

U
∑

u=1

bu

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

2

≤ 1. (2.60)

The finite resolution constraint is formulated the same way as in the single beam case, because the

analog beamforming is shared among all beams.
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Fig. 2.9. Block diagram of a subarray hybrid beamforming transmitter serving two users simultaneously.

2.2.2 Numerical Results Beam Synthesis

To compare the designed beams, we need to first define some metrics to quantify the difference

between them. Some of these metrics are similar to the ones defined in [25]. The first one is the

average gain in the desired direction. Directly connected to the average gain is the maximum rip-

ple of the array factor in the desired directions. For more reliable results, the transition region is

excluded from the search of the maximum ripple. A very important criterion to evaluate the per-

formance of a beam for initial access is the overlap of adjacent beams of the same width. Here we

evaluate the area at which the gain difference between two beams is less than 5 dB, relative to the

total area of one beam. The last measure is the maximum sidelobe relative to the average gain in

the desired directions. In this case the maximum sidelobe is used as this represents the most likely

case that a wrong beam is selected during the beam-training. From the formulation of the problem

in (2.37) it is obvious that dependent on the selection of p the average sidelobe is weighted more

or less relative to the maximum sidelobe. All these measures are illustrated on a beam example in

Fig. 2.10. The gain in this figure is defined as 10 log10A(u, b).
In the following, beams synthesized by the described method are shown. For all systems, the

transmitter is equipped with MDAC = 4 DAC chains, connected to 64 Antenna elements, forming

an Uniform Linear Array (ULA) with half-wavelength inter-element spacing. Since the antenna

array is one dimensional, it is sufficient to look at only one spatial dimension. All plots refer to

angle ψ = π sin(φ), where φ is the geometric angle between a line connecting all antennas and the

direction of a planar wavefront.

For each system, three beams of width BW = π, π/2, π/4 are synthesized. In contrast to the

beams in Fig. 2.11 and Fig. 2.12, the beams in Fig. 2.13 and Fig. 2.14 are designed to be used in

a multi-beam setup simultaneously. For an ULA, the spatial direction u is fully represented by ψ,

therefore W (u), D(u) and A(u, b) depend only on ψ. Since the magnitude of each element of b
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Fig. 2.10. Illustration of the beam comparison metrics.

is less or equal to one, if a perfect flat beam without sidelobes could be constructed, it would have

the array-factor Dmax =
√

M2π/BW . As also described in [86], such a beam cannot be realized,

therefore D(ψ) is equal to βDmax at the desired directions and equal to zero, elsewhere. The pa-

rameter β ensures the feasibility of a solution.

The weighting of different parts of the beam pattern W (ψ) is uniformly set to 1, except for

a small transition region enclosing the desired directions. For all following optimizations we set

p = 4 in the objective function. This does ensure that the gain in the desired directions as well

as the sidelobes have roughly equal ripples. The integral of the objective function over all spatial

directions in the objective function is approximated by a finite sum. To ensure a sufficient approxi-

mation, the interval is split into 512 elements. As described in [86], the computational complexity

can be significantly reduced by reformulating the problem to use Fast Fourier Transformation

(FFT)/Inverse Fast Fourier Transformations (IFFTs) to calculate A(ψ, b) and the derivatives of the

objective function.

For each system, the optimization process was started using several different random initial-

izations. Since the used NLP and Mixed Integer Non-Linear Programing (MINLP) solvers only

guarantee to find a local minimum for a non-convex problem, the results were compared and the

implementation having to the minimum objective function was selected. Since these solvers are

very computational complex and are run for multiple initializations, the overall necessary calcula-

tions prohibit an online calculation based on channel measurements. However, for the task of beam

training a beam codebook can be offline calculated and stored. The metrics to compare the per-

formance of different beams is shown in Table 2.1 and 2.2 alongside a reference to the respective

figures.

The graphs in Fig. 2.11 and 2.12 show the synthesized beams for subarray and fully-connected

hybrid beamforming with a per antenna power constraint of one and without resolution constraints

on the phase shifters. The gain in the graphs are relative to the average gain given in Table 2.1,

which is different for each plot. For (a), (b) and (c) the gain penalty β was selected to be 3 dB, 2

dB and 2 dB, respectively. Compared to the fully-connected case, subarray hybrid beamforming

is characterized by more gain ripples and higher sidelobe energy, while having the same transition

width.

In Fig. 2.13 and 2.14 fully-connected hybrid beamforming with quantized phase shifters was

applied. The beams are designed with the method described in Fig. 2.14. The beams in both fig-

ures are optimized to simultaneously transmit both shown beams at each stage (a), (b) and (c). The

power constraint for these cases are also different, only the sum power is constrained to be less or
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Table 2.1. Comparison of the metrics of the beams designed with individual power constraint.

Beam avg. gain dB max. ripple dB overlap in % max. sidelobe dB

Fig. 2.11 (a) 18.20 4.00 2.44 -17.40

Fig. 2.11 (b) 21.70 2.89 3.22 -16.20

Fig. 2.11 (c) 26.30 2.76 7.21 -16.30

Fig. 2.12 (a) 18.20 2.04 2.63 -22.60

Fig. 2.12 (b) 22.00 2.10 2.63 -22.80

Fig. 2.12 (c) 24.80 2.35 5.26 -23.30
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Fig. 2.11. Beams of different width of a subarray hybrid beamforming array.
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Fig. 2.12. Beams of different width of a fully-connected hybrid beamforming array.
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Table 2.2. Comparison of the metrics of the beams designed with sum power constraint.

Beam avg. gain dB max. ripple dB overlap in % max. sidelobe dB

Fig. 2.13 (a) 2.52 3.90 7.66 -10.30

Fig. 2.13 (b) 5.50 3.01 6.54 -10.10

Fig. 2.13 (c) 8.23 1.47 6.63 -12.70

Fig. 2.14 (a) 2.22 8.82 34.40 -2.16

Fig. 2.14 (b) 5.04 7.25 8.20 -4.04

Fig. 2.14 (c) 8.02 1.49 14.40 -8.97

equal to one.

In Fig. 2.14, and, especially in (a) there are multiple direction where both beams have a similar

power. In these directions an estimation of the link quality achieved with both beams is going to

be very similar. This can possibly lead to an ambiguous decision and, in turn, to large errors in a

multi-stage beam training procedure. On the contrary, the solution evaluated in Fig. 2.13 offers a

sharper transition. The sidelobes are also close to uniform, thus enable predictable performance

across all directions. The only disadvantage is the larger ripples inside the main beam.

The shortcomings which are observed in Fig. 2.14 are introduced during the generation of b.

As described in [68] this method approximates a version of bd generated with the assumption

of full digital beamforming. Since for a low number of DAC chains this vector cannot be well

approximated, the resulting beam pattern does not correspond well to the desired one. It is also

important to mention that there is no one-to-one mapping between the error in approximating bd
and the errors of the corresponding beam. As shown in [68], the method works well if bd can be

well approximated by a larger number of DAC chains.

With the results in Fig. 2.15 we can show that the problem formulation is flexible enough to

design two beams that optimally serve two users at the same time. This is highlighting an extreme

case with two relatively narrow beams that have a significant difference in the main desired direc-

tion. In this case we used the same formulation of the optimization problem, except for the different

constraints of subarray and fully-connected hybrid beamforming. This result does showcase that
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Fig. 2.13. Beams of different width optimized for sidelobe attenuation and with 2 bit quantization of the

phase shifters of a fully-connected hybrid beamforming.
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Fig. 2.14. Beams of different width of fully-connected hybrid beamforming array with phase quantization

according to [68].

the additional degrees of freedom available for fully-connected hybrid beamforming can be used

by the optimization to reduce the sidelobes and smoothen the beam in the desired directions.

2.2.3 Conclusion Beam Design

The developed approach can synthesize any beam-pattern for hybrid beamforming systems. The

numerical examples show that a sufficient solution to the underlying optimization problem can be

found with high computational complexity. The numeric examples also demonstrated that it is pos-

sible to adapt the approach to any type of constraints arising in the context of hybrid beamforming

and wireless communication. An interesting extension of this work would be to enable on-the-fly

synthesis of beams by reducing the computational complexity of solving the optimization prob-

lem.
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Fig. 2.15. Beams designed to serve multiple users using subarray hybrid beamforming (a) and fully-

connected hybrid beamforming (b), otherwise the constraints are the same.
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2.3 Calculation of Beam Training Parameters

As described in [3] and [2] a part of the channel quality feedback is based on Reference Signal

Received Power (RSRP) measurements. Essentially, for this measurement the average received

power of reference signals across the whole bandwidth is used to measure the channel quality.

In this part of the work we also want to get a measure of the channel quality given a receiver

beamforming configuration. For the following comparison it is also important to know how many

reference symbols are necessary to reliably estimate the channel quality.

In this section we first introduce the signal model of the measurement. We continue by calcu-

lating the Probability Density Function (PDF) of the given measure. Then we present an algorithm

calculating the minimum sequence length to achieve certain quality of the measurement. In the end

of the section we also show the relationship between the chosen sequence length and the probabil-

ity of not selecting the best beam in various scenarios.

2.3.1 Signal Model Beam Training Parameters

Assuming perfect time and frequency synchronization, the received reference signals after analog

combining can be described as:

y[n] = wHhx[n] +wHη[n], (2.61)

where y[n], h, x[n], η[n] and w are the received signal, the channel, the transmit signal, the noise

and the analog combiner vector, respectively. It is important to mention that in this case w is the

analog combiner vector resulting in one digital signal. The details of all possible hybrid and analog

beamforming architectures are described in Subsection 1.1.1.2. As the vector w models the analog

combing via phase shifters, each entry has the same absolute value. For the derivation in this

section we simplify the effective channel wHh to be a simple scalar value αejθ. The combination

of the noise terms wHη[n] is also combined to form an effective, scalar noise η[n]. As we assume

the entries of η[n] to be zero mean circular symmetric complex Gaussian, η[n] is also zero mean

circular symmetric complex Gaussian with a different variance.

With this we reach the following expression for the received signal assuming perfect time and

frequency synchronization:

y[n] = αejθx[n] + η[n]. (2.62)

Since for the estimation of the channel quality the transmitter needs to transmit known reference

signals, we know the symbols x[n] inside transmitted reference sequence of length N . We can

therefore multiply with x∗[n] to a noisy estimated of the channel:

y[n]x∗[n] = αejθx[n]x∗[n] + η[n]x∗[n]. (2.63)

Without loss of generality we assume that |x[n]|2 = 1 ∀n ∈ {0, · · · , N−1}. Therefore, η[n]x∗[n]
has the same distribution as η[n]. To estimate the average receive power of the reference symbols

we can combine the N symbols of the transmitted reference sequence the following metric is used:

1
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|e−jθ|2, (2.64)

where the approximation comes from the fact that η[n] is circular symmetric, thus the distribution

of η[n]e−jθ is the same as η[n]. This means that this approximation results in a measure that has an
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identical distribution. As for the subsequent evaluation we are only interested in the distribution,

the calculated distribution is the same as the one for the original measure given in (2.64). As

|e−jθ|2 = 1, this equation can be further reduced to:
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, (2.65)

where the approximation follows the same argument as the approximation in the previous equation.

Since we want to calculate the channel quality in logarithmic scale, we arrive at the final results of

the channel quality measure ŝ:

ŝ = 10 log





∣

∣

∣

∣

∣

α +
N−1
∑

n=0

η[n]

N

∣

∣

∣

∣

∣

2


 . (2.66)

2.3.2 Calculation of the PDF of the Channel Quality Measure

To calculate the PDF of the channel quality measure ŝ we start by noting that from the definition of

ŝ in (2.66) we see that the term inside the absolute value is in general a circular symmetric complex

Gaussian random variable a with mean µ and variance 2σ2, which is equivalent to the sum of the

real value squared plus the imaginary value squared:

|a|2 = ℜ(a)2 + ℑ(a)2 = a2R + a2I . (2.67)

Since the real and imaginary part aR and aI have non-zero means µR and µI and in addition their

variance σ2 is also unequal to one, the overall random variable is neither non-central chi-square

nor generalized chi-square and we need to derive the PDF ourselves. We take the following steps

for deriving the PDF of ŝ:
• Derive PDF of the real and imaginary part squared

• Calculate the PDF of the combination of the real and imaginary value squared via convolution

• Calculate the PDF including the conversion into a logarithmic scale by the well known change

of variable technique

Starting from a real valued Gaussian variable b with mean µb and variance σ2
b to get the PDF

of the random variable c = g(b) = b2 we cannot use the standard formula for a change of random

variable as g(b) is not invertible. The Cumulative Distribution Function (CDF) Fc(c) of c be can

be defined in terms of the PDF fb(b) of b in the following way

Fc(c) =

√
c

∫

0

fb(b)db+

0
∫

−√
c

fb(b)db, (2.68)

where we included the aspect that the square of a real valued random variable is always positive,

which in turn means that the PDF fc(c) is zero for values below zero. Since the PDF of a random

variable is the derivative of the CDF we calculate fc(c) as:

fc(c) =
dFc(c)

dc
= fb(

√
c)0.5c−0.5 + fb(−

√
c)0.5c−0.5 =

1

2
√
c

(

fb(
√
c) + fb(−

√
c)
)

. (2.69)
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Since b is Gaussian distributed by plugging in the definition of fb(b) we get the following expres-

sion:
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This can be simplified to
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. (2.71)

it needs to be noted that this PDF is only valid for c ≥ 0. For all c < 0 the value of the PDF fc(c)
is equal to zero.

In the next step we calculate the pdf of z = |a|2 = cR + cI , where cR = a2R and cI = a2I both

having a PDF as described in (2.71) with the same value of σ but different values µR and µI . To

calculate the PDF of z as the combination of two independent random variable we convolve the

PDFs of the both random variables in the following way

fz(z) =

∞
∫

−∞

fcI (z − cR)fcR(cR)dcR. (2.72)

As both PDFs fcR(cR) and fcI (cI) are equal to zero ∀cR < 0 and ∀cI < 0 we change the boundaries

of the integration to only include non-zero values

fz(z) =

z
∫

0

fcI (z − cR)fcR(cR)dcR. (2.73)

Plugging in the definition of the PDF in (2.71) into (2.73) and simplifying the expression we get
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Since the integral has no closed form solution, we need to evaluate it numerically.

In the final step we also need to include the transformation to a logarithmic scale. Since now

the function ŝ = g(z) = 10log(z) is invertible we can use the well know formula for transforming

random variables. Since
z = g−1(ŝ) = 10

ŝ
10

and
dg−1(ŝ)

dŝ
= ln(10)10

ŝ
10

−1,
(2.75)

we get the following expression for the PDF of ŝ

fŝ(ŝ) =

ln(10)10
ŝ
10

−1

2πσ2
e

−(µ2R+µ2I+10
ŝ
10 )

2σ2

10
ŝ
10
∫

0

1
√

(10
ŝ
10 − cR)cR

cosh





µI

√

10
ŝ
10 − cR
σ2



 cosh

(

µR
√
cR

σ2

)

dcR.

(2.76)
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Fig. 2.16. Illustration of the performance criterion on the sequence length design.

2.3.3 Algorithm to Calculate the Minimum Sequence Length

The PDF in (2.76) describes a general case of the situation we have for our channel quality mea-

sure. Based on this formula we can now calculate the minimum sequence length. The design crite-

rion is that at a given minimum SNR γ we want the estimated channel power to be within a certain

range ŝ ∈ [10log(α2) − dmax, 10log(α
2) + dmax] around the true value 10log(α2) with minimum

probability Pmin. An example with γ = −20 dB, dmax = 4 and Pmin = 0.90 resulting in a min-

imum length N = 599 is illustrated in Fig. 2.16. Since we choose the noise to be unit variance

10log(α2) = γ. From the example we can also see that underestimating the channel quality by a

large amount is much more probable than overestimating it, even though the estimator itself is un-

biased. With these parameters the algorithm is calculating the minimum sequence length achieving

this Pmin in the given range.

The algorithm takes the inputs α, dmax and Pmin to calculate the minimum sequence length

achieving Pmin in the given range. The calculation is divided in two steps: First the order of magni-

tude of necessary sequence length is calculated. Afterwards, the possible range of sequence lengths

is calculated from the order of magnitude. In this range we use interval halving to determine the

output sequence length.

To simplify the notation in the algorithm we also need to define the following operators. At

first from the definition in (2.66) we can calculate the variance and mean of the resulting circular

symmetric Gaussian random variable inside the absolute value operation as:

µ = E

[

α +
N−1
∑

n=0

η[n]

N

]

= α, and σ2 = E





∣

∣

∣

∣

∣

N−1
∑

n=0

η[n]

N

∣

∣

∣

∣

∣

2


 =
N−1
∑

n=0

E

[

∣

∣

∣

∣

η[n]

N

∣

∣

∣

∣

2
]

=
1

N
, (2.77)

where we used the fact that the noise η[n] is independent across time instances n and has zero

mean and unit variance. With these parameters we can express the calculation of the probability to

be inside the chosen interval to be:

Pr(α,N, dmax) =

10log(α2)+dmax
∫

10log(α2)−dmax

fŝ(ŝ, α,N)dŝ, (2.78)
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Table 2.3. Minimum sequence length achieving Pmin = 0.90.

dmax

10log(α2)
-14 - 12 -10 -8 -6 -4 -2 0

1 2556 1613 1018 642 405 256 162 102

2 633 399 252 159 101 64 40 26

3 276 174 10 70 44 28 18 11

4 151 95 60 38 24 16 10 6

5 92 58 37 24 15 10 6 4

where we get PDF fŝ(ŝ, α,N) from the general definition in (2.76) by plugging in the values for

the mean and variance:

fŝ(ŝ, α,N) =
ln(10)10

ŝ
10

−1N

2π
e

−N(α2+10
ŝ
10 )

2

10
ŝ
10
∫

0

1
√

(10
ŝ
10 − cR)cR

cosh (Nα
√
cR) dcR, (2.79)

where this formula is (2.76) by setting µR = α, µI = 0 and σ2 = 1
N

. The double integral to get

the probability that the estimate is inside the defined boundaries does also need to be evaluated

numerically.

Now we assemble all the mathematical tools to state the algorithm for finding the minimal

sequence length N̂ . The algorithm is described in Algorithm 2.1. As there are three possible pa-

rameters we selected a number of possible configurations and show the result in the Table 2.3 and

2.4. From the results we can see that the length increases approximately exponential with the de-

creasing dmax as well as decreases approximately quadratic with increasing of the SNR (here equal

to 10log(α2)).

2.3.4 Calculation of the Probability to not Select the best Beam

With the derived expression for the PDF of ŝ and given a sequence length we can also calculate

the probability to select another beam instead of the optimal one. This is calculated by first setting

up the different gains for both beams. In this case α1 is the gain of the beam with the better

performance. This means that the channel gain α1 is larger than the one of the second best beam

α2. For the calculation we assume that the beam miss-selection is dominated by the beam with

second best performance. In terms of the PDF described in (2.79) we can calculate the probability

Table 2.4. Minimum sequence length achieving Pmin = 0.95.

dmax

10log(α2)
-14 - 12 -10 -8 -6 -4 -2 0

1 3643 2299 1451 916 578 365 230 146

2 913 577 364 230 145 92 58 37

3 408 257 163 103 64 41 26 17

4 231 146 92 58 37 24 15 10

5 148 94 59 38 24 15 10 6
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Algorithm 2.1 Calculation of the minimal sequence length to sufficiently assess the channel qual-

ity.

Require: α, dmax and Pmin

1: Nstart ← 128;

2: P ← Pr(α,Nstart, dmax)
3: if P ≥ Pmin then ⊲ Initial length better than requirement

4: Nhigh ← Nstart

5: Nlow ← ⌊Nhigh/2⌋
6: P ← Pr(α,Nlow, dmax)
7: while P ≥ Pmin∧Nlow > 1 do ⊲ Decrease length till value worse than requirement found

8: Nhigh ← Nlow

9: Nlow ← ⌊Nhigh/2⌋
10: P ← Pr(α,Nlow, dmax)
11: end while

12: else ⊲ Initial length worse than requirement

13: Nlow ← Nstart

14: Nhigh ← Nlow · 2
15: P ← Pr(α,Nhigh, dmax)
16: while P < Pmin do ⊲ Increase length till value better than requirement found

17: Nlow ← Nhigh

18: Nhigh ← Nlow · 2
19: P ← Pr(α,Nhigh, dmax)
20: end while

21: end if

22: while (Nhigh −Nlow) > 1 do ⊲ Interval halving till minimum length found

23: Nmid ← ⌊(Nhigh +Nlow)/2⌋
24: P ← Pr(α,Nmid, dmax)
25: if P ≥ Pmin then

26: Nhigh ← Nmid

27: else

28: Nlow ← Nmid

29: end if

30: end while

31: return Nhigh

of selecting the second best beam Pmiss as:

Pmiss =

∞
∫

−∞

fŝ1(ŝ1, α1, N)





∞
∫

ŝ1

fŝ2(ŝ2, α2, N)dŝ2



 dŝ1. (2.80)

In this equation the outer integral is integrating over each possible estimated value of the channel

quality measure ŝ1 of the best beam. The inner integral is calculating the probability that the esti-

mate of the channel quality measure ŝ2 of the second beam is larger than the one of the best beam

ŝ1. As this double integral is composed of sub integrals as described in (2.79) without a closed

form solution, we need to again use numeric integration. Since the second best beam has a smaller
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Fig. 2.17. Probability of the selection the wrong beam Pmiss dependent on the effective channel gain of the

best beam α1 and the power difference between the effective channel gain of both beams ∆α with sequence

length N 145 (b) and 578 (b).

effective channel gain we show the plots in terms of∆α = 20log(α1)−20log(α2). As the integrals

are also asymptotically decaying in both direction from the actual value ŝi = 20log(αi), it is safe

to assume that after a distance of 20 dB the values are sufficiently small to have now influence on

the overall result.

The probability of selecting the worse beam 2 with α2 over beam 1 with α1 is shown consid-

ering a sequence length 145 and 578 is shown in Fig. 2.17 (a) and (b). If the power difference

between the effective channel of the beams ∆α is small there is a high chance of selecting the

wrong one, but in this case since the power difference is not that large there is only a small penalty

in terms of received power if the wrong one is selected. As the channel gain of both beams in-

creased, the estimate of the channel quality also improves, thus Pmiss decreases. It is also important

to mention that if we select the same scenario increasing the sequence length N from 145 to 578

roughly improves the curve by 6 dB.

2.3.5 Approach to Determine the Number of Beams for Beam Training

This subsection was also part of the contribution [77]. In this context is it is also important to know

how many beams need to be considered. Based on some simplifying assumptions we determine the

number of beams inside the set of all beamforming vectors B achieving a certain error criterion. In

this case we limit each vector in B to maximize the power coming from a certain angle φB. Here

we assume isotropic minimum scattering antennas. For an ULA with spacing λ/2, the absolute

value of the normalized array factor is defined as [13, page 294]:

AF (φ) =
1

MC

∣

∣

∣

∣

∣

sin
(

MC
π
2
sin (φ− φB)

)

sin
(

π
2
sin (φ− φB)

)

∣

∣

∣

∣

∣

. (2.81)
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Table 2.5. Minimum number of beams necessary to achieve mean error ǫ = 0.1.

MC minimum number of beams approximation 4MC

2 7 8

4 14 16

8 29 32

16 58 64

32 115 128

That means for actual arriving angle φ choosing φB = φ is optimal. But this would mean that we

have an infinite grid of φB . Assuming a single wavefront arriving at the receiver and an uniformly

distributed angle of the arriving signal φ, we get the following expression for the average error ǫ:

2

∆

∆
2
∫

0

(

1− 1

MC

∣

∣

∣

∣

∣

sin
(

MC
π
2
sin (x)

)

sin
(

π
2
sin (x)

)

∣

∣

∣

∣

∣

)

dx ≤ ǫ. (2.82)

Setting a maximum allowed ǫ, we can solve the equation for the distance ∆ between two angles in

the set B:

2

∆

∆
2
∫

0

(

1− 1

MC

∣
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sin
(

MC
π
2
sin (x)

)

sin
(

π
2
sin (x)

)

∣

∣

∣

∣

∣

)

dx− ǫ = 0. (2.83)

The expression in (2.83) can be solved by a bisection based procedure. In this case we select a

lower bound ∆l and an upper bound ∆u for ∆, these values are chosen in a way to ensure that

the value that solves the equation is in between them. Afterwards, (2.83) is solved for ∆l, ∆u and

(∆l + ∆u)/2 by numeric integration. Based on the results of this function evaluation we select

the bounds for the next iteration of the bisection method. This process is repeated till sufficient

accuracy of ∆ is reached. If the optimal ∆ is known, we get the number of beams by ⌈2π
∆
⌉ as

only an integer number of beams is possible. A table for some configurations and the minimum

number of elements in B are shown Table 2.5. It can be observed that for the given parameters,

the minimum number of elements can be well approximated by 4MC . Therefore, for some of the

following evaluations, we select 4MC elements with φB uniform the range from 0 to 2π to represent

the set B.

2.3.6 Conclusion Sequence Length Calculation for Channel Quality Assess-

ment

In the Subsections 2.3.1 to 2.3.5 we have shown how to calculate the necessary length of a sequence

to acquire the given channel quality measure given defined constraints on the error probability. We

also showed which miss-selection probability is achieved given two example sequence lengths.

This result gives us an insight into how much overhead to expect from the channel quality estima-

tion for each beam. In the subsequent chapter we will use the calculated length in conjunction with

assumptions about the beam training to get the overall beam training overhead.
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Fig. 2.18. Illustration of the transition of devices at positions P1 at x1, y1 to P3 x3, y3 from the region

covered by one beam to other regions, given a movement radius defined by the maximum speed and beam

training time interval. The faded colors show the regions covered by beams 1 to 6 denoted as A1 to A6. The

other colors show the intersection of the movement at each the example device positions A(xi, yi, rm) with

the beam coverage, resulting in the areas Aj,l(xi, yi, rm).

2.3.7 Beam Training Time Interval

Another important aspect of beam training is the time interval during which the training needs to be

performed. This is dependent on the assumptions of the maximum mobility and the area that needs

to be covered. For the evaluation in this work, we consider two simplified scenarios. The first one

is only considering Line Of Sight (LOS) connection. The second one models the spatial coherence

and therefore, include Non Line Of Sight (NLOS) scenarios. In both cases we assume that the

maximum speed of a device would be 30 km/h. Essentially, this speed is modeling a streetcar, bus,

or car in a dense urban environment. Essentially, we model a system where mmWave is providing

a high data rate connection to the vehicle, and the connectivity for the users inside the vehicle is

provided via for example Wifi or another technology.

2.3.7.1 LOS Based Model

In this model we only consider the LOS connection from the device to the Access Point (AP).

We also ignore any possible blockage of the LOS path. Assuming the device can move in any

direction, the maximum velocity v together with the time between two phases of beam training

τB define a possible movement radius rm = v · τB . For the AP we assume that the area it should

cover is divided into three sectors, each covering 120◦. Each sector is equally divided into areas

covered by distinct beams. In example in Fig. 2.18 there are six beams each covering an angle of

∆ = 20◦. Fig. 2.18 also illustrates three example positions for devices (Device position P1, P2,

P3) and the respective potential device movement area A(x1, y1, rm) to A(x3, y3, rm). The area

covered by different beams Ai are illustrated with faded colors. The vibrant colors indicate the

portion of the area inside the possible movement radius, where a device would transition between

beams or leave the coverage area of the sector. These areas can be formed by intersecting the area

covered by a beam with the disc describing the movement. In principle we integrate over the area

that is inside the current beam for all possible devices starting in this beam. Dividing this by the
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Fig. 2.19. Probability Pl of devices leaving a given coherence area given different beam training intervals

τB ∈ {10 ms, 20 ms, 50 ms, 100 ms, 200 ms, 500 ms, 1 s} and number of beams (a) Nb = 8 and (b)

Nb = 16 for cell radius rAP = 50 m.

area for all possible movements we can get the probability for the device to have the same beam-

configuration in two consecutive beam training instantiations. In addition, with this tool it is also

possible to generate the transition probability for a Markov-model, where each state is associate

with a beam. It needs to be mentioned that this model does not take rotation of the mobile device

into account. In fact, we assume that the mobile device can provide sufficient spherical coverage,

thus, rotating the device does not change the best beam of the AP.

From the illustration in Fig. 2.18 it is easy to see that all areas Ai,j(x, y, rm) can be formed by

intersecting the area describing the device movement A(x, y, rm) with the beam coverage area Ai.
This means assuming that the position x, y is inside the coverage area of beam i we can describe

Ai,j(x, y, rm) as:

Ai,j(x, y, rm) = A(x, y, rm) ∩ Aj. (2.84)

In this case we are mainly interested in the probability that given a movement radius rm, the

beamwidth ∆ in radian, and the cell radius rAP we can calculate the probability that we leave

coverage of one beam as:

Pl = 1− 1

Ot

rAP
∫

0









min(tan(∆)·x,
√
r2

AP
−x2)

∫

0

Ai,i(x, y, rm)dy









dx, (2.85)

with Ot being a normalization factor equal to Ot =
∆
2π
r2APπr

2
mπ. This integral is calculating the

full area of the device staying in beam i given that it is already in beam i at the start. As the areas

Ai,i(x, y, rm) are dependent on the movement radius rm and thus implicitly dependent on the time

between beam training τB we can evaluate this equation for different values of the beam training

interval τB .
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Fig. 2.20. Illustration of the area in which the one beam is optimal including two device positions (P1 and

P2) and the respective areas for staying inside the area of this beam or transitioning to another one.

Fig. 2.19 shows the evaluation results for one 120◦ sector of a cell with radius rAP = 50 m.

In the evaluation different number of beams were used. The results show that to have a proba-

bility below 10 % of leaving the cell in between two beam training intervals given a speed of 30

km/h, τB should be below 100 ms. However, this model does only capture LOS connections. To

cover all possible propagation aspects in the next paragraphs a model not restricted to only LOS is

developed.

2.3.7.2 Spatial Coherence Based Model

Since the first model was only considering LOS channels, is also interesting to investigate a model

not limited by this assumption. For all the aspects in this model it is important to note that the

beamforming should only adapt to the large scale parameters of the system. Adapting to small scale
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Fig. 2.21. Probability Pl of devices leaving a given coherence area given different beam training intervals

τB ∈ {10 ms, 20 ms, 50 ms, 100 ms, 200 ms, 500 ms, 1 s} and coherence radius (a) rc = 5 m, and (b)

rc = 2.5 m.
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parameters would result in a prohibitive beam training overhead, as they too frequently change. The

spatial correlation distanced is define in [95] and [40]. Essentially, it describes the spatial distance

at which the large scale parameters are highly correlated. In [40] measurements of this parameter

at 73 GHz carrier frequency are shown. The resulting correlation distance is in the range of 5 to 10

meters.

In a two dimensional model these aspects can be captured by defining a circle in which the large

scale parameters are highly correlated. This results in the system using the same beamforming

configuration if the device remains in this area. This model is illustrated in Fig. 2.20. The area

of spatially coherent large scale parameters of the channel is modeled as a circle. As the mobile

device is currently using the specific beam for this area it must be inside the circle. Now again

assuming a certain time interval of the beam training a device could move inside a circle around

the starting position. The radius of the circle is defined by the maximum possible speed and the

beam training time interval.

The area that a device at a given location x, y would leave the area at which the same beam is

used, given its maximum movement radius rm is define as A(x, y, rm). From Fig. 2.20 it is evident

that for all possible location x, y inside the area served by the same beam, here defined by a circle

with radius rc, this A(x, y, rm) can be calculated by simple geometric objects like triangles and

circles. Combining these for all possible location we get the probability that a device leaves the

area:

Pl =
2π

Ot

rc
∫

0

A(r, 0, rm)r dr, (2.86)

where we used the rotational symmetry to simplify the calculation. In this case Ot is a normaliza-

tion factor equal to Ot = r2cπ
2r2m. The time interval between consecutive beam training periods is

defined as τB .

In Fig. 2.21 the probability of leaving the area of one beam being the optimal one in between

two consecutive beam training intervals is presented. Based on the measured correlation distance

of 5 to 10 meters in [40] the coherence radius of rc was setup to be between 2.5 and 5 meters. As

leaving the area for one beam would likely result in a link failure, the probability Pl should not be

too large. However, the time between two consecutive beam training intervals τB should also not

be too large as this would result in a prohibitive large overhead. Thus, judging from the results in

Fig. 2.21 we see that a τB = 50 ms beam training interval will keep the probability Pl < 0.1 for a

maximum speed of 30 km/h.

2.4 Receiver Front-End Power Consumption Model

In a 5G millimeter Wave mobile broadband system, it is necessary to utilize large antenna arrays.

It is therefore important to compare the power consumption of different receiver architectures. In

this section we present a power model for analog/hybrid beamforming and digital beamforming in

combination with low resolution ADCs as well as hybrid beamforming using a Butler matrix. This

section was part of the contribution [77].

Since the spectrum in the 60 GHz band can be accessed without a license, it got significant at-

tention. Especially the IEEE 802.11ad standard (WiGig) standard operating in this band, increased

the transceiver RF hardware Research and Development (R&D) activities. Many chips were re-

ported from industry and academia. Thus, it is safe to assume that the design reached a certain

maturity, and performance figures derived from them represent the performance that is possible for
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Fig. 2.22. Simplified direct conversion receiver.

a low cost CMOS implementation today. As so far only products with subarray hybrid beamform-

ing are available, we only derive a power model for these type of hybrid beamforming and digital

beamforming.

2.4.1 Power Consumption Model for Systems with Digital Beamforming and

Hybrid Beamforming based on Phase shifters

According to the discussion in [22], baseband or IF phase shifting in contrast to RF phase shifting is

assumed. This has the advantage of increased accuracy, decreased insertion loss, and reduced gain

mismatch. In [22], the authors showed that the power consumption for a low number of antennas

per ADC chain is equivalent to a system utilizing RF Phase Shifter (PS).

The front-end subsystems shown in Fig. 2.22, 2.23 and 2.24 are the details behind the blocks

with the same color shown in the introduction of the different beamforming schemes in Fig. 1.1, 1.2

and 1.3. All systems utilize the same direct conversion receiver (Fig. 2.22) to convert the signal into

the analog baseband. For each system, we assume that the LO is shared by the whole system. For

the case of analog/hybrid beamforming systems, the analog baseband signals are phase shifted and

then combined to generate the input signal of the MADC ADCs (Fig. 2.23). The A/D conversion

consists of a VGA that is amplifying the signal to use the full dynamic range of the ADC (Fig.

2.24). For the special case of 1 bit quantized digital beamforming a VGA is not necessary. It can

be replaced by a much simpler Limiting Amplifier (LA). Fig. 2.22 to 2.24 show how the high

level blocks in the receiver block diagrams in Fig. 1.1 and 1.2 are subdivided into components. To

highlight the connection the same color is used for the corresponding blocks.

The power consumption of each component, including a reference, are shown in Table 2.6. An

LO with a power consumption as low as 22.5 mW is reported in [85]. The power consumption of

an LNA and a VGA are reported in [87] as 5.4 mW and 2 mW. The 90◦ hybrid and the LO buffer

phase
shifter

analog
combiner

MC

Fig. 2.23. Analog signal combination part of the front-end.
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Fig. 2.24. A/D conversion part of the receiver.

reported in [50] have a combined power consumption of 3 mW. The power consumption of the

mixer reported in [39] is as low as 0.3 mW. The survey in [63] gives a good overview of state-of-

the-art ADCs regarding Effective Number of Bits (ENOB), sampling rate, and power consumption.

Taking the predicted curve for the Walden figure of merit in [63] for a sampling frequency of 2.5

GS/s, we get 15 fJ per conversion step. A LA that consumes 0.8 mW is reported in [65]. In the 1

bit quantized system, the LA (aka Schmitt trigger) is already producing a digital signal, therefore

the 1 bit ADC can be replaced by a Flip Flop (FF). The power consumption of a FF is negligible

compared to the rest of the RF front-end.

With the power consumption of the components, it is possible to compute the power consump-

tion of the overall receiver front-end PR as:

PR = PLO +M (PLNA + PH + 2PM)+

flagC (MPPS)+

MADC (¬flag1bit (2PVGA + 2PADC) + flag1bit (2PLA)) ,

(2.87)

where flagC is indicating if analog combining is used:

flagC =

{

0, MADC =M,MC = 1
1, else

}

. (2.88)

Table 2.6. Components with power consumption.

label component power consumption reference

PLO LO 22.5 mW [85]

PLNA LNA 5.4 mW [87]

PM mixer 0.36 mW [39]

PH 90◦ hybrid and LO

buffer

3 mW [50]

PLA LA 0.8 mW [65]

P1 1 bit ADC 0 mW

PPS phase shifter 2 mW [45, 22]

PVGA VGA 2 mW [87]

PADC ADC 15 µW/GHz

·fs2ENOB

[63] [21] [98]
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Fig. 2.25. RA/D for different effective resolution ENOB of the ADC.

The variable flag1bit is indicating if 1 or multi bit quantization is used. In the case of 1 bit quan-

tization, the power consumption of the VGA is replaced by the one of the LA and the power

consumption of the 1 bit quantizer is neglected. This formula now contains all special cases of

digital beamforming (MADC =M ), analog beamforming (MADC = 1) and hybrid beamforming.

A receiver directly designed for the 1 bit quantization digital beamforming systems is very

likely to reduce the power consumption even further. Due to the 1 bit quantization at the end of

the analog part of the receiver, the linearity required of the circuits before is greatly reduced. This

would enable specialized designs to improve the performance in terms of power consumption,

which are not exploited in this work.

Just to give insight into the actual power consumption we show the power consumption of

the A/D conversion part relative to the power consumption of one direct conversion part of the

receiver:

RA/D =
¬flag1bit (2PVGA + 2PADC) + flag1bit (2PLA)

PLNA + PH + 2PM

. (2.89)

In this case we assume that the LO is shared among all receive antennas. For the given parameters

PLNA+PH+2PM is equal to 9.12 mW. The value forRA/D for different values of the ENOB is shown

in Fig. 2.25. Since in the case of 1 bit quantization the A/D conversion stage is very simplified this

clearly achieves the lowest power consumption. In the range of 2-6 bit the VGA is consuming

more power than the ADC, thus the curve is close to flat in this range. As the power above 6 bit

ENOB is dominated by the ADC resolution we see the exponential growth of the relative power

consumption.

This power model for the receiver front-end is used in the subsequent chapter to compare the

energy efficiency of hybrid and digital beamforming. This model does simplify the situation for

both hybrid and digital beamforming but in our opinion, it could help understand the difference in

energy efficiency of both systems.

2.4.2 Power Consumption Model for Systems with Hybrid Beamforming

based on a Butler Matrix

For the power model considering the front-end based on a Butler matrix we need to modify our

previous model. The main difference is in the analog combining subsystem. In this case the analog
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Butler Matrix
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Fig. 2.26. Analog combining for a hybrid beamforming subarray with 4 antennas utilizing a Butler matrix.

combining subsystem consists of the Butler matrix itself, a multiplexer and an additional ampli-

fier to compensate for the power loss in the combining subsystem In the subsequent paragraphs

we will also explain why this amplifier is necessary. An example of the analog combining for a

subarray with 4 antennas is shown in Fig. 2.26. As described in [20] the Butler matrix aims to

replicate the Discrete Fourier Transformation (DFT) across the different antenna elements. This

can easily be implemented via a combination of 90◦ hybrids and phase shifters. As show in [12, 7]

it even possible to implement a 4x4 or 8x8 Butler matrix on a single layer of a Printed Circuit

Board (PCB) utilizing a microstrip implementation. As show in [47, pages 102 - 117] this result

can easily be transferred to mmWave. Another aspect is that in contrast to the other systems the

down-conversion is after the analog combining. The same down-conversion as shown in Fig. 2.22

is also used for this receiver architecture. The phase shifters at the inputs and outputs of the Butler

matrix change the overall transfer function of the 4× 4 port to a 4× 4 DFT matrix.

After the Butler matrix there are MC output signals available. Based on a trial and error proce-

dure one of the outputs is selected. How this one is selected will be shown in subsequent sections.

The switches of the multiplexer are than configured to select this output of the Butler matrix.

These switches are essentially switching between different RF signals. As reported in [69, 46]

these switches at 60 GHz have a substantial insertions loss in the range of 2.5 to 3 dB.

The Butler matrix is distributing the input power to all outputs, but we only use the signal from

one of the outputs, with an additional loss that according to [47, pages 102 - 117] can be assumed

to be in the range of 0.33 dB per 90◦ hybrid. In addition, insertion loss of the phase shifters also

need to be taken into account. Combining the insertion loss of all components of the Butler matrix

with the insertion loss of the RF switches we get a substantial reduction in power. This needs to

be compensated before the down-conversion. Therefore, an additional amplifier is needed. As this

amplifier needs to have a similar gain as the LNA in [87] and is also operating at the carrier fre-

quency we assume the power consumption PRFA to be the same.

With the power consumption of the components, it is possible to compute the power consump-

tion of the overall receiver front-end PR as:

PR = PLO +MPLNA +MADC (PH + 2PM)

MADC (PRFA + ¬flag1bit (2PVGA + 2PADC) + flag1bit (2PLA)) .
(2.90)

2.5 Channel Estimation

The evaluation in this subsection is part of the papers [81, 80, 82]. For this evaluation we use the

3GPP NR Orthogonal Frequency Division Multiplexing (OFDM) Type I Demodulation Reference
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DMRS OFDM symbols

subcarriers

OFDM symbols

DMRS REs

Fig. 2.27. 3GPP NR OFDM type one reference signal pattern for up to 8 users configured to use the 3rd,

4th, 10th and 11th OFDM symbol in a slot. The yellow color shows the position of the DMRS OFDM

symbols in a slot. The colors red and green show SC allocated to different groups of DMRS, which are used

for different users.

Signals (DMRS) which are based on a sequence that is defined by parts of a length-31 Gold se-

quence as described in [4]. Throughout this section the property that the auto correlation function

of this sequence can be approximated by a Dirac at offset zero is used. There are three techniques

used to orthogonalize the reference signal for different users:

• Time domain Cyclic Shift (CS)

• Frequency Division Multiplexing (FDM)

• Code Division Multiplexing (CDM) for the case of more than 4 users

The resource grid in Fig. 2.27 shows a possible allocation of the reference signal Resource

Elements (REs) within a slot. Among the three ways to orthogonalize the reference signals sent

by different users or for different MIMO streams, FDM and CDM are most commonly used in

many communication systems. It is possible to apply CDM in frequency or in time direction. For

frequency direction CDM the reference signal is spread into two adjacent Sub-Carriers (SCs). In

the case of time direction CDM the reference signal is spread to the same SC in adjacent OFDM

symbols. CS is not encountered in many current wireless communication standards except for LTE

Uplink (UL), thus more detailed explanation on how it could provide sufficient orthogonality is

needed.

A CS represents a circular shift of the time domain signal. The main advantage over frequency

direction code division multiplexing is that a timing offset does not have an influence on the or-

thogonality of the DMRS symbols. This is not the case for frequency direction code division

multiplex. Due to the properties of the Fourier transformation, a cyclic shift of half of the sym-

bol in the time domain corresponds to a multiplication of the frequency domain sequence with

c = [−1, 1, −1, 1, . . .]T . This means that the generation of the transmit signal can easily be done

in the frequency domain. The reception would consist of a multiplication with the know reference

symbol in frequency domain followed by a circular convolution with the frequency domain repre-

sentation of the time domain windowing. This does correspond to a circular convolution with the

known reference sequence followed by the application of a windowing function in time domain.

The reference symbol sequence is generated as Quaternary Phase Shift Keying (QPSK) sym-

bols with the bits defined by a Pseudo Random Binary Sequence (PRBS) sequence. To generate

the first estimate of channel at the position of the DMRS, we first transform the signal into the

frequency domain. Afterwards, we multiply with the complex conjugate of the known reference
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sequence. Since this would correspond to a cyclic convolution of received signal with the known

reference sequence s in the time domain this does still include all possible cyclic shifts. Thus,

additionally we need to apply a windowing in the time domain to limit the interference among

the original sequence and its cyclic shift one. The windowing in the time domain corresponds to

a cyclic convolution with the frequency representation of the window in the frequency domain.

Combining these observations with the fact that the sequence s should be designed to have a

cyclic auto-correlation function with only one strong peak and only small values otherwise, we

can conclude that a cyclic shift can sufficiently orthogonalize the signal from different users.

We define the vector s to contain the part of the Gold sequence used for the generation of the

DMRS symbols. To randomize the used sequence across different cells the part of the sequence

that is taken depends on multiple parameters. As this is known by the receiver and has no influence

on a system without inter cell interference this work does not present these details and just assumes

known sequence of symbols taken from a Gold sequence. In general, we can describe the reference

signal of ith spatial data stream on SC k and OFDM symbol ℓ as

ai(k,ℓ) = αCS(i, k)αFDM(i, k)αCDM(i, ℓ)[s]⌊k/2⌋, (2.91)

where αCS(i, k), αFDM(i, k) and αCDM(i, ℓ) are the changes of sequence based on CDM, FDM and

CS. These parameters are defined in the following way

αCS(i, k) = wiCS(⌊k/2⌋ mod 2),

αFDM(i, k) =

{

1, k mod 2 = wiFDM

0, otherwise
,

αCDM(i, ℓ) =

{

wiCDM(0), ℓ = ℓ0
wiCDM(1), ℓ = ℓ0 + 1

,

(2.92)

where ℓ0 denotes the OFDM symbols with the DMRS symbols. In NR these are configurable and

depend on the system requirements. A table of the parameters wiCS, wiFDM and wiCDM dependent on

the spatial data stream i can be found in Table 2.7. It is important to mention that for the case of

1 to 4 MIMO spatial data streams, no CDM based orthogonalization is necessary. Therefore, only

one OFDM symbol is used for reference signal transmission and the reference signals for different

spatial data streams are orthogonalized via CS and FDM. The Illustration in Fig. 2.28 shows the

resulting configuration of the parameters in a specific example.

To limit the computational complexity, we use separate interpolation in the time and frequency

dimensions. The work in [35] shows that this leads to only a minor performance degradation com-

pared to joint time-frequency interpolation at a greatly reduced computational complexity. To fur-

ther reduce the complexity, we also limit the number of SCs that are used for the interpolation in

the frequency direction. Another important aspect is that for the channel estimation and equaliza-

tion techniques to work properly, it must be ensured that the power received from different users

is not very different. In a practical system this is ensured via power control.

Assuming perfect synchronization of the timing and carrier frequency, the received OFDM

signal Yk,ℓ for SC k and OFDM symbol ℓ can be written as

Yk,ℓ = Hk,ℓXk,ℓ + ηk,ℓ, (2.93)

where we assume that the channel impulse response is shorter than the Cyclic Prefix (CP), and

Hk,ℓ, Xk,ℓ and ηk,ℓ represent the channel, transmit signal and noise, respectively. Note that a part of
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Table 2.7. Configuration of NR Type I OFDM reference signals.

spatial data stream i [wiCS(0), w
i
CS(1)] wiFDM [wiCDM(0), w

i
CDM(1)]

1 [1, 1] 0 [1, 1]

2 [1,−1] 0 [1, 1]

3 [1, 1] 1 [1, 1]

4 [1,−1] 1 [1, 1]

5 [1, 1] 0 [1,−1]
6 [1,−1] 0 [1,−1]
7 [1, 1] 1 [1,−1]
8 [1,−1] 1 [1,−1]

the transmitted signals Xk,ℓ are known reference signals as described in (2.91). Since the channel

estimation procedure is executed separately for each antenna and user, no user or antenna index

is used. It is important to note that this technique assumes knowledge of the following statistical

channel parameters:

• Doppler spread

• Delay spread

• Received SNR of each user

In a practical system those can be attained via estimation over a longer time period.

Assuming a reference symbol is present on SC k and OFDM symbol ℓ, we multiply the signal

with the known reference signal to obtain the corresponding channel estimate for this resource

element

Ĥk,ℓ = Yk,ℓX
∗
k,ℓ = Hk,ℓ + ηk,ℓ, (2.94)

αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=−1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=−1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=−1,αCDM=1
αCS=1,αCDM=1

αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=−1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=−1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=1,αCDM=1
αCS=−1,αCDM=1
αCS=1,αCDM=1

OFDM symbols

subcarriers

αFDM=0

αFDM=1

Fig. 2.28. Example of the resulting modifiers αCS, αFDM and αCDM for i = 2 (in green) and i = 3 (in red)

under the assumption that more than 4 spatial data streams are used.
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where we assume that |Xk,ℓ| = 1. With this assumption on Xk,ℓ, multiplying the circular symmet-

ric, zero mean, complex Gaussian noise ηk,ℓ with X∗
k,ℓ does not change the statistics of the noise.

By combining the channel estimates for all resource elements on K SCs and L OFDM symbols

we get

ĥr =
[

Ĥ1,1 Ĥ2,1 · · · ĤK,1 Ĥ1,2 · · · ĤK,2 · · · ĤK,L

]T
. (2.95)

For all positions where no reference signals were sent, the corresponding element of ĥr is set to

zero. Applying the matrices for interpolation and smoothing in time At and frequency Af domain,

we get the overall estimate of the channel at each position

ĥ = Atf ĥr = (At ⊗Af ) ĥr, (2.96)

where we assume that the interpolation matrix in the time direction on each SC is At and the

interpolation in frequency direction on each OFDM symbol containing reference signals is Af . If

this is not satisfied it is not possible to decompose the overall interpolation matrix in this form. The

vector h has the same stacking of SCs and OFDM symbols as ĥ and represents the actual channel.

In many cases the covariance of the channel is unknown, and it is necessary to generate the

interpolation matrices based on a model for the covariance matrix. The parameters of this model

also need to be estimated. It is important to mention that the same interpolation matrix Af is

used for all OFDM symbols containing reference symbols. This means that if the SCs with known

reference signals are not the same for different OFDM symbols with reference signals, we need to

apply different interpolation matrices Af for each symbol. In the case of 3GPP NR OFDM Type I

DMRS the pattern on each OFDM symbol carrying reference signals is the same. In this work we

assume the Doppler spread to be small enough that the channel can be assumed to remain static

in one slot of 14 OFDM symbols. Therefore, the time interpolation matrix At consists only of an

averaging among the OFDM symbols that contain reference symbols.

2.5.1 Calculation of the Interpolation Matrices

The frequency interpolation and smoothing matrix Af is based on the MMSE solution described

in [35], based on the observation that close to no performance loss is observed when separating

the time and frequency interpolation of the channel estimation. In this fashion we will first inter-

polate the channel estimation in all SCs in the OFDM symbols containing DMRS and afterwards

interpolate this estimate in time direction.

To generate these matrices based on this method, we need to generate the auto- and cross-

correlation of the channel. In order to limit the computational complexity as well as the over-

fitting to the model the number of SCs with reference signals that are taken into account for the

interpolation of the channel estimate at each SC is limited to KC . For this we first define the set

K containing all combinations of values k, ℓ at SC k and OFDM symbol ℓ where reference signals

for a single user are located. We can further define for each SC k the set Kk(KC) consisting of the

indices of KC SCs with reference symbols having the minimum distance to k out of K on the same

OFDM symbol. An example for KC = 8 for one value of k is illustrated in Fig. 2.29.

The vectors g ∈ C
K×1 is defined as the channel on each SC based on the model that is used for

the generation of the interpolation matrix Af . Note that we implicitly assume that the statistics of

the channel in a slot stay the same. Based on this definition of g we define the vector gk ∈ C
KC×1

containing all SCs containing reference signals to be considered for the interpolation of the channel
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SC k

DMRS on SC inside set Kk(KC)

DMRS on SC outside set Kk(KC)

subcarriers

SC without DMRS

Fig. 2.29. Example of the elements of KC for a value of k.

at SC k dependent on KC as:

gk =
∑

k1∈Kk(KC)

eTk1gf i(k1), (2.97)

where the vector ek1 ∈ C
K×1 is a vector with only zeros, and a one at the k1th position. The vector

f i(k1) ∈ C
KC×1 is a vector with only zeros, and a one at the i(k1)th position, where i(k1) is the

index of the element k1 inside the set Kk(KC). Based on the definition of these vectors we can

define the matrices Rgkgk
∈ C

KC×KC , Rηkηk
∈ C

KC×KC and the vector rTkgk
∈ C

1×KC as:

Rgkgk
= E

[

gkg
H
k

]

,

Rηkηk
=

∑

k1∈Kk(KC)

∑

k2∈Kk(KC)

eTk1R
mf
ηη ek2f i(k1)f

T
i(k2)

,

rTkgk
= E

[

[g]kg
H
k

]

.

(2.98)

The matrix Rmf
ηη is the covariance matrix of the noise on all SCs of one OFDM symbol in the

model under the assumption that the noise plus interference has zero mean. During the calculation

of the interpolation matrix it is possible that frequency selective interference is considered. In this

case Rmf
ηη would not be a scaled identity matrix, but a diagonal matrix.

In addition, for a practical system it is often not possible to directly observe and estimate the

covariance matrix of the channel. Consequently, we use a model to generate the covariance matri-

ces. For many real world scenarios, multipath signals that arrive later at the receiver propagate over

a longer distance, thus leading to lower energy at the receiver. Since this can be well approximated

by an exponential Power Delay Profile (PDP), we use this as a model for the interpolation matrix.

Since the elements of Rgkgk
and rTkgk

represent the cross correlation of different elements of the

channel, all elements of these matrices are defined by the cross correlation between the channels

on SC k1 and k2:

E[gk1g
∗
k2
] =

1

1− j2πτRMS∆fd(k1, k2)
, (2.99)

where τRMS is the Root Mean Square (RMS) delay spread as defined in [33] and d(k1, k2) the

distance in term of SCs between k1th and k2th SCs. The term ∆f is the SC spacing. Another

possible assumption that is less frequently used is a rectangular PDP. Since the RMS delay spread

usually remains stable over a long period it can be estimated, thus we assume that it is known. In

a practical system the delay spread can be estimated.

Based on these definitions we can calculated the kth row of A′
f ∈ C

K×KC denote as [A′T
f ]k

[A′T
f ]k = ak

(

rTkgk

(

Rgkgk
+Rηkηk

)−1
)T

, (2.100)
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where the scalar value ak have the purpose to remove the bias of the resulting interpolation calcu-

lated as:

ak =
1

1− rTkgk

(

Rgkgk
+Rηkηk

)−1
r∗
kgk

. (2.101)

It needs to be noted that as these statistics used for the calculation of the interpolation matrix will

not be the same as the ones of the actual channel it is unclear of removing the bias does improve

the system performance or not.

The kth row of Af ∈ C
K×K can then be constructed form the non zero elements as

[AT
f ]k = M k[A

′T
f ]k, (2.102)

where M k has dimensions K × KC is a matrix that is mapping the entries in [A′T
f ]k to the right

position in the hℓ according to the values in Kk(KC), thus having only entries ∈ {0, 1}. Note that

as the set Kk(KC) is different for each SC k the matrix M k is also different for each k.

For many practical systems these values of Af can be computed during the system design

for multiple SNR and delay spread configurations. Afterwards, based on the estimation of these

parameters the correct matrix Af is selected at runtime.

As written above the examples in this work do not consider the fact that the channel can change

in different OFDM symbols of the same transmission block. However, if the coherence time is

less than the transmission block this also needs to be considered. In the same way as for the

frequency direction the time direction interpolation is based on a MMSE approach as shown in

[35]. Following the same arguments as for the frequency direction it is also not possible to directly

observe the covariance matrices, thus also a model based approach needs to be chosen. In this

case we assume that the Doppler spread was estimated. As this is a parameter that depends on the

movement of the transmitter and receiver as well as the environment, it can be assumed to stay

constant for multiple transmission blocks.

After the frequency interpolation there is an estimate of the channel available in each SC for

each OFDM symbol carrying reference signals. Thus, we can define the set of OFDM symbol

indices for these symbols as L. We define the vector g′ ∈ C
L×1 containing the modeled channel

on one SC in all OFDM symbols of a block. Based on the set L with |L| = LC , we define a vector

containing only the entries at the OFDM symbols with reference signals:

g′
ℓ =

∑

ℓ∈L
eTℓ g

′f i(ℓ), (2.103)

where the vector eℓ ∈ C
L×1 is a vector with only zeros, and a one at the ℓth position. The vector

f i(ℓ) ∈ C
LC×1 is a vector with only zeros, and a one at the i(ℓ)th position, where i(ℓ) is the index

of the element ℓ inside the set L.

Based on the definition of these vectors we can define the matrices Rg′g′
ℓ
∈ C

L×LC and Rg′
ℓ
g′
ℓ
∈

C
LC×LC as:

Rg′g′
ℓ
= E

[

g′g′H
ℓ

]

,

Rg′
ℓ
g′
ℓ
= E

[

g′
ℓg

′H
ℓ

]

.
(2.104)

We further define the matrix Rmt
ηη ∈ C

LC×LC to be the time direction covariance of the noise for

the model used to calculate At. However, for this noise it is not possible to assume time dependent

interference as for the calculation of At we assumed that the noise covariance it the same on each

OFDM symbol. This means Rmt
ηη is always a scaled identity matrix that needs to take into account
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the remaining noise after the frequency direction interpolation. Not assuming time dependent in-

terference within a slot is a very common case for a synchronized system as for these systems the

main source of interference would be inter cell interference. With synchronized slots across cells

this interference would change in frequency direction but not in time direction within a slot.

Following the same arguments as for the frequency direction based on the common model of

the Jake’s spectrum the time direction can be modeled as:

E[g′ℓ1g
′∗
ℓ2
] = J0 (2πfmaxTdt(ℓ1, ℓ2)) , (2.105)

where J0, fmax, T and dt(ℓ1, ℓ2) are the zero order Bessel function, the maximum Doppler fre-

quency, the length of an OFDM symbol (including the CP) and the difference in OFDM symbols

for symbol index ℓ1 and ℓ2. The parameter fmax needs to be estimated. As it is dependent only on

the relative movement of the transmitter and receiver it can be assumed to stay constant for mul-

tiple transmission slots. It is also possible to assume a uniform Doppler spectrum instead of the

Jake’s one. This results in a sinc function for the correlation.

Combining all these definitions we use the following MMSE based result for At ∈ C
L×L:

At = DtRg′g′
ℓ

(

Rg′
ℓ
g′
ℓ
+Rmt

ηη

)−1
M t, (2.106)

where Dt ∈ C
L×L is a diagonal matrix to remove the bias in the estimation for each OFDM

symbol with entries defined as:

[Dt]ℓ,ℓ =
1

1− eTℓ Rg′g′
ℓ

(

Rg′
ℓ
g′
ℓ
+Rmt

ηη

)−1
RH

g′g′
ℓ
eℓ
, (2.107)

and M t is the matrix with dimensions LC×L that is mapping the entries of g′
ℓ to the corresponding

entries in g′. It needs to be noted that as the actual channel statistics will be different than the ones

in the model and it is unclear if removing the bias does improve the system performance or not.

As in case of the frequency direction interpolation multiple values for the matrix At for different

parameters can be precomputed and selected at run time.

2.5.2 Calculation of the Analytic Channel Estimation Error

The Mean Square Error (MSE) of the estimate ĥ compared to the actual channel h can be calcu-

lated as
1

KL
E

[

∣

∣

∣

∣

∣

∣ĥ− h
∣

∣

∣

∣

∣

∣

2

2

]

=

1

KL

(

E

[

ĥ
H
ĥ
]

− 2ℜ
{

E

[

ĥ
H
h
]}

+ E
[

hHh
]

)

.

(2.108)

We split the term in (2.108) into three components and calculate them separately.

The third component can be calculated as

E
[

hHh
]

= tr(Rhh) = tr(Rt
hh ⊗R

f
hh) = tr(Rt

hh)tr(R
f
hh). (2.109)

The covariance matrices Rt
hh and R

f
hh are the time, and frequency covariance matrices of the

channel. It is important to keep in mind that this separation might not be possible across all do-

mains, depending on the channel statistics. Note that this also assumes that the channel statistics

do not change during the transmission block. The channel model chosen in this work allows this
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separation. For many practical channels this is also the case. Based on this assumption the matrices

Rt
hh and R

f
hh are defined as:

Rt
hh = E

[

hth
H
t

]

,

R
f
hh = E

[

hfh
H
f

]

,
(2.110)

where ht is the channel on one SC and hf is the channel on one OFDM symbol. As we are only

interested in the statistics and assume that the statistics are the same on each SC for ht and on each

OFDM symbol for hf , changing which SC and OFDM symbol are used does not change the result.

The first component can be calculated as

E

[

ĥ
H
ĥ
]

= tr
(

AtfE

[

ĥrĥ
H

r

]

AH
tf

)

,

E

[

ĥrĥ
H

r

]

=
∑

k1,ℓ1∈K

∑

k2,ℓ2∈K
[Rhh +Rηη]k1,k2 ek1e

T
k2
,

(2.111)

where Rηη is the covariance matrix of the noise across time and frequency. For this specific case

the notation k, ℓ ∈ K selects all values of k, ℓ within the set K. It needs to be noted as the same SC

could have a known reference signal at different OFDM symbols, some values of k could occur

multiple times. We assume it can also be separated into the sub matrices for time and frequency in

the same way as the channel:

Rηη = Rt
ηη ⊗Rf

ηη. (2.112)

The second component of (2.108) can be calculated in a similar fashion as the previous one
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Rhheke

T
k ,

(2.113)

using that fact that the noise has zero mean.

Plugging (2.109), (2.111) and (2.113) into (2.108) we get the analytic MSE as
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(2.114)

If we can decompose the matrices Atf , Rhh and Rηη into the Kronecker product of two matrices

the computation of the MSE can be simplified to:
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]

=
1

KL
[C1− 2ℜ{C2}+ C3] , (2.115)
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with the components C1, C2 and C3 defined as:
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(2.116)

where k, k1, k2, ℓ, ℓ1 and ℓ2 are the frequency and time indices corresponding the position of the

reference symbols defined by the set K.

The time and frequency covariance matrices Rt
hh and R

f
hh can be calculated according to the

actual PDP and the Doppler shift including the corresponding model as shown in [15]. For the

theoretical analysis of the channel estimation MSE we therefore need to select a channel model.

Based on the correlation matrix RCIR of the Channel Impulse Response (CIR) we can calculate

the correlation matrix in the frequency domain R
f
hh as

R
f
hh = FRCIRF

H , (2.117)

where F is the matrix corresponding to the DFT transformation. This means RCIR can also be

described as a diagonal matrix that has the elements of the power delay profile with the systems

sampling frequency on the diagonal. Note that this is only valid if the system is synchronized in

time and the CP is longer than the maximum channel delay.

In this work we assume that the coherence time is sufficiently longer than L. This results in the

time covariance matrix Rt
hh being a matrix with all entries equal to one.

In some case it might also be interesting to evaluate the channel estimation error individually

per element in the time frequency grid. Especially at the boundaries of the allocated resources the

interpolation error is going be larger than in the middle of them. To see this position dependency,

we derive the per element channel estimation MSE. If we are only interested in the jth element of

ĥ the channel estimation MSE is defined as:
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ej. (2.118)

If we look at (2.109), (2.111) and (2.113) we see that the calculation of the covariance matrices are

the same ones as the ones we need for (2.118). This means we can calculate the MSE as:
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(2.119)
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Again, if we can decompose the matrices Atf , Rhh and Rηη into the Kronecker product of

two matrices the computation can be simplified to:
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= C1− 2ℜ{C2}+ C3, (2.120)

with the components C1, C2 and C3 defined as:
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(2.121)

where k, k1, k2, ℓ, ℓ1 and ℓ2 are the frequency and time indices corresponding the position of

the reference symbols and ℓj and kj are the time frequency indices corresponding to the selected

element j of ĥ.

As the absolute value of the transmit signal is assumed to be 1 and only one antenna is treated

the SNR in dB for the following simulations is defined as

SNR = 10 log

(

tr (Rhh)

tr (Rηη)

)

, (2.122)

where the expectation of the channel is going over all possible channel realizations of the given

time interval, including the changes of the channel inside the interval.

2.5.3 Simulation Results

For the simulations we use the channel model described in [84]. In this case we assumed that the

estimation procedures for the delay spread, the Doppler spread and the SNR to be ideal. However,

as these parameters do not sufficiently describe the channel given by the channel model this does

not result in ideal knowledge of the channel statistics. To generate the following results 1000

power delay profiles were generated with the model described in [84]. Then for each of these

power delay profile realization the analytical MSE is calculated. In Fig. 2.30 we show the channel

estimation error for different interpolation lengths averaged over 1000 channel realizations. In the

low SNR region the additional benefits of averaging leads to the interpolation of length 16 having

the best performance. As obvious from (2.100) at low SNR the frequency direction interpolation

convergence approximately to an averaging of all KC SCs with DMRS. Therefore, doubling KC

should result approximately in a gain of 3 dB. This is close to the actual result in our evaluation. In

the high SNR regime, the longest interpolation length over-fits the exponential PDP. To achieve a

good trade-off between complexity and performance over the whole SNR range we use a maximum

interpolation length of eight for the rest of this work.
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Fig. 2.30. Channel estimation MSE with different maximum interpolation length KC .
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3. Comparison of Analog, Hybrid and Digital Beamforming

3.1 Single User Scenarios

3.1.1 Introduction Single User Scenarios

In this section we compare hybrid and digital beamforming in terms of data rate and energy effi-

ciency in single user scenarios. The general system model is shown in Fig. 3.1. The details of the

blocks shown in the system model figure are described in the power model in Section 2.4. This sec-

tion is structured as follows: First we show the signal model and the rate calculations in relation to

the general models introduced in the preceding chapter. Afterwards we show different simulation

results in various scenarios. Most of the material in this subsection appeared also in [77].

3.1.2 Signal Model Single User Scenarios

The signal model is shown in Fig. 3.2. The symbols x[n], H [n], η[n], and y[n] represent the

transmit signal, channel, noise, and receive signal of a system at time n. MT transmit and M
receive antennas are used. Since we assume a channel with multipath propagation the receive

signal y[n] is defined as:

y[n] =
L−1
∑

l=0

H [l]x[n− l] + η[n], (3.1)

channel

MC

MC

MADC

analog

signal

combiner

analog

signal

combiner

UE
MT

A/D

conversion

A/D

conversion

digital

baseband

Fig. 3.1. System model with MT transmit antennas and MC antennas at each of the MADC ADC chains.

The number of receive antennas M is equal to MC ·MADC.



64 3. Comparison of Analog, Hybrid and Digital Beamforming

F (·)x[n] r[n]H [l] ∗ x[n]

MT

η[n]

y[n]

M

u[n]

Fig. 3.2. Single user signal model.

where L is the maximum delay of the channel in samples. The operation F (·) is defined as multi-

plication with the analog receiver beamforming matrix WR followed by a quantization operation

Qb(·) with resolution of b bits:

r[n] = F (y[n]) = Qb(yC [n]) = Qb(W
H
Ry[n]). (3.2)

We restricted the system to have MC antennas exclusively connected to one ADC chain (see

Fig. 3.1). Therefore, the matrix WR has the form:

WR =











w1
R 0MC

· · · 0MC

0MC
w2
R

. . . 0MC

...
. . .

. . .
...

0MC
· · · 0MC

wMADC

R











∈ C
M×MADC , (3.3)

where the vector wi
R is the analog beamforming vector of the ith ADC chain. We also restrict our

evaluation to each ADC chain utilizing the same number of antennas MC . The vectors wi
R and

0MC
have dimension MC .

The use of analog beamforming is envisioned in many future mobile broadband systems, es-

pecially in the mmWave frequency range ([90, 93]). Since the complete channel matrix cannot be

directly observed, one practical solution is scanning different spatial directions (beams) and then

select the configuration maximizing the SNR. There are many different possibilities for selecting

the optimal beam, e.g. 802.11ad is using a procedure based on exhaustive search [37].

For the evaluation, we assume that the antennas of each ADC chain form an ULA. If a planar

wavefront is impinging on the ULA and the spacing of adjacent antennas is d = λ/2, the receive

signal at adjacent antennas is phase shifted by ψi = π sin(φi). The angle φi is the angle of a planar

wavefront relative to the antennas of the ULA. This formula assumes that a planar wavefront is

impinging at the antenna array, and that the symbol duration is large relative to the maximum

delay between two antennas. With the constraint of observing only a single spatial direction, the

receive vector wi
R for an ULA antenna array takes the form:

wi
R =

[

1 ejψi ej2ψi · · · ej(MC−1)ψi
]H
. (3.4)

In the special case of full digital beamforming (MC = 1 and therefore MADC = M ), WR is equal

to the identity matrix I of size M ×M .

We use the quantization model developed in Section 2.1. For real world ADCs the difference

between representatives of adjacent quantization bins qj and the size of the quantization bins are

uniform. Thus, we limit our evaluation to this set of quantizers. For the evaluation we assume

Gaussian transmit signals. Therefore, as the noise is also assumed to be Gaussian the receive signal

is also Gaussian distributed. Consequently, we use the step-size to minimize the distortion for
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Gaussian signals shown in [51]. Since the actual receive power at each antenna can be different, an

AGC needs to adapt a VGA to generate the minimal distortion. To simplify our model, we assume

that the AGC is always perfectly adapting to the received power at each ADC chain separately.

Since in practice an AGC cannot accomplish this task without error, we will show the impact of an

imperfect AGC. We model this by a relative error to the perfect gain value.

For the rest of this section we define the SNR γ as the average per receive antenna SNR in the

following way:

γ =
1

M

M
∑

m=1

L−1
∑

l=0

E

[

∣

∣

∣

∣eTmH [l]x[n− l]
∣

∣

∣

∣

2

2

]

E[||eTmη[n]||22]
, (3.5)

where em is a vector of size C
M×1 with all zeros except for position m which is equal to 1. It is

important to note that the expectation takes the realization of the channel and realizations of the

transmit signal x[n] into account.

For this section different channel models are used to highlight results in different scenarios.

These channel models are:

• Finite path model with all paths arriving at the same time

• Finite path model with exponential Power Delay Profile (PDP)

The channel models assume different rays impinging on the receiver antenna array. In the first

model, they are assumed to arrive at the receiver antennas at the same time. Under the assumption

of an ULA at the transmitter and receiver, a channel consisting of K different rays can be modeled

as:

H =
1√
KMT

K
∑

k=1

α(k)ar(ψr(k))a
T
t (ψt(k)). (3.6)

The vectors ar(ψr(k)) and at(ψt(k)) are the array steering vectors at the receiver and transmitter.

The phase shift between the signal of adjacent antenna elements ψr(k) and ψt(k) of path k depend

on the angle of arrival φr(k) and departure φt(k).

ar(ψr(k)) =
[

1 ejψr(k) ej2ψr(k) · · · ej(M−1)ψr(k)
]T
. (3.7)

The transmit vectors aTt (ψr(k)) has the same form as aTr (ψr(k)) but different dimension. The

complex gains α(k) are circular symmetric Gaussian distributed with zero mean and unit variance.

Except for the different normalization factor, this channel model is the same as the one presented

in [58]. The difference comes from the fact that the sum power of the transmit signal is constrained

to be less or equal to MT . To set the average per antenna receive power to one we normalize the

channel by 1√
KMT

. The angles of arrival φr(k) and departure φt(k) are uniformly distributed in the

range of −π to π.

It needs to be mentioned that the channel model above is far from realistic. It is very unlikely

that multiple rays with distinct scatterers arrive at the receiver at the same time. We only use this

channel model to highlight the effect of not considering multipath propagation in a system with

quantization. In addition, it is used to showcase how ignoring the non-diagonal elements of the

effective noise covariance influences the system performance.

Since in real world scenario the different rays are reflection of different scatterers, the path of

each of these rays from the transmitter to the receiver has a different length. This results in each

ray arriving at the receiver at a different time. In a simplified case, it can be expected that the path
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that arrives at a later time have a lower power. The measurements in [55] show that for channels at

60 GHz an exponential PDP is sufficiently approximating a real world scenario.

H [l] =
1√
MT

α[l]ar(ψr[l])a
T
t (ψt[l]). (3.8)

Here we assume, that at delay l only one ray arrives at the receiver. Here the complex gain of the ray

α[l] is circular symmetric Gaussian distributed with zero mean and a variance defined according

to:

vl = E
[

|α[l]|2
]

= e−βl. (3.9)

Note that for this channel model the taps are spaced with the distance of the symbol period. This

assumption does simplify the generation of the channel realization but for a real channel this will

never be the case. However, this model offers a simplified approach to test the impact of multi-

path channels. In the following section on multiuser scenarios realistic channel models based on

measurements are considered. The parameter β defines how fast the power decays in relation to

the sample time. The additional parameters are the maximum channel length in samples L and the

number of present channel taps P . This means that for all possible present channel rays v of di-

mension L, P positions are selected for each channel realization. At all other positions, v is equal

to 0. To normalize the average power, the variance vector v is normalized by:

vn =
v

||v||2 . (3.10)

3.1.3 Rate Calculation Single User

In this subsection achievable rate expressions for different scenarios are derived. The different

scenarios are any combination of flat fading channel, multipath channel, hybrid beamforming and

digital beamforming with low resolution A/D conversion. In the case of hybrid beamforming, first

the analog receive vectors are calculated. Afterwards, the system including the analog combining

is treated as an equivalent channel, for which digital beamforming is performed.

3.1.3.1 Selection of the Beamforming Vectors

To mimic the behavior of a spatial scan, we restricted the receive vectors wi
R of the ith ADC

chain to Vandermonde vectors. A practical system would have a set of predefined beamforming

configuration that are scanned for every subarray. To obtain the optimal results, all combination

of beams needs to be tested by the receiver. This is a combinatorial problem with size growing

exponentially with the number of receiver ADC chains. To make the problem feasible, the scan is

performed separately for each receiver ADC chain. This problem can be formulated as:

wi
R(φ̂) = arg max

wi
R(φB)

L−1
∑

l=0

∣

∣

∣

∣wi
R(φB)

HH i[l]
∣

∣

∣

∣

2

2
with φB ∈ B, (3.11)

with B being the set of all spatial direction φB that are scanned. The number of entries in the set

B are selected to be 4MC according to the quality requirement shown in Subsection 2.3.5. The

channel H i[l] contains the MC rows of H [l] that belong to the antennas of the ith ADC chain.

This procedure mimics the receive beam training in a practical system as described in [41]. For

this case the transmitter is sending a known reference sequence. The receiver tries different receiver
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Algorithm 3.1 Selection of the beamforming vectors in single user scenario.

Require: H [l], MADC and MC

1: B← {φ1, φ2, · · · , φ4MC
}

2: for i← 1 to MADC do

3: for j ← 1 to 4MC do

4: wtst ←
[

1 eφj · · · e(MC−1)φj
]H

5: pi(j)←
L−1
∑

l=0

∣

∣

∣

∣wH
tstH

i[l]
∣

∣

∣

∣

2

2

6: end for

7: ĵ ← argmax
j
pi(j)

8: wi
R ←

[

1 eφĵ · · · e(MC−1)φ
ĵ

]H

9: end for

10: return wi
R ∀i ∈ {1, · · · , MADC}

beamforming configurations separately on each subarray i and records the achieved channel quality

metric. Afterwards, the configuration resulting in the best channel is selected. In this work such a

procedure is emulated by selecting the receive beamforming vector resulting in the highest receive

energy, based on the channel knowledge. This procedure avoids lengthy numerical simulation of

sequence detection with different configurations but leads to the same beamformer configuration.

After selecting all beamforming vectors wi
R, the overall matrix WR is constructed. With WR,

we can generate the effective channel HC [l]:

HC [l] = WH
RH [l]. (3.12)

and the effective noise covariance matrix RηCηC
:

RηCηC
= WH

RRηηWR. (3.13)

The effective channel and noise covariance matrix are then input to the digital system with low res-

olution A/D conversion. Algorithm 3.1 shows the procedure of finding the receiver beamforming

vectors wi
R given the channel and the number of antennas per ADC chain.

3.1.3.2 Calculation of the Receive Covariance Matrix

For the calculations of the parameters of the system including the in Section 2.1 described model

for the quantization, it is necessary to calculate the correlation matrix RyCyC
of the signal after the

analog combining. This signal is defined as:

yC [n] = WH
R

(

L−1
∑

l=0

H [l]x[n− l] + η[n]

)

= WH
R (u[n] + η[n]) .

(3.14)

Since the two random variables x and η are independent the covariance matrix decomposes into:

RyCyC
= WH

R (Ruu +Rηη)W R. (3.15)
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Note that in the following derivation we also show that this process is stationary. The remaining

matrix that needs to be calculated is Ruu.

Ruu = E
[

uuH
]

. (3.16)

It needs to be added that this expectation is going over the realizations of x only, as for this part

we only want to calculate RyCyC
for one realizations of the channel. To simplify the notation for

the derivation we evaluate the elements of the matrix separately:

[Ruu]i,j = E
[

[u]i[u]
∗
j

]

. (3.17)

This can be expanded based on the definition in (3.14)) to:

E
[

[u]i[u]
∗
j

]

= E





L−1
∑

li=0

MT
∑

mi=1

[H [li]]i,mi
[x[n− li]]mi

L−1
∑

lj=0

MT
∑

mj=1

[H∗[lj]]j,mj
[x∗[n− lj]]mj



 . (3.18)

Which can be rearranged to

E
[

[u]i[u]
∗
j

]

=

MT
∑

mi=1

MT
∑

mj=1

E





L−1
∑

li=0

[H [li]]i,mi
[x[n− li]]mi

L−1
∑

lj=0

[H∗[lj]]j,mj
[x∗[n− lj]]mj



 . (3.19)

The linear convolution of the transmit signal with the channel can be replaced by the corresponding

frequency domain operation. As we ensure that K is larger than 2 · L − 1 this linear convolution

is the same as the circular convolution of the transmit signal and the channel, if both are extended

with zeros to size K. This means that we can express
L−1
∑

li=0

[H [li]]i,mi
[x[n− li]]mi

as:

L−1
∑

li=0

[H [li]]i,mi
[x[n− li]]mi

=
1√
K

K−1
∑

k=0

[H [k]]i,mi
[x[k]]mi

ej
2π
K
kn, (3.20)

where we define the frequency components of the channel and the transmit signal as H [k] =
F(H [l]) and x[k] = F(x[n]). In this case the DFT is operating on all time instances l of each

element of the matrix H [l]. This means that the elements (3.20) are defined as:

[H [k]]i,mi
=

1√
K

K−1
∑

n=0

[H ′[n]]i,mi
e−j

2π
K
kn,

[x[k]]mi
=

1√
K

K−1
∑

n=0

[x′[n]]mi
e−j

2π
K
kn.

(3.21)

Note that H ′[n] is the by K −L zero matrices extended version of H [l] and x′[n] is the by K −L
zero vectors extended version or x[n]. This can be defined as:

H ′[n] =

{

H [n], if n < L

0, otherwise
, (3.22)
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and

x′[n] =

{

x[n], if n < L

0, otherwise
. (3.23)

Plugging (3.20) into (3.19) we get:

E
[

[u]i[u]
∗
j

]

=

MT
∑

mi=1

MT
∑

mj=1

K−1
∑

ki=0

K−1
∑

kj=0

E

[

[H [ki]]i,mi
[x[ki]]mi

ej
2π
K
kin[H∗[kj ]]j,mj

[x∗[kj ]]mj
e−j

2π
K
kjn
]

.

(3.24)

We can further combine this to:

E
[

[u]i[u]
∗
j

]

=

MT
∑

mi=1

MT
∑

mj=1

K−1
∑

ki=0

K−1
∑

kj=0

[H [ki]]i,mi
E
[

[x[ki]]mi
[x∗[kj ]]mj

]

[H∗[kj ]]j,mj
e(ki−kj)j

2π
K
n.

(3.25)

Now to calculate the expectation in (3.25) we essentially correlate the frequency domain signal

transmitted on transmit antenna mi on frequency bin ki with the corresponding signal on transmit

antenna mj on frequency bin kj . In a linear system the optimal rate can be achieve by optimizing

each frequency bin k separately. Thus, we can choose the transmit signal on each frequency bin k to

be independent from each other frequency bin. This leads to the expectation E
[

[x[ki]]mi
[x∗[kj]]mj

]

only being unequal to zero if ki = kj . Since outside of the transmission bandwidth starting from

frequency bin k1 and ending at frequency bin k2 the signal is going to be zero, we get the following

expression:

E
[

[u]i[u]
∗
j

]

=

MT
∑

mi=1

MT
∑

mj=1

k2
∑

k=k1

[H [k]]i,mi
E
[

[x[k]]mi
[x∗[k]]mj

]

[H∗[k]]j,mj
, (3.26)

which shows that the process is stationary. Combining the elements of the first and second sum-

mation leads to this expression in matrix vector form:

E
[

[u]i[u]
∗
j

]

=

k2
∑

k=k1

[HT [k]]Ti Rx[k]x[k][H
H [k]]j , (3.27)

where [HT [k]]Ti is the ith row of H [k], [HH [k]]j is the jth column of HH [k] and Rx[k]x[k] being

defined as E
[

x[k]xH [k]
]

. Combining all elements of Ruu according to the definition in (3.27)

leads to:

Ruu =

k2
∑

k=k1

H [k]Rx[k]x[k]H
H [k], (3.28)

Combining these results we can express the matrix RyCyC
as:

RyCyC
=

WH
R

(

k2
∑

k1

H [k]Rx[k]x[k]H
H [k] +Rηη

)

WR.
(3.29)
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3.1.3.3 Problem Formulation

For the given signal model, the problem of finding the maximum achievable rate for a multipath

channel with full Channel State Information at the Transmitter (CSIT) and CSIR can be formulated

as:

R = B
1

N
max

p(xN ,wi
R)
I(xN , rN |H [0],H [1], · · · ,H [L− 1])

s.t. E[||x||22] ≤ PTx

wi
R =

[

1, ejφi , · · · , ej(MC−1)φi
]H ∀i ∈ {1, · · · , MADC},

(3.30)

with xN and rN being N input/output samples of the system and B is the bandwidth. Due to the

non-linearity of the quantization and the non-trivial problem of finding the optimal beamforming

configurations wi
R, we make a number of approximations that make the expression tractable:

• Quantization is modeled as additive Gaussian noise with the Additive Quantization Noise

Model (AQNM) model including the off-diagonal elements

• Assume the frequency domain transmit signal x[k] is Gaussian distributed

• For a system with CSIT Singular Value Decomposition (SVD) based precoding is used (the

SVD of the effective channel after analog combining)

• wi
R are selected from the derived finite set separately for each antenna group based on an SNR

criterion

With these simplifications the values of wi
R are already defined. Using the AQNM we get an

equivalent linear system with the effective time domain channel H ′[l] = TH [l], with T being

defined according to the derivation of the AQNM in Section 2.1. For a linear system it is possible

to look at equivalent frequency domain system and optimize each frequency bin k separately. As in

Subsection 3.1.3.2 we chose a number of frequency binsK that is longer than 2 ·L−1. This ensure

that the linear convolution in the time domain is equivalent to the frequency domain multiplication

of the frequency domain representations of the transmit signal and the channel. The equivalent

channel on frequency bin k is defined as H ′[k]. The elements of H ′[k] can be calculated via the

DFT of H ′[l] as described in (3.21) In [32, 60] the achievable rate of a digital beamforming system

without quantization, but considering a multipath channel is described. The solution is waterfiling

across the frequency bins and the spatial streams. Since for a system with low resolution ADCs

the quantization does influence the signal relative to the total power, it is intuitive to use each

frequency bin independent of each other. Since the optimization is carried out for each frequency

bin k separately, the result only is a lower bound to the joint optimization.

R ≥ B

k2
∑

k=k1

max
Rx[k]x[k]

I(x[k], r[k]|H ′[k])

s.t. E[||x[k]||22] ≤ PTx ∀k ∈ [k1, k2],

(3.31)

with x[k], r[k] and H ′[k] being the input/output signal and equivalent channel of frequency bin k.

The frequency bins k1 and k2 mark the borders of the band of interest in the equivalent baseband

channel. If the sampling rate covers a larger band than the one used by the system, the parameters

k1 and k2 have to account for the oversampling.

Since all signals are represented by Gaussian random variables, we get the following expression

for the mutual information:

I(x[k], r[k]|H ′[k]) =

log2
(

det
(

I +R−1
η′η′H

′[k]Rx[k]x[k]H
′H [k]

))

.
(3.32)
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For the non-quantized case the optimal result is the water filling solution. Due to the modeling of

the quantization, the effective noise covariance matrix Rη′η′ and the effective channel H ′[k] are

dependent on the input covariance matrix Rx[k]x[k].

In a system without quantization, the covariance Rx[k]x[k] would be chosen according to the

right singular vectors of H [k] to split the channel in orthogonal subchannels [32]. For this system

with quantization we also adapt the transmit covariance matrix to the channel without quantization

to ensure that the received power before each A/D conversion is approximately equal. Thus, we

define Rx[k]x[k] to be of the form:

Rx[k]x[k] = V [k]S[k]V H [k], (3.33)

where V [k] are the eigenvectors of HH [k]H [k]. The diagonal matrix S[k] represents the power

allocation to the subchannels. The optimal allocation in a system without quantization follows the

water filling solution. Since for a system with quantization at the receiver Rη′η′ and H ′[k] actually

depend on Rx[k]x[k], it is difficult to separate the channel into orthogonal subchannels. To make

the evaluation tractable, we use the suboptimal precoding vector V [k]. For the matrix S[k], we

test all different possibilities of allocating equal to power to 1 to Smax spatial streams. The number

Smax is the maximum possible number of spatial streams and is equal to rank(H [k]). If we would

allow all frequencies to separately allocate the number of streams, we again have a combinatorial

problem. Therefore, we check the overall achievable rate for allocating j spatial streams and in the

end select one that has the largest achievable rate.

From the calculation of the quantization noise covariance matrix in Section 2.1, we see that

the effective noise covariance matrix Rη′η′ including the quantization noise is not diagonal. In a

system, where the noise covariance matrix is known and independent of the transmit covariance

one would simply multiply the receive vector with R
− 1

2

η′η′ . This does generate a new system with

a different channel R
− 1

2

η′η′H
′[k] and spatial white noise. Afterwards, the water filling solution is

applied to the new channel [32]. In general, the achievable rate increases compared to a system

with white noise. In a more abstract way, the reason for the improvement is that channels with

lower noise power can be used. Dependent on the rank of the channel relative to the number of

the receive antennas, the orthogonal subchannels with highest noise power might not be used. In a

system, where the channel and the noise depend on the covariance matrix of the transmit signal, it

is very difficult to generate precoding and reception matrices that split the channel into orthogonal

subchannels. Therefore, with our system, considering the correlation of the quantization noise

leads to a decrease in achievable rate. Note that the reason why the channel and noise depend on

the covariance matrix of the transmit signal is the AQNM model of the quantization as derived in

Section 2.1.

For both calculation of the achievable rate in (3.31) as well as the calculation of the receive

signal covariance matrix RyCyC
in (3.29), it is necessary to add all contribtuons of each frequency

bin from k1 to k2. We choose the number of frequency bins to make the channel H [k] at each

frequency bin sufficiently flat. This leads to a good approximation of the achievable rate. This

reduces (3.31) to:

R ≥ B

k2
∑

k=k1

max
Rx[k]x[k]

log2
(

det
(

I +R−1
η′η′H

′[k]Rx[k]x[k]H
′H [k]

))

s.t. E[||x[k]||22] ≤ PTx ∀k ∈ [k1, k2].

(3.34)
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Algorithm 3.2 Approximation of the achievable rate of a quantized system with noise covariance

matrix Rηη, multipath channel H [l] and sum power constraint PTx and quantization functionQb(·)
with resolution of b bits in the frequency band from k1 to k2.

Require: Rηη, H [l], PTx, k1, k2 and Qb(·)
1: H [k]← F(H [l])
2: Smax ← min

k
(rank (H [k]))

3: for j ← 1 to Smax do

4: S ← 0

5: [S]i,i ← PTx

j
∀i = {1, · · · , j}

6: Rx[k]x[k] ← V [k]SV H [k] ∀k ∈ [k1, k2] ⊲ V [k] is eigenvector of HH [k]H [k]

7: Ryy ←
k2
∑

k=k1

H [k]Rx[k]x[k]H
H [k] +Rη(t)η(t)

8: Rrr ← T (Ryy, Qb(·))
9: [T ,Rηqηq

]← TF (Ryy, Q1(·), · · · , QM(· · · ))
10: Rη′η′ ← Rηqηq

+ TRηηT
H

11: H ′[l]← TH [l] ∀l ∈ {0, · · · , L− 1}
12: H ′[k]← F(H ′[l])
13: A[k]← I +R−1

η′η′H
′[k]Rx[k]x[k]H

′H [k]∀k ∈ [k1, k2]

14: R(j) =
k2
∑

k=k1

log2 (det (A[k]))

15: end for

16: Rmax ← max
j
R(j)

17: return BRmax

The receive signal correlation matrix can then be calculated as:

RyCyC
=

WH
R

(

k2
∑

k=k1

H [k]Rx[k]x[k]H
H [k] +Rηη

)

WR.
(3.35)

The channel H [k] or the effective channel H ′[k] at the frequency bins k can be calculated from

the channel taps H [l] via the DFT F(·):

H [k] = F(H [l]),H ′[k] = F(H ′[l]), (3.36)

this follows the same per element DFT as described in (3.21).

We now have all the necessary mathematical tools to approximate the achievable rate of a

multipath channel including quantization effects at the receiver. Algorithm 3.2 describes our ap-

proximation of the achievable rate for this type of systems.

This approximation is modeling a point to point closed loop spatial multiplexing system. There

are many different simple modifications possible to change the modeled system. The following are

a non-exhaustive list of examples:

• Systems without CSIT

• Systems with imperfect channel estimation
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• Systems with multiple terminals communication with basestation

• Systems with constrained feedback

• Systems with multiple terminals and a basestation

Most of these systems can be modeled by changing the constraints on the transmit covariance

matrix Rx[k]x[k] and the channel model.

3.1.4 Simulation Results Single User

In this section we evaluate the derived expression for different scenarios. We always include a rate

evaluation without quantization. For the system without quantization we apply the water filling

solution separate for each frequency bin. For all scenarios the results show the average achievable

rate in bps/Hz averaged over 1000 channel realizations.

3.1.4.1 Comparison to Diagonal Approximation

This part of the evaluation compares the difference in performance when considering the non-

diagonal elements in the calculation of Rrr and therefore Rη′η′ . The model considering only the

diagonal elements of Rrr was used in [66] and [57].

For the evaluation a channel of the first channel model is used. Here K = 7 separate paths are

received at the same time. Different number of transmit and receive antennas are used. From Fig.

3.3 and 3.4 we see that the model considering the off-diagonal elements (ND) has a significant

lower performance compared to the model only considering the diagonal elements (D). In fact, for

the case of only one transmit antenna (Mt = 1) and 1-3 bit A/D conversion, the achievable rate is

not maximized at the highest SNR possible, but rather at a finite SNR between 0 and 10 dB. As a

reference also a system without limited resolution quantization is shown and labeled as NQ (Not

Quantized).

As discussed in Subsection 3.1.3.2, if we compare the results in Fig. 3.3 (a) and (b) to the

ones in Fig. 3.4. Considering the off-diagonal elements has only a large influence if the number of

receive antennas is larger than the number of transmit antennas. This effect can be explained in the

following ways: After spatial whitening, the power distribution of the effective noise is more non-

uniform relative to the system that considers only the diagonal component. Since the actual channel

and noise covariance matrix depends on the precoding matrix, it is not possible to decompose the

channel into orthogonal subchannels with equal SNR. Thus, we cannot avoid using the channel

with high noise variance and therefore the overall performance does degrade in the quantization

noise limited, high SNR regime. This effect is only dominating the performance in the case of

high SNR and very low resolution quantization. The peak in the achievable rate comes from the

fact that at a certain SNR the noise provides dithering to randomize this structural performance

degradation. At the minimum variance noise, where sufficient dithering is provided, is the peak

in the performance. This effect is called statistic resonance and can be found in many non-linear

systems [54].

Another important thing to mention is that in a system with multipath propagation and white

noise, the covariance matrix Ryy of the receive signal is approximated diagonal. This leads to a

diagonal matrix Rrr and therefore spatial white noise of the quantized system.
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Fig. 3.3. Achievable rate comparison of digital beamforming with different resolution of the ADC for di-

agonal (D) and non-diagonal (ND) quantization error model and different transmit and receive antenna

configuration in (a) and (b).
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Fig. 3.4. M = 8 and MT = 8 digital beamforming with different resolution of the ADC and different

quantization noise models.
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Fig. 3.5. SISO system with imperfect AGC and 2 bit (a) and 3 bit (b) ADC resolution.

3.1.4.2 Influence of AGC Imperfection

In this evaluation, we show the influence of AGC imperfections on the performance. To simplify

the evaluation, we choose a Single Input Single Output (SISO) system with the simple multipath

model described in the signal model (end of Subsection 3.1.2) with the parameters L = 32, P = 16
and β = 0.35. The graphs in Fig. 3.5 (a) and (b) show the average achievable rate with 2 bit

resolution and different offset relative to the optimal power at the VGA output. The power after

the VGA is defined as

Ω = Ωmq(1− ǫAGC), (3.37)

where Ωmq and ǫAGC are the signal variance resulting in the minimal distortion and the AGC error.

The graphs show that an error in the range of -20 % to 20 % has only a minor impact on the

performance. But as soon as the error is larger than 20 %, the performance decreases dramatically.

Ultimately, the quantization converges to 1 bit quantization and therefore also our achievable rate

converges to the one of 1 bit quantization. We can also observe the performance penalty for a larger

negative or positive error is different.

Fig. 3.6 shows the average achievable rate at 30 dB SNR and the achievable Signal-to-Quanti-

zation-Noise-Ratio (SQNR) given the AGC offset and resolution. These two curves closely resem-

ble each other. From the shape of the curve we can conclude that, if the error of the AGC can be

larger than 20 % and our resolution is not too small, it is better to set the reference power for the

AGC to a value that is above the actual optimal one. In this situation this would achieve a smaller

average performance loss, since the error of estimating the power to larger than the actual one is

higher than underestimating it.

3.1.4.3 Downlink Point to Point Scenario

In this subsection, a downlink like scenario is evaluated. A basestation with 64 antennas (MT = 64)

is transmitting to a mobile device with 8 antennas (M = 8). For the channel model the fol-

lowing parameters are used: L = 32, P = 16, β = 0.35. For the hybrid beamforming system
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Fig. 3.6. Comparison between high SNR capacity and SQNR of the ADC.

MC ∈ {2, 4, 8} and therefore MADC ∈ {4, 2, 1} is used.

Fig. 3.7 shows the average achievable rate for the case of MC = 4 and ADC resolution

b ∈ {1, · · · , 8}. The rate curves of the systems including an ADC clearly converge to the ones

assuming no quantization, for higher resolution in both cases of hybrid and digital beamforming.

Especially, in the low SNR regime (below 0 dB), the performance of the digital beamforming sys-

tems with low resolution ADC (1-3 bit) are very close to the performance without quantization.

These systems clearly outperform a hybrid beamforming system in this SNR regime. In this eval-

uation a 4 bit ADC is enough to outperform the hybrid system over the whole SNR range.

Since this system have a different power consumption, we also have to compare the results in

terms of energy efficiency. Here we define the Energy Efficiency (EE) as the average achievable
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Fig. 3.7. M = 8 and MT = 64MC = 4 different resolution of the ADC b.
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Fig. 3.8. M = 8 and MT = 64 different resolution of the ADC b and SNR -15 dB (a) and 0 dB (b).

rate R divided by the power consumption of the RF front-end PR:

EE =
R

PR
. (3.38)

Fig. 3.8 (a) and (b) show the energy efficiency over the achievable rate for MC ∈ {2, 4, 8}
and the resolution of the ADC b ∈ {1, · · · , 8} with SNR ∈ {-15 dB, 0 dB}. For both cases, the

digital beamforming achieves a higher data rate and a higher energy efficiency. In the -15 dB SNR

case, the difference in energy efficiency is not substantial but in the 0 dB SNR there is a large

gap between hybrid and digital beamforming. In the lower SNR case, the energy efficiency peaks

at 3 bit ADC resolution. The higher the SNR gets, the larger the ADC resolution that maximizes

the energy efficiency. These results show that even when perfect hybrid beamforming without the

beam-alignment overhead is considered a digital beamforming system is more energy efficient.

3.1.4.4 Uplink Point to Point Scenario

For the configuration of the system, the same parameters as in the Downlink (DL) like setup in the

previous subsection is used. The only difference is that in this case the antenna configuration is

M = 64 and MT = 8.

Fig. 3.9 shows the achievable rate for this case. We observe that the penalty of hybrid beam-

forming is less severe than in the DL case. The reason is that in this case, the side of the system

with less antennas (the mobile device) has no constraints on the front-end which is the exact op-

posite in the DL. This means that the number of spatial streams is in all cases just limited by the

8 possible streams of the mobile device. Therefore, the penalty of hybrid beamforming is less and

the achievable rate of hybrid and digital beamforming rise with the same slope for the case without

quantization.
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Fig. 3.9. M = 64 and MT = 8MC = 4 different resolution of the ADC b.
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In the low to medium SNR, the low resolution ADC digital beamforming systems perform bet-

ter than the hybrid beamforming one. In the high SNR regime, there is no penalty on the number

of possible data streams for the hybrid systems, therefore it performs better in this regime.

Fig. 3.10 (a) and (b) show the energy efficiency over the achievable rate for MC ∈ {2, 4, 8}
and the resolution of the ADC b ∈ {1, · · · , 8} with SNR ∈ {-15 dB, 0 dB}. As in the DL the

digital beamforming system is more energy efficient as well as achieving a higher rate. Due to the

small number of antennas, the energy efficiency stays almost constant for 1 to 3 bit ADC reso-

lution. This can be explained with the fact that if the resolution is small the power consumption

of the front-end is dominated by the other components, and the fact that we have a large degree

of freedom with 64 Antennas and therefore the influence of the quantization noise at each of the

antennas is not significant.

3.1.5 Conclusion Single User Performance Comparison

The evaluation in this section showed that low resolution ADC digital beamforming systems are

more energy efficient and achieving a higher rate than hybrid beamforming systems for the given

scenarios, especially in the low to medium SNR region. We also showed that if the imperfections

of the AGC is in the range of -20 % to 20 %, there is no major influence on the performance. The

evaluation of including the off-diagonal elements in the quantization error model showed that this

could have a substantial impact on the performance with very low resolution ADCs.

3.2 Multiuser Scenarios

3.2.1 Introduction Multiuser Scenarios

The system model in Fig. 3.11 gives a general overview of all possible system configurations in

our investigation. For MC = 1 the block analog signal combination just connects the input to the

output. ForMC > 1 this block contains an analog phase shifter for each signal followed by a power

combiner.

channel

MC

MC

MADC

analog

signal

combiner

analog

signal

combiner

UE

1
MT

A/D

conversion

A/D

conversion

digital

baseband

UE

U
MT

Fig. 3.11. System model with U users with MT antennas. The receiver has MC antennas at each of the

MADC ADC chains. The number of receive antennas M is equal to MC ·MADC.
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η[n]

F (·) r[n]
y[n]

M

Hu[l] ∗ xu[n]xu[n]

MT

x1[n]

MT

H1[l] ∗ x1[n]

Fig. 3.12. Multiuser signal model.

3.2.2 Signal Model Multiuser Scenarios

The signal model described in this subsection is valid for all subsequent evaluations of data rate

and energy efficiency.

The signal model in Fig. 3.12 describes the same system as the block diagram in Fig. 3.11. The

symbols xu[n], ηu[n], Hu[l], ηR[n], and y[n] represent the complex valued transmit signal of user

u, the imperfections of the transmitter of user u, channel from user u to the access point, the noise

at the receiver, and the receive signal of the system, respectively. We assume that there are U users

with MT antennas each and a basestation with M receive antennas. The receive signal sample y[n]
at time instant n is defined as

y[n] =
U
∑

u=1

√

Pu

Lu
∑

l=0

Hu[l](xu[n− l] + ηu[n− l]) + ηR[n], (3.39)

where Pu is the transmit power of user u and Lu is the length of the channel in samples from user u
to the access point. The transmitter impairments ηu[n] as well as the noise at the receiver ηR[n] are

modeled as circularly symmetric complex Gaussian noise. The transmitter impairments have zero

mean and covariance equal to σ2
EVMI and the receiver noise also has zero mean and a spatially and

temporally white covariance that is dependent on the SNR. The samples of ηu[n] from different

users u and time instances n are independent. Including the transmit power Pu, this is the classical

Error Vector Magnitude (EVM) definition only considering transmitter impairments [74]. In this

work we only consider the transmitter EVM. For many theoretical evaluations it is not common to

include impairments of the transmitter. However, as also shown in [24, 64] the inefficiency of the

PAs for mmWave as well as other impairments ([64]), will limit the system performance at a much

lower SNR compared to systems operating at lower frequencies. Thus, we think it is necessary to

include these effects into our analysis. It is especially important to consider such effects since for

a MU-MIMO UL system, the transmit noise components of each user add up at the basestation.

Using a general additive model to account for hardware imperfections has been used in prior work

and verified experimentally (see e.g., [17, 89, 67, 96]).

Thus, the noise here combines standard thermal noise and non-linear contributions from the

whole transmitter hardware, including DAC, PA and the phase noise of the LO. Since all noise

contributions in (3.39) are assumed to be Gaussian we can combine them to form a combined

noise η′
R[n] equal to

η′
R[n] =

U
∑

u=1

√

Pu

Lu
∑

l=0

Hu[l]ηu[n− l] + ηR[n]. (3.40)
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The receive signal is then reformulated to

y[n] =
U
∑

u=1

√

Pu

Lu
∑

l=0

Hu[l]xu[n− l] + η′
R[n]. (3.41)

We restrict the system to have MC antennas exclusively connected to one ADC chain (see Fig.

3.11). Therefore, the matrix W modeling the analog combining at the receiver has the form

W =











w1 0 · · · 0

0 w2
. . . 0

...
. . .

. . .
...

0 · · · 0 wMADC











∈ C
M×MADC , (3.42)

where the vector wi is the analog beamforming vector of the ith ADC chain. We also restrict our

evaluation to the case where each ADC chain is connected to the same number of antennas MC .

The vectors wi and 0 have dimension MC . The receiver signal after the analog combining yC [n]
can be calculated as:

yC [n] = WHy[n]. (3.43)

For the case of digital beamforming the matrix W is simply replaced by an identity matrix with

the same dimensions.

The receive signal r[n] after the ADC is related to the signal in the analog baseband yC [n] in

the following way

r[n] = Qb(yC [n]), (3.44)

where Qb(·) is the quantization operator with b bit resolution. The quantization operator Qb(a)
treats the Inphase (I) and Quadrature (Q) component of each element of a vector a separately. For

a real valued, scalar input a, the output of the operation is defined as:

r = Qb(a) = qj ∀ a ∈
]

qj−1
l qjl

]

. (3.45)

Here qj is the representative of the jth quantization bin with the input interval
]

qj−1
l qjl

]

. To cover

a real valued input the left limit of the first interval q0l and the right limit of the last interval qNb

l

are equal to −∞ and∞ respectively. The number of quantization bins Nb is equal to 2b. For real

world ADCs the difference between the representatives of quantization bins qj and the size of

the quantization bins are uniform. Thus, we limit our evaluation to this set of quantizers. For the

evaluation we assume Gaussian input signals of the ADC. Consequently, we use the step-size to

minimize the distortion for Gaussian signals shown in [51]. In order to ensure minimal distortion

of each ADC, an AGC needs to adapt the gain of a VGA for the signal before each ADC separately.

To simplify our model, we assume that the AGC always perfectly adapts to the input power. In a

practical system a AGC takes some time to adapt to a different signal power. This adaptation time

is dependent the actual AGC architecture as we well as system parameters like the bandwidth.

For the case of DBF, we study cases where the ADCs have either uniform resolution or a

mixture of different resolutions. In our evaluation, we will restrict our attention to the case of

mixed ADC resolution to the following type of scenarios: Mh ADCs with a higher resolution bh
and Ml ADCs with a lower resolution bl. The channel model assumes the same average receive

power at each antenna for each user. This means that the high resolution ADCs can be allocated
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to any Mh antennas, and the remaining antennas to the ADCs with lower resolution. In practical

scenarios it would be very difficult to adaptively allocate different ADCs to different ADC chains,

since it takes a non-negligible amount of time to perform the switching. Furthermore, we do not

expect the received power to be on average different at distinct antennas, so allocating the Mh

high resolution ADCs to an arbitrary subset of the antennas is a reasonable approach. We will see

that the use of mixed resolution ADCs allows one to achieve an arbitrary trade-off of spectral and

energy efficiency.

3.2.3 Channel Models Multiuser Scenarios

The measurements in [56] show that for channels at 60 GHz, an exponential PDP sufficiently ap-

proximates a real world scenario. The channel associated with the l-th tap of the impulse response

is assumed to be expressed as

H [l] =
1√
MT

α[l]ar(ψr[l])a
T
t (ψt[l]), (3.46)

where ar(ψr[l]) and aTt (ψt[l]) represent the array response of the receive and transmit arrays,

respectively, for arrival angle ψr[l] and departure angle ψt[l].
For the numeric evaluation, we assume that the antennas of the transmitters and the receiver

form an ULA. If a narrowband, planar wavefront is impinging on the ULA and the spacing of

adjacent antennas is d = π/k, the receive signal at adjacent antennas is phase shifted by ψ =
d k sin(φ) = π sin(φ). In this case we use the angular wave number k defined as 2π/λ. The angle

φ is the angle of a planar wavefront relative to the antennas of the ULA. The phase shift between

the signal at adjacent antenna elements at the receiver and transmitter ψr[l] and ψt[l] of path l
depend on the angle of arrival φr[l] and departure φt[l] as follows:

ar(ψr[l]) =
[

1 ejψr[l] ej2ψr[l] · · · ej(M−1)ψr[l]
]T
. (3.47)

Here we assume, that at delay l only one ray arrives at the receiver. The complex gain of the ray

α[l] is assumed to be circularly symmetric Gaussian distributed with zero mean and a variance

defined according to

vl = E
[

|α[l]|2
]

= e−βl. (3.48)

The parameter β defines how fast the power decays in relation to the delay. The other parameters

of the model are the maximum channel length in samples L and the number of present channel

taps P . This means for any channel realization, only P of the L elements in the vector of variances

v are non-zero. We will normalize the variance vector as follows:

vn =
v

||v||2 . (3.49)

The SNR γu per user u is defined as:

γu =
1

M

M
∑

m=1

Pu
Lu−1
∑

l=0

E

[

∣

∣

∣

∣eTmHu[l]xu[n− l]
∣

∣

∣

∣

2

2

]

E[||eTmηR[n]||22]
, (3.50)

where em is a vector of size C
M×1 with all zeros except for position m which is equal to 1. This

formula describes the average SNR at each antenna for user u. It is important to note that the

expectation takes the realization of the channel and realizations of xu[n] into account.
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For other parts of the evaluation we use the channel model described in [84]. This model is

based on measurements, therefore, it can better reflect real environment. The SNR γu per user u is

defined in the same way as in the exponential PDP case.

3.2.4 Rate Regions for Hybrid Beamforming and Digital Beamforming with

Low Resolution ADCs

This work compares the uplink rate region for systems with hybrid beamforming and digital beam-

forming with low resolution ADCs, assuming a basestation with a large number of antennas. The

evaluation nicely illustrates the strength and weaknesses of the different systems. Most of the re-

sults presented for two users can be generalized to a setup with more users. As we will see in

subsequent subsection the insights gained from this evaluation can be applied also to system with

more than two users. In this subsection we show how to calculate the rate region for the hybrid

beamforming and digital beamforming system, using the digital signal processing tools developed

in Chapter 2. This subsection is based on the article [79].

3.2.4.1 Calculation of the Rate Regions for Digital Beamforming with Low Resolution ADCs

Given the maximum transmit powers P1 and P2, assuming no cooperation among the users, the rate

region of the Single Input Multiple Output (SIMO) Gaussian Multiple Access Channel (MAC) is

given by [32]

0 ≤ R1 ≤ log2

(

1 +
P1||h1||22

σ2
η

)

0 ≤ R2 ≤ log2

(

1 +
P2||h2||22

σ2
η

)

R1 +R2 ≤ log2

∣

∣

∣

∣

I +
[

h1 h2

]

[

P1 0
0 P2

] [

hH1
hH2

]∣

∣

∣

∣

,

(3.51)

for the case that the transmit covariance matrix is diagonal and not changing. This rate and all

following ones are normalized by the available bandwidth. These rate regions are pentagon shaped

and assume perfect Channel State Information (CSI) at the receiver (CSIR). The edges of the

pentagon at theR1 andR2 axis are defined by the single user rates in (3.51) and the points achieving

the maximum sum rate by using Successive Interference Cancellation (SIC) in (3.52). By decoding

the signal of user one first and user two second, we get the following rates

R
(1,2)
1 = log2

(

1 + P1h
H
1

(

Rηη + P2h2h
H
2

)−1
h1

)

R
(1,2)
2 = log2

(

1 + P2h
H
2 R

−1
ηηh2

)

R
(2,1)
1 = log2

(

1 + P1h
H
1 R

−1
ηηh1

)

.

(3.52)

The superscript in R
(1,2)
i show the decoding order. Reversing the order of the decoding in 3.52 we

get the last edge of the pentagon.

By assuming the quantization noise is Gaussian distributed the SIMO Gaussian MAC rate

region represent a lower bound of the actual achievable rate. Since we assume all signals are

Gaussian, the rate expressions are similar to the ones of the case without quantization. Given

the transmit powers P1 and P2, the quantization function Qb(·) and perfect CSIR, we can again



84 3. Comparison of Analog, Hybrid and Digital Beamforming

construct the two points corresponding to the two possible SIC decoding orders. The calculation

formulas are the same as in (3.52). But hi and Rηη are the ones calculated with help of the model

for the quantization developed in Section 2.1.

It is very important to highlight the difference between the case with and without quantization.

For the case with quantization we have an effective noise η′ with a non-diagonal covariance matrix

Rη′η′

Rη′η′ = Rηqηq
+ TRηηT

H (3.53)

The transformation matrix T as well as the noise covariance matrix of the quantization noise Rηqηq

are dependent on the input covariance matrix of the ADCs Ryy (Section 2.1). Since Ryy is not

diagonal also the covariance matrix of the quantization noise Rηqηq
is not diagonal. In addition, the

variance of the quantization noise is always relative to the input variance of the ADC. Therefore,

we can conclude that the maximum sum rate is not necessarily achieved by transmitting with the

maximum power for both users. Especially for very low resolution, it could also be the case that

the interference could provoke the effect of dithering, which would then increase the rate. Thus,

the rate with an interfering user could then be even higher than the one without a second user.

Combining these results with time sharing lead to the approximation of the rate region in the

case of quantized observation as

RQMAC =

co







⋃

P∈P











(R1, R2) :

0 ≤ R1 ≤ R
(2,1)
q1

0 ≤ R2 ≤ R
(1,2)
q2

R1 +R2 ≤ R
(1,2)
q1 +R

(1,2)
q2
















.

(3.54)

where co(·) is the convex hull of all rate regions. The rates R
(2,1)
q1 , R

(1,2)
q2 and R

(1,2)
q1 are calculated

in the same way as in (3.52) by replacing h with h′ = Th and Rηη with Rη′η′:

R
(1,2)
q1 = log2

(

1 + P1(h
′)H1
(

Rη′η′ + P2h
′
2(h

′)H2
)−1

h′
1

)

R
(1,2)
q2 = log2

(

1 + P2(h
′)H2 R

−1
η′η′h

′
2

)

R
(2,1)
q1 = log2

(

1 + P1(h
′)H1 R

−1
η′η′h

′
1

)

.

(3.55)

The set P contains all possible transmit power combination P = [P1 P2] of user one and user

two up to a defined maximum. The rate region for all possible pairs in the set P need to be

calculated and then convex hull of all these rate regions give the overall rate region for the case

of quantization. As also described in [32] the convex hull is necessary as it is always possible to

operate the system in different points for a fraction of the overall time. This leads to all points in a

straight line between operations points being achievable by the system.

3.2.4.2 Calculation of the Rate Regions for Hybrid Beamforming

As stated in the signal model, we assume that the antennas belonging to one ADC chain form

an ULA. Due the exponential growth even with a medium amount of possible beams and ADC

chains, the number of possible beam configuration is very large. In the numerical examples, we

use a system with 8 ADC chains and 8 antennas per ADC chain (MC = 8). Using this system

configuration and the approximation that 4MC beams need to be check per ADC chain (Subsection

2.3.5), we need to check 328 ≈ 1.1 · 1012 possible configurations of the front-end. This is basically
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Algorithm 3.3 Setup of the set W of all possible analog combiner matrices for hybrid beamforming

MAC rate regions calculation.

Require: φ̂(u,i)∀u, i
1: W← ∅

2: for n← 0 to MADC do

3: W←W ∪













w(φ̂(π(1),1)) 0 · · · 0

0 w(φ̂(π(2),2))
. . . 0

...
. . .

. . .
...

0 · · · 0 w(φ̂(π(MADC),MADC))













∀π ∈ HMADC,n

4: end for

5: return W

infeasible for any practical implementation and our theoretical one. Therefore, we introduce a

simplification that reduced the search space.

The overall procedure of selecting the beams is described in the following paragraph in an

abstract way. Afterwards, the mathematical details are presented. Therefore, we limit the search

for the optimal beamforming configuration in the following way: First, we search the best beam

for each user u and ADC chain i combination under the assumption that the other users are not

present. Afterwards, all possible combinations of these selected beams are tried in terms of their

achievable rate with the maximum transmit power of the users.

Finding the best beam out of a predefined set B(u,i) for user u on ADC chain i can be formulated

as

φ̂(u,i) = arg max
φ(u,i)∈B(u,i)

∣

∣w(φ(u,i))
Hhiu

∣

∣

2

2
with, (3.56)

with B(u,i) being the set of all spatial directions φ(u,i) that are scanned. The channel hiu contains

the MC elements of hu corresponding to the antennas of the ith ADC chain. According to the

discussion in Subsection 2.3.5 the set B(u,i) contains 4MC elements. By comparing the maximum

receive power, we get the best configuration φ̂(u,i) for each user u and ADC chain i. The set of all

possible W denoted as W is formed out of all possible combination of w(φ̂(u,i)) assigned to each

ADC chain. This process is described in Algorithm 3.3. In this case the set HMADC,n
contains all

possibilities of selecting n ADC chains for user 1. Therefore, it has size
(MADC

n

)

. The selection

operator π(i) is than assigning the different ADC chains to the different users.

Given the beamforming matrix W , the system forms an effective channel heff
u = Whu for

each user u. This can then be treated as the previously described system without quantization. For

each of the beam configuration, a pentagon shaped rate region is formed. To show the full set of

possible rates, we form the convex hull of these rate regions for all tested beam configurations.

In the next step, the achievable rate region is calculated as

RHBFMAC =

co







⋃

W∈W











(R1, R2) :

0 ≤ R1 ≤ R
(2,1)
1

0 ≤ R2 ≤ R
(1,2)
2

R1 +R2 ≤ R
(1,2)
1 +R

(1,2)
2
















.

(3.57)
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For the calculation of the rates (3.52) is used. For each W , the pentagon shaped rate region is

calculated by replacing hu with Whu and Rηη by WRηηW
H .

3.2.4.3 Simulation Results Rate Region

For evaluating the rate region, a system withM = 64 receive antennas and 2 users was chosen. For

the case of hybrid beamforming, the number of antennas per ADC chain MC was 8. For evaluation

of the comparison of the rate region, two channel types where used. Both represent extreme cases,

and the channel of an actual system is likely going to be between those two. The first represents

a rich scattering environment, therefore, each element of hu has independent circular symmetric

complex Gaussian entries. In the second case, the channel from each user to the basestation con-

sists only of a single planar wavefront received by the basestation (single ray). The resolution b is

varied from 1 to 8 bit for all plots. The graphs Fig. 3.13 show the rate region with different SNR

γu. In the title of the plots only the SNR assuming the maximum possible transmit power for each

user is given.

The results are shown in Fig. 3.13. The results for with/without quantization and hybrid beam-

forming are labeled as quant, unquant and hybrid BF. In general, the graphs show that the rate

region of the quantized observations converges to the one without quantization by increasing b.
For the low SNR cases in (a) and (b) even 3 bit resolution is enough to achieve approximately

the rate of the system without quantization. For the higher SNR cases (c) and (d) 4 and 5 bit are

necessary to achieve a similar performance.

Since the behavior of the quantized system is different to the system without quantization, also

the rate points corresponding to transmitting with the highest possible power (quant max P ) and

the rates corresponding to the maximal sum rate (max sum rate) are shown. It is clear that if the

system is not limited by the quantization error and is also not asymmetric from the best achievable

receive power by both users, it is always best to transmit with the highest possible power (a), (b)

and (c). The exception is the case with 1 bit quantization. Due to effect of the correlated effective

noise, even the SIMO achievable rate has a peak at about 0 dB SNR and carries over to the SIMO

MAC results. From (d), we can deduce that if the users experience clearly different channel condi-

tions and the resolution of the ADC is very low, the system experiences a significant degradation if

users would only transmit with the highest possible power. For a practical system, this would call

for a scheduling algorithm taking this behavior into account or an accurate power control.

If we now compare the low resolution results to the hybrid beamforming ones, we see that in the

low SNR regime (a) and (b) even 1 bit quantization achieves a higher sum rate than hybrid beam-

forming. The higher the SNR gets (c) and (d), the better hybrid beamforming performs relative

to low resolution digital beamforming. Basically, the performance is influenced by the different

properties of the two systems. The low resolution ADC digital beamforming system has access

to all degrees of freedom, but the quality of the signals is limited. That means in the low SNR

regime, where the performance is limited by noise, very little degradation is visible. But dependent

on the resolution, the performance saturates in the high SNR regime. For hybrid beamforming, the

system does not have access to all degrees of freedom, which especially limits the performance for

multiuser scenarios. Therefore, the performance in low SNR is limited by the number of degrees

of freedom. In contrast, in the high SNR regime, the performance is less influenced by the lim-

ited degrees of freedom. Overall, if the number of users increases, a further degradation of hybrid

beamforming relative to the low resolution digital beamforming system is expected, especially in

the low SNR regime.
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Fig. 3.13. Two user rate region for M = 64 hybrid beamfoming and low resolution ADC digital beamform-

ing with different channel conditions. A linear uniform quantizer with resolution b from 1 to 8 bit for I and

Q is used.
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3.2.4.4 Conclusion Rate Region

In this part of the work, the achievable rate region for low resolution ADC digital beamforming

and hybrid beamforming were compared in a massive MIMO scenario. The results show that in

the low SNR regime, the low resolution ADC digital beamforming is clearly superior compared to

hybrid beamforming. In the high SNR regime, the performance is similar if a higher resolution of

about 4 bit is used for digital beamforming. The evaluation also showed that for very low resolution

A/D conversion in the range of 1-2 bit and asymmetric maximum receive power of different users,

it is essential to have an accurate power control to achieve the maximum sum rate. This clearly

limits the applicability of this approach and motivates the use of 3-4 bit resolution to relax the

requirements of the power control.

3.2.5 Energy and Spectral Efficiency Comparison for Multiple Users and Im-

perfect CSIR

The results in this subsection extend the single user analysis in Section 3.1 to a multiuser sce-

nario. In addition, the effects of imperfect CSIR from Section 2.5 and transmitter imperfections

from Subsection 3.2.4 are included in the model. The following paragraphs describe the additional

modeling that is necessary to extend the results to a multiuser scenario. Part of the work in this

section also appeared in [81].

3.2.5.1 Allocation of ADC chains for hybrid beamforming with multiple users

For the following calculations we assume that adjacent antennas are connected to one ADC chain.

Finding the optimal configuration of the phase shifters at each antenna to support U users is a

non-convex problem, which does not have a trivial solution. Thus, we introduce a number of sim-

plifications that make the problem tractable. At the same time these simplifications are modeling

the behavior of practical beamforming systems like WiGig (802.11ad) [37, 41].

The overall procedure for selecting the beams is described in the following paragraph in an

abstract way. Afterwards, the mathematical details are presented in the description of the algo-

rithm. We limit the search for the optimal beamforming configuration in the following way: First,

we search for the best beam combination for each user u and ADC chain j combination under

the assumption that the other users are not present and record the corresponding receive power.

Afterwards, the ADC chains are allocated to the users in a resource-fair manner, starting from the

ADC chain and user with the highest receive power.

As we showed in Subsection 2.3.5, if the receive antennas form an ULA at each subarray ofMC

elements and limiting the beams to receive the signal from only one spatial direction, we achieve

10 % error while having a codebook size of 4MC . The first part of the algorithm is thus selecting

the best beamforming vectors per User Equipment (UE). Since we assume that all subarrays have

the same size MC we initialize the set of all possible directions B with 4MC values uniformly

spaced from −π to π:

B = {φ1, φ2, · · · , φ4MC
} , φj = −π +

jπ

2MC

. (3.58)
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Afterwards, for each user u and each subarray i, all directions are tested, and the one leading to the

largest receive power and the corresponding index are stored

p(j, u, i) =
L−1
∑

l=0

∣

∣

∣

∣wH
j H

i
u[l]
∣

∣

∣

∣

2

2
,

[P ]u,i = max
j
p(j, u, i),

[J ]u,i = argmax
j
p(j, u, i),

(3.59)

with the vector wj defined as:

wj =
[

1 eφj · · · e(MC−1)φj
]H
. (3.60)

The matrices P and J contain the optimal power and the corresponding direction for all combina-

tions of users u and subarrays j.
The next step is to select which subarray should take which configuration. We at first fill the

set U and I with all users and subarrays

U = {1, · · · , U}, I = {1, · · · , MADC}. (3.61)

Then we select the subarray user combination leading to the largest receive power and allocate the

array steering vector of the selected subarray to this configuration. Since this subarray and user are

now allocated, we remove them from the sets U and I. If the set of remaining users is empty, we

reset it to all possible users. This procedure is repeated until all subarrays are allocated. It ensures

that the subarrays are distributed among the users under a resource fair constraint. In addition,

the selection of those with higher power also ensures that the rate is optimized. It is important

to mention that only selecting the ADC chains according to the ones providing the largest receive

power, even if considered for all users, would lead to starvation of the users with the worst channels.

Since this is not desirable, we adopted the above procedure. The entire process is summarized in

Algorithm 3.4. After the analog combining the system is treated in the same way as the full digital

system by using the effective channel after the combining.

3.2.5.2 Combined Rate Expression for the Multiuser scenario

After the model for the transmit impairments, the analog combining and the quantization error we

have a set of equations that looks fairly similar to a standard MIMO system. We chose to model the

channel estimation error as additional noise independent of the receive channel. This is different

from the work in [100]. In this work the channel estimation error is also modeled as additional

noise. But in addition, the useful signal power is divided between the estimated channel and the

channel estimation noise. This has the effect that for cases leading to a large estimation error, the

resulting received signal power as well as the rate go to zero. If we look at our simulation of the

channel estimation error in Fig. 2.30 this would be the case for the very low SNR range from -30

to -10 dB. This contradicts the practical observation, that communication at SNRs as low as -10

dB for a SISO system is possible [73]. For a practical massive MIMO system this would mean that

regardless of the number of antennas it is not possible to be used at low SNR. We therefore think

that modeling the channel estimation error as noise is more suitable to reflect the behavior of a

practical system. For the rest of this section we assume that each user u uses one transmit antenna.
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Algorithm 3.4 Resource fair selection of beamforming vectors in a multiuser scenario.

Require: H [l], U , MADC and MC

1: B← {φ1, φ2, · · · , φ4MC
}

2: for u← 1 to U do

3: for i← 1 to MADC do

4: for j ← 1 to 4MC do

5: wj ←
[

1 eφj · · · e(MC−1)φj
]H

6: p(j)←
L−1
∑

l=0

∣

∣

∣

∣wH
j H

i
u[l]
∣

∣

∣

∣

2

2

7: end for

8: [P ]u,i ← max
j
p(j)

9: [J ]u,i ← argmax
j
p(j)

10: end for

11: end for

12: U← {1, · · · , U}
13: I← {1, · · · , MADC}
14: for i← 1 to MADC do

15: û, î← arg max
u∈U,i∈I

[P ]u,i

16: ĵ ← [J ]û,̂i

17: wî
R ←

[

1 eφĵ · · · e(MC−1)φ
ĵ

]H

18: I← I \ î
19: U← U \ û
20: if U = ∅ then

21: U← {1, · · · , U}
22: end if

23: end for

24: return wi
R ∀i = {1, · · · , MADC}

The overall covariance matrix of the combined channel estimation error covariance matrix

Rw[k]w[k] on the kth SC is defined as a sum of the per user channel estimation error covariance

matrices Rwu[k]wu
[k]

Rw[k]w[k] =
U
∑

u=1

Rwu[k]wu[k], (3.62)

where the variance of each element of Rwu[k]wu[k] depends on the channel estimation error σ2
u and

the actual power of the channel at the corresponding frequency bin k on antenna m:

[

Rwu[k]wu[k]

]

m,m
= |[hu[k]]m|2σ2

u, (3.63)

where [hu[k]]m is the channel of user u on the kth SC defined in the same way as for the single

user case in (3.21) as:

[h[k]]m =
1√
K

K−1
∑

n=0

[h′
u[n]]me

−j 2π
K
kn. (3.64)
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Note that h′
u[n] is the by K − L zero matrices extended version of hu[l] defined as:

h′
u[n] =

{

hu[n], if n < L

0, otherwise
. (3.65)

We model each matrix Rwu[k]wu[k] to be spatial white and thus a diagonal matrix. The values

σ2
u are determined by calculating the average SNR per-antenna per user and then obtaining the

corresponding MSE σ2
u from the simulation shown in Fig. 2.30.

We combine this calculation into the operator TE(·):

Rw[k]w[k] = TE(H [k],Ryy,Rηη), (3.66)

where H [k] is the combined channel from all users to the receiver.

At this point we have all the necessary information to calculate the sum rate for the given

scenario. We make a number of approximations that make the expression tractable:

• Assume x[k] is Gaussian

• Beamforming vectors wi
R are selected from the derived finite set separately for each antenna

group based on an SNR criterion

• Quantization noise is modeled as additive Gaussian noise with a non-white covariance matrix.

• No collaboration among the users

For constellations of the Quadrature Amplitude Modulation (QAM) family, there exists only a

small shaping-gap compared with Gaussian symbols [29]. Since otherwise the overhead for beam

training is very large for most theoretical work as well as practical implementations, the vectors

are drawn from a predefined set [26, 37]. The assumption of Gaussian quantization noise is not

satisfied for very low resolution (1-2) bit in the time domain. However, all rate calculations in

this work are in the frequency domain. Due to the central limit theorem [28] the distribution of

the quantization noise in the frequency domain converges to Gaussian. We have also verified this

in our simulations. For most of the cases in a practical system, users cannot collaborate, because

they have different data to transmit and do not know that the others are present. To simplify the

evaluation, we limit the transmission from each user to one spatial data stream. Since in this work

we concentrate on the effects at the receiver, we do not explicitly model the transmit beamforming

at each user. Therefore, the users are modeled to have a single antenna.

The rate analysis is carried out for each frequency bin k separately:

R ≥ B

k2
∑

k=k1

max
Rx[k]x[k]

I(x[k], r[k]|H ′[k])

s.t. E[||x[k]||22] ≤ PTx ∀k ∈ [k1, k2],

(3.67)

where x[k], r[k] and H ′[k] represent the input/output signal of all users combined and the equiva-

lent channel of frequency bin k, and I(·) is the mutual information. The frequencies k1 and k2 mark

the borders of the band of interest in the equivalent baseband channel. If the entire band covered

by the sampling rate is not available to the system, the parameters k1 and k2 must account for the

guard band.

Since all signals are represented by Gaussian random variables, we get the following expression

for the mutual information:

I(x[k], r[k]|H ′[k]) =

log2
(

det
(

I +R−1
η′η′H

′[k]Rx[k]x[k]H
′H [k]

))

.
(3.68)
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Algorithm 3.5 Combined multipath channel from each user H [l], combined transmit impairments

EVM co-variance matrix RηT ηT
, combined maximum transmit power constraint PTxI , receiver

noise covariance matrix Rηη, frequency band from k1 to k2, quantization function Qm(·) separate

for each receiver chain m and channel statistics and channel bandwidth B.
Require: RηT ηT

, Rηη, H [l], PTx, k1, k2 and Qb(·)
1: H [k]← F(H [l])
2: Rx[k]x[k] ← PTxI ∀k ∈ [k1, k2]

3: Ryy ←
k2
∑

k=k1

H [k]
(

Rx[k]x[k] +RηT ηT

)

HH [k] +Rηη

4: [T ,Rηqηq
]← TF (Ryy, Q1(·), · · · , QM(·))

5: Rη′η′ ← TWHRη′
Rη′

R
WTH +Rηqηq

+
k2
∑

k1

H [k]RηT ηT
HH [k]

6: H ′[l]← TH [l] ∀l ∈ {0, · · · , L− 1}
7: H ′[k]← F(H ′[l])
8: Rw[k]w[k] ← TE(H ′[k],TWHRyyWTH ,Rη′η′) ∀k ∈ [k1, k2]
9: Rη′[k]η′[k] ← Rη′η′ +Rw[k]w[k] ∀k ∈ [k1, k2]

10: A[k]← I +R−1
η′[k]η′[k](H

′[k])Rx[k]x[k](H
′[k])H ∀k ∈ [k1, k2]

11: R = B
k2
∑

k=k1

log2 (det (A[k]))

12: return R

Due to the transmit noise, the modeling of the quantization and the channel estimation, the effective

noise covariance matrix Rη′η′ and the effective channel H ′[k] depend on the input covariance

matrix Rx[k]x[k] The procedure for calculating the sum rate is summarized in Algorithm 3.5.

3.2.5.3 Simulation Results Multiuser Performance Comparison

Here we describe the chosen evaluation setup and the corresponding results. A basestation with

64 antennas (M = 64) receives the signals from 4 users (U = 4) with EVM of -25 dB. For the

channel model of each user, identical modeling parameters but different realizations are chosen.

We used the following parameters: L = 128, P = 32, β = 0.5 for the channel model described in

Subsection 3.2.3. For the HBF system,MADC ∈ {4, 8, 16, 32}ADC chains are used. For DBF and

HBF with uniform quantization we use a resolution of b ∈ {1, 2, 3, 4, 5, 6, 7, 8} bits. For the

case of DBF with mixed resolution ADCs we used Mh ∈ {4, 8, 16, 32} for the number of ADCs

with high resolution. The transmit power for all users is the same. Since on average the channel

gain is the same, the powers received from different users is on average similar. Since for the results

with uniform quantization we found that the spectral efficiency at high SNR is maximized by an

ADC resolution of 5 bits we chose bh = 5. The resolution of the lower resolution ADC is chosen

to be bl ∈ {1, 2, 3, 4} bits.

Fig. 3.15 (a) to (c) show the average achievable rate over 30 channel realizations. The resolution

in bits increases from the top to bottom for each group of curves. From the DBF results in Fig.

3.15 (a) we see that at high SNR the rate saturates and there is only minor improvement above a

resolution of 5 bits.

To analyze this result analytically we need to look at the maximum SNR of the combined signal

from each user and compare this to the quantization noise dependent on the resolution. Based on
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Fig. 3.14. SQNR achieved by an uniform ADC related to the required SQNR for the different system con-

figurations.

the calculations in Section 2.1 the SQNR of an uniform ADC are calculated in Fig. 3.14. The

performance is worse than the typical 6 dB per bit, as this calculation in addition includes the

effect of clipping.

To calculate the maximum per-antenna SNR we need to first calculate the minimum receive

noise power Pn and the maximum combined signal power Ps. In the high SNR regime, our system

is limited by the EVM, thus assuming a non-coherent addition of the EVM of each user leads to

minimum noise power. In our case with 4 users the minimum noise is therefore equal to

Pn = U · 10EVM/10Pu = 4 · 10−25/10Pu = 1.26 · 10−2Pu, (3.69)

where Pu is the receive power from one user. In addition, we assume that scheduling and power

control ensures these are the same for each user. For calculating the maximum combined signal

power we assume that the signal of each user with power Pu coherently add up as

Ps = U2Pu = 16.0Pu. (3.70)

Therefore, the maximum SNR in dB is equal to

SNRmax = 10 log10

(

U2Pu
U · 10EVM/10Pu

)

= 31.0 dB. (3.71)

Since the quantization noise should be sufficiently smaller than the received noise, we can state

that SQNR > SNRmax. Based on Fig. 3.14 a resolution of b ≈ 6 bits is required. This matches our

simulation results in Fig. 3.15 (a).

It is important to note that for HBF, due to the analog receive beamforming before the ADC, the

signals from all users have different power. In fact, some are largely attenuated since the beamform-

ing is not tailored towards their direction. It is also important to mention that a coherent combining

of the signal is also a coherent combining of the transmit noise. Therefore, even though the signal

from one user has a larger power at the ADC compared to the DBF case, a smaller dynamic range

needs to be covered. This is also obvious from our simulation results in Fig. 3.15 (b).

We can also calculate the minimum resolution at which the ADC is not limiting the perfor-

mance for HBF, but we need some additional simplifying assumptions. Since each subarray is

only adapted to the channel of one user, we assume that this user has a signal gain equal to the

subarray size MC . Since the subarray is not adapted to the other users, we assume that their signal

power after the analog combining is equal to Pu. If we now assume that in the worst case the signal

from all users coherently add up we get the overall signal power

Ps = (MC + U − 1)2Pu = 361Pu. (3.72)
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Fig. 3.15. DBF, HBF and DBF mixed average achievable rate for M = 64, U = 4, MADC ∈ {4, 32},
Mh ∈ {4, 32} and ADC resolution b ∈ {1, · · · , 8}.

Since the major noise component is the transmit noise and the analog combiner is adapted to each

user’s channel, the transmit noise for this user adds up coherently. Including the non-coherent

combination with the transmit noise of the other users the minimum noise in this case is equal to

Pn =
(

M2
C + U − 1

)

10EVM/10 ∗ Pu = 0.819Pu. (3.73)

The maximum SNR before the ADC can now be calculated as

SNRmax = 10 log10

(

(MC + U − 1)2Pu
(M2

C + U − 1) 10EVM/10 ∗ Pu

)

= 26.4dB.

(3.74)

Again the statement SQNR > SNRmax must hold for the system not being limited by the quantiza-

tion. The resolution b is thus required to be around 5 bits (see Fig. 3.14). This is the same result as

in Fig. 3.15 (b) if we consider MC = 16.

There are multiple aspects leading to the effect that DBF outperforms HBF especially in the

low SNR regime. First, all possible degrees of freedom are available for each user in the case of

DBF. Since in the case of HBF each subarray only uses a phase-shifter configuration optimized

for one user, the resulting overall receive beamforming is far from optimal considering the sum of

the available users. Since in the low SNR regime, the quantization noise is smaller than the noise

in the receiver, the system is not limited by it. This is also evident from the fact that the rate curves

in Fig. 3.15 (a) are on top of each other.

The results of the DBF mixed case in Fig. 3.15 (c) show that this approach can offer all possible

rates in between the results of having only one ADC resolution, offering all possible values of en-

ergy and spectral efficiency around the values for DBF with only one ADC resolution. Combining
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the observations of the achievable rate we can predict that the energy efficiency for an ADC res-

olution above 5 bits will not improve, since the achievable rate only shows limited improvement,

while the power consumption of the front-end will dramatically increases.

We define the energy efficiency as the average achievable sum rate R divided by the power

consumption of the RF front-end PR

energy efficiency =
R

PR
. (3.75)

The power consumption of the different receiver front-ends are calculated according to Section

2.4. The scenarios in Fig. 3.16 (a) to (d) show the achievable rate and energy efficiency at different

SNR values. For each curve the ADC resolution increases from the leftmost point of the curve.

This point represents 1 bit resolution for all ADCs, or 1 bit resolution for the ones with lower

resolution ADCs in the case of mixed-ADC DBF. For all cases we see that the DBF system is

more energy efficient compared to HBF. The major reason for this is that the digital system retains

all available degrees of freedom. We can see that as the SNR increases (Fig. 3.16 (a) to (c) ) the

smaller the improvement of additional ADC chains. The explanation for this is that even though

we gain more degrees of freedom we still need to divide them among the users. In Fig. 3.16 (c) we

see that there is little difference between having 8 or 16 ADC chains.

As the SNR increases from Fig. 3.16 (a) to (c) the optimal resolution in terms of energy ef-

ficiency improves. As predicted from the achievable rate curves, above a resolution of 5 bits the

energy efficiency decreases for all cases. The results for DBF with mixed configurations in Fig.

3.16 (a) to (d) show that these curves are tightly clustered around the curves for the case with only

one resolution. This shows that this approach can achieve all possible different values in the rate -

energy efficiency trade-off.

3.2.5.4 Conclusion Multiuser Performance Comparison

The evaluations in this paper showed that low resolution ADC digital beamforming systems are

more energy efficient and achieve a higher rate than hybrid beamforming systems for multiuser sce-

narios. The reason is that the subarrays of hybrid beamforming must focus on a single user. Evalu-

ations with mixed ADC configurations showed that such systems can achieve different achievable

rate and energy efficiency values around the ones achieve by a uniform ADC configuration.

3.2.6 Robust massive MIMO Equalization for mmWave systems with low res-

olution ADCs

Many of the investigated channel estimation and detection schemes require detailed knowledge

about the structure of the channel. For example, algorithms like GAMP [58, 23] are very sensitive

to the case that their modeling assumptions are not fully valid. Other algorithms like Expectation

Maximization (EM) require accurate knowledge about the sparsity or related parameters [58, 23].

In a practical system, this knowledge is hard to obtain. In addition, the systems should be robust

regarding cases, where the assumptions leading to a specific algorithm are not fully satisfied.

Many massive MIMO equalization schemes consider only perfect channel estimation [30, 97]

without channel coding. We think the propagation of the channel estimation error inside the

MU-MIMO equalization is not straightforward. Only for linear methods the influence of the chan-

nel estimation error can be investigated theoretically [27]. This motivated us to investigate channel

estimation, MIMO equalization in combination with channel coding and low resolution ADCs.
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Fig. 3.16. Spectral and energy efficiency of digital beamforming with/without mixed ADC configuration

and hybrid beamforming with M = 64, U = 4, MADC ∈ {4, 8, 16, 32}, Mh ∈ {4, 8, 16, 32} and ADC

resolution b ∈ {1, · · · , 8}, bl ∈ {1, · · · , 4} and bh = 5 at SNR ∈ {−15 dB, 0 dB, 15 dB}.
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Therefore, we decided to investigate the performance of these systems without limiting as-

sumptions on the statistics of the channel. We also put the focus on linear, low complexity algo-

rithms while considering reference signals developed for NR in 3GPP. Even though we do not

consider finite resolution calculation in this work, it is important to mention that massive MIMO

is very robust to these effects [34]. This could further simplify the required calculation and lead to

an implementation that might be feasible for mobile devices.

In this subsection we introduce the sequential Dichotomous Coordinate Descent (DCD) algo-

rithm for MU-MIMO equalization. We also show a performance and computational complexity

based comparison to MMSE MU-MIMO detection using a 3GPP NR signals. The work in this

section was also published in [80].

3.2.6.1 DCD MIMO Detection Algorithm

In this section we show how the sequential DCD with bound is derived from a relaxation of the

Maximum Likelihood (ML) MIMO equalization. The classical problem of ML detection can be

formulated as

x̂ = argmin
xn∈X

||y −Hx||22 , (3.76)

where X is the set containing all possible transmit symbols. The symbols x, H , y and x̂ represent

the transmit symbol, the channel, the receive symbol and the symbol after the detection of the

system, respectively. The complexity of this discrete optimization problem grows exponentially

with the dimensions of x and the size of the set X. Thus, for higher number of spatial streams as

envisioned for massive MIMO it is not feasible to solve this problem.

Fortunately, as the number of receive antennas grows large with respects to the number of

simultaneously served users, the MMSE solution to the relaxed optimization problem

x̂ = argminE
[

||y −Hx||22
]

, (3.77)

approaches the performance of the ML detection [99]. Unfortunately, the close form solution to

this problem requires knowledge about the noise covariance matrix. For a system with a large

number of antennas this is hard to attain.

Therefore, we choose to relax the ML detection problem in a way that reduces the complexity,

but does not make any assumptions on the noise statistics

x̂ = argmin
ℜ(xn)∈[−B,B], ℑ(xn)∈[−B,B]

||y −Hx||22 . (3.78)

The variableB forces the real and imaginary part of each element of the vector x̂ to be in the range

from −B to B. In the following paragraphs we will show how to solve this optimization problem

efficiently and that we do not need to make any assumption on the noise statistics.

This problem can be reformulated into solving the following linear system of equations

HHHx = HHy. (3.79)

Thus, we can utilize a coordinate descend based method to solve this problem. To reduce the com-

plexity we selected the step-size to be of the form 2−l, where l is an integer. This has the advantage

that all multiplications with this number can be implemented by a bit shift. These algorithms are

called DCD as described in [71, 72] for multiuser detection in a Code Division Multiple Access
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Algorithm 3.6 Sequential DCD with bound

1: Require: A, b, N , H , B, Nu, Mb

2: Initialization: x← 0, r ← b, α← H , m← 0,

3: UpdateFlag← false, k ← 0
4: while m < Mb do

5: for n ∈ {1, · · · , N} do

6: if α/2[A]n,n < |[r]n| then

7: t← [x]n + sign([r]n)α
8: if t ≤ B then

9: [x]n ← t
10: r ← r − sign([r]n)αan
11: UpdateFlag← true, k ← k + 1
12: end if

13: end if

14: end for

15: if k ≥ Nu then

16: return x, r

17: end if

18: if UpdateFlag then

19: UpdateFlag← false

20: else

21: m← m+ 1, α← α/2
22: end if

23: end while

24: return x, r

(CDMA) system and is shown in Algorithm 3.6. The parameters H , B, Nu and Mb are the max-

imum step-size, the upper bound of the detected symbols, the maximum number of updates and

the maximum number of step-size divisions by 2. The parameter B should be chosen in a way

to accommodate the QAM constellation. For the case that the constellation is not bounded these

parameters can be set to a reasonable large value or even infinity. For example, in a DFT-spread-

-OFDM (DFT-s-OFDM) system the constellation in the frequency domain is not bounded. The

value of H should be of the form 2−l, where l is an integer. Since it is not useful to start with a

step-size that is larger than the final bound,H should also be smaller thanB. A good way to choose

H is H = 2⌊log2(B)⌋. This ensures that we start with the maximum possible step-size to enable fast

convergence. The symbols A, b and N define the linear systems of equations

Ax = b, (3.80)

and the size of the vector b. The vectors x and r represent the resulting vector and the residual error,

which is updated in every step. Since algorithm 3.6 solves only real, linear systems of equations A

and b are related to H and y in the following way

A =

[

ℜ(HHH) −ℑ(HHH)
ℑ(HHH) ℜ(HHH)

]

, b =

[

ℜ(HHy)
ℑ(HHy)

]

. (3.81)

Since we solve the equivalent real, linear system of equations the value of N is double the number

of users/spatial streams to be detected. The resulting value of x is also going to be split between
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Table 3.1. Simulation Parameter for DCD based MIMO equalization.

Parameter Value

Reference Signal 3GPP NR OFDM Type I DMRS

Channel Estimation 2x1D MMSE and ideal

Number of Users 8

Number of receive antennas 64

Channel model Exponential PDP (no Doppler spread)

SNR definition Average per user per antenna SNR

Channel code LTE turbo code with rate 0.9

MIMO detection algorithms MMSE and DCD-Bound

ADC resolution 2 bit

Modulation format 16 QAM

real and imaginary part in the same way as b. Combining the real and imaginary part in x lead to

the detected symbol.

3.2.6.2 Simulation Results DCD MIMO Equalization

In this section we compare the performance of sequential DCD to MMSE equalization. Since we

consider system with low resolution ADCs and channel estimation error, the noise is in general not

white. We also tested additional noise whitening for both systems, but since no performance gain

was observed at an addition computational cost, we only show results without noise whitening.

The simulation parameter in Table 3.1 shows the most important simulation parameters. It is also

important to mention that the bounds for the sequential DCD equalization tightly encloses the

QAM constellation.

The uncoded and coded Bit Error Ratio (BER) results are shown in Fig. 3.17 and 3.18. Due

to the frequency selective channel and the 2 bit resolution ADCs, the uncoded BER does exhibits

an error floor. It is also obvious that error floor of the DCD is lower than the one of the MMSE

algorithm w/o ideal channel estimation. The channel estimation is implemented as described in

Section 2.5. As we can see from the zoomed in part around 10−2 BER, the performance of DCD is

slightly more robust to channel estimation errors. Fig. 3.18 shows that these results translate well

to a system with channel coding.

Since the DCD algorithm has no multiplications, we need to compare the complexity to MMSE

by mapping additions and multiplications to logic operations. The work in [44, 16] offer a mapping

Table 3.2. Complexity per operation.

operation real additions real multi-

plications

logic op-

erations

HHH 8128 8192 19038400

hHy 2032 2048 5521600

HHH + I 16 0 2000

(HHH + I)−1 1700 1900 4392500

(HHH + I)−1hHy 240 256 593200

Sequential DCD with

bound

2000 0 250000
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Table 3.3. Complexity results calculated for 14 consecutive OFDM symbols.

detection algorithm scenario 1 scenario 2

MMSE 29547700 109040100

Sequential DCD with bound 24810000 99840800

of real additions and multiplications to logic gates. Assuming 18 bit signed fixed point calculation

an addition and a multiplication can be implemented using 125 and 2200 NOT-AND logical gate

(NAND) gates with two inputs, respectively. To compare the different algorithms, we compare this

number of logic gates as the number of logic operation required to calculate the result.

As the sequential DCD algorithm is an iterative procedure, we need to investigate the conver-

gence of it. The histogram in Fig. 3.19 shows the number of additions used to process one symbol

vector for the simulation parameters presented in the preceding paragraph. The comparisons are

implemented as a subtraction followed by checking if the sign bit is set or not. Therefore, they are

counted to have equal complexity compared to an addition. We would also like to mention that the

number of comparisons is low compared to additions used for updating the residual vector r. The

average complexity is 1972 real additions. For simplicity we use 2000 for the following analysis.

From the Table 3.2 it is easy to see that even just the multiplication with the already inverted

matrix is more complex than solving the linear system of equations with the Sequential DCD al-

gorithm with bound. It is also obvious that the complexity is dominated by the computation of the

Gram matrix (HHH). It is important to mention that for the calculation of the Gram matrix, we

already exploited the symmetry of the resulting matrix to minimize the necessary multiplications

and additions. All other computation steps have a much lower complexity. In this investigation,

we neglected the necessary complexity for normalization of the signal power and the additional

complexity for making the MMSE equalizer unbiased.

To compare the MMSE equalizer to the algorithm developed here, we compare two scenarios.

In the first scenario, the matrix computed to generate the MMSE result is calculated separately for

each SC (scenario 1). In the second case we assume that the matrix can be reused to detect the

symbol in 14 consecutive OFDM symbols on the same SC (scenario 2). There are few common

operations to both systems and we assume that this intermediate calculation result can be stored

and reused for scenario 2. The complexity for both algorithms is shown in Table 3.3. The overall

computational complexity of our approach compared to MMSE is reduced while at the same time

the performance is improved. In the first scenario the improvement is about 16 % in the second it

is in the range of 10 %.

3.2.6.3 Conclusion DCD MIMO Equalization

Our investigation showed that a bounded DCD MIMO equalization algorithm does outperform a

MMSE based equalization. In addition, sequential DCD has a lower computational complexity.

But it is important to mention that in contrast to many other papers considering the complexity for

massive MIMO we showed that the complexity is dominated by the computation of the Gram ma-

trix and not the matrix inversion. This evaluation shows that it is possible to achieve high data rates

with digital beamforming mmWave system with low resolution ADCs by considering algorithms

with low complexity.
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3.2.7 Are the data rates predicted by the analytic analysis of receivers with

Low Resolution ADCs achievable?

Evaluation of digital beamforming systems with low resolution ADCs has mainly concentrated on

isolated analysis of either signal processing aspects or achievable rate. There have been analyses

considering uplink wideband systems [61], multiple users in the uplink [38] or the effects of im-

perfect CSI at the receiver [48]. Different signal processing issues such as channel estimation [9]

and MIMO equalization [94, 61] have been analyzed in isolation of other receiver aspects.

In this work we want to bridge the gap between these two evaluation methods. The main target

is to show that indeed we can approach the attractive data rates promised by analytic methods

using standard signal processing techniques. In [83] the authors show a similar comparison for a

point-to-point LTE system. Since we concentrate on a system setup that is almost identical with

a 3GPP NR system and a SC spacing scaled to 480 kHz, we believe that these results show that

such a receiver might be attractive for a practical system. The results of this section also appeared

in [82].

3.2.7.1 Rate Evaluation Information Theory vs Link Level Simulation

For the comparison we use almost the same rate calculations as developed in Subsection 3.2.5.2.

The only difference is that in this work we included the effects of linear MMSE MU-MIMO equal-

ization into our evaluation. To explain the main principles of this calculation we just highlight

the effects taken into account as well as the modeling assumptions. The rate calculation takes the

following effects into account:

• Multiple users

• Multiple receive antennas

• Frequency-selective channel

• Low resolution ADCs with quantization error modeled as non-white additive noise with vari-

ance dependent on the receive power

• Imperfect CSI at the receiver based on derived expressions for the channel estimation MSE

• Transmitter impairments modeled as an additive EVM

• Perfect timing and carrier frequency synchronization

• MMSE MU-MIMO spatial channel equalization

To make the calculation tractable we used the following assumptions:

• Frequency domain sub-channels are frequency flat

• Transmit signal is Gaussian

• No collaboration among the users

These assumptions are justified below. If the size of the DFT is chosen to be sufficiently large,

the resulting sub-channels can be well approximated to be frequency flat. For constellations of the

QAM family, there exists only a small shaping-gap compared with Gaussian symbols [29]. The

assumption of Gaussian quantization noise is not satisfied for very low resolutions (1-2 bit) in the

time domain. However, all rate calculations in this work are made in the frequency domain. Due

to the central limit theorem [28] the distribution of the quantization noise in the frequency domain

converges to Gaussian. We have also verified this in our simulations. For most of the cases in a

practical system, users cannot collaborate, because they have different data to transmit and do not

know that the others are present.
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For the link-level simulations we take the same effects into account as described in the pre-

ceding paragraph for the theoretical evaluation. There are some additional effects that must be

accounted for, and we describe them in the following paragraph.

As mentioned above, since the processing is performed in the frequency domain, the quantiza-

tion noise can be modeled as Gaussian. Thus, in all the link-level processing steps we simply treat

the quantization error as additional noise. Based on the channel estimate we also determine the

signal power by averaging over the estimated power at each SC. In a similar fashion we estimate

the noise power by regenerating the receive signal from the channel estimate and the known ref-

erence signal. Afterwards, we subtract this regenerated receive signal from each user to generate

noise samples and then average over their power. This estimate is used to align the power of the

noise at each antenna.

As in Subsection 3.2.6 we use an unbiased MMSE receiver for the MIMO equalization. We

use the channel estimates described in Section 2.5 to generate the MMSE MIMO equalizer. We

also use the rate matching channel code and the Cyclic Redundancy Check (CRC) from a standard

3GPP LTE system defined in [1]. To adapt to different channel conditions, we use QPSK, 16-

QAM and 64-QAM modulation with different code rates. For each SNR we calculate the Block

Error Ratio (BLER) for each of the modulation formats and combine that with the bits transmitted

in one block to calculate the transmitted data rate. Then we select the highest data rate separately

for each SNR.

3.2.7.2 Simulation Results Information Theory vs Link Level Simulation

All major simulation parameters are shown Table 3.4. These describe a 3GPP NR system with a

SC spacing of 480 kHz, but we used an LTE turbo code instead of the codes defined for NR. To

enable simulations over a wide SNR range, the modulation and code rate combinations in Table

3.5 are used. At the modulation format switching point we always choose a configuration for each

of the two modulation formats to have the same spectral efficiency. This enables us to compare

the effects of the different modulation formats. For the calculation of the spectral efficiency we

included the CP and channel estimation reference signal overhead in both the theoretical and link-

level evaluations. We also only used the occupied bandwidth of 1200 ∗ 32 ∗ 15 kHz = 576 MHz

for the spectral efficiency calculation, thus including the guardband required in a practical system.

It is important to mention that the oversampling is also taken into account in the theoretical rate

calculation, as it changes the quantization noise power for each frequency bin.

The results for the comparison between the rate calculation and the link-level simulations are

shown in Fig. 3.20, and we see a gap between the theoretical and link-level simulation results.

There are multiple effects that make the results of the link-level simulations worse than the theo-

retical evaluation:

• Transmit symbols are not Gaussian

• Theoretical evaluation does not take the Inter Symbol Interference (ISI) of channels that are

longer than the CP into account

• LTE turbo code performance is not ideal

Considering all these reasons for the performance gap, we believe that these results show that the

interesting rates predicted in many theoretical evaluations could translate well to a practical im-

plementation. The performance gap is consistent with that observed in similar evaluations for a

point-to-point LTE system in [83]. We note that the low-SNR regime is the more likely operating

condition for such systems, and the observed performance difference is much smaller there. For
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Table 3.4. Simulation Parameters.
Parameter Description

Reference Signal 3GPP NR OFDM Type I DMRS

Reference OFDM symbols per slot 2

Channel estimation interpolation 1D MMSE for time and frequency dimen-

sions

Number of users 4

Number of receive antennas 64

Channel model NYU channel model [84]

SNR definition Average per user per antenna SNR

Channel code LTE turbo code

MIMO detection algorithms MMSE

ADC resolution 1-3 bit

Modulation format QPSK, 16-QAM, 64-QAM

Number of channel realizations 30

SC spacing 480 kHz

Allocated SCs 1200

OFDM symbols per slot 14

Slots simulated per channel realization 10

EVM -25 dB

Table 3.5. Link-level simulation modulation and Code Rate (CR) combinations.

Modulation format Code Rate (CR) bits per symbol

QPSK 0.1 0.2

QPSK 0.2 0.4

QPSK 0.3 0.6

QPSK 0.4 0.8

QPSK 0.5 1.0

QPSK 0.6 1.2

16-QAM 0.3 1.2

16-QAM 0.4 1.6

16-QAM 0.5 2.0

16-QAM 0.6 2.4

64-QAM 0.4 2.4

64-QAM 0.5 3.0

64-QAM 0.6 3.6

64-QAM 0.7 4.2

64-QAM 0.8 4.8



3. Comparison of Analog, Hybrid and Digital Beamforming 105

−30 −25 −20 −15 −10 −5 0 5 10 15 20 25 30
0

5

10

15

20

SNR dB

su
m

sp
ec

tr
al

ef
fi

ci
en

cy
b

p
s/

H
z

1 bit TR

2 bit TR

3 bit TR

1 bit LLS

2 bit LLS

3 bit LLS

Fig. 3.20. Comparison of spectral efficiency results based on Theoretical Rate (TR) results and Link-Level

Simulation (LLS) including reference and CP overhead.

the modulation and coding schemes that result in the same spectral efficiency, there is a perfor-

mance gap of 5 dB between QPSK and 16-QAM modulation for 1 bit resolution, showing that all

amplitude information is lost during the quantization of the time domain symbols. As the systems

using ADCs with 2-3 bits of resolution do not remove the amplitude information for each time

domain sample, the performance difference for the configuration with the same spectral efficiency

is in the range of 0 to 1 dB. We also highlight that the Spectral Efficiency (SE) of 10 bps/Hz results

in a combined data rate of about 5.8 Gbit/s.

3.2.7.3 Conclusion Information Theory vs Link Level Simulation

This comparison shows that indeed the data rates predicted for mmWave digital beamforming with

low resolution ADCs translates well into link-level simulation results. At low per-antenna SNRs

where such systems will likely operate, the performance of the link-level simulation can achieve

the same data rate at about 4 dB lower SNR compared to the theoretical prediction. At high SNRs,

the additional limitations of the constellation used in this work leads to a maximum data rate that

is substantially lower compared to the theoretical prediction.

3.2.8 Energy and Spectral Efficiency Comparison Including Beam Training

Overhead

In this this subsection we compare the energy and spectral efficiency results including the beam

training overhead. In addition, to the phase array based hybrid beamforming approach included in

the preceding subsection we also use Butler matrix based hybrid beamforming in this subsection.

For the calculation of the rates we use the formulas derived in Subsection 3.2.5 including the effects

of low resolution ADCs and imperfect channel estimation. For this evaluation we also used beams

specifically derived for different number of beams per subarray and the subarray size based on the

design methodology defined in Section 2.2.

3.2.8.1 Beam Training Overhead Estimation

We use the algorithm in Subsection 2.3.7.2 to determine a suitable sequence length for reliably

detecting the channel quality. From the previous results in Subsection 3.2.5 we set the value of the
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Table 3.6. Portion of the time available for data transmission given the assumptions on the beam training.

Antennas

Beams
4 8 16 32

4 98.7 % 97.4 % 94.8 % 89.6 %

8 99.6 % 99.2 % 98.6 % 97.2 %

16 99.9 % 99.7 % 99.6 % 99.2 %

minimum per antenna SNR to -26 dB. Assuming the analog combining with the maximum array

gain of 10 log10(MC) the resulting post combining SNR of −20, −17, and −14 dB is used for the

MC equal to 4, 8 and 16. The resulting sequence lengths are 2330, 1168 and 586 samples. Now in

addition we need to add the time it takes to switch between beams. We assume that the switching

time is similar to the switching time of a RF switch in the range of 100 ns [69], which results in 200

sample for the assumed sampling rate of 2 GSamples/s. We combine this with the beam training

interval of 100 ms derived in Subection 2.3.7.2 and assumption that the beams of an average of

16 users are trained every time interval. Based on these calculations we get the amount of time

that is available for data transmission in the system in Table 3.6. In this case the beam training is

performed separately for each subarray.

3.2.8.2 Designed Beams for Different Subarray Size

We used the approach in Section 2.2 to design different codebooks for the phase shifter based

hybrid beamforming architecture. As MU-MIMO should be supported this codebook is used for

each subarray independently. The measurements leading to the channel model in [84] showed that

even for a NLOS mmWave channel, there is a path or cluster of paths dominating the receive

power. Therefore, the beams have combined a uniform coverage, whereas each beam is desired

to be flat in its own region. To show the impact of different number of beams and thus different

beamwidth beams with different width were designed. For the codebook generation it is assumed

that each subarray forms an ULA.

The beams in Fig. 3.21 are designed for different codebook size. As combined a uniform cov-

erage should be achieved, the optimal beam would be the maximum gain in the desired direction

without any sidelobes. This is not achievable for an actual beam. The gain in Fig. 3.21 is always

relative to the ideal beam of the same size. Using a Butler matrix with MC = 8 the beam codebook

in Fig. 3.22 can be achieved.

3.2.8.3 Simulation Parameters and Results Performance Comparison including Butler Ma-

trix and Beam Training Overhead

All configuration parameters of the following simulations are given in Table 3.7. The rate calcu-

lations make the same assumption and for the hybrid beamforming use the same beam selection

mechanism as in Subsection 3.2.5. For the calculation of the energy efficiency the power model

from Section 2.4 is used.

A comparison of some of the receiver configurations is given in Fig. 3.23. As for the full digital

case Fig. 3.23 (a) all degrees of freedom are available it achieves the best performance. From the

results in Fig. 3.23 (b) we see that the amount of different beams thus their gain has a very limited

effect on the overall performance. This is also evident from the comparison of the phase shifter

based HBF in Fig. 3.23 (b) to the Butler matrix based one in Fig. 3.23 (c). We can therefore state
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Fig. 3.22. Relative receive power of beam codebooks designed for MC = 8 based on a Butler Matrix.

Table 3.7. Simulation Parameters.
Parameter Description

Channel estimation error Based on MMSE interpolation of 3GPP

Type I OFDM DMRS (see Section 2.5)

Number of users 4

Number of receive antennas 64

Channel model NYU channel model [84]

SNR definition Average per user per antenna SNR

ADC resolution 1-8 bit

Subarray size MC 4, 8, 16

Number of channel realizations 100

EVM -25 dB
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that for HBF in a MU-MIMO scenario the size of the codebook as a significantly smaller impact

on the performance than the available degrees of freedom.

As the results of the spectral efficiency evaluation reveled, that the impact of the number of

beams on the performance is minimal for the evaluation of the energy efficiency only the case with

equal number of subarray antennas and beams is used. The results in Fig. 3.24 show that in the case

of low per antenna SNR the digital system is substantially more energy as well as spectral efficient.

However, starting from 0 dB SNR the energy efficiency of the digital system and the system based

on a Butler matrix get comparable. This can also be explained by the fact that in this SNR range

the transmitter imperfection become more and more a limiting factor of the system. Since the sum

spectral efficiency of multiple users is mainly dependent on the degrees of freedom and not the

accuracy of the beams and in addition the receiver of the HBF system based on a Butler matrix

consumes less power than the one based on phase shifters, it is more energy efficient.

3.2.8.4 Conclusion Performance Comparison including Butler Matrix and Beam Training

Overhead

In this section we showed that considering many different aspects of the communication systems

the low resolution digital beamforming system remains an attractive options. The low SNR region

is likely to be the operating region of mmWave systems.
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4. Concluding Remarks

In this work we enhanced the models for the quantization error. We showed that including the as-

pects of correlation has an impact on the performance bounds. We transferred beam design strate-

gies from radar technology to communications technology. The resulting beams were shown to

outperform other strategies reported in the literature. To model the beam training, we also showed

strategies to design training sequences for the channel quality assessment as well as chose the

beam training interval based on available channel measurements. We evaluated the impact of an

imperfect AGC adaptation on the system performance. We showed that for low resolution ADCs

of 2-3 bit the system is quite robust regarding the imperfections of the AGC.

We showed that in contrast to the currently dominating opinion mmWave systems with digital

beamforming can be more energy efficient than hybrid beamforming systems, especially if multiple

simultaneous users are considered. It is important to mention that due to the propagation conditions

the per antenna SNR regime between -20 and 0 dB is the most likely operation region of future

mmWave applications. We also showed the rate regions that are achievable by the different systems.

The evaluation of hybrid beamforming systems based on a Butler matrix are more energy efficient

compared to hybrid beamforming systems based on adaptive phase shifters. However, compared

to the digital system they are less energy efficiency in the practical interesting SNR range.

The full link level evaluation essentially using a standard 3GPP NR system using low resolution

ADCs at the receiver showed that it is feasible to use currently defined mmWave systems using

OFDM without any change in specification. Our comparison of the link level performance with

our theoretical bounds also showed that the theoretical performance sufficiently approximates the

performance of a practical system.

Based on the results in this work we think that digital beamforming with low resolution A/D

conversion is under the following conditions an attractive system solution: multiple simultaneous

users, small range possibly indoor, high carrier frequency. Especially an application like wireless

Virtual Reality (VR) might benefit from this approach. This work was limited to receiver aspects,

but to implement energy efficient mmWave systems a joint design of the receiver, the transmitter

and the corresponding baseband system is necessary.
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5. Annex

5.1 Annex A: Derivatives of the Beam Design Objective Function

In this section we derive the cost function of the beam design:

f(b) =

(∫

W p(u) ||A(u, b)| −D(u)|p du
) 1

p

, (5.1)

with respect to the design parameters contained in b. The outermost part can be described as

∇f(b) = 1

p
(g1(b))

1
p
−1∇g1(b) =

1

p
(f(b))1−p∇g1(b), (5.2)

with

g1(b) =

∫

W p(u) ||A(u, b)| −D(u)|p du. (5.3)

The derivation ∇g1(b) is:

∇g1(b) =
∫

W p(u)∇ |g2(b)|p du, (5.4)

with g2(b) is equal to |A(u, b)|−D(u). The gradient of∇ |g2(b)|p is only differentiable if g2(b) is

unequal to zero. For this system this means that for this spatial direction u the desired array factor

is exactly the same as the actual one. During the iterative, numeric solving of this problem this is

very unlikely. However, we mitigated this problem by replacing all possible occurrence of zero by

the smallest floating point value. As this is also inside the integral the error due to the mitigation

of this problem is minimal.

The result in (5.4) can be further reduced to

∇g1(b) =
∫

W p(u)p |g2(b)|p−1∇ |g2(b)| du. (5.5)

As state in the preceding paragraph the case g2(b) = 0 can be excluded. Thus, the gradient is

defined as:

∇ |g2(b)| = ∇
(

(g2(b)
2)

1
2 =

1

2

(

(g2(b)
2)− 1

2 ∇ (g2(b))
2 . (5.6)

Which is further expanded to

∇ |g2(b)| =
1

2
|g2(b)|−1 2g2(b)∇g2(b) = |g2(b)|−1 g2(b)∇g2(b) = sgn (g2(b))∇g2(b). (5.7)
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Plugging in the definition of g2(b) this expression is converted to

∇ |g2(b)| = sgn (|A(u, b)| −D(u)))∇ |A(u, b)| . (5.8)

For this we again need to ensure that A(u, b) is not equal to zero. We use the same technique as

for g2(b) and replace the values with a very small numeric value for the process of calculating the

numeric solution of the problem. As A(u, b) is complex valued the second part of (5.9) needs to

be expanded in the following way:

∇ |A(u, b)| = 1

|A(u, b)|ℜ {A(u, b)}∇ℜ{A(u, b)}+ ℑ{A(u, b)}∇ℑ{A(u, b)} . (5.9)

Combing definitions in (5.2), (5.4) and (5.8) the overall gradient can be expressed as:

∇f(b) = (f(b))1−p
∫

W p(u) ||A(u, b)| −D(u)|p−1

sgn (|A(u, b)| −D(u)))∇ |A(u, b)| du.
(5.10)
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MUX Multiplexer

NAND NOT-AND logical gate

NLOS Non Line Of Sight

NLP Non-Linear Programing

NR New Radio
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A Generic matrix

a Generic scalar random variable

a Generic column vector

AH Hermitian of generic matrix A

[A]i Column vector consiting of all elements of the

ith column of matrix A

[A]i,j Element in ith row and jth column of matrix A

[a]i Element i of column vector a

A−1 Inverse of generic matrix A

A(u, b) Antenna Array factor dependent on spatial direc-

tion u and beamforming vector b

AT Transpose of generic matrix A

b Beamforming vector

co(·) Convex hull operator

a(n) ∗ b(n) Linear convolution of a(n) and b(n)

cosh(x) Hyperbolic cosine equal to e−x+ex

2

D(u) Desired form of the beam dependent on spatial

direction u

det(A) Determinant of matrix A

dmax Maximum allowed distance for the channel qual-

ity estimation in dB

E Expectation operator

ei Column vector with only one entry equal to 1, the

position is defined by the subscript i
η Noise vector

η[n] Scalar noise at discrete time instant [n]
A ◦B Hadamard (element-wise) product of matrix A

and B

h Channel vector

j Imaginary unit

A⊗B Kronecker-product of matrix A and B

∧ Logic AND operation
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ln Base e logarithm

log Base 10 logarithm

∨ Logic OR operation

M Number of antennas

MC Number of antennas per subarray

MADC Number of ADC chains

MDAC Number of DAC chains

MT Number of transmit antennas

µ Mean of a scalar random variable

N Sequence or block length

[n] Discrete time instant

¬ Logic negation

1N All ones column vector of dimension N × 1
Q(·) Quantization function

TF(·) System transformation function giving T and

Rη̂qη̂q
out of the receive signal covariance matrix

Ryy and the quantization functions Qm(·)
r Receive signal after quantization

Rη̂qη̂q
Effective quantization error covariance matrix

⌊x⌋ Rounding to nearest integer smaller or equal for

each element in x.

⌈x⌉ Rounding to nearest integer larger or equal for

each element in x.

ŝ Channel quality measure

σ2 Variance of a scalar random variable

T Transformation matrix for the received signal re-

lating signal after quantization to before.

γ Signal-to-Noise-Ratio

tr(A) Trace of matrix A

U Number of users

u Spatial direction combining the azimuth and ele-

vation angle

w Analog combining vector of one subarray at the

receiver

W Analog combining matrix at the receiver

x[n] Transmit signal scalar at discrete time instant [n]
y Receive signal

y[n] Receive signal scalar at discrete time instant [n]
0 All zeros vector or matrix
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