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1 INTRODUCTION 

This is a book about social order. More specifically, it is about the complicated relationship 

between machine learning algorithms and the formation of social order. And there are good 

reasons for such a book. Algorithms appear to become a defining moment in the digitized 

societies of the 21st century – and it seems that no domain of life is spared from the rational and 

seemingly powerful influence of the (rational) logic of algorithmic computation. At least this is 

how the “alluring and compelling drama” (Neyland, 2016, p. 51) is being told. And it seems 

true. We are caught in filter bubbles, job opportunities are determined by algorithms, and 

machine learning has even entered the court rooms. Algorithms specifically, and digital 

technologies in general, have become deeply embedded in our social life and contemporary 

societies. Algorithms act in undeniably powerful ways in many social arenas and produce 

knowledge, communication patterns and order social relationships. Thus, it is not surprising 

that this topic has also been taken up within the academic and public debate. The literature that 

tackles the phenomenon of algorithmic power has grown in recent years to a vast number of 

articles, books and other resources – including entire research institutes. These studies on 

algorithms give fascinating accounts of how algorithms act as powerful entities and are essential 

elements in a system of digital control societies, incorporating a diverse set of values and norms, 

such as capitalist logic or bias against minorities. These perspectives are more often than not 

focused on the algorithm as a solid and powerful actor by itself. However, algorithms are not 

entities that emerge out of nowhere. They are always embedded into and the result of practices, 

discourses, and rationalities – and therefore we should “consider algorithms as an object of 

cultural inquiry from a social scientific and humanistic perspective” (Ames, 2018, p. 2). 

Theoretical and methodological contributions increasingly question this strong focus on 

algorithms as sole actors and call for a different perspective, studying algorithms as network 

effects (Ananny, 2016) or in their multiplicity (Seaver, 2017). What we perceive as the digital 

entity able to classify, categorize, or act upon our life chances – sometimes even upon our lives 

– is the outcome of a more or less stable set of interactions brought together in a process of 

ordering. What the algorithm is, and how it can become powerful is the result of many different 

choices, elements and discourse coming together. With this book I want to contribute to this 

ongoing discussion, finding new and different ways to look at the phenomenon of algorithmic 

agency in socio-technical systems. Paradoxically, such a contribution makes it necessary to 
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start from an algorithm as the central object of attention first because, for one, every story needs 

a starting point, an entry from where on the journey can develop. And secondly, the notion (and 

the artifact) of the algorithm, if seen as a process rather than an essence, allows us to observe 

how different ideas, ideologies, necessities and dependencies come together. Thus, I attempt to 

create complex (and hopefully interesting) accounts of how power flows through the algorithm, 

to borrow and adapt an expression of Foucault, instead of assigning them power. There seems 

to be a productive tension between the notion of algorithms as powerful and important actors 

in our digitized societies and at the same time being reluctant to essentialize the concept of the 

algorithm. However, the argument I make in this book is shifting the perspective from power 

to social order, asking how the algorithm as a stable actor becomes part of and is stabilized by 

specific systems of a practically achieved order. Power and processes or social ordering are, as 

John Law (1994) shows, two sides of the same coin. Powerful entities are able to act and impose 

their ideas and values upon others – also against resistance to borrow a famous definition from 

Max Weber (1922/1978). However, social order understood as a practical achievement of a 

system of interactions and practices is the very foundation of this capacity to act. Approaches 

like ANT, which is my departure point for the argument of the book and the work behind it, 

therefore ask what enables the powerful actor, opening the metaphorically black box that 

constitutes this actor. This perspective can then also be applied to the algorithm. Within the 

scholarly discourse, the notion of networked information algorithms (Ananny, 2016) or 

algorithms as culture (Seaver, 2017) are gaining traction, looking at algorithms as enactments 

of a socio-technical system or actor-network. The algorithm as a material effect that can 

influence others is – as Law puts it – a relational effect: 

Mobility and durability – materiality – are themselves relational effects. 

Concrete walls are solid while they are maintained and patrolled. Texts order 

only if they are not destroyed en route, and there is someone at the other end 

who will read them and order her conduct accordingly. Buildings may be 

adapted for other uses – for instance as objects of the tourist gaze. So a material 

is an effect. And it is durable or otherwise as a function of its location in the 

networks of the social (Law, 1994, p. 102). 

In this book, I therefore explore the genealogy of a specific algorithm as the result of distributed 

and coordinated processes or social ordering. I thereby explore the question of how the 

algorithm came into being, what constituted the algorithm as an actor in different arenas and 
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what issues occurred in the governance of such an actor – hopefully neither falling into tropes 

of social nor technological determinism. 

1.1 THE CASE – OBSERVING ALGORITHMIC ORDERING 

Starting in early 2016 I became part of an initiative at a public broadcaster in Germany that 

sought to develop a new website with a video-on-demand system. Thus, a software 

development team was gathered to design and implement the new site, including video-on-

demand, “airing” the same shows from the linear program – but in a non-linear way. And, since 

this new website was supposed to become a state-of-the-art implementation, a recommender 

system was envisioned as a central element of the setup. In the discussions and meetings, the 

ideal product was often compared with Netflix – just for public broadcasting. And while this 

was not only an ambitious goal, it also created some challenges on the normative side. Public 

broadcasting in Germany has a legal obligation derived from the German constitution, which 

states that public broadcasters have to distribute information about political, social, cultural 

events in Germany on a broad basis. As a result, a diverse information diet (Helberger, 2019) 

should be presented to the viewers, including all different social and political positions 

identifiable in public discourse. This regulation has been installed in order to avoid the 

distribution of one-sided information or propaganda over public service media, and it has been 

put in place because of the experiences before and during World War II. The problem, however, 

was now that a recommender system does exactly the opposite of a broad information provision. 

Recommender systems select information pieces based on similarity, not diversity – they tend 

to create filter bubbles. And this was the reason why I – a sociologist and STS scholar – became 

part of that project. As a result, I was able to observe not only the efforts to adapt the technology 

to another normative framework but also its very implementation in the organization. I was not 

only a distant observer, writing up what I can see, but had a very specific role in the field (for 

further reflections on this, see chapter 2). For more than twelve months, I was part of the 

developer team and had a desk in the office of the public broadcaster. I could take part in internal 

meetings in which problems and further plans were discussed, had access to the online 

communication channels and was even sent out to other departments of the organization to 

acquire knowledge about the internal processes and find solutions for the integration of the 

algorithm. At the same time, I was able to discuss the algorithmic techniques, how to interpret 

input as well as output data and the different parameters of the algorithm. In short, I became 

part of the developer team in manifold ways in which I could observe the unfolding actor-
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networks enabling (and limiting) the machine learning algorithm that powered the 

recommender system. First row, VIP ticket in a play-along theatre. 

1.2 ORDER OF THE BOOK 

As much as this book is about social ordering, it is also an attempt to order its very object of 

observation. An attempt to order the empirical material, thoughts and theoretical concepts into 

something that is convincing to the readers and the scientific community. Throughout the years, 

many concepts, ideas and versions of this book existed, but at some point, a final version has 

to be handed in. Therefore, this is a modest attempt to give account on this process and present 

an analysis of the development of an algorithm. The inquiry into the fragile production of 

algorithmic agency/power thereby draws on different theoretical and disciplinary backgrounds, 

including sociology of technology, media theory, and Science and Technology Studies (STS) – 

but also takes into account considerations and inputs from discussions with computer scientists, 

legal scholars, and anthropologists. The theoretical background is therefore diverse, and I use 

and understand theory as a lens that lets us see certain things better – and hides others. Blumer 

(1954) coined the term ‘sensitizing concepts’ to describe such an attitude. Also, given the 

complex and interdisciplinary topic of this book, bringing different approaches and concepts 

together makes it possible to produce a picture of algorithmic power that is, as Law would call 

it, fractal, but still coordinated with each other to make a coherent argument. Therefore, I will 

discuss the topic of machine learning and social order in terms of pragmatism, speech-act 

theory, ethnomethodology, and media theory. However, what binds these different approaches 

together is a strong orientation towards post-ANT and its sensitivities for material semiotics 

and relational ontologies. Thus, the program of ANT functions itself as a toolkit to produce a 

concept-network that combines interpretative and interactionist social science with computer 

science and media-sensitive philosophy. 

This also makes a reflection on the methods applied necessary. The role of the researcher is 

always precarious if we take basic assumptions of our own epistemology seriously. For one, 

there is no such thing as an objective account given by one person, but only an empirically and 

disciplinary grounded ordering of observations Law, 1994, 2004). The ethnographic research 

presented here poses a special challenge, as I was not a detached observer but an active project 

member, bringing in ideas, solutions and, most often, problems. In chapter 2, I therefore 

critically discuss the role of the embedded researcher and the potential issues it entails. This 
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perspective shifts, however, if we follow the credo often formulated in ANT and 

ethnomethodology: assuming the actors in the empirical field as knowledgeable and competent 

(Garfinkel, 1984; Latour, 1999b). By not pre-assuming given social laws or mechanisms 

present in the field but to let the field teach and surprise you, going and being native becomes 

a resource in itself, enabling one to see, experience, and test the different orderings around. The 

chapter, however, discusses these two perspectives then – in the end – as two sides of the same 

coin, following Law (2004) in his plea to immerse yourself in the field but to be reflexive about 

it – and the need to come home (Amann & Hirschauer, 1997). 

The book itself is ordered in three different perspectives describing the different enactments of 

the algorithm and how they are related in the making of the recommender system, described in 

the chapters 4 to 7. As Seaver (2017) argues, the ontological status of an algorithm differs 

throughout the place and actors we involve in the definition of it. It can be an interface to a 

library, an abstract idea referred to in meetings, a very material actor calculating job 

opportunities of unemployed citizens or a racist machine (Angwin et al., 2016). Seaver (2017) 

thereby bases his argument on post-ANT sensitivities (Mol, 2002). The ontology of an object 

is always an emergent quality of situated practices and the materiality of the object in question. 

There is no one algorithm but multiple versions of it at the same time. Following this argument, 

this book is structured by three observations, following these different versions of the algorithm 

and how it is enacted and mobilized in different settings and situations. And these enactments 

are fragile in more than one aspect. For one, the making of these different versions in itself calls 

for an ongoing negotiation and ordering attempts to make a specific version of the algorithm. 

And each of these versions comes with its own problems and challenges.  

1.2.1 Algorithms as Disciplinary Discourse 

There is no such thing as the algorithm. An algorithm is a set of instructions solving some kind 

of problem. Yet, there are different kinds of putting these instructions together. There are graph-

theory based algorithms, different kinds of sorting algorithms like bubble sort, quick sort, etc. 

We can develop algorithms to solve labyrinths or to make sense of DNA sequencing data 

(basically a problem of combinatorics). Each of these algorithms solves different problems in 

different ways. And in the formulation of the anticipated problem, the algorithm formulates 

also an expectation about the world it acts upon and interacts with. There have been several 

calls to study code in order to understand how they interact with the world, e.g., in software 

studies. However, the actual code is often unavailable – protected by intellectual property rights 
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(IPRs) – or just makes use of established libraries. And everyone who has debugged or 

refactored a piece of code written a long time ago or, even worse, written by a different person 

knows how complex and unforeseeable the actual interactions between the algorithm and its 

environment can be. At the same time, the question of what the focus of our analysis is or should 

be when we talk about algorithms in the context of social studies seems to be unresolved 

(Seaver, 2017; Ziewitz, 2016). In chapter 4, I therefore explore the notion of the algorithm 

based on my readings of critical code studies and software studies and my observations in the 

software development project. 

The algorithm as a principle and set of expectations does not come from nowhere. Algorithmic 

techniques (B. Rieder, 2017) are circulating within the discipline of computer science, 

representing generalized solutions to generalized problems. For example, sorting a set of 

numbers is not a problem that must be solved again and again by computer science engineers. 

Instead, there exist manifold approaches to solve the general problem of sorting, where the 

engineers can choose between quick sort, merge sort, or (mostly for educational reasons) bubble 

sort – amongst others. Thus, the algorithm can be described as a disciplinary object being 

mobilized in software development projects. These principles can tell us already a lot about the 

way the reality is enacted by the algorithm and which assumptions about it are formulated in 

the basic structure of the algorithm. As such, code often refers back to these abstract techniques 

discussed in textbooks, conferences, and the like. This then also comes closer to what 

algorithmic work in the computer sciences is normally about. If you visit a lecture about 

algorithms, you will hardly ever see concrete code implementations but formulations of the idea 

of the algorithm in pseudo code, making use of theoretical concepts like branches and loops. 

Through the disciplinary discourse these travelling concepts gain stability by defining different 

approaches and assumptions around the world. The algorithm gets enacted as a disciplinary and 

technical object – an abstract solution that requires an abstract problem. In the process of 

mobilizing these techniques, the concrete problem at hand that should be solved then must be 

matched and abstracted in a way that meets the available solutions of this discipline (B. Rieder, 

2017). In describing these mobilization processes, the chapter describes not only how the 

algorithm gets an initial form but also argues that concrete code also always refers back to an 

entire collective of engineers, computer machines, networking standards, etc. making the 

production of algorithms possible in the first place. The algorithm therefore represents an 

ordering and (digital) world making of a whole discipline. 
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1.2.2 Algorithms as Institutional Actor 

The algorithm is the result of heterogeneous translations, interactions, and the production of a 

stable actor-network that gives the algorithm the chance to emerge out of these interactions. 

What the algorithm is, how it can exert power, to what extent it is able to organize the world is 

an effect of the relations and translations within the socio-technical structure it is embedded in. 

If an algorithm is not connected to institutional structures, it cannot do anything. If you deny it 

access to your database, a machine learning algorithm will produce no model, etc. However, 

the socio-technical structure, the (potential) actor-network of the algorithm must be provided, 

built, and maintained – often with big obstacles or challenges. At the same time, the social 

communities and institutions that host algorithms follow their own internal orderings, defining 

possible ways to implement and deploy algorithms as solutions to newly emerging problems. 

The problems of the institution must be matched by the algorithms mobilized by the developers, 

translating the abstract solution of the algorithmic technique into concrete actors able to interact 

and embedded into the institution's inner workings. Chapter 5 therefore describes the issues and 

problems of integrating two different recommender techniques into the fabric of the 

organization. The role of engineers thereby shifts, as they become sociologists themselves 

(Callon, 1987), formulating and inscribing expectations into the concrete artifact – in our case 

the application of the recommender. The making of the concrete algorithm thereby is discussed 

as constant negotiation of the disciplinary object (chapter 4) with the different orderings present 

in the organization. Thus, the algorithm becomes an actor within the institutional setup, its 

structure and its order. Understanding an algorithm as an entity that emerges out of a network 

of interactions and infrastructures (Ananny, 2016) always refers back to the social order that 

makes the production of the algorithm possible – or sometimes also impossible – in the first 

place. 

1.2.3 Algorithm as Enactment of Politics 

“Technology is neither good nor bad; nor is it neutral” (Kranzberg, 1986, p. 547). In 1986, 

Kranzberg formulated this as one of the laws of technology – which has often been cited since. 

And it refers to the insight that technology always has effects which we may call political (with 

a small p). Technological artifacts do have politics (Winner, 1980) insofar as they encourage or 

prevent certain causes of actions. May it be a speed bump (Latour, 1990) controlling our driving 

speed or the height of a bridge regulating access to the beach (Winner, 1980). And 

contemporary instantiations of algorithms have been criticized for their qualities of regulating 
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and surveilling behavior. In other words, algorithms often are installed and discussed as means 

of social control, e.g., in law enforcement (Gandy & Baruh, 2006), HR (Leicht-Deobald et al., 

2019), or information provision through search engines (Noble, 2018). The criticism thereby is 

mostly formulated in terms of bias or lack of transparency and is often an extension of a long-

going discussion about the social power of statistics (e.g., Scott, 1998). Because of these issues 

of algorithmic politics, several scholars argue for a value sensitive design of algorithms (e.g., 

Steen, 2015; Zhu et al., 2018). However, the political quality of an algorithm poses at least two 

challenges. First, defining the problem and acceptable forms of solutions is a question of 

normative frames applied in the discussion and different in different situations. Therefore, the 

making of value sensitive algorithms is not located in the formulation of abstract and 

generalized algorithmic techniques but is formulated and negotiated in the concrete translation 

of abstract algorithmic solutions into concrete executable code fragments. And secondly, the 

making of value sensitive algorithms requires the translation of abstract normative principles 

into technological scripts. Or in other words: the formation and materialization of (political) 

discourse. In chapter 6, I will therefore discuss the translation of normative and regulatory 

demands into the rationality of the recommender system – and the challenges it poses. What 

can be observed is that these materializations of discourse interact with other discourse 

formations, questioning the validity of the problem or the solution – or both. From an analytical 

perspective, it is therefore interesting to look at the materialized discourses in the form of 

algorithmic scripts as well as the normative discourse applied to it. Social order enacted by and 

with an algorithm is not just a material effect but also the result of normative claims and the 

interaction of different – and differing – discourses and different forms of expressing them. The 

chapter therefore describes how the software development team tried to translate the legal 

obligation of a public broadcaster, namely, to present a diverse information diet, into 

algorithmic forms of reasoning available for a recommender system and the challenges that 

came along with that. 

1.2.4 Ordering the Algorithmic Multiple 

In chapter 7, I discuss how these different versions of the algorithm relate to each other. While 

each of the enactments came with its own problems, the coordination of these different 

enactments into the process making the material object became a challenge in itself. Instead of 

following a grand narrative of the social order, which is enacted or supported by algorithms, I 

argue that every algorithmic system represents a social ordering in itself, interfering, interacting 
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and competing with other forms of orderings and coordinating different enactments of the same 

system. Software development projects are thereby not only endeavors to realize a 

technological solution but must manage these different versions, negotiating changes of or in- 

or exclude certain enactments to make them compatible with each other. A software 

development project thereby becomes an ordering effort itself – and a highly political arena of 

digital world making. What I propose here, as a result, is not to decenter the algorithm as a 

distinct and stable actor but to decenter the idea of the algorithmic system and embed it in a 

broader ecology of different modes or ordering from which the stable actor of the algorithm 

emerges. While classical ideas of social order in ANT were based on concepts of delegation 

and inscription, the aim of this chapter is to discuss how delegation as a means of 

transsituational order can be understood as the coordination and convergence of different 

enactments of the algorithm.1 Thus, this chapter contributes to bridging the conceptualization 

of algorithmic multiplicity (Seaver, 2017) and the empirical findings of algorithms as actors of 

social control – complicating the notion of social order from an interactionist perspective. Only 

if these different enactments of the algorithm – representing orderings themselves – are able to 

be put in relation to each other can the political qualities of an algorithm be determined. These 

different orderings, stable or fragile assemblages of actors, materials, and discourses can help 

us understand where the power of “the algorithm” comes from – and what might stand against 

it. This, however, also leads to another perspective on algorithms as “weapons of math 

destruction” (O’Neil, 2016), where the way to intervene is not helped by transparency nor by 

code audits or ethical guidelines alone. What we need to understand is how these algorithmic 

systems interact with other orders, both to enable them but also to govern them. This is 

especially complicated, as algorithmic forms of accounting a data-driven reality needs new 

forms of translating an algorithmic rationality into a political or organizational logic. 

Algorithmic agency is not only a matter of if-then-else statements or neural networks, but it 

also raises the question of how other orders lost durability in order to enable these actors of our 

digital world and who is included or excluded in defining their agency.  

As I started this introductory chapter, this book is about social order in increasingly algorithmic 

societies. By reconstructing different moments of building a recommender system in a public 

                                                 

1 Latour (1990) mentioned the convergence of different enactments quite early in his writings. The scholarly 

discourse since then, however, shifted towards the multiplicity and messiness of reality, losing the distinct focus 

on social order of earlier ANT writings. 
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broadcaster, I hope to contribute to the ongoing discussion on algorithmic agency and 

algorithmic power. By framing it through the lens of social order from an interactionist 

perspective, I seek to describe the problem from a perspective that neither falls into techno-

determinist narratives nor a purely social relativist perspective and contributes to the 

understanding of contemporary digital societies. Decentering the algorithm as the main object 

of critique might be strange for a book that focuses so much on specific algorithms. Yet, in a 

world where the observation that “Code is Law” (Lessig, 1999, 2006) is no longer contestable, 

it might be worthwhile to take a look how these digital laws are being negotiated and made in 

our societies and how social order(ing) is adapted or re-imagined before the algorithm even 

calculates a single number. By doing so, we might also find new ways not only to understand 

how we are governed by algorithms but also how we can govern these actors. 
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2 DOING ALGORITHMS: A FEW WORDS ON CASE AND 

METHOD 

You have not engaged in our great and gathering conversation, nor did you create the wealth of our marketplaces. You do not 

know our culture, our ethics, or the unwritten codes that already provide our society more order than could be obtained by 

any of your impositions (John Perry Barlow, 1996) 

 

In spring of 2016 I became part of a project on public service media and the development of a 

new video-on-demand system. This was, however, not an ordinary software development 

project nor was I a computer scientist or programmer. Instead, I was (and still am) a sociologist2 

who became part of a large development and research team composed of sociologists, 

communication scholars, project managers, editors, and computer scientists. The project was 

not only about developing a video-on-demand platform but also taking a value by design 

approach, taking specific legal and normative ideas into account. In the following, I will 

therefore briefly explain the goals and setting of the project on which my empirical observations 

are based. And since my position in the field was also a specific and demanding one, I will 

discuss my role in the field and especially the challenges and chances of being part of such a 

research, intervening in the object of study.  

2.1 MAKING A CASE: THE DEVELOPMENT OF A RECOMMENDER SYSTEM 

In early 2016, a German public broadcaster and research teams of different universities started 

a research and development project. The aim of the project was to develop a video-on-demand 

platform for the public broadcaster, not least because this form of media service has been 

considered as a necessary means of providing media content over the Internet. The public 

broadcaster already had a video-on-demand website out there, but according to the project 

leader, it was out of date and was supposed to be updated with newer technologies and a whole 

                                                 

2 As it might have occurred, there are some issues with identity work here. Being part and lucky member of the 

field of Science and Technology Studies with its explicit interdisciplinary goals and challenges, such a 

qualification might be problematic. Thus, I am an STS scholar who also happens to be a sociologist, who also 

happens to have been an IT professional, who refers more than once to different strands of philosophy. However, 

writing this rather complicated and long qualification every time I refer to myself would make the text 

incomprehensible. For the matter of writing I am therefore a sociologist, for the matter of identity I am all of the 

mentioned subjects. 
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new concept. Thus, a software development team was gathered to design and implement the 

new video-on-demand website, “airing” the same shows from the linear program, albeit in a 

non-linear way. And, since this new website was supposed to become a state-of-the-art 

implementation, a recommender system was envisioned as a central element of the setup. For 

this goal alone, domain experts, i.e., editors, and a software development team would have 

sufficed. However, the aim of the project was a bit more ambitious.  

Digital services of public broadcasters especially face challenges, as the 

developed platform strategy is not only oriented towards the demands and 

feedback of users, but at the same time has to consider the “principles of 

objectivity and neutrality of media coverage, diversity of opinions, and the 

balance of their services (Project proposal, p. 1, my translation).3 

This quote is taken from the project proposal and demonstrates the general aim of the project. 

The goal was not only to develop a state-of-the-art video-on-demand system but also to 

implement it in a way that is compatible with the legal obligations of a public broadcaster within 

Germany. Being a public media institution, the broadcaster had to adhere to the so-called 

program mandate, a legal principle demanding the provision of a broad, neutral, and objective 

selection of information. However, the methods being applied on non-linear online media seem 

to be at odds with these ideas. The recommender algorithms implemented were identified as 

especially problematic rather soon in the project (for a detailed discussion, see chapter 6). To 

tackle these issues, a broad and interdisciplinary research team was assembled, including me, 

the sociologist. I had my own desk in the office of the development team. To get there, I had to 

pass the entrance control. In the first few weeks, I had to call at the office that someone would 

come and get me. Later, however, I got my own key card, so that I could enter the facilities 

whenever I wanted. The development team’s office was placed in a separate building. Next to 

the office was a large meeting room. The room had no central table, was equipped with many 

books on machine learning, software development, different programming languages, and 

design patterns, among many other topics. I also contained a large monitor for video 

conferencing – which was often used to include colleagues from other cities to the local 

                                                 

3 German original: Digitale Angebote der öffentlich-rechtlichen Rundfunkanstalten stehen vor der besonderen 

Herausforderung, dass sich die entwickelten Plattformstrategien nicht nur an Nutzerbedürfnissen und -

rückmeldungen orientieren, sondern zugleich „die Grundsätze der Objektivität und Unparteilichkeit der 

Berichterstattung, die Meinungsvielfalt sowie die Ausgewogenheit ihrer Angebote“ berücksichtigen sollten. 
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meetings. It also had various seating arrangements, including large and colorful pillows. To a 

certain extent it reminded me of a Silicon Valley flair, as it was very playful, containing 

different gadgets – such as a VR set, a gadget the project leader presented to us once – and 

included no barriers between the participants of the meetings, like a big table. Instead, the space 

was very open and only small tables were standing around. The setting also reflected the idea 

of a flat hierarchy. We had several meetings in this room, discussing the next steps, challenges, 

and the strategy of the development project. I passed this room every time I walked to the 

project team’s office. The office had desks for six to seven people – this number changed over 

time, as the team grew bigger. After entering the room, the desk of Alice4 was directly on the 

left side. Alice was a mathematician and computer scientist responsible for the development of 

the recommender algorithms. The desk of Bob was located a few steps into the room on the 

right side. Bob was the project leader and also a computer scientist. Everyone was sitting in 

front of two big screens, most of the time with headphones on their head. This created a climate 

of focus and silence within the office, in which everyone was looking at their own two screens, 

reading, and typing on their keyboards. Even within the office, communication mostly 

happened via Slack, a web-based chat service mimicking the communication experience of 

early IRC servers.  

In one instance, I was debating with Alice a question of data production and 

recommender algorithms, which she could not answer and tried to get some 

information about it from Bob. Bob, however, did not react to our attempts to 

catch his attention. And as if it was the most normal thing in the world, she took 

the nerf gun next to her, aimed, and shot at him. Now we had Bob’s attention 

and could discuss the issue further (from memory). 

This scene illustrates an important element in doing ethnographic field work in a software 

development project. Observations are not continuously or ongoing, and it is simply not enough 

to just be there. Sitting in a room full of developers meant most of the time that I saw people in 

front of their computers, silently hacking their keyboards. The interactions happened 

somewhere else. Online tools for communication and coordination were essential in the 

                                                 

4 The names I use here are not the real names or even the real genders of my informants and colleagues from the 

German broadcaster. Instead, I use naming conventions as they are utilized in software engineering, especially 

cryptography, where the names are given in the order of the alphabet, namely, Alice, Bob, Charlie, and so on. The 

names are, however, used consistently throughout the book. That is, Alice will always refer to the same person. 
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development of the software and the coordination within the project team. Additionally, the 

project was managed in an agile way, that is, defining small next steps in weekly and daily 

meetings together, implementing them in so-called sprints, and reporting on the progress made 

in the meeting afterwards. Sprints are defined as the implementation of small tasks and features 

in a short amount of time, normally around a week. The meetings therefore framed the activity 

defined by these sprints. So instead of working all the time alone in front of one’s computer, 

the team heavily relied on physical meetings in a rather high frequency. However, these 

meetings only included the inner circle of the software development team. Other meetings were 

also held regularly with the online editorial team, adding their expertise on organizational and 

editorial processes in the broadcaster to the project. Being part of the team, I had access to all 

of these different digital and analog communication and documentation facilities. In order to 

reconstruct how the algorithm was developed and enacted in different situations, I had to follow 

the developers around, in Slack conversations, edits in Wikis, and to different meeting rooms.  

2.2 ACCOUNTING ACCOUNTS 

One of the great challenges in doing qualitative empirical research is the ordering of 

observations into something that resembles a linear argument, while the data collection and 

participation is based on non-linear and distributed events and observations. This is even more 

true for such a long ethnography. I was part of the project to develop the new video-on-demand 

platform for roughly a year, from spring 2016 till summer 2017. During this time, I was able to 

collect many different forms of data. This list includes conversations via Slack, both directly 

with colleagues and in the open channels. It also includes conversations via email, fieldnotes 

from meetings and the analysis of documents. In addition, I was able to analyze interviews that 

were being conducted with team members and producers of meta-data. I also attended 

workshops in which the central information infrastructure was explained and discussed, and 

hosted a focus group with the key users of the central program planning system, which later 

was supposed to become central for the creation of the meta-data production within the 

organization. 

Online communication was, as already mentioned, an important element in the coordination of 

the project team, although everyone was physically in the same room or at least in the same 

building. Therefore, one of the first tasks after I joined the project was to get access to these 

different communication channels, i.e., Slack, a Wiki, and the GitHub repository. The most 
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important one was thereby the Slack instance of the development project. In the Slack instance, 

communication with the whole group took place, namely, in thematically separated channels. 

Especially important for my work was the #machinelearning channel, as information about the 

recommender system was shared and discussed there. In these channels information that was 

interesting to everyone was shared, like dates for upcoming meetings, bug reports, concept 

descriptions, reports from specialized meetings. Even team conflicts were – to a certain extent 

– discussed in this format. Thus, Slack was a documentation of the ongoing communication in 

the team and a space to save all the relevant information. But it also served as a more focused 

form of communication between only a few members, through private messages. I would often 

discuss things with Alice, Bob, and the others directly, and keep contact to the different team 

members of the project. Especially the conversations in which Alice introduced me to the 

techniques of machine learning powered recommender systems were done via private 

messages, as we assumed that my learning process was not that interesting to the other team 

members. Thus, Slack became an important source for my research in two different ways.  

First, it was a documentation of the ongoing communication that I could analyze without 

interfering in the situation by a recording device. The recording of all this communication was 

part of the natural setting of my field. And secondly, the Slack instance became a starting point 

for me to follow the actors, as it would show the relevant sites, situations, and actors that I 

should investigate, like articles, written concepts, but also meetings or conferences. In addition 

to Slack, the project hosted its own Wiki site on which results of meetings, descriptions of 

features, and timelines and deadlines were documented. The project facilitators uploaded short 

minutes of the held meetings but also wrote down subsequent steps or necessary features that 

would be implemented. As such, these Wiki sites would provide me with information about 

meetings I could not attend but at the same time show me the project team’s self-description of 

the experienced meetings. Thus, they hinted at what was important for the team in the 

discussion, what was potentially a conflict, but also what was not mentioned there.  The third 

and last online resource I want to mention here was the GitHub repository. It contained the code 

base for the video-on-demand system, including parts of the recommender system. However, it 

was not as important as the other elements, as the discussion and practices mostly referred to 

techniques or iPyhton Notebooks that were applied to test code snippets for rapid prototyping. 

However, it was a relevant actor and medium in the project, but only one actor amongst many 

others in the process of enacting the algorithm. 
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The enactment of the algorithm then also took place in many different meetings. In contrast to 

the silent and focused atmosphere of the offices, the meetings were the place for discussions 

and heavy debating. The development project was structured according to the agile paradigm 

of SCRUM, which included daily and weekly meetings. In these meetings, the goals for the 

next development sprint were discussed and decided, and short-term upcoming problems and 

possible solutions were discussed. Often, these daily and weekly meetings resulted in a different 

form of meeting that was focused on thematic issues, such as meta-data production, design 

question of the website, or the system architecture of the backend system of the service, to name 

just a few. Additionally, I was able to attend regular meetings between the developers and the 

online editorial team in which general and non-technical issues and strategies were discussed. 

It is important to keep in mind that I attended these meetings not as an observer but as a project 

member. Thus, I was also addressed, especially when questions regarding the recommender 

system came up. As a result, I did not record these meetings, as suggested by Knoblauch (2005). 

Instead, I had several notebooks in which I documented the debates and conversations of the 

meetings. Additionally, a colleague of mine from my research group at the university was also 

present most of the time, and we shared and compared our notes afterwards. 

Aside of these more or less mandatory meetings I applied the “follow the actors” approach 

described by Latour (2005). In the process of observing the use of technological artifacts, or 

recognizing dropped names or narrated actors in conversations, I started to ask – first myself, 

then others – why something became important, and subsequently followed the actor-network 

to different sites, situations, and departments of the organization. This approach is also well 

known in interactionist semiotics, where Goodwin (2000) argues that “what we have to 

investigate emerges from the way in which the participants themselves display a particular field 

to be consequential and relevant through the orientation of their bodies and the organization of 

their action” (p. 1508). As a result, I ended up in the video archive, raising questions about the 

practices of data production, found myself in a workshop discussing the infrastructural ecology 

of the broadcaster or did interviews with the newly formed online editorial team. These 

encounters were different in character, depending on the role I took at the moment. Meetings 

in which I was a project member were normally not recorded, such as the meeting with the 

colleagues from the archive, or two workshops in which the organizational media infrastructure 

was explained to us, i.e., to the project team. On other occasions, however, I recorded interviews 
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with developers, editors, or focus groups with the meta-data research team and the users of the 

planning system WhatsOn.  

Other actors were made relevant directly in the 

discussions relating to the recommender system. 

Alice handed me many different papers and 

resources where to look and learn. In Figure 1 you 

can see the recommender system handbook, which 

became an important resource for becoming part of 

the field through learning the techniques but also for 

further analysis of the ideas and values inscribed into 

the recommender. These documents and artifacts 

were part of the ethnographic document analysis, 

thus never detached, but always in the context of the 

practices that referred to them as important 

references. 

All of these actors, documents, textbooks, colleagues 

from the archive or the online editorial team, were 

made important as part of the ongoing development 

process. And all of these occasions became 

observations that ended up in my fieldnotes, were 

translated into interview transcripts, or became part 

of an interested reading (Loukissas, 2017; B. Rieder, 2017) which later were analyzed through 

the methodological perspective of post-ANT and ethnomethodology. However, the position 

that I had was not one of the sole observer. Instead, I became part of the project team, thus my 

data collection is based on interventions and participation. I did not only sit in the corner but 

also proposed solutions, ideas where to go, and sometimes asked potentially stupid questions. 

This created the need for some methodological reflection, as such an approach creates 

opportunities but also has its pitfalls and problems. Thus, a quite difficile game of closeness 

and distance, going native and coming home, and being a colleague and researcher 

accompanied throughout the process of doing my fieldwork – and beyond. In the end, I had to 

find a way to be more than one, and to coordinate these different subjectivities of mine. 

Figure 1 The Recommender Systems Handbook 

handed to me by Alice 
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2.3 ON BEING MORE THAN ONE 

Quite at the beginning of the project there was some sort of uncertainty as to what my specific 

role in the project was. Sociology is not a natural ally for this kind of software development 

projects. Of course, being a sociologist interested in the genealogy of algorithmic solutions and 

their normativity, the role was clear to me. I came there to see how the traits and features of the 

algorithm were negotiated and implemented – and how explicit normative references were 

tackled and able to be tackled by the development project. However, it was not so clear to the 

other team members. Especially when being aligned with the development of the recommender, 

this created some confusion. What does social science have to offer for a technological 

endeavor? I was not identified as one of the “technology people” but rather as someone who 

could go and talk to people and research the organizational conditions, which I also did later. 

However, I also wanted to see how the developers address the algorithm, how they talk about 

it, how they reason about its designed qualities. For this, I had to become one of these 

technology people. 

Thankfully, there was a rather straightforward way to achieve this. In the discussion of the issue 

of filter bubbles, the question came up whether the website as it was until then did produce 

certain filter bubbles or not. Finding an answer to that question was not that straightforward and 

Alice did not have time to tackle the issue. Therefore, I tried to find a solution. As part of the 

evaluation of the old website of the broadcaster we had access to user tracking data. The data 

comprised the videos individual users watched, and how long they did so. This is called implicit 

feedback. The longer a video has been watched, we assumed, the higher the users would rate 

this video. My task was then to deduce from the recorded user-video relations the formation of 

one or different clusters that would suggest that this kind of recommendation produced filter 

bubbles. After researching some methods, I came up with an idea that included three different 

steps: first, normalize the ratings. That is, if a rating was below a threshold, assign it a zero, if 

it is above, assign it a one. Second, calculate a transposed version of the matrix. And third, 

multiply the original matrix with the transposed one. This resulted in a matrix that described 

the relations of a user to other users, depending on whether they watched the same videos. The 

more common videos were watched, the stronger the relation between those two users. In a last 

step, I then produced network visualization from the calculated data. One of the results can be 

seen in Figure 2. 



19 

 

It was not strict science, it was rather a lot of 

playing around and experimenting with 

different parameters of my R script. However, 

when I presented the idea and the results to 

Alice, she looked at me and replied that this is a 

good idea. The main goal of the calculation was 

not to show if and what clusters there are, and 

the visualizations did not have any further 

impact on the course of the project. Instead, it 

helped me to prove that I was not only a 

sociologist, but that I was also capable of 

understanding what they were talking about. 

Instead of being a bystander I became one of them. Yet, I was not only a network analyst or 

that person who can do calculations in R. I still was the sociologist too. I was more than one, 

and sometimes this being more than one interfered in my repertoires of used accounts. 

This, however, points at the core of an issue that has often been identified as the dangers of 

going native. And it is an even bigger issue in research that does not only observe but is 

embedded and interventive in nature. As Latour and Woolgar (1986) argue:  

For us, the dangers of “going native” outweigh the possible advantages of ease 

of access and rapid establishment of rapport with participants (Latour & 

Woolgar, 1986, p. 29).  

The danger, according to Latour and Woolgar, is that ascribing the actors in the field, in their 

case scientists, a somewhat privileged status makes the methods through which they produce 

sociality, scientific facts, or – as in our case – algorithms, invisible and opaque. Not instead, 

but because we understand them on a level that we take them for granted. Being a stranger, not 

acquainted with the meanings and the methods of meaning making of the field is an advantage, 

as we are not even able to mistake important interactions as normal.  

However, this creates some serious problems if we take the subjective perspective of involved 

actors seriously. Especially, as Latour later argued that “ANT was simply another way of being 

faithful to the insights of ethnomethodology: actors know what they do and we have to learn 

from them not only what they do, but how and why they do it” (Latour, 1999b, p. 19). This 

Figure 2 Visualization of the user/user relations in the old 

tracking data created by me. 
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localized and situated understanding, however, requires some sort of interpretation of 

empirically observable practices and accounts – the Schütz’ian legacy of the program of 

ethnomethodology (Garfinkel, 2006). In producing accounts, the subjective meaning of actions 

and words is made observable to others. Of course, these accounts can never comprehend 

everything the account giver is doing – as this also includes the internal reasoning and thinking 

about the accounts (Schütz, 1932/1993). In order to communicate, the account giver must 

always reason: if the other person connects the meanings to these signs or actions that I connect 

to them, then she would react in the way anticipated by me. Thus, according to Schütz, in our 

interpretations of a situation, we always take the (assumed) perspective of the other person. 

This creates an immense coordination problem with an infinite regress of interpretation and re-

interpretation. Garfinkel approached this problem with the notion of the ethnomethods and 

normalization. Ethnomethods are for Garfinkel simply the methods that competent members of 

an already ordered social configuration utilized in order to produce accounts – and interpret 

them at the same time. Through the identification of production and interpretation routines, the 

communication process can be resolved to an ongoing and functional interaction setting. 

Deviations from the anticipated reactions to my accounts, or from anticipated accounts from 

others provoke itself a reaction of the interpretant, trying to bring the chain of accounts back to 

a situation that is known and well-defined according to the interpretant (Garfinkel, 1984) – this 

mechanism has been repeatedly demonstrated by Garfinkel and his students in the so-called 

breaching experiments. 

This, however, has some serious implications on how we approach our empirical field. Just 

observing from a detached perspective, I would be able to record how these competent members 

of the social group interact. However, the description of these accounts would rely on an 

evaluation external to the situation – which might result in (possibly misunderstood) 

misunderstandings. Instead of learning something about the setting at hand, I would make the 

reader learn more about me and my reasoning. The researcher is simply not a competent 

member of the social group studied. This is also one of the reasons why ethnomethodology was 

focusing on well-known everyday interactions. It could be assumed that the researcher is 
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already a competent member of the situations and groups she studied. 5  This is best 

demonstrated in the definition of Garfinkel’s documentary method: 

The method consists of treating an actual appearance as ‘the document of’, as 

‘pointing to,’ as ‘standing on behalf of’ a presupposed underlying pattern. Not 

only is the underlying pattern derived from this individual documentary 

evidences, but the individual documentary evidences, in their turn, are 

interpreted on the basis of ‘what is known’ about the underlying pattern. Each 

is used to elaborate the other (Garfinkel, 1984, p. 78). 

The observed account is assumed to relate to a shared understanding, a common pattern of 

interpretation. Thus, the aim of the researcher is to make these connections visible and available 

for scrutiny and analysis. The assumption then, of course, is that the researcher has the 

capability to make and reconstruct these connections via common ethnomethods. The 

competent observer must not only be able to report on the accounts but must also be able to 

take part in the reproduction of social order (Garfinkel & Wieder, 1992). The expectation of the 

ethnographic researcher therefore is, according to Amann & Hirschauer, twofold: “for one, the 

expectation that every field has a socio-logic, a cultural orderliness, and further the expectation 

that by a step-by-step positioning and ‘calibration’ of the ethnographer in the field this socio-

logic is becoming practicable and can be mobilized as empirical knowledge” (Amann & 

Hirschauer, 1997, p. 20 my translation). Thus, we as researchers must learn, step-by-step, to 

understand and interpret the actions and accounts of the studied field’s members. A task that 

has to be accomplished in all phases of the ethnographic research and which is never finished 

or done, or as Knoblauch and Vollmer (2019) put it: “Understanding others, their actions and 

their objectifications remains a task throughout the research process, so that even the research 

question depends on this understanding” (p. 603, my translation).  However, this understanding 

is grounded in two very different research styles, heavily impacting the role of the researcher 

in the field. Amann & Hirschauer (1997) argue that the researcher should make everyday 

practices and reasoning of a familiar setting visible by continuously practicing the 

                                                 

5 Of course, this is a solution that is not dissimilar to the solution of Parsons, who establishes shared norms as an 

objective means to produce intersubjective interpretability, or Luhmann, who just switches the perspective from 

the competent members to a form of communication that is oriented and constituted based on the communication 

systems’ shared code. However, Garfinkel complicates the picture, as he binds the methods of meaning making 

and interpretation to a fluid situation. 
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‘bestrangement” of the field, i.e., keep one’s distance and difference to the empirical field – an 

approach also advocated by Hammerly and Atkinson (2019). Others argue for an immersive 

approach. Especially contemporary life-world analysis, which heavily draws from Schütz’ 

theories, argues for becoming a member of a social setting in order to obtain “information about 

how and what one really experiences in such worlds” (Pfadenhauer, 2005, p. 8). We, as social 

scientists entering these foreign domains, never know exactly if our interpretations of accounts 

in the field are the right ones but must become a competent member of a social group, and learn 

to interact and participate within the field (Honer & Hitzler, 2015). Instead of fearing to go 

native, going native is a central element in empirically grounding our analysis.6 If we want to 

be able to empirically ground our report on how sociality in a given situation is achieved, we 

need to become what we are studying. This enables us, as Knoblauch (2005) argues, to start an 

attempt to take the point of view of the people we study. 7  Turning this to an 

ethnomethodological perspective, this also enables us to learn and apply the relevant 

ethnomethods and therefore give and interpret accounts that are typical for the studied setting. 

This results also in a second methodological consideration. Being part of a situation and 

learning its practical rules also changes the very setting we are studying – especially when we 

intervene and sometimes produce a crisis to see how the situation gets normalized again. But 

as Mol wrote: “The point of stressing this is not to say observers should not interfere. They 

always do” (Mol, 2002, p. 157). As researchers who are becoming part of a situation, a 

community, or an organization, we change the setting, we provoke different accounts, different 

forms of ordering. Thus, the way how we are being addressed changes the way how accounts 

are presented to us. This issue has also been discussed earlier within sociology by Schwartz and 

Schwartz (1955), where they called it the “observer effect” (p. 346). The moment we do 

observations, we provoke different reactions. However, what Schwartz and Schwartz (1955) – 

amongst others – see as an issue of observation could also become a chance to change our way 

of investigation. It makes a difference if we are addressed as an expert or an outsider, as a 

                                                 

6 The analysis of Howard S. Becker (1997) is very instructive in this matter, showing how becoming someone can 

be understood. There is, however, a certain boundary of becoming a competent member, especially in fields that 

are on the margins (see e.g., Girtler, 2003, 2004) and which would require certain interactions the researcher is not 

willing or able to commit (Humphreys, 1976). 
7 It is, however, important to mention here that Knoblauch (2005) puts this argument forward for an ethnographic 

conception of alterity, where shared knowledge by the researcher and the studied field is reflexively contrasted in 

an ongoing search for differences in settings, perspectives, attitudes, etc. Such an attitude is in my opinion the most 

promising in studying settings that become more familiar to the researcher over the course of her personal 

development and career. 
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sociologist or an IT person. In each of the occasions, the accounts can tell us something about 

the social order achieved but from different perspectives, from different angles. Each occasion 

can tell us how the social system, or the practically achieved ordering, reacts to our stimulus.8 

In short, if we cannot not interfere with the situation, we should at least be aware in what way 

we are doing so and what this tells us about the social order achieved. Law (2002), referencing 

Haraway (1988), argues that knowledge production – and therefore also the perspective of the 

ethnographer – always rests on a partial perspective. Historically, we just named one of them 

objective.9 Thus, both perspectives, the one of the sociologists, the other of that person who 

can do calculations in R, are valuable. They just tell us something different about the object of 

inquiry and the surrounding practices. Law (2002) even argues that our vision becomes fractal, 

that is, different versions of the same phenomenon exist. This is an ontological turn of the earlier 

formulated argument by Clifford (1986) that ethnography always produces a partial truth. This 

influence and impact of the researcher’s presence is then not only a necessity to observe and 

record the situated and public accounts in a given situation (Geertz, 1973). Instead, it becomes 

an instrument in making certain accounts observable in the first place. Taking different 

positions, creating different situations provides different means to probe the social structures 

enacted by the empirical field. 

2.4 EVERY YOU, EVERY ME 

The argumentation of Garfinkel, however convincing, hinges on the issue of inter-subjectivity 

of knowledge reservoirs to identify patterns and connect them with accounts. While Garfinkel 

was not interested in metaphysical assumptions of experiences, as he called it (Garfinkel, 2006), 

the program of ethnomethodology still assumes a shared repertoire of interpretation, which is 

expressed in the notion of ethnomethods and which are essential pre-requisites for the analysis 

of situated and locally achieved empirical observations. This led to the formulation of the 

unique adequacy criterion (Garfinkel, 2002) which would require the researcher to already be 

a competent member of the group in order to produce adequate descriptions about social 

interactions. Such a perspective of being a competent member or to experience the situation the 

same way as the people studied, resulted in researchers doing a second degree in math or in the 

case of Wacqant (2004) becoming a boxing champion. This has been critiqued, amongst others, 

                                                 

8 This sounds rather positivist but aims at an interactionist perspective of social order. 
9 On a very informative discussion on the historical shift of objectivity as a notion, see Daston & Galison (2010). 
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by Amann & Hirschauer (1997) as an excessive demand. The proponents of a radical immersive 

approach argue that without being a competent member, it is impossible to give accounts that 

are true to the field, simply because we do not know what exactly is going on. But then again, 

none of the participants knows that exactly, simply because we have no access to the minds of 

the others. This insight was already formulated by Schütz as the general thesis of the other as 

an alien I, in which interaction is only possible as I assume that the structure of my alter ego’s 

experience is comparable to mine (Schütz, 1932/1993). The exchange of accounts goes on as if 

they were interpreted in the right way. Thus, becoming a competent member of a group and 

reproduce the experiences of that field is an ideal that we have to look for, but which we can 

never be sure to achieve. When describing an empirical reality, we have to assume that our 

interpretations are faithful to the recorded practices and test them continuously in our empirical 

field. Reflecting on multiplicity, Mol therefore argues that knowledge “does not draw its worth 

from living up to reality. What we should seek, instead, are worthwhile ways of living with the 

real” (Mol, 2002, p. 158). This is also true for our accounts of social ordering. The described 

orderings are still real, they still provoke resistance and stability if probed. The descriptions of 

the field therefore are an enactment that tries to be as faithful to the local and situated forms of 

knowing and ordering as possible. For this, immersing us in the field, learning the language, 

the techniques, simply becoming a competent member of the field we are studying is an ideal 

we might never reach and which in its exclusivity might also not be worthwhile. Yet, this still 

is an approach that offers a unique and important perspective on the empirical phenomenon in 

specialized domains. Instead of fulfilling a unique adequacy criterion, it might be more 

productive to strive for analytical adequacy (Knorr Cetina et al., 2019). 

This perspective, however, has to be recontextualized and brought back to our own disciplines 

and forms of reasoning. As social scientists, we are part of another ordering system (or rather 

many of them). We do not only describe what we observed, but we translate it into accounts 

that are understandable and valued by our colleagues. We become spokespersons (Callon, 

1987) of our empirical field, but we speak to a very specific audience. Reproducing the accounts 

of the settings by our acquired knowledge creates frictions. The different enacted selves have 

to be coordinated – here the project partner, who is able to do network visualizations in R; there 

the sociologist who will tell us something analytical about the socio-technical system she is 

studying.  
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2.5 SPEAKING SOCIOLOGICALLY 

After giving a conference talk, describing my findings of how the algorithm became an 

organizational actor (see chapter 5), a colleague raised her hand and asked: “Maybe I have 

missed it, but what exactly is sociological about that?” My answer included terms of interaction 

order, contingency, and situated problem definition, but I was not able to formulate my findings, 

which I learned in the language of the field, in a way that would have been understood as 

sociological. And yet, that is what sociologists do – speaking sociologically, giving specialized 

accounts to a specific and competent group with their very own ethnomethods, their own reality. 

Callon & Latour (1981) urge us to apply all that has been said so far also to our own disciplines, 

to what we call science. 

Every time they write sociologists grow or shrink, become macro-actors – or do 

not – expand, like Lazarsfeld, to the scale of multinational, or shrink to a 

restricted sector of the market. What makes them grow or shrink? The other 

actors whose interests, desires and forces they translate more or less 

successfully, and with whom they ally or quarrel. Depending on the period, the 

strategies, the institutions and the demands, the sociologist’s work can expand 

until it becomes what everyone is saying about the Leviathan, or shrink to what 

three PhD students think about themselves in some British university. The 

sociologists’ language has no privileged relationship with the Leviathan. They 

act upon it. Suppose they state that the Leviathan is unique and systematic, 

suppose they create cybernetic, hierarchically integrated sub-systems: either 

this will be accepted, or not, will spread, or not, will be used as resources by 

others – or will not. The success of this definition of the Leviathan proves 

nothing about the latter’s own nature (Callon & Latour, 1981, pp. 298–299). 

In the quote, Callon and Latour suggest that the sociologist language does not prove anything 

about the nature of the object of inquiry. I disagree. It constructs the phenomenon differently, 

translates the field enactment into another scientific enactment. Just as the jungle soil in 

Latour’s writings (1999a), the empirical field is being referenced and enacted by social 

scientific methods. Yet, these different enactments that are confronted with different orderings, 

using different accounts, must be coordinated. If this coordination fails, we fall for either 

empiricism with no analytical value, or empty theorizing with no connection to an empirical 
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reality.10 Sociological reasoning in ethnographic work, as I have conducted it, is therefore 

always the coordination of different forms of giving accounts. And in each moment, you portrait 

and construct your object of study differently. According to Law “representation is always a 

simplification and a deletion” (Law, 1994, p. 165). Describing and representing what I have 

observed can only use so many words, and these words will never transport all of the 

experience, all of my observations. This book that you are reading right now is a representation 

of the practices, the rationalities, and the problems I encountered in the field – in this strange 

socio-technical world of the public broadcaster. And as such, it operates with simplifications 

and deletions, but it does so with an empirical basis. The story that could have been told is more 

than one – but certainly it is also less than many. The project of bringing across an observation 

and an argument is in itself the endeavor of negotiating different enactments and different 

modes of ordering that frame this document. Staying true to the empirical phenomenon 

observed (and by that also co-constructing it) and the conditions of possibility to speak to a 

disciplinary (and disciplined) community co-determines the shape of this report. None of my 

colleagues at the public broadcaster was talking about semiotics, ethnomethods, or modes of 

ordering. In their world these notions do not exist – as long as I do not bring them up. These 

things are analytically and “usefully imputed to the patterns of the social for certain purposes” 

(Law, 1994, p. 84, emphasis in the original). I use this vocabulary to enact the broadcaster, the 

development project, and the algorithm in a different form. Instead of ‘just’ reporting what the 

algorithm is, I add another enactment of it to the equation. This is what social science often 

calls reflexivity – being aware of one’s own position in the field – but at the same time forgets 

that we are part of another system of orderings. There is simply no outside, there is no view 

from above (Haraway, 1988; Law, 2002), there are (only) multiple enactments that need to be 

coordinated with each other. Therefore, my own description of the phenomenon described in 

this book is the result of the negotiation of different versions of myself. This coordination effort, 

however, is also a corrective to the issues of going native. In order to be a sociologist, I have to 

be able to talk to other sociologists and produce accounts that make it more probable that I can 

build relations to my discipline. This has also the function to provide a corrective to the process 

of going native. As Amann & Hirschauer (1997) argue, every going native has to be coupled 

with a coming home, in which we gain the analytical distance necessary to see more in our 

                                                 

10 This is, of course, a paraphrase of Kant’s critique (1781/2011). 
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recordings than (to us) obvious facts and phenomena. In doing so, we make the familiar setting 

alien to us, and the familiar phenomenon is treated “as if it is alien. […] It is being put at distance 

to the observer” (Amann & Hirschauer, 1997, p. 12 my translation).  

And here we close the circle of the seemingly conflict between Amann & Hirschauer and 

Garfinkel. It is not either or, becoming a competent member of the group or constantly alienate 

us from our field. It is, in the end, always both. A disciplinary description and enactment of the 

issues at hand require the social scientists to make their observations relatable to their own 

institutional settings. Reflexivity as a necessary counter-point to going native, as Law (2004) 

demands it from us – is therefore also a collective achievement. In being not only the researcher 

at a site but also the scientist in a wider scientific system makes it a necessity for us to be 

reflexive in a way to re-interpret our observations and connect them to other patterns of 

interpretation. Just as Latour (2013) argues that objectivity is a collective achievement, so is 

reflexivity. Returning to the question of what is sociological about this book, about my work? 

Nothing. And everything. It depends on what repertoire of producing accounts is being used 

and to whom I speak. 
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3 THE ALGORITHM AS POWERFUL ACTOR – SOME 

PERSPECTIVES 

Books. People never really stop loving books. Fifty-first century. By now you’ve got holovids, direct-to-brain downloads, 

fiction mist. But you need the smell. The smell of books, Donna. Deep breath!  

(The Doctor, Doctor Who: Silence in the Library) 

 

Algorithms and machine learning have not only become a constant point of reference within 

the broader societal discussion but also widely discussed phenomena within the social sciences 

and the humanities. The literature on the power of algorithms has vastly grown in the last few 

years, even creating its own field named critical algorithm studies, which itself is a successor 

of software studies or critical code studies. The contributions thereby utilize a wide range of 

different theories and concepts in dealing with the phenomenon of algorithms, which are 

sometimes compatible or comparable and sometimes unique and incommensurable (e.g., 

Willson, 2014). The figure of the algorithm thereby seems to act as a boundary object – to 

borrow a concept from infrastructure studies (Star & Griesemer, 1989) – which enables very 

different theoretical and disciplinary perspectives to come into conversation with each other. 

At the same time, this can create confusion, as different conceptions of algorithmic power are 

being discussed as seemingly one phenomenon, often leaving us with the question of what we 

are actually talking about when we refer to algorithmic power (Ziewitz, 2016).  

In the following, I therefore discuss the manifold and rich literature in terms of power and social 

order of algorithms to present an overview of the different approaches and the respective 

theories behind them. Such a review is, of course, never complete and the ordering it represents 

is to a certain degree contingent. The aim of the following section is therefore not to provide a 

complete and all-encompassing overview of the literature but to carve out dominant theoretical 

approaches and narratives when it comes to algorithms and machine learning and social order. 

This approach then reflects also the intensity in which different approaches are being used 

within the discussion of algorithms. While Marxist critiques and cybernetic approaches are 

important voices in the discussion, it is fair to contest that Foucault’s theorizing became a major 

perspective adopted within the academic discussion. At the same time, caution is necessary 

when formulating critique on a theoretical level, as most literature – and therefore scholars – 

proposes a perspective that is more focused on the phenomenon and potential issues that arise 
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from algorithmization, making valid points by using different ideas and theories as sensitizing 

concepts (Blumer, 1954). At the same time, even the theoretical perspectives presented always 

have a certain problem in mind, which different approaches formulate and also solve 

differently. As a result, exploring these approaches should not necessarily formulate critique 

from an outside position. Instead, it is the aim to appreciate the presented perspectives and 

explore their productivity and performativity from the perspective of their own theoretical 

paradigms. Therefore, even if critique is formulated, this happens in the mindset of the 

necessary modesty, which wants to explore the theoretical dimension and their productivity for 

my own observations (which will be discussed in the following chapters in more detail) and 

what these theories are able to highlight, and what aspects are made invisible by them. 

In the following, I will first discuss different issues that have been identified in the scholarly 

discussion when it comes to algorithms, e.g., opacity. These parts are not so focused on 

theorizing the phenomenon of algorithms but to open up a critical perspective on important 

problems that the ongoing algorithmization of our societies poses. Subsequently, I will explore 

three different perspectives: a Foucauldian approach to algorithmic power, algorithms as actors 

in a capitalist regime, and a cybernetic approach to algorithms. The section of Foucault is 

thereby the most extensive, as many scholars in the discussion utilize the rich conceptual 

repertoire of Foucault’s thinking to problematize algorithms. In the end, I will identify some 

possible contributions that a perspective of social ordering might offer to the debate based on 

the discussion of these approaches. I therefore propose a different perspective that mediates 

between the individual level of algorithms as powerful actors, and structural effects that sees 

algorithms as an epiphenomenon. 

3.1 ISSUES WITH AND OF ALGORITHMS 

When revisiting the questions and problems addressed in terms of algorithmic power and 

agency, the discussion does not always follow a clearly demarcated theoretical perspective but 

tries to highlight specific issues and problems of algorithmic systems. The main lines of inquiry 

are thereby the production of seemingly objective knowledge, the problem of black boxes and 

transparency, and the issue of algorithmic bias. In the following, I will discuss these different 

issues. In this discussion, the question whether algorithms are seen as solid actors, or structural 

effects is only touched – if at all – implicitly, which provoked some critique (e.g., Hoffmann, 

2019). 
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3.1.1 Knowledge Production & Objectivity 

Artificial intelligence, in the earlier instances of expert systems and more contemporary forms 

of machine learning are always confronted with the problem of knowledge acquisition. Thus, 

the question of how knowledge about the world is collected, represented and applied to the task 

of the artificial intelligence system at hand. Especially expert systems were confronted with the 

problem of how to extract knowledge for their explicit rule-based knowledge representation 

(Forsythe, 1993). Thus, early versions of artificial intelligence, so-called expert systems, were 

trying to formalize knowledge of human experts and transfer it into a form that is 

understandable for computers. A problem with which actual machine learning systems are also 

confronted – now often formulated as the need for domain knowledge (Ribes et al., 2019). 

However, boyd & Crawford (2012) argue that with the emergence of (so-called) big data 

applications paired with machine learning, the definition of knowledge changed from a rule-

based system or expert accounts towards data-driven formulation of correlations and patterns. 

Expert systems are based on an explicit theoretical approach, which is backed up by 

philosophical or fundamental anthropological ideas. Berry (2011) contrasts this with knowledge 

produced through machine learning and big data, which is a computational one. This leaves 

according to Berry (2011) other forms of rationalizing behind. Yet, theory and assumptions are 

not being discarded, but the form of rationalizing changed. What form of data is being fed into 

the algorithm, and how the translation between observation and codification is done represents 

the new theorizing within data-driven societies (Bowker, 2006). These contingencies of data 

interpretation thereby often disguise themselves with the myth of objectiveness, and therefore 

perform the applied modes of interpretation as a powerful rationality. This performed 

objectivity based on the trust in numbers creates legitimacy for societal institutions and 

endeavors (G. Rieder & Simon, 2016) and is a phenomenon that is not exclusively found in 

algorithmic applications (e.g., Porter, 1995). Beer (2017) argues that the notion of the algorithm 

itself therefore is an important element in a more general discourse that conveys this trust in 

numbers and “carries a persuasive weight” (Beer, 2017, p. 8). The power of algorithms thus 

rests on the potential to produce knowledge about society but also on a more general discourse 

that accepts and constitutes algorithms as powerful, objective and neutral entities. In this 

function, algorithmic calculations can turn uncertain observations into credible and actionable 

knowledge (Amoore, 2009). 
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3.1.2 Black Boxing & Transparency 

On the other end of the spectrum of knowledge production and control ranges the critique of 

software in general and algorithms specifically. In this discussion, software has become “a layer 

that permeates all areas of contemporary societies. Therefore, if we want to understand 

contemporary techniques of control […] our analysis cannot be complete until we consider this 

software layer” (Manovich, 2013b, p. 15). Algorithms and software act in this perspective as a 

method of restricting and controlling possible forms of (inter-)action by enforcing a certain 

protocol (Galloway, 2004) or to enforce an implicit law which is formulated in computer code 

(Lessig, 2006). Code is thereby conceptualized as more than just a few lines of code but 

represents our contemporary societies’ “terms of cultural, moral, ethical and legal codes of 

conduct” (A. Mackenzie & Vurdubakis, 2011, p. 4). In this perspective, the formation of society 

and the glue that holds it together are defined within code fragments, becoming a central 

medium 11  of our society. Some scholars even describe a dystopia in which centralized 

institutions and corporations create a top-down form of technocracy diminishing the self-

organizing potential of our contemporary societies (Helbing, 2015) – which leads these scholars 

to the conclusion that algorithmic systems eventually might threaten established democracies 

(Helbing et al., 2017). According to this dominant discussion, algorithmic decision systems 

have two important and defining elements: missing transparency and automation (Zarsky, 

2016). 

They refer to the fact that more often than not, the algorithm constitutes an opaque actor, which 

acts based on rules or rationalities that are not known to the public or, at least, the subjects of 

its action. Thus, the algorithm as a powerful actor is withdrawn from the critical scrutiny of 

public discourse, and a black box society (Pasquale, 2015) is installed. This creates issues in the 

governance of algorithms. (Leese, 2014) shows how black boxed algorithmic knowledge 

production poses fundamental challenges to anti-discriminatory safeguards. Some scholars 

therefore called for inspection routines and code reviews for algorithms (Koliska & 

Diakopoulos, 2018; O’Neil, 2016). Yet, the discussion on black box algorithms is thereby built 

on different positions and often diverting conceptions of what constitutes a black box. Burrel 

(2016) discussed three different forms of algorithmic black boxes, where we either a) are not 

                                                 

11 The notion of medium that is being used does not refer to mass media such as TV but identifies a mechanism 

that lies between individual actors of society and binds them together. For Simmel (1900/2004), money was such 

a medium. 
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able to understand machine learning rationality, e.g., ‘reading’ a neural network, b) lack the 

technical expertise to understand computer code or c) are simply not being granted access to 

the code in question, based on Intellectual Property Rights (IPRs) or state secrets. In any case, 

the black boxing of algorithms poses serious problems for holding these systems accountable, 

as some scholars fear (e.g., Tufekci, 2014). 

The notion of transparency, however, has also been contested by scholars in critical algorithm 

studies (Ananny & Crawford, 2018). In problematizing algorithms as a black box, all the issues 

of algorithmic power and agency are located inside the algorithm and its (specific) code. Bucher 

(2016) therefore urges us to take a broader perspective on algorithms and apply the sensibilities 

of an ethnographer to reconstruct the power and effects of algorithms. For Bucher (2016), the 

algorithm is “neither black nor box.” Instead, the figure of the algorithm is just one additional 

element of daily interactions that are not fully transparent. By drawing on insights from 

cybernetics and ANT, she argues that we should instead account for the information that is 

accessible about these systems as part of daily interactions. In reference to Latour (2005), she 

argues that “objects have to enter into accounts in order to be accounted for” (Bucher, 2016, p. 

87). This perspective has been taken up by others, arguing for a situated understanding of 

algorithms (Geiger, 2017) or even understanding algorithms as culture (Seaver, 2017), i.e., 

reconstructing the meanings attributed to the notion of the algorithm by social collectives. Thus, 

transparency of algorithms is not only about opening the black box in terms of code reviews 

but also includes the communication of certain design decisions (Diakopoulos & Koliska, 2017) 

and modes of ex-post evaluation (Desai & Kroll, 2017). This debate then gained a new 

momentum in the discussion of algorithmic explainability (Mittelstadt et al., 2019) and 

algorithmic interpretability (Gilpin et al., 2018). Yet, even the latter categories are critically 

discussed, as real explainability might be hard to achieve, and in turn, create a “transparency 

fallacy” (Edwards & Veale, 2018, p. 50). Scholars therefore started to argue for a counter-

factual mode of explanation (Poechhacker & Kacianka, 2021; Wachter et al., 2017). These 

discussions are also reflected in the differentiation between formal transparency and practical 

transparency, proposed by (Paßmann & Boersma, 2017). The former reflects what we 

(formally) know about the workings of the algorithm, while practical transparency describes 

the collection and assemblage of resources that are needed to make sense of the algorithm 

without knowing exactly the internal workings of it.  
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3.1.3 Discrimination & Bias 

Another often discussed issue with algorithms as agents of social order is being debated in terms 

of classification and inequality. Algorithmic forms of social sorting (Lyon, 2003), such as 

dynamic pricing or access to insurance services, emerging inequalities in societies, or 

inequalities being sustained and solidified. Graham (2005) argued relatively early that 

algorithms and software are becoming central actors in a new neoliberal service economy that 

creates infrastructures to manage access to resources. Thus, social sorting, i.e., the alignment 

of subjects according to relevant attributes, becomes software sorting. By placing them in 

central positions, such as Google’s search engine (Noble, 2018), societal issues, like racism and 

discrimination become stabilized by selectively granting access to information or reinforcing 

stereotypes in the search results. The result is a society that is segregated by digital and 

seemingly objective means (Danna & Gandy, 2002). The notion of the detached and objective 

algorithm then also provides the means to stabilize and shield forms of discrimination from 

(legal) intervention, as the discrimination is a systemic one and not produced intentionally12 

(Barocas & Selbst, 2016). Of course, one could turn this argument around and state that this is 

a troubling sign of systemic discrimination. Eubanks (2018) gives an impressive account of 

how automated decision-making reifies and deepens economic inequality by targeting the poor 

population. From the description of many similar case studies, O’Neil (2016) draws the 

conclusion that algorithms and machine learning are weapons of math destruction, as they foster 

social inequalities (e.g., insurances), racial bias (e.g., policing software) or become instruments 

of worker surveillance and control – amongst many other examples. This results in the demand 

that companies and developers should be held accountable for the negative impact of the 

developed algorithms (Martin, 2018) and the search for anti-discriminatory machine learning 

procedures (e.g., Custers et al., 2013). This brings the algorithm as an actor and material 

medium back in the discussion. The algorithm – in its narrow definition – should be scrutinized 

to locate and govern potential biases (Sandvig et al., 2016). It is not the algorithm as a detached 

element that acts racist or is biased in other ways, it is a tool that can be shaped accordingly. 

The algorithm and its social qualities and consequences should be seen in connection with 

societal forms of knowledge that are being mobilized by the developers. Drawing from 

                                                 

12 It is important to note here that this can, of course, not be an argument to justify discrimination but highlights 

the discourses around algorithms and shows the legal problems derived from that. The concept of intentional action 

regularly produces problems on the intersection of technology and law. 
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classification theory, Bechmann & Bowker (2019) argue that not even unsupervised forms of 

machine learning are detached from these societal knowledge reservoirs. In their study, 

Bechmann & Bowker (2019) illustrate how unsupervised forms of machine learning are 

dependent on many decisions, such as data cleaning or ex-post evaluation of the statistical 

model utilized by the algorithm – and thus can reproduce societal bias. 

There is some critique, arguing that this perspective favors the algorithm as an actor over 

systemic perspectives (e.g., Hoffmann, 2019). Thus, algorithmic fairness and accountability 

should consider organizational and institutional contexts (Veale & Binns, 2017). This then 

complicates the perspective of algorithmic power of digital infrastructures and classification, 

as it opens up the question of what form of fairness should be implemented in the algorithm 

and which normative ideas are being exemplified by machine learning algorithms. Thus, the 

issue of algorithmic fairness is not a technical one, or one that can be solved by developers, but 

needs a political discussion (Wong, 2019). Especially, since the question of what constitutes 

fairness sometimes leads to multiple mathematical formulations that are sound in themselves 

but incommensurable to each other by definition (e.g., Kleinberg et al., 2016). Burdening the 

decisions on the developers alone therefore creates an issue (who decides) and an illusion of 

singular accountability and responsibility. Instead, some scholars argue that we should research 

possible ways to define due processes for developing sensitive systems (Draude et al., 2019; 

Zarsky, 2016). This perspective becomes even more plausible if – as Bozdag (2013) argues – 

these effects are not only the result of design processes but potentially emerge out of 

interactions after the implementation phase. 

3.2 A FOUCAULDIAN PERSPECTIVE 

One of the most prominent approaches and “an almost instinctive point of entry” (Rouvroy, 

2011, p. 121) to algorithms and algorithmic power is fueled by the thinking of Michel Foucault 

and his theories about the genealogy of knowledge and power. Foucault’s work has been highly 

influential in Sociology and Critical Theory, such as Critical Security Studies, examining the 

power of technology in general, illuminating how different modes of being are regulated and 

monitored by state authorities, but also how power as a difficile force is seamlessly integrated 

into the fabric of the social. 

Foucault’s work represents different phases and moments of thinking about power, the state, 

and the individual. In the following, the contributions to algorithmic power from a Foucauldian 
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perspective are grouped around prominent concepts in Foucault’s work like biopolitics, 

governmentality, discipline or subjectivation. However, everyone familiar with the work of 

Foucault recognizes that such a separation seems artificial as Foucault’s theoretical concepts 

are often interdependent and fluid over the epochs of his work. As Foucault noted in his lectures 

on the history of governmentality, none of these mechanisms of power replaces the other one, 

nor are they to be seen in isolation as they complement each other (Foucault, 1979, 1978/2009). 

Thus, the following classification reflects how the different contributions applied, selected and 

used concepts from the Foucauldian theory-building. 

3.2.1 Discourse & Subjectivation 

Coming from the French school of structuralism, earlier works of Michel Foucault emphasize 

the power of the society or central institutional actors limiting the freedom of the individual. 

Governing thereby is not a function of these institutions, but recurring patterns throughout 

different societies unfold their power through these institutions. This was most prominently 

discussed in his inaugural lecture when Michel Foucault (1971) was dissecting discursive order 

as patterns of statements and classifications that re-occur regularly and order the world. 

Discourse thereby is not produced by an individual but reproduces itself based on the structures 

of society. In this conception of society and the way it is ordered, the structuralist heritage in 

the work of Foucault is most visible, compared to other works by him. 

It is then this part of Foucault's work that has been discussed by Beer (2017) in terms of 

algorithmic power. In his now well-known piece on the social power of algorithms, Beer argues 

that algorithmic power should also be seen in the light of the production of truth. Drawing from 

Foucault’s idea that the mechanisms and relations of power(‘s microphysics) cannot be 

understood if separated from discourses and their capacity to produce truth, Beer (2017) 

describes two fundamental elements of algorithmic production of truth. First, algorithms 

produce truth through their calculations and outputs in the form of risk scores and classifications 

which gain the quality of an objective truth. Coming back to Foucault's Order of Discourse, 

algorithmic agents select, limit and produce statements, including and excluding speakers, facts 

and perspectives (Foucault, 1971). Thus, the production of a socially accepted and distributed 

truth13 is tightly entangled with the formation and re-production of power and its structures 

                                                 

13 It is important to note here that the notion of truth - which is an evergreen battleground of philosophical and 

scientific discussion - is here not understood as an objective truth about reality, life and everything, but describes 
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(Foucault, 2016). The second dimension of algorithmic production of truth, however, is less 

concerned with the material interventions and calculations of an algorithm but with how the 

notion of the algorithm is mobilized and used – that is, not how algorithms actively shape the 

discourse through selection mechanisms but how algorithms themselves are (part of) discourse. 

The question then is how the notion of the algorithm travels in different social arenas, connects 

practices and words, includes and excludes other meanings and orders social relations. Beer 

(2017) argues that algorithms in that sense can be separated from the material and technological 

form of the algorithm as engineers and computer scientists know them. The notion of the 

algorithm becomes – as discourse – something else and very often conveys notions of precision, 

neutrality and objectivity (G. Rieder & Simon, 2016). Aside from the traditional narrative of 

trust in numbers (Porter, 1995), the notion of the algorithm managed to raise several fields of 

academic research, without them necessarily sharing a common definition or understanding of 

the term algorithm (Ziewitz, 2016). Thus, the notion of the algorithm a) orders social relations 

and phenomena as discourse and b) legitimates the material and calculative interventions of the 

algorithm by framing them as objective truth. 

Discourses do not only produce truths about the outside world but also create the very subjects 

they address (Foucault, 1971). Thus, the person you are, including categorizations like gender, 

professional identity, etc. in a specific situation is determined by the dominant discourse 

(Foucault, 1979). Algorithmic processes of subjectivation, i.e., ascribing an identity to 

individuals based on collected data and inferred categories, are an important element in the new 

modes of digital governance. According to Cheney-Lippold (2017), these processes of 

subjectivation include individuals into sub-populations defined by the algorithm. This 

definition, however, does not follow pre-defined ideas of individual qualities, such as religious 

groups, or nationality, but is derived dynamically from the collected data. This dynamic and 

data-driven subjectivation, however, does not represent our authentic self for Cheney-Lippold 

(2017). Thus, it follows the Foucauldian idea that processes of subjectivation, i.e., the 

assignment of a (temporal) subjectivity, represent an act of violence. Who we really are, our 

embodied identity (Cheney-Lippold, 2017), is being reduced to the classification set and 

perception of the algorithm. This can range from everyday interactions, e.g., what 

                                                 

the shared beliefs and assumptions produced and distributed in a social system via the system’s own operations. 

Thus, this concept does not contest a given reality that can be described but focuses on the social mechanisms of 

describing reality and negotiating these descriptions. 
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advertisement is shown to me, to life-changing events like being classified as a (potential) 

terrorist. In reference to security programs of the NSA, Cheney-Lippold (2016) argues that 

subjectivation by security algorithms grants or revokes rights from the individual. This mixture 

of control and subjectivation threatens the fundaments of modernity, namely, the possibility of 

self-assertion. 

In contrast to other authors, Rosalind Cooper (2020) connects algorithmic forms of control with 

pastoral power, which works through the mechanism of confession. This algorithmic form of 

control does not just harm the true self of individuals but looks into their inner being. In 

analyzing the emotional contagion study with Facebook users and the Cambridge Analytica 

scandal, Stark (2018) argues that the aim of Facebook and similar social media sites is 

“tracking, measuring and manipulating the moods of its users” (Stark, 2018, p. 206). Thus, 

algorithmic power aims not at violating our self in the process of quantification but to mold and 

shape it. The confession, in the form of produced data traces, allows to produce psychometric 

profiles, making it possible for the shepherd to look after us. This new way of forming and 

molding the self (and with it entire communities and publics) based on algorithms and data is 

underlined by a new ‘algorithmic episteme’ (Fisher & Mehozay, 2019). Bucher (2012) also 

turned the logic of the concept of disciplinary panopticon upside down, arguing that the threat 

of contemporary digital societies is no longer to be visible to the authorities but to become 

invisible within the world of social media (see also Gillespie, 2017). 

Extending on the paradigm that code is law (Lessig, 2006), this argument puts the material 

interventions and knowledge production of algorithms in direct contact with state executive 

institutions – thus putting it into a wider context. And it is exactly that context that we should 

not ignore when it comes to subjectivation, as Prey (2018) argues. Instead of assuming a true 

self or authentic individuality, Prey puts forward Simondon’s idea of individuation, where the 

individual always is the product of situated interactions. Lury and Day (2019) argue further that 

algorithmic individuation “is refracted in multiple partial orderings that allow for specific forms 

of comparison and competition” (Lury & Day, 2019, p. 31). The self, as it is being proclaimed 

by other scholars, becomes a contextual attribution of communication and interaction.14 Thus, 

                                                 

14 There are also interesting connections to different conceptualizations of the subject in other theories, such as 

concepts of systems theory of the subject as the product of system-specific communication, narratology, which 

found its way into ANT, where the individual gets narrated by the actants involved, or new materialism, where the 
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violating the true self asks always already the question how this true self is perceived and 

determined – and what ethical and normative meaning the users give the categories and 

attributions of algorithms (Magalhães, 2018). Subjectivation cannot be discussed without the 

context and the negotiations of meaning in interactions between algorithms and humans. 

3.2.2 From Biopolitics to Governmentality 

Amoore (2009) draws on the Foucauldian power conceptions of governmentality and 

biopolitics to apply them to algorithms. Taking up the idea of political power as a form of silent 

war to “reinscribe that relationship of force, and to reinscribe it in institutions, economic 

inequalities, language, and even the bodies of individuals” (Foucault, 1976/2003, p. 16), she 

argues that we experience algorithms as a means of political power and state security. Through 

mining associations of people, places, and events, a model of social interaction is built which 

allows it to recognize deviant behavior based on a statistical construction of normality. This 

deviates from the idea of disciplinary regimes. In disciplinary societies the norm is – by its 

definition – a given that serves to distinguish between the normal and the abnormal. Whoever 

is able to fit into the definition of the norm is considered as norm-al. Discipline then is a mode 

to transform individuals in a way that they fit the idea represented by the formulated norm – by 

disciplining the body, the behavior, etc. Disciplinary power aims at a moment in time, for “the 

stable point of normality to be reached” (Aradau & Blanke, 2017, p. 377). Statistical means, to 

the contrary, do not assume a pre-given norm but represent a self-reflexive form of deriving 

norms from a given population via means of statistics. Normality precedes the norm and the 

latter is derived from a calculated and observed normality. “The norm is an interplay of 

differential normalities. The normal comes first and the norm is deduced from it, or the norm is 

fixed and plays its operational role on the basis of this study of normalities” (Foucault, 

1978/2009, p. 63). Foucault notes that this resembles more a process of normalization than 

normality. Instead of positively setting a norm to adapt reality to it, statistical methods construct 

the norm from the observed reality. Without referring to Foucault, Gerlitz & Lury (2014) 

describe processes of calculative (re-)evaluation of individuals based on their dynamic and 

changing position in a digital population. This also demarcates different conceptualizations of 

control in the digital realm (Cheney-Lippold, 2011). While the idea of Lessig (2006) where 

                                                 

individual is the product of an agential cut, let alone role theory ala Goffman. Thus, the idea of an authentic self is 

not as prominent in contemporary social theory, as this discussion might suggest. 
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code is law resembles the explicit norm setting through material boundaries – described in the 

control society by Deleuze – machine learning and statistical approaches dynamically calculate 

a model of normality. 

These statistical methods thereby not only calculate probabilities but also apply models of 

associations or react to certain signals towards an algorithmically recognizable regime of 

“politics of possibility” (Amoore, 2013). In this understanding, the term algorithmic also 

deviates from common understandings of calculating correlations or producing models through 

machine learning. Instead, the idea of algorithmic security as it is presented by Amoore’s idea 

of associations works in two ways: the first is the described outlier detection. Singular events 

that are not part of a calculated normality are marked as suspicious and deviant. There might 

not be any proof or correlation between actual deviant behavior and observed actions, but the 

deviance from a general societal trend alone labels subjects. The second form works more 

theory-driven, as given signals are being used to determine the classification as potential deviant 

individuals. Association rules mark potential threats and make the observed individual object 

of further inquiry.15 

Within the scholarly discussion the term of algorithmic governmentality has been coined, 

describing “the use of algorithm[s] that governmental agencies and institutions wield over users 

and through which we seek to assemble the present structures, practices and processes from 

‘governing of others’ to ‘governing the self’” (Janssen & Kuk, 2016, p. 375). Algorithms in this 

line of discussion are described as crucial elements of a new form of government that manages 

the agreement of the liberal subject with the governance regime (Foucault, 1979/2008). Most 

prominently formulated by Annette Rouvroy (2011), she argues that algorithmization of 

contemporary societies marks a shift towards post-modern forms of governance, in which 

causality and transparency are being replaced by inscrutable and calculative forms of managing 

societies. Thus, connecting to the biopolitics already described in an earlier section, most 

famous by Amoore’s writings, and processes of subjectivation, thus establishing new forms of 

knowledge/discipline configurations. Through these forms of subjectivation and disciplining 

the individual, the population is not so much managed in forms of productivity and scientific 

rationality. Instead, a form of reducing contingency of human nature is introduced by 

algorithmic forms of governmentality, making predictions – an often-observed application of 

                                                 

15 A similar approach to security management has been used by the NSA and its red threat program for years. 
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algorithms – possible. Introna (2016) argues in a similar way that algorithmic governance 

cannot be seen outside the performative effects the algorithms themselves produce – or in other 

words, algorithms produce the subject of intervention with the intervention together. This 

performativity of effects and the production of predictability is directly connected with each 

other (Sheehey, 2019). Thus, the future and the past become important sites of governance for 

applications like predictive policing. The past is being performed through modeling and data 

collection and subsequently projected into the future – but both are governed through 

algorithms. Interestingly enough, the same phenomenon is argued to be a method for the 

production of space (Thrift & French, 2002).  In a later contribution, Rouvroy (2013) coined 

the term ‘data behaviorism’ to describe this shift from causality to manageability, emphasizing 

the shift from intentionally created governmental statistics, to manage populations towards 

ubiquitous processes of data collection (see also Roberts, 2019).  However, in the process of 

producing predictable populations, these government techniques violate according to Rouvroy 

(2013) who we are and therefore our individuality. This violation is the result of a) ignoring 

certain aspects of ourselves and b) installing mechanisms that make the predicted behavior – 

and thus the prediction – more likely. That is, through selectively disciplining and assigning 

subjectivity, the predicted system is re-produced in a reflexive way.16 

This classification work is connected with an externalized form of control which is understood 

as governing at a distance (Rose, 2012). Algorithmic power here is the connection between 

shifting and dynamic classifications in a regime where algorithms act as “guiding mechanisms 

that opens and closes particular conditions of possibility that users can encounter” (Cheney-

Lippold, 2011, p. 175). Thus, the management of a population is now governed through 

dynamically allocated subjectivities and risks which guide material interventions of algorithms 

in a dynamic process or produce social order through limiting potential actions. Algorithmic 

calculations therefore are no longer rooted in a disciplinary society, which would control and 

govern individuals through mechanisms of the panopticon (Foucault, 1975/1995), but “sorting 

individual bodies into flows through events of in- and exclusion” (Erwin, 2015). Power does 

no longer operate with “the art of watching” (Beer, 2015, p. 3) and the subsequent internalized 

feeling of being watched. This critique aims at the often-applied notion of the panopticon from 

                                                 

16 Reflexive is here used in a way that describes becoming self-aware or self-referential, thus in a meaning similar 

to cybernetics of a second order. 
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Foucault's work, describing the disciplinary power of surveillance and straightens the way of 

connecting biopolitics and governmentality to the control society of Deleuze (1992). 

3.2.3 From Biopolitics to Control Society 

Starting from the perspective of biopolitics, Cheney-Lippold (2011) expands the notion of bio-

politic and bio-power from Foucault and builds a bridge to the notion of the control society 

(Deleuze, 1992). In the Foucauldian theory-building, biopower came up as its own concept to 

describe the historic shift from a disciplinary regime, aiming at individual bodies and subjects, 

to the construction of entire populations. According to Cheney-Lippold (2011), however, 

algorithmic agents introduce a new mode of governance to contemporary societies that the 

author called soft biopolitics. While Foucault’s thinking was based on observations of 

(relatively) static categories in statistical measurements – such as male, female, etc. – 

algorithms work in another way. Categorization is no longer based on a fixed signifier-signified 

relationship but creates modulated and therefore highly dynamic classifications. If a person is 

classified as male – the example that Chenney-Lippold uses throughout the text – depends not 

only on the bodily features of the person but is derived from other features and observed 

behavior in relation to other individuals. Yet, since it is dynamically generated, it can also 

change at any given moment – or differ in different situations.  

Algorithmic classification is less a tool of traditional biopolitics but resembles more what 

Deleuze (1992) has described as the process of modulation. Instead of producing individuals 

(undividable), the process of algorithmic subjectivation produced dividuals. Identity has 

become a highly fluid statistical representation that does not represent a stable identity over 

different settings but acts according to a specific and situated function fulfilled by the algorithm 

in a process of “automated integration and disintegration” (Terranova, 2004, p. 34). For 

Galloway, such an algorithmic production of dividuals has “no reason to know the name of a 

particular user […]. The clustering of descriptive information around a specific user becomes 

sufficient to explain the identity of that user” (Galloway, 2004, p. 69). Thus, the biopolitical 

impetus of the governing bodies to become self-descriptive in terms of the entire population 

breaks up the former solidified and manageable population in many different subpopulations 

that are very dynamic in their constitution – a development which Rogers (2009) called post-

demographics.  
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Applying the term soft biopolitics to the algorithmic mediation of communication shifts the 

focus of governance away from the state, where it traditionally belonged, and locates the power 

to govern in platforms like Facebook or Google. Through capturing huge amounts of user data 

and designing platforms and algorithms according to norms, the algorithms manage our 

everyday interactions and the resulting social capital available to us (Schwarz, 2019). In this 

perspective, the aim of biopolitical governance is no longer to strengthen the state and its means 

(of production) but to create surplus value for the Internet platform. An argument that has also 

been brought forward in other theoretical constellations and more or less implicitly by Morozov 

(2014) and Mayer-Schönberger & Ramge (2018). 

Taken together, the approaches discussed on algorithmic power connect the control society by 

Deleuze (1992) with a new, non-state and fluid form of biopolitics. The body of a state’s subject 

is no longer the aim of intervention, nor is the internalization of the powerful gaze ‘from above’ 

the method of choice to govern. Taking the approach of dynamic and fluid micro-management 

of soft biopolitics seriously, this also seems no longer a possible modus operandi, since the 

individual does not know the norms she should adhere to, as they are dynamically derived from 

no-longer pre-defined populations. Instead, different and ever new emerging populations are 

calculated, dynamically addressed and in- or excluded from possible paths of (inter)action. 

Thus, algorithmic governance defines what we can and cannot do in the current situation in a 

spectrum of control which is defined by mostly invisible actors that rather define what we 

cannot17 do than what we can do (Sadowski & Pasquale, 2015). The notion of control societies 

then has been taken up in surveillance studies, where the sorting aspect has been emphasized 

and was actively positioned against the dominant metaphor of the panopticon (e.g., Bogard, 

2006; Haggerty & Ericson, 2000; Lyon, 2003). This shift has lately been criticized (de Laat, 

2019), arguing that predictive modeling still enforces changes in behavior through adoption to 

social norms as we directly feel the consequences of a norm violation.18 Earlier, however, 

                                                 

17 Here we can already see an interesting connection to the idea of social control and social order that was 

formulated by Latour (2005) and other ANT scholars, and which will be discussed in later chapters. 
18 This argument misses two important points about disciplinary power. First, the very important notion that 

disciplinary power even works without intervention and, second, that it is not enough to know that there might be 

consequences, but also the norms that we violate (see e.g., Curchod et al., 2020). In terms of algorithmic 

governance and machine learning, however, we very often do not know them in terms of problematic behavior. A 

problem that became well known as the black box problem. In addition, it also ignores the chilling effect that has 

been observed with surveillance systems, raising further doubt about the panoptic power of algorithms. However, 

whether algorithmic governance has a disciplinary effect is a question that is better addressed by empirical 

research. 
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Amoore (2011) argued that the data derivatives produced by algorithmic risk calculation – 

through association – is defined by the decision to reduce the manifold input to one score or 

label, not transparent according to the association rules (see also Leese, 2014). If they are not 

transparent, however, then the disciplining effect cannot surface. Additionally, prediction is a 

biopolitical instrument to manage the consequences of an event, not to stop it from happening 

(Aradau & Blanke, 2017, p. 377) – as a disciplinary logic would suggest. This difference is 

important, as derivative norms – calculated from the referenced population – can only come 

into existence after the observation of events. Normality and abnormality cannot be pre-defined 

– different from modes of disciplining the individual. What the norm and the abnormal is, is 

thus defined by finding outliers of a fluid calculated norm (Roberts, 2019). The orientation 

according to a given norm is no longer possible. Especially, if the norm not only changes over 

time but is also different in different contexts, as Cheney-Lippold (2011) suggests. This does, 

however, not mean that disciplinary power disappears, as also Amoore (2011) stresses. For 

example, in the case of eBay, forms of power are in place that resemble characteristics of the 

panopticon as well as soft biopolitics (Curchod et al., 2020). However, the emergence of an 

algorithmic control society poses problems not only in understanding but also in regulating 

these calculated norms (e.g., Lenglet, 2019).  

The perspective Foucauldian scholars offer us here is interesting indeed, as especially the idea 

of the control society seems to explain many aspects of the phenomenon that we call algorithmic 

power. In the control society, the biopolitical aspect of managing the population multiplies, and 

the question which rationality drives the governmental interventions immediately comes up. 

This, however, is not always a biopolitical imperative described by Foucault (1979/2008). 

Further, the idea of centralized institutions supporting the government in governing the general 

population falls apart. The central institutions of power are now multiplied and replaced by the 

algorithm as a knowledge production device, and breaching the borders of state institutions 

(Harkens, 2018; Müller & Pöchhacker, 2019). This decentralization of power raises questions 

how to locate the power of algorithms, and how these multiple enactments of algorithmic power 

intersect. Decentering the object of inquiry might provide a way of exploring these difficile 

interactions and relations. As Introna (2016) argues: understanding algorithms’ agency in terms 

of socio-material networks and situated action might provide us more basis to describe the 

governmental rationalities of algorithmic societies. However, this does not only include the 

performative effects of algorithms, as Introna describes, but also the question of how algorithms 
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become actors of a network of power and agency. Introna refers to a quote by Miller (2008) 

which states that “it is through technologies that programmes of government are made 

operable” (Miller, 2008, p. 57). Following this thought then raises two important questions: 

what is the government program? And what governmental rationalities come together in the 

actor of the algorithm? 

3.3 CYBERNETICS & ALGOCRACY 

A perspective which is only discussed by some scholars, but with a large impact on the 

discussion, and which again focuses more on the algorithm, is being debated under the term of 

Algocracy or Algorithmic Governance. In line with insight that technological decisions have an 

effect on the constitution of societies, the algocracy thesis (Aneesh, 2009, p. 349) states that 

algorithms and software act as a form of governance. Through code, structure and privileges of 

(global) organizations and societies are encoded into the system. Aneesh (2009) even goes so 

far as to argue that code is a new generalized medium, comparable to money, and thus a 

constitutional element of contemporary societies, which are characterized by the rule of the 

algorithm (Aneesh, 2009, p. 350). The algorithmization of social processes is thereby 

distinguished from bureaucratic forms of governance (Weber, 1922/1978), as it does not require 

legitimacy and socialization (Aneesh, 2009). Code and algorithms constitute the new laws of 

contemporary societies, however, without being legally binding nor being formulated by a 

legislative institution, but through instantiating new forms of behavior regulation. A 

phenomenon that led Lessig to equate code with law (Lessig, 1999, 2006) and which is often 

identified by the acronym ADM – automated decision-making. The algorithm ultimately selects 

the options of further actions for you and therefore exerts power by regulating possible forms 

of interaction. In arguing this way, the algocracy thesis is very similar to the notion of the 

control society (as discussed earlier), without explicitly referring to it. This notion of an 

algorithmic form of rule has also been called Technology Paternalism (Spiekermann & Pallas, 

2006) that threatens to take over control and make human intervention unlikely. This form of 

governance therefore can regulate the production of space (Kitchin, 2014) and the rhythms of 

interactions, i.e., a governance of temporal structures (Coletta & Kitchin, 2017). 

For Yeung (2017), algorithmic forms of regulation therefore constitute a regulatory regime of 

nudging, i.e., influencing the decisions of individuals. It should be noted that the notion of 

nudging already introduces some nuance, which does not degrade the individual to a mindless 
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receiver of control instructions. However, with the appearance of big internet platforms, such 

as Google or Facebook, this becomes an even bigger problem, as it does not regulate by force 

but suggestions, and not only addresses singular individuals but entire populations. Seaver 

(2019) even introduces the metaphor of algorithms as traps. Based on his observations of the 

development of a recommender system, he shows how the developers design the algorithmic 

system in a way that tries to keep the users on their website – not by using some sort of 

regulatory force but by applying behavioral and psychological principles in the design of the 

system. This nuance differentiates the relatively forceful idea of the control society with a 

subtler form of governance, which is in the end not less effective – but might produce less 

resistance. The perspective of power of algorithms as nudging devices therefore also speak to 

conceptions of social order and power as a reflexive endeavor, in which the ordering regime 

depends also on the cooperation of the governed subject (Giddens, 1984). Nudging therefore 

marks an interesting line between the differentiation of power and governance brought forward 

by Max Weber (1922/1978). As a result, the legitimacy of these techniques is brought back into 

the discussion by Yeung (2017). 

A second way in which the notion of the control society is differentiated from the algocracy 

thesis is how it refers back to cybernetic forms of regulation or social theories that are derived 

from cybernetic ideas (Aneesh, 2009). Similar to the accounts of a new biopolitical regime 

(Amoore, 2011; Cheney-Lippold, 2011), the cybernetic approach complicates the idea of 

governance. Instead of deriving the norm from the collected inputs, a cybernetic approach 

derives the necessary actions to achieve a system state that reflects the previously defined 

normality. Thus, not the normative setting is dynamically calculated but the regulatory 

interventions are (Yeung, 2018). This requires the system to collect data all the time in order to 

adapt its interventions into the social system.19 

Aside from the question whether algocratic forms of governance are legitimate in itself, 

Danaher (2016) warns us that an increasing reliance on algorithmic agents in public domains 

could undermine legitimacy of democratic institutions. For Danaher (2016), the threat of 

algocracy therefore is characterized by “a situation in which algorithm-based systems structure 

and constrain the opportunities for human participation in, and comprehension of, public 

                                                 

19 This argument resembles the one discussed in the part on Foucauldian power conceptions. Thus, through 

different theoretical perspectives, a convergence of arguments can be observed. 
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decision-making” (p. 246). Thus, public and democratic processes might be undermined by 

algorithmic decision systems. The issue here is therefore not so much the control aspect but the 

construction principles of deliberative democracies and its forms of discourse (see also chapter 

6). 

Approaches to algorithmic governance or algocracy are insightful, as they provide nuance in 

their conceptualization of the governed, i.e., the individuals and populations, and create some 

interesting links to cybernetics (Yeung, 2018) or sociological systems theories (Aneesh, 2009). 

Thus, these approaches walk the thin line of taking the algorithm as a medium of control 

seriously without focusing only on this actor. Instead, the algorithm is decentered within a 

specific governance regime. However, the conceptualizations of algorithms as cybernetic 

systems create some conceptual and empirical issues that need to be addressed. For one, the 

notion of an algorithm as a black box (in a cybernetic meaning) raises the question of how the 

black box got there in the first place and how the different qualities of the black box are 

negotiated. Or in other words, the ways how the black box is held stable have to be explained 

in a systemic perspective. Especially in the very instructive taxonomy of Yeung (2018), it 

becomes clear that the algorithm is not an independent technical actor but a socio-technical 

collective that acts as if it were a black box. And where algocracy does not argue with a 

cybernetics approach (e.g., Lessig, 1999, 2006; Spiekermann & Pallas, 2006), it becomes vague 

what the relations to broader sets of social order are. However, the algocracy thesis is instructive 

as it gives nuance to the notion of the control society and hints towards systemic ways to think 

about algorithms.  

3.4 ALGORITHMS IN DIGITAL CAPITALISM 

Capitalist critique of digitized societies and (so-called) digital transformations has mostly been 

discussed on the examples of social media or platform capitalism – focusing on new modes of 

labor, worker surveillance, and the blurring distinction between producers and consumers. In 

comparison, the role of algorithms plays only a minor role in these theoretical perspectives and 

approaches. However, algorithms and accompanying phenomena have also been discussed in 

terms of capitalist modes of production (Fuchs, 2020) or markets (Beer, 2015). These 

discussions range from arguments that market interests are a driving force in the shaping of 

algorithms (Mager, 2012) to algorithms as market devices that perform economics (Callon & 

Muniesa, 2005; D. MacKenzie, 2006) to the reinforcement of market power through prediction 
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and digital infrastructures (Beverungen et al., 2019; Poechhacker & Nyckel, 2020). These 

observations led scholars like Zuboff (2019) to form the notion of “surveillance capitalism.” 

Although there are different conceptualizations of capitalism, e.g., Weber’s idea of capitalism 

as rationalization, the dominant perspective on digital capitalism is rooted in a Marxist 

understanding of the phenomenon (e.g., Fuchs, 2019; Srnicek, 2016). 

Central elements taken up within these discussions are thereby motives of surplus value theory, 

exploitation, and estrangement of work forces. Capitalism and algorithmic systems thereby 

extend classical Marxist critique on the modes of production. For Vioulac (2009), the increasing 

utilization of information technologies is a continuation of human alienation in industrial 

capitalism. For Marx, alienation was the process of detaching the worker from her true self by 

mechanistically following the goals and instructions of the bourgeoisie. The estrangement 

(“Entfremdung”) therefore is twofold, from oneself, separating the subject of the worker from 

the individual, and from the product, as it no longer represents what one would have produced 

and done by oneself. A free worker would therefore realize oneself in the product and also in 

the actual practice of producing it. For free workers “[o]ur products would be so many mirrors 

in which we saw reflected our essential nature” (Marx, 1844 cited in Torrance, 1995, p. 55). 

Through the production processes in which the capitalists – i.e., the individuals who own the 

production means – define what has to be produced, and also how the work processes have to 

be carried out, the true and essential self is violated. Taking up this perspective, Nygren & 

Gidlund (2015) argue further that the process of alienation in the digital realm not only affects 

the production of (industrial) goods but impacts us in a more fundamental way, as our digital 

selves become the commodity. What we are online reflects the visions and imaginaries of the 

online industry (Nygren & Gidlund, 2015).20 In the omnipresent digital realm of self-marketing, 

we are not only alienated from our product, but our digital selves become the products we are 

alienated from. Since we have to manage ourselves as something that is appealing to others in 

multiple ways, e.g., on Instagram, we orient our self-presentation on the emerging market logic 

of digital platforms. This speaks to the previously discussed new logic of visibility within 

algorithmically sorted communities (Bishop, 2019; Bucher, 2012) – even if the authors did not 

take up a Marxist perspective.   

                                                 

20 Nygren & Gidlund (2015) not only discuss Marx’s theory but also connect them with the concept of pastoral 

power of Foucault. For the sake of simplicity, however, the relation of the concepts is not discussed here. 
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Another aspect of worker alienation and control is taken up by Rosenblat (2018) who describes 

the complicated and algorithmically mediated relationship between Uber and its drivers. By 

providing a communication platform powered by different algorithms, Uber in its self-

description provides a platform for independent entrepreneurs, i.e., the drivers, while at the 

same time controlling them and their practices through the services provided. Again, the driver 

becomes the product of the platform, and the data points produced on it are constantly used for 

further experimentation and value extraction (see also Lee et al., 2015).  While the classical 

Marxist idea of value extraction was developed with industrial societies in mind, it has been 

translated into the digital condition of contemporary societies by some scholars (e.g., Staab, 

2019). The surplus value thesis of Marx (1867/1990) thereby is based on a simple but powerful 

insight into the process of valuation of industrially produced goods. Marx states that the added 

value that a product represents cannot stem from the used resources, as their value is simply a 

given. Thus, what adds value to the processes or produced product is the work that goes into it 

– realizing the value of any given product as the simple addition of the worth of used materials 

plus the added work. The work, however, is not performed by the capitalists but by the workers, 

who receive compensation for their work force. This creates the problem that capitalists, on the 

one hand, need to produce profit but, on the other hand, add nothing to the value of the product. 

The solution – in Marx’ terms – is to lower the compensation of the workers, thus paying them 

less than the added value. The margin is the profit for the capitalist class – and value is produced 

by exploiting the work force. In algorithmic conditions, the application of this principle to 

analyze capitalist societies, however, was adapted a bit. Analyzing Google’s Page Rank 

algorithm, Pasquinelli (2009) argues that Google creates surplus value not (only) by exploiting 

their work force but by using the work of every single website owner. Since the page rank 

algorithm analyzes the link structure of websites and monetizes the results with their 

advertisement business, the page rank algorithm utilized the free work that was performed by 

the website owners as a collective. However, companies like Google do not only rely on 

weblinks that are being set by website owners but also on an extensive apparatus of tracking 

users in the internet – producing surplus value from human relationships and practices (Couldry 

& Mejias, 2019). Zuboff (2019) even argues that we are living in the age of surveillance 

capitalism, in which profit is produced from “behavioral surplus, [which is] fed into advanced 

manufacturing processes […] and fabricated into prediction products that anticipate what you 

will do now, soon, and later” (Zuboff, 2019, p. 8, emphasis in the original). Bringing these 

arguments together, Staab (2019) argues that surveillance and prediction technologies, 
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combined with the insight that platforms create surplus value out of their users, create a new 

and unique control regime. Control – as thought by Marx – utilizes a top-down hegemonic form 

of order. But actually, as Staab argues drawing from Giddens, it requires the cooperation 

between the hegemon and the subject of the ordering regime, as the reflexive adaptation of 

control creates a time lag. Between the observation of deviant behavior and the correction 

through forceful means, the subject – or in the Marxist terminology, the worker – enjoys 

freedom of being able to act differently. Through modes of surveillance and algorithmic 

automation, this time lag is being closed – constructing a swift and ever adapting control 

regime. Examining the history of AI and the automation of work, Upchurch and Moore (2018) 

highlight that this development was foreseen by Marx in his writings:  

Marx refers specifically to the potential of mechanization to dominate the 

production process. The machine appears as an all-powerful force, both in 

fragmenting the input of the individual worker and engendering a subservient 

relationship to technology through the division of labor (Upchurch & Moore, 

2018, p. 54). 

This process of extraction and commodification of relational data can thereby be put in the 

context of colonialism, introducing a regime of exploitation via means of digital platforms and 

the colonization of the self. Drawing from Habermas, Gilbert (2018) argues that algorithms 

colonize our lifeworld, as they change, influence and steer the ways to see, experience, and 

interpret the world, which is the resource of our knowing and acting. Gilbert refers thereby on 

the idea of Habermas that the world is always already constituted by meaning and semantics, a 

communicative system in which we are socialized and that is reproduced through 

communicative (inter-)action. Through algorithmic systems these life-worlds can be (overly) 

shaped by other logics, such as market or state rationalities, leading to a less free, meaningful, 

and democratic society (Gilbert, 2018). Especially in the field of information selection on the 

internet, and thus co-constructing the shared social reality, a dominance of private companies 

exerting algorithmic forms of governance has been identified (Just & Latzer, 2017). Through 

tracking and algorithmic classification, individual humans are made available to each other for 

exploitation, undermining the potential to recognize and develop ourselves over time. This 

process thereby can be understood as a new form of colonization tendencies, in which classical 

divides of the north and the south or the west and the rest are being transcended (Segura & 

Waisbord, 2019). Instead, the colonization is now furthered through multinational companies, 
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such as Facebook or Amazon, and state-corporate alliances on an infrastructural and 

epistemological level – realizing a “transnational informational capitalism” (Fuchs, 2012b, p. 

128). These new formations within contemporary capitalism reflect also the diagnosis that the 

state as formerly central player within capitalism – an idea found within Marx’s writings – 

becomes less influential (e.g., Bauman, 2000). Data production and analysis represents a new 

form of knowledge on which colonization is based (Ricaurte, 2019) and thus needs new forms 

of thinking about a new phenomenon of data exploitation (Segura & Waisbord, 2019). Thus, 

initiatives to theorize big data from the south emerged as a contra-point to this development 

(e.g., Milan & Treré, 2019). 

Both arguments rest on the assumption that algorithms operate in an environment that uses them 

in order to either extract value or furthers a process of colonization. Both perspectives are 

valuable as such, but again the power of the algorithm is not so much explained but assumed as 

a given. This follows to some degree Marx’s understanding of technology as a means to enable 

new forms of exploitation and surplus value production, where technology is a means to 

increase productivity (and therefore exploitation) and reinforces class divides. Christian Fuchs 

(2012a) argues that: 

Transnational information capitalism is the result of the dialectic of continuity 

and discontinuity that shapes capitalist development. Surplus value, exchange 

value, capital, commodities and competition are basic aspects of capitalism, 

how such forms are exactly produced, objectified, accumulated, and circulated 

is contingent and historical. They manifest themselves differently in different 

capitalist modes of development. In the informational mode of development 

surplus value production and capital accumulation manifest themselves 

increasingly in symbolic, ‘immaterial’, informational commodities and 

cognitive, communicative, and co-operative labour. Digital media mediates the 

accumulation of capital, power, and definition capacities on a transnational 

scale (Fuchs, 2012a, p. 419). 

The algorithm is thereby a techno-determinist element of historical materialism in which the 

way of one's own being determines the consciousness (which is expressed in the catchy German 

phrase “Das Sein bestimmt das Bewusstsein”). However, reducing algorithms to moments of 

(post-)industrial production might miss important points, where the socio-technical system of 
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the algorithm might not only follow an economic rationality, e.g., when Facebook not only tries 

to produce value from the data gathered but also installs regimes of evaluating content and users 

in terms of fraudulent behavior or problematic accounts. While the predominant aim of 

Facebook might still be the collection of profit, other normative ideologies and imaginaries are 

mixed together and negotiated in the algorithmic system. The value extraction argument sees 

algorithms as mere extensions of capitalist modes of production, raising the question of what it 

is that the algorithm adds to the equation and how the interaction system can be understood in 

terms of algorithmic power and agency. The colonization thesis argues that one domain 

(forcefully) enters another one in a hegemonial way. The demarcation lines of colonization are 

north/south, corporate/private, or state/citizen. Yet, the multiplicity of colonization processes 

makes it hard to pinpoint the actual power the algorithm exerts but at the same time hints at the 

complexity of the phenomenon. In both instances, the power of the algorithm – or better, the 

power through the algorithm is a given.  

This has also provoked some remarks, e.g., from Astrid Mager (2014, p. 30): “However, all 

these contributions cannot explain why search engines have become powerful actors in the first 

place and how they – and the algorithmic ideology – are stabilized in contemporary society.” 

In a way, the Hegelian heritance of Marxist conceptions become visible in these critiques. 

Algorithmic modes of ordering are implicitly seen as historic-materialist processes of 

accumulation and distribution of (production) goods. Instead, Mager (2014) argues, algorithms 

are a part of a hegemonic ideology that is not only defined by the capitalist class of the 

bourgeoisie but is (re-)produced by a wide variety of actors. The social power of algorithms is, 

as she argued in an earlier paper, thereby an emergent quality of different perspectives, needs, 

and issues (Mager, 2012). Interestingly, some scholars started to bring Marx’ surplus value 

theory in conversation with Foucauldian concepts of power (Nygren & Gidlund, 2015).21 There 

is some interesting scholarship emerging that might be worth following in the future. 

                                                 

21 This is especially interesting, as it brings us back to the roots and origins of Foucault’s thinking and philosophical 

socialization, reflecting the complicated and ambivalent relationship of Foucault with the French communist party. 

At some point Foucault even described himself as a Nietzsch’ian Marxist, which creates fascinating and potentially 

productive tensions in the understanding of history / genealogy (see e.g., J. S. Johnson & Thiele, 1991) 
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3.5 THE POWER OF WHAT? 

The discussed theories about algorithms are manifold and approach the phenomenon from 

different perspectives – each one valuable in itself. However, there is a common ground in all 

of the applied theories that the algorithm itself is an actor through which power is exerted or 

that exerts power itself. While most Foucauldian perspectives emphasize the calculative power 

of algorithms, the algorithm and an algorithmic logic become a central element in a power 

dispositive, where power becomes effective not because of the algorithm but through the 

algorithm. A similar construction can be found in (post-)Marxist perspectives where the 

material setup of the algorithm is a mere expression of the social dynamic of class struggle. 

Other approaches take a comparable perspective when the algorithm becomes a focal point of 

a post-hegemonic power structure (Lash, 2007) or when algocratic forms of governance are 

installed. The same is true when we conceptualize algorithms as black boxes or inherently 

biased agents. In all of these analyses, however, the algorithm as an actor takes a central role 

and its object-ivity, i.e., the algorithm as a stable object, is not in question. This results in a 

productive but also a somewhat puzzling paradox. The algorithm itself is discussed and 

presented as a powerful actor. At the same time, however, it is a mere expression of a power 

apparatus – provoking the question of how the algorithm became this powerful actor and if 

there is only one rationality at work in which it is embedded. It is not my intention here to 

devalue these different approaches, as each of them offers an interesting, productive, and 

valuable perspective on the phenomenon of algorithmic power and social order. Instead, I want 

to present this (seemingly) paradox situation, which others would describe as dialectical, as a 

starting point, exploring an alternative perspective. Starting from empirical observations from 

the development of a specific algorithm, I am interested in how this actant became a powerful 

actor and how it is integrated in a wider system of interaction and normativity. Other scholars 

have argued the same, claiming that we should understand algorithms as networked information 

systems (Ananny, 2016), take a design perspective (Crawford, 2016) or see algorithms as the 

results of organized and organizing practices (Neyland, 2015). 

Drawing from these questions, the algorithm appears to be neither a powerful actor in itself, 

nor is it just an amorph instrument of an already powerful system – but an important element 

in the constitution of social order with its own issues, challenges, and obduracies. Following 

the observation of Adrian Mackenzie (2013), the analysis of algorithms, data structures and 

protocols can therefore be a productive counterpoint to very general descriptions and 
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conclusions – but without neglecting the broader systemic processes entangled with these 

elements. Instead, the instantiation of an algorithm as an actor of social order marks the 

production of something new, changing interaction orders and power relations (Campbell-

Verduyn et al., 2017). Algorithms are elements of social order that are being applied to (social) 

situations as a form of normative delegation (Willson, 2017), in which they become an element 

in the practical and situational achievement of social order and algorithmic power. 

Algorithms and societies are co-evolving and co-dependent, as the former are increasingly 

essential institutions of the latter (Just & Latzer, 2017). Through putting emphasis on how the 

algorithms are being produced and taking a closer look at the algorithmic principles itself, we 

can read these as “the signature of predicting practice” (A. Mackenzie, 2013, p. 393) and thus 

reconstruct the rationality and materiality of social ordering of algorithms. By doing so, the 

algorithm is not seen as the stable and powerful actor that exerts power over a given society but 

understands the algorithm as a practical achievement, shifting the perspective to study socio(-

technical) order from within (Garfinkel, 1984, p. viii; A. W. Rawls, 2009). This raises two 

different questions: first, how is the social structure organized that instantiates an algorithm as 

a successful tool of power delegation, and second, how are the attributes of such a delegate 

negotiated between different interest groups and actors. The latter also opens up the discussion 

for the inquiry as to what the algorithm as an actor adds to the equation, without fully attributing 

the governing power to it. Answering these questions possibly leads to new ways of not only 

understanding how social order is organized in digital societies but also what forms of 

governance would be possible. I will therefore explore such a perspective of the algorithm as a 

socio-technical achievement in the following chapters. 
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4 ALGORITHMIC DISCIPLINE 

 

We reject: kings, presidents, and voting.  

We believe in: rough consensus and running code.  

- Dave Clark (cited in Borsook, 1995)  

  

When taking a computer science class, one develops an intuitive understanding of what an 

algorithm is. We are able to write them down in pseudo code,22 implement them in different 

programming languages, like Java or C, analyze their complexity and compare their 

performance to other algorithms. We learn terms like Quick Sort and Traveler Salesman 

Problem. And yet, the figure of the algorithm has sparked some discussion when trying to 

account for the social power of these constructs, culminating in the question of “what actually 

is an algorithm?” (Ziewitz, 2016, p. 4).23 Several scholars have found an answer to this question, 

sometimes more, sometimes less connected to definitions and understandings of computer 

science discourses. Algorithms are powerful entities regulating our daily lives (Beer, 2009), an 

“interpretative key of modern rationality” (Totaro & Ninno, 2014), a replacement of “self-

critical judgement” (Daston, 2010), an instrument for classification (Bechmann & Bowker, 

2019) or the material implementation of otherwise “abstract ‘effective procedures’ (finite sets 

of exact, ‘mechanical’ instructions) of mathematics or computer science” (D. MacKenzie, 2019, 

p. 41), to name just a few. Given the diverse perspectives on the phenomenon of algorithms, it 

is easy to get the impression that these different scholars, while in each account refereeing to 

algorithms, are talking about fundamentally different things (see also Burke, 2019). They do 

not necessarily share a common definition of algorithms, yet according to them, there is 

something about algorithms to be found in general, may it be rationality, agency, or 

classification. This, of course, does not help to answer the question of what an algorithm is, nor 

                                                 

22 We will come back to the difference of pseudo code and code later. 
23 One can observe an interesting convergence between critical algorithm studies and software studies in terms of 

ontological uncertainty of the phenomenon in question. In 2008, Wendy Chun raised the question “What is 

software”? (Chun, 2008, p. 2). 

https://www.zotero.org/google-docs/?w3dWwn
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how the social power of algorithms can be explained. Yet, it demonstrates that algorithms and 

their effects became a matter of concern.  

As Seaver (2017) argues, there is no “proper” definition of algorithms. Relying on 

anthropological sensitivities, and drawing from post-ANT conceptions, Seaver argues that we 

should account for the different enactments of the algorithm. With this, an algorithm and its 

qualities are no longer an essence to be found, or a generic principle. A general statement about 

algorithms can no longer be made, as it depends on in which social arena one asks the question 

of what an algorithm is. Thus, Seaver (2017) urges us to not answer the question of what the 

algorithm is, or what is special about it. Instead, we will find the answer to this question in the 

field studied. By taking into account the multiplicity of algorithms, the question of what an 

algorithm is has been complicated even further. The perspective of algorithms as enactments 

has also profound ways on how to research these actors. Since enactments of algorithms are 

different in the way they operate and how one can access them, the mode of inquiry must 

change. All of them point towards the algorithm, albeit in different ways and from different 

perspectives. Algorithms can be opaque actors producing inequality (Noble, 2018), they can 

also be a video surveillance procedure that needs to be explained to an ethics board (Neyland, 

2016), they can be a discursive narrative (Beer, 2017) or they can be a concrete set of 

instructions that are implemented (Dourish, 2016). Thus, when talking about algorithms, at 

least three different versions of the algorithm are mixed together when discussing these actants. 

First, the general principle of an algorithm is a set of instructions to solve a given problem 

within a finite amount of time. That is also the textbook definition of an algorithm, and one that 

is often found in the domain of computer science and engineering. Secondly, the multiple forms 

of unstable and uncoordinated assemblages, where everything is open for discussion, decisions 

are to be made, code is to be written, requirements have to be engineered, etc. This includes the 

initial implementation of algorithms into code but also the ongoing development and adoption 

of algorithmic systems to a changing set of demands. I call this here the algorithm in the making, 

which is also represented in studies similar to classical laboratory studies in STS – and therefore 

my own work presented here. And third, the implemented and materialized algorithm “in the 

wild,” deciding on whom to give a job, where to send the police, or whom to present which 

information. The latter is a stabilized, institutionalized form of an algorithm, located somewhere 

within organizations, behind APIs and as an indeed powerful actor, hiding all the mess, the 

multiplicity, the diagrams, charts, etc. in a black box. In any case, algorithms are a product of 
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manifold interactions, associations, and translations. The question then is, where to start, where 

to look and where to go. These different perspectives, while each in itself valuable, created a 

discussion as to what we are actually studying when we say algorithms. Positions thereby rank 

from the situational enactment, i.e., narration, of algorithms, asking how the term ‘algorithm’ 

is being laden with meaning to observations in media theory that media artifacts, such as a 

concrete sorting algorithm, have very manifest effects. The former makes an argument for the 

researcher as social scientist, who should not blindly follow disciplinary and technical 

definitions (Seaver, 2017), i.e., not become an engineer, but to trust social science and 

humanities methodologies to carve out the qualities of an algorithm. The latter, however, 

presents a contra-point to this position. Manovich (2013a)24, amongst others, argues that one 

should be able to program one-self to fully grasp the ordering effects of technology (Manovich, 

2013a). To be able to understand what an algorithm is and how it orders the world, we must 

start from the technical qualities of that actor, i.e., start from and with technical expertise. 

Somewhat in between ranges the idea that we should follow the emic terms of the field we are 

studying (Dourish, 2016), i.e., use the computer science definition of algorithms. This argument 

is then taken up by Burke (2019) who shows that the term algorithm remains an important one 

for computer science – in spite of its problems in finding a common definition. In this chapter, 

I therefore want to explore this argumentative tension, starting from the assumption and 

observation that algorithms are something that is (also) done in software development projects, 

and to follow the material and discursive elements necessary to deal with these actors that are 

so difficult to grasp. I start with the discussion about the ontological status of algorithms and 

software as discussed by media theory scholars and complicate the issue by asking how the 

algorithm gets enacted through practices of software developers implementing different 

techniques, using software libraries, setting up developer environments such as iPyhton 

notebooks, to name just a few examples. Thus, to understand the ordering effects of algorithms, 

we also need to turn to computer science as one of these many enactments for our analysis. 

Based on my experiences as part of the development project of the recommender algorithm, I 

argue that in the end, both perspectives are not in opposition to each other but represent two 

elements of the same phenomenon: the manifest and durable algorithm is a product of a 

                                                 

24 The text was originally published in the year 2011 via the website of Manovich as a preview for the book 

‘Software Takes Command’, but became soon a central writing. It therefore can also be found here: 

http://manovich.net/content/04-projects/066-there-is-only-software/63-article-2011.pdf 

http://manovich.net/content/04-projects/066-there-is-only-software/63-article-2011.pdf
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collective and situated enactment. In the following I will reconstruct a media theory perspective 

on algorithms and argue that implicitly relies on two different forms of collective enactments. 

In the process of making and doing the recommender algorithm, the project relied a) on a 

working order of always already given tools from a community, and b) on structures of 

discourse and knowledge distribution from which techniques are being mobilized. The 

algorithm that Manovich (2013a) or Dourish (2016) talk about are already enactments – but 

specific ones. And, as we will see in chapter five and six, they are not the only ones. 

4.1 DOING COMPUTER SCIENCE 

Latour (1999b) once said society is the result of sociology and culture is the result of 

anthropology. The production of such terms makes them meaningful only in relation with 

regimes of knowledge production. Consequently, it seems legit to formulate the working 

hypothesis that algorithms are the result of computer science. One aim of the inquiry at hand 

therefore is to understand the term of the algorithm “as term of art within a particular 

professional culture – that of computer scientists, software designers, and machine learning 

practitioners” (Dourish, 2016, p. 2).25 Otherwise, as Dourish (2016) argues, we would not be 

able to find adequate forms for intervention or critique. This position is also one to be found in 

the earlier proclaimed software studies: 

To understand the logic of new media we need to turn to computer science. It is 

there that we may expect to find the new terms, categories and operations that 

characterize media that became programmable. From media studies, we move 

to something that can be called software studies, from media theory to software 

theory (Manovich, 2001, p. 48).  

This idea has its foundations in earlier discussions, partly originated in the field of Media 

Theory – especially the “Berlin School” of Media Theory – where Kittler (1999) argued for a 

deep understanding of technology in order to grasp their cultural and societal impact, as “media 

determine our situation” (Kittler, 1999, p. XXXIX). In this context, only a thorough 

confrontation with the technologies surrounding us can create the necessary perspective for 

critique, analysis, and emancipation. The promise of such a perspective is that turning to a 

theory of software or algorithms, social research and cultural studies will be able to talk about 

                                                 

25 This understanding of algorithm as an emic term (Dourish, 2016, p. 2) has later been contested by Seaver (2017). 
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this phenomenon in novel and – more importantly to the advocates of such approach – apt 

terms. For scholars in software studies and critical code studies, this meant turning to the actual 

code that makes the software in order to understand how the social and cultural realm are being 

influenced and determined in the new digitized condition. In his famous formulation, Lessig 

(1999, 2006) equated code with law, or technological code with legal codes. Instead of being 

subject to regulation, code and software increasingly became a regulatory force itself. In real 

space, we recognize how laws regulate – through constitutions, statutes, and other legal codes. 

In cyberspace we must understand how a different “code” regulates – how the software and 

hardware (i.e., the “code” of cyberspace) that make cyberspace what it is also regulate 

cyberspace as it is (Lessig, 2006). 

Code – here in the makeup of cyberspace – is a powerful regulator deciding who can access 

digital objects or services, what forms of communication are possible and where the information 

is being gathered. Taking up on the same phenomenon, Galloway (2004) describes the Internet 

as a place that has never been about freedom but about control. An important mechanism to 

exert control is to this author the implementation of protocols – a form of control that allows 

exerting power in de-centralized structures like the Internet. Galloway (2004) means that quite 

literary, as he identifies communication protocols like TCP, DNS, or HTTP, to name just a few, 

as political technologies. These protocols regulate the way we act and live within the Internet 

the same way as a speed bump regulates our driving behavior through a “physical system of 

organization” (Galloway, 2004, p. 241).  

Montfort et al. (2012) illustrated this attitude by analyzing the cultural, historical and social 

meanings of just one line of computer code, arguing that “in order to fully understand the way 

that redlining […] functions, it might be necessary to consider the specific code of a bank’s 

system to approve mortgages” (p. 10). One line of code can make a difference. Thus, 

understanding the digitization of society, 26  accessing the concrete lines of code becomes 

important for critical inquiry – also for seemingly opaque applications like machine learning. 

Adrian Mackenzie (2017) notes “whatever the levels of abstraction associated with machine 

                                                 

26 This formulation could be read in two different ways, first hinting at a systems theory approach, arguing that 

digitization can only be understood as a product of a (autopoetic) society. Following Luhmann’s (1997) ideas, this 

would be in line with titles such as “the politics of society,” “law of society” or even “the society of society.” 

Another way to read these three words would hint at an ANT perspective, arguing that digitization should be 

understood as a building block of society, as it constitutes an element of producing collectives through rhizomatic 

chains of translation. 
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learning, the code is hardly ever hermetically opaque. As statements, everything lies on the 

surface” (p. 26). Studying algorithms and machine learning therefore means studying code from 

a new perspective. The challenge identified by these scholars then is: what form of cyberspace 

do we build? Which regulatory – Lessig even compares them with constitutional – regimes are 

we willing to implement? The ability to formulate – however incomplete – answers to these 

questions requires us to read, write, and discuss the code and the algorithms of our digital 

societies. Consequently, Manovich (2013a) argued that in order to escape the prison of 

software, we need to learn to write our own code. Thus, we must mobilize practices and 

paradigms from computer science and software development to formulate our critique. Doing 

software, code, and algorithms from a different perspective, namely, a critical one, turned also 

into a form of political inquiry. 

4.2 ALGORITHMIC MEDIA AND ITS MATERIALITY 

Computer science, however, is a wide field. Where should we locate algorithms? How is the 

effect, the difference it makes, actually being created? From the arguments provided so far, this 

level would be computer code written in programming languages. Open up these .java files, 

look where the incriminating statement is, and we are close to finding the social impact of this 

technology. And yet, this position has not been uncontested. Dourish (2017) notes that we 

should acknowledge that the realization of an algorithm, which also includes the actual code, 

requires more than the abstract procedure. Algorithms are concrete and material actors in our 

world. They are “identifiable, concrete media artifacts, and they are easier to identify when seen 

as part of a larger machine” (Burke, 2019, p. 4). According to Hayles (1999), information or 

digital societies live in a condition of virtuality in which cultural perception creates 

differentiations between materiality of information and code and information as abstract 

entities. But this virtuality is only an achievement in making central characteristics of 

information, i.e., the medium on which it is stored and potentially executed as a computer 

program, invisible through our perception. Information without material information is non-

existent, as it is always dependent on a material manifestation on a medium. Abstracting code 

or information (at least in the von Neumann architecture this distinction is rendered moot) away 

from their material base is, according to Hayles (1999, p. 13), an imaginary. And in order to 

fully understand how software and algorithms work – and how they produce ordering effects – 

we should also consider the material world of computing, i.e., the CPU, the mainboard design, 

the data storage technology used, etc. Without it, the perspective on code is incomplete. A 
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similar insight led Kittler (1995) earlier to the statement that “there is no software.”  This 

statement also reflects the deep involvement and interest of Kittler in hardware as the central 

element of technological mediation. To him, this signifies a “descent from software to 

hardware, from higher to lower levels of observation” (Kittler, 1995, p. 150). In this context, 

neither software nor an algorithm exists as such but only as a perspective abstracting away 

interactions of hardware elements. Instead of a theory about software, there was a need for 

“hard(ware) theory” (Parikka, 2012, p. 64). In contrast to this position, Manovich (2013a) stated 

that there is only software. Not referring, at least explicitly, to Kittler, Manovich argues that the 

term Digital Media is misleading, as the translation of digital content, such as image files, 

differs tremendously given the used software. Manovich (2013a) writes: “Depending on which 

software you use to access it, what you can do with the same digital file can change 

dramatically” (p. 138).  Software is to Manovich the defining element of the digital, as it 

transforms and presents digital data in different ways. The level of software is the relevant one 

if we want to understand the construction of the digitized world, as it introduces the logic to our 

mediated interactions. Thus, not the materiality of information is what we should take into 

consideration but the different logics introduced through computer code. Computer hardware 

is a generalized machine, but software orders our world. Rossiter (2016) formulated this 

argument in a similar way in reference to digital infrastructures and code. In his work, Rossiter 

(2016) describes software as the coordinating force of our modern worlds. 

While Manovich does not deny the argument brought forward by Kittler, the relevant level of 

inquiry is, to him, a different one. He focuses on the level of code for interventions. Yet, the 

two statements – there is only software and there is no software – brings up the question of what 

the relation between these different levels is. As Lessig (2006) argued, cyberspace is built from 

software and hardware. If we follow Kittler’s argument, then software does not add anything 

to the situation, it has no quality in itself. Everything is reducible to hardware interactions. 

There may be software, but even if it is, it does not matter. But what exactly then is the relevance 

of the ontological status of software, hardware and maybe even runtime?27 

                                                 

27 This formulation is borrowed from Passoth (2017). 

https://www.zotero.org/google-docs/?69G17Z
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4.2.1 Computer Language 

It is exactly this problem of inquiry that puzzled scholars of software studies. If there is no 

software, how can we intervene in the construction of a digital society? Galloway (2006) 

combined these perspectives, arguing that they are not different levels of inquiry – each with 

their own rationalities – but that they are logically equivalent.  

One should never understand this “higher” symbolic machine as anything 

empirically different from the “lower” symbolic interactions of voltages through 

logic gates. They are complex aggregates yes, but it is foolish to think that 

writing an “if/then” control structure in eight lines of assembly code is any more 

or less machinic than doing it in one line of C, just as the same quadratic 

equation may swell with any number of multipliers and still remain balanced. 

The relationship between the two is technical (Galloway, 2006, p. 321). 

There is an interesting chain of translation at work here. Software, like the BIOS, the operating 

system, or the word processor that is being used to write this text, are abstractions of the 

computer system, but abstractions that work together through different levels of translations 

(Hayles, 1999, p. 30). Each level of abstraction is a signifier of the level beneath but also 

signified by the level above (Hayles, 1999, p. 31). Machine code is signified on the level of 

compiler language, which must be translated into it. But then again, machine code signifies the 

logical operations within the processing unit (ALU). And they not just work together but are 

logically equivalent. The effect produced by the IT system is the same, no matter where we 

enter. No level of translation adds or takes away anything, as the different levels of translations 

only act as an intermediary, not changing the quality of the statements but representing the same 

logic structure. Following this argument would mean that the level of inquiry becomes 

irrelevant, as we can enter the chain of translation wherever we want. No matter where we enter, 

we find (just) another element in a chain of significations. This explains then a direct mapping 

between statements written in a programming language, such as C++, and the observable effect. 

Statements written in these programming languages are performative. By writing certain lines 

of code, the engineer can exert power, define situations, as Kittler argued, and create realities 

in a direct way. A simple if … then statement can change the way software influences the social 

(and technical) situation (Neyland & Möllers, 2017). In short, code is performative through the 

formulation of written expressions, comparable to language. Bernhard Rieder (2017, p. 102) 

argues that “[c]ode […] is the medium to express [these] techniques in terms a computer can 
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understand.” Algorithms are the logic structure, code a language to express them. In reference 

to Kittler’s (1990) early work, Parikka writes: “[L]anguage in the age of technical media is not 

just natural language: it is the new technological and physical regimes introduced by media, 

such as the typewriter, and later computer software languages, which should methodologically 

be seen in a similar way” (Parikka, 2012, p. 70). The issue of hardware vs. software is being 

resolved in this perspective by understanding programming languages as a form to 

communicate with a computer to mechanically translate the meaning of the statements into 

(computer) action. In other words, there is just hardware, but we need software to communicate. 

The idea of understanding code as a form of language, with its own effects, has been around in 

Critical Code Studies (CCS) for some time. Cox & McLean (2012) argue that code can and 

should be understood as such in terms of a speech act as described by Austin (1975). In acting 

through speech, Austin argued that we can actually produce realities, i.e., act with consequence, 

when speaking. Austin argued that with performative speech acts, we are “doing things with 

words.” An example to illustrate this form of speech acts: imagine a priest saying the words: I 

hereby declare you husband and wife. Just by saying these words, a fact has not just been 

invoked but created. The priest acted only by using her voice. In a similar way, code has been 

read within CCS as such an act of speech. Just by writing down some code, one can construct 

realities, be it through decisions in software architecture or by letting the computer act 

according to the formulated script. Analyzing code therefore reveals an act of language which 

“is active in the world and has a lived body” (Cox & McLean, 2012, p. 110).   

By following this argument, we can treat code as language, but it poses a special form of 

language, as it is executable (Galloway, 2004, p. 165). This creates a distinction between the 

forms of language Austin had in mind and the way CCS and Software Studies think about code 

as language. Code, in this perspective, is regarded as more powerful than simple speech, as it 

performs actions in the world through the execution at runtime level. This has led Hayles (2005) 

to the distinction between linguistic performance and machinic performance. And the argument 

is compelling at first: linguistic performance first and foremost exists in human minds, which 

then has to be translated into behavior, i.e., there is a process of (subjective) interpretation 

mediating between input and output. In comparison, the performativity of software is much 

more direct, as the execution of code happens directly and without mediation (Hayles, 2005, p. 

50) or variation (Galloway, 2004, p. 165). Thus, the problem of software vs. no software is 

resolved, as the different signifiers let you traverse easily from one level to another, without 
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explaining the addition or subtraction of effects. Code is performative, as it can directly be 

mapped to a considered outcome. However, consequently following the approach of semiotics 

leads us away from such an understanding. Technology not only signifies different levels of 

technology but also different collectives that hold this relation stable. 

4.2.2 Speech Act and its Collectives 

In the argumentation brought forward so far, two important elements are brought together 

justifying a focused analysis of code. First, the level of inquiry of code or algorithms does not 

matter insofar as one enters a chain of significations and translations. The code is a 

representation or abstraction of the levels of execution. Secondly, the translations are 

deterministic, i.e., the different abstractions are logically equivalent to each other. This allows 

us ultimately to understand code as a special form of language that is performative in a model 

in which we can move back and forth between cause and effect without any problems. The 

relation between coded speech acts and performative effect is machinic. In the perspective of 

Kittler or Galloway, the translation between code, software and hardware is logically equivalent 

and therefore lasts the same effects. The translation of abstract algorithmic principles into code 

and software, however, is contingent. But once implemented in a concrete sequence of code 

that can be translated into a running program, an algorithm stays stable. This then is the ultimate 

argument for critical code studies or software studies. If we want to study algorithms, we have 

to study the concrete code, not some pseudo code representations or principles, nor the actual 

practices of developers. 

However, this conception of machinic performativity and the translation of action into different 

– empirically equivalent – levels run into some argumentative shortcomings. Adrian Mackenzie 

(2005) shows in the example of Linux 28  that code could be understood as speech act, 

performatively producing effects in the social world, without just producing effects in the 

translation into direct action but by defining the situation. It is worth reflecting on the kind of 

speech act we are facing here. Normally, Austin is invoked when referring to speech acts that 

are ends in themselves. Like, “I promise you …”.  Here the goal of the act is fulfilled as soon 

the words are spoken. These speech acts are – in the language of Austin – illocutionary. They 

require no further action to be performative. Perlocutionary speech acts, however, create an 

                                                 

28  Linux is a prominent operating system, which came out of the FOSS (Free and Open Source Software) 

movement as a competitor and alternative to proprietary operating systems. 
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effect in a causal link. Here the speech act has the aim of making someone do something based 

on the spoken words. In terms of code as a speech act, we are dealing (most of the time) with a 

perlocutionary speech act. The simple statement print “This text is produced by an 

perlocutionary speech act”; would print the formulated string on your computer screen – and 

therefore be perlocutionary. If we, however, see software structure (A. Mackenzie, 2005) as a 

speech act, the effect is already realized in writing the code, ipso facto it is illocutionary. This 

example illustrates one problem of the argumentation of Galloway (2006). If we understand the 

different levels as empirically equal, we ignore that – as also argued by Manovich (2013a) – 

hardware acts as a more generic medium, whereas software re-defines the situation by changing 

the conditions for subsequent software packages or interactions. At the same time, the structure 

of a software package or an operating system defines the parameters for developers working 

with them. Therefore, writing software for Linux works differently than developing software 

for Windows. This is also true for hardware: it permits certain operations but prohibits others. 

We may be able to traverse down, but “the whole is always smaller than its parts” (Latour et 

al., 2012). We can understand the performativity of the code in question only if we take into 

account each element that is brought into relation with each other.29 

Thus, conceptualizing code as a speech act raises the question of the sociotechnical context of 

enunciations that allows it to become performative. That requires us to read Austin’s work a bit 

differently. Instead of focusing on the generative operation of a phrase, such as: “I declare you 

husband and wife,” one could also ask under what circumstances such a statement becomes 

true. In other approaches, such as pragmatism and its practice-oriented definition of truth, this 

question has been addressed more extensively than Austin did. Famously, the Thomas theorem 

states that “If men define situations as true, they are true in their consequences” (Thomas & 

Thomas, 1928, p. 572). This formulation addresses an important connection that also Austin 

already saw: in order to become performative, or “operative” as Austin formulated it, the 

conditions to have it to have consequences are important. Or in other words, performing such a 

fact works only if others take up the definition for it to have consequences. Speech acts are not 

isolated events but the effect of community interactions and shared practice. Thus, speech acts 

must be made performative in an inter-subjective process of meaning-making (Berger & 

                                                 

29 There is a wonderful historical example for such a dependency, where Intel Pentium Processors used to calculate 

float numbers in a different way than AMD processors – which led to many different checking routines on the 

software side. 
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Luckmann, 1967). In her discussion of Austin’s theory, Butler (1997) argued that speech acts 

are the result of a conduct. 

For instance, I may well utter a speech act, indeed, one that is illocutionary in 

Austin’s sense, when I say, “I condemn you,” but if I am not in a position to 

have my words considered as binding, then I may well have uttered a speech act, 

but the act is, in Austin’s sense, unhappy or infelicitous: you escape unscathed. 

Thus, many such speech acts are “conduct” in a narrow sense, but not all of 

them have the power to produce the effects or initiate a set of consequences 

(Butler, 1997, p. 16). 

This argument has even been taken a step further by Latour (2009), extending it to the material 

world that makes speech acts possible. The setup for speaking, taking the spoken up, realizing 

it, etc. unfolds in a collective of human and non-human actors. Introna (2016) takes up this 

point to critique the differentiation between machinic and linguistic performativity. He claims 

that “it is possible to argue that all forms of code must be ‘‘executable’’—otherwise it would 

not translate into any form of agency. Legal code, to translate the agency of the legislative body, 

also needs to be executable. The difference between these various types of ‘‘executability’’ is 

the nature of the necessary constitutive conditions for such execution” (Introna, 2016, p. 26, 

emphasis in the original). Thus, the reality and executability of every statement, including 

speech-acts and code fragments, is inherent to an actor-network and not external to it (Latour, 

1990). 

In the following, I will therefore argue, based on my empirical observations, that the stability 

of algorithms is an achievement of at least two different forms of collective endeavors. First, 

the entire ecosystem of tools is in itself an element and achievement of a broader community 

making the implementation and realization of algorithms possible. The performativity of 

software and code is a result of the interplay of mobilized technological actors, such as 

compilers or libraries, that enable and limit potential actions of algorithms – or transport already 

implemented algorithmic techniques themselves. And secondly, algorithms themselves do not 

come from nowhere but are techniques and discourse elements being mobilized from a whole 

disciplinary community, e.g., in the form of text books or best practice examples. Thus, 

algorithmic techniques are a knowledge resource taken up, appropriated, adapted, and fed back 

into the community. Both forms of community achievements make algorithms matter in actual 
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development projects. And both forms of referencing a community have to be taken into 

account if we look for the disciplinary enactment of an algorithm. 

4.2.3 Instability of stable translations: the always already ordered world 

As Passoth (2017) argues, there are at least three different materialities involved when we talk 

about the digital – hardware, software, and runtime. And they are not logically equivalent. 

Following Chun (2008), the assumption of stable translations down to the level of transistors is 

in itself an effect and cannot be taken for granted. 30  Detaching code from the manifold 

interactions just described renders the conditions of possibility of translating the code into 

concrete action invisible. She calls such an attitude “the logic of sourcery” (Chun, 2008, p. 9). 

Without the right CPU, the interpretation of the machine code, stored on a disk, would not work, 

and without the right compiler, a translation of high-level code into machine code would not 

work either. But to question the givenness of these actors, and opening the associations that put 

them in the place, means to find a wide network of other human and non-human actors involved 

in stabilizing such a trivial thing like the compiler we use to translate the source code of any 

program into an actual runnable binary file. To do so, we relied on quite many resources that 

have not been questioned but assumed to be givens. The compiler alone is a tool that has 

assembled many different actors behind it. The developer community, descriptions of machine 

code of the processor, many books describing techniques on how to parse, optimize and then 

translate code expressions.  

Or in other words, the assumed stability of translation between algorithms, software, hardware 

and even electrotechnical signals is an effect and not a given. Instead of seeing source code or 

algorithms as an essence, we should understand them as a re-source (Chun, 2008, p. 9). In the 

case of the recommender system, the enunciations of the algorithms were based on the Spark 

Hadoop environment and the iPython notebooks, the server farm with all its soft- and hardware 

behind it. Without it, the code would not have any effect, and the specific form of it determines 

the outcome. The stability of these elements is the result of the negotiations of an entire 

                                                 

30 For everyone who was searching for a bug in her code, just to realize many hours later that the optimization 

routine of the compiler messed things up, will intuitively understand the argument. 
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community. Assembling the recommender system included these systems, which became 

assembled themselves and were provided “as-is” black boxes.31 

Algorithmic Infrastructures 

As part of the project, Bob, the project leader, and Alice were part of an international working 

group, experimenting with different forms of recommender algorithms and sharing their 

algorithms. 

There will be an international working group, which wants to develop an inter-

institutional framework for user tracking and experimental development of 

algorithms. They will utilize iPython notebooks to run it against their system of 

hadoop and spark. This system allows to upload one's data and algorithms to 

test it. If it works quite well, it will be possible to define an API endpoint for that 

setup. Bob explains to us further that it is possible to copy and share these 

iPython notebooks with others, to let them see what you have done (Fieldnote). 

During my field work, I not only learned algorithmic principles people were working with – 

such as collaborative filtering with explicit and implicit rating, content-based filtering based on 

stemmed description text, tags and categories, etc. In addition, I also got to know that the 

algorithm was shared amongst a larger group of researchers and developers, testing 

implementations on Spark and Hadoop setups, where the code was typed into iPython 

notebooks. Instead of just learning algorithmic principles, I also had to learn existing and 

emerging frameworks and infrastructures for machine learning and data-intensive applications. 

                                                 

31 All of the mentioned software packages are, however, open source. Therefore, the term Black Box does not refer 

to the technical or legal impossibility (for a further distinction, see Burrel, 2016) to look into the technology but 

indicates that the software comes as a working entity that needs no(t much) more work to be used. 
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Figure 3 A screenshot of the development tool to test different recommender algorithms. 

What happened? I was introduced to a world of already made up tools and setups that were 

seemingly needed to develop an algorithm and to enable collaboration within the team and 

beyond. Spark, a programming language often utilized in data heavy projects, was used, not 

least because of its MLib library. In this library, many machine learning algorithms and utilities 

are implemented, ready to use and to experiment with. In addition, Hadoop is a software 

framework used for data-intensive and distributed computing solutions. Both are developed and 

provided by the Apache Software Foundation. And both were accessed via the iPython 

notebooks, creating an interface to implement, test, and share possible variations of the 

recommender algorithm.  The development of the recommender system rested not on general 

tools but utilized specialized development environments to base the project on. These are 

developed by a specialized expert community in a collaborative way, down to a standard 

implementation of a recommender technique called collaborative filtering. 32  Thus, the 

development project started by mobilizing all these different actors into the actual project and 

to set up an environment in which the recommender system could be developed, tested, shared 

and discussed. As part of my inquiry I started to setup my own iPython notebooks on a virtual 

machine to understand what they were doing, and to be able to test things out myself. With 

                                                 

32 https://spark.apache.org/docs/1.1.0/mllib-guide.html, accessed 25.02.2020 
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every installation process I made sure that the relevant libraries were installed, that I got the 

right version of the software – or that it was actually compatible with the Linux distribution I 

was running. This process of mobilization was far from trivial, but it was quintessential to 

further possible code developments. As Adrian Mackenzie (2006) states in relation to software: 

“Left alone, it tends to fall apart” (p. 12). Without these steps of making the environment, the 

recommender system would not be thinkable. Burke (2019) also shares his observation that the 

computer science community increasingly relies on the (re-)use of shared software libraries or 

services. Burke (2019) describes that in the realm of machine learning, Tenser Flow has become 

a well-known and often used framework to realize one’s machine learning applications. As a 

result of the distributed nature of actual algorithmic applications, there is a seeming 

impossibility to nail down the actual algorithm in an ongoing chain of translation between 

principles, software, protocols, hardware, electrotechnical representations of bits as volt levels. 

That is, the algorithm in its entirety is not one of these items but all of them. Take away one of 

these elements, and the algorithm as an actor ceases to exist. On each step of translation, we 

find more productive and ordering black boxes in the form of tools, libraries or services.  

Software and algorithms do not (only) depend on a top-down ordering but also on an 

environment that makes the stable translations possible, which delegates power to a protocol or 

an algorithm in order to achieve an ordering effect. As Latour (2004) in reference to Heidegger 

argued: it is more productive to move from matters of fact to matters of concern, seeing 

everything not as an essence in itself but as an achievement of manifold associations. To give 

an example, the set of different instructions on a machine language level only works because 

many different entities could be assembled to keep it together, from standardization papers to 

needs of programmers, hardware characteristics of the processor, encoding methods, down to 

production sites, etc. Each of them in itself a stabilized and organized black box with its own 

associations, complexities and arrangements, enrolling “a mass of silent others from which it 

draws its strength and credibility” (Callon, 1987, p. 96). The stable translation assumes that all 

of these elements are in place, usable and work in an expected way. Only in a given set of (an 

always already33 given) order is the meaningful translation and implementation of algorithms 

                                                 

33 Habermas (1989) uses this expression to show that our way to see, experience, and act in the world is a result of 

a given modus of being in it. Through socialization we acquire the knowledge that guides our experiencing and 

acting of and in the world (see also chapter 1 for a discussion in terms of algorithms and power). I extend the 

notion here toward the material world or world of tools as an always already ordered world that dis- and enables 

certain forms of (inter-)action. 
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possible. The levels of abstraction are no longer a hierarchy but different black boxes of their 

own on the same level. Thus, moving between the different moments of translations also means 

to take into consideration what has been mobilized to stabilize the signified as a black box – 

and what does this mean for the process of translation in which the chain of signification has 

been made – and remade over time. This relation between signifiers, mobilization, and 

stabilization then constructs the algorithm. By enrolling different actors in the (action) program 

of the (technical) program, the characteristic of the final actor is defined a bit more, stabilized 

and equipped with agency. Understanding now an algorithm as an effect of all these elements 

leads us to another conclusion. The performativity of an algorithm refers back and builds on 

the delegated black boxes of a collective. Thus, the mobilization of these productive actors 

makes the development team within the broadcaster much bigger. By association, not only 

Alice, Bob, and I were working on the algorithm, but many more people involved in the 

management, debugging, patching and further development of the used tools and frameworks. 

As a result, the way the recommender system was realized has also been shaped by these actors. 

The development of the system had to be embedded in an already existing (and very productive) 

socio-technical order.34 In this section, I reconstructed the algorithm as a collective enactment 

based on the technological setup found in the development situation. However, to fully grasp 

the phenomenon we also need to look at the discursive enactments of algorithms. Therefore, in 

the next section, I will discuss algorithms as narrated actors. 

4.3 ALGORITHMIC DISCOURSES: NARRATING ALGORITHMIC TECHNIQUES 

Latour argues that Austin’s distinction of declarative and performative speech acts is only based 

on grammar and short-term interactions, but is not “following the whole regime of enunciation” 

(Latour, 2009, p. 225) to make the difference between the two visible. As already discussed, 

the production of a performativity hinges on a certain order that is maintained and in which the 

enunciation takes place. A fact is not created just by saying something. Instead, the act of 

speaking must be taken up by other actors in order to believe, contest, or act according to the 

just provided offer of a fact. Speech acts are inherently inter-subjective. In terms of code, this 

can be observed in the wide-going order and assemblage of actors, including soft- and hardware 

                                                 

34 It is important to note here that social order in terms of ANT is based on the critique of macro-structural social 

theories and situated interactionist theories alike. While drawing heavily from Ethnomethodologists ideas of a 

practically achieved social order, delegation of non-human actors is conceptualized as a possibility to establish 

trans-situational order(ings) (Latour, 1994). See more in chapter 3.5 and 7 
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components, other developer communities, etc. However, there is a second dimension in which 

the enunciation must be embedded. If the performativity is only effective in an always already 

ordered world, and needs interpretation, how do the recipients of performative statements 

understand these? And how does an individual come across the idea of speaking these words in 

the first place? Austin also acknowledges that it connects to a wider system of social norms, 

beliefs and knowledge (Austin, 1975, p. 14), and calls these forms of knowledge “conventions” 

and “rituals” which are well known within a given society. As such, in order to know about the 

possibility of a performative effect within a certain ordering, one ought first to have learned 

that such words relate to the position of the speaker and the range of possible formulations. The 

performativity of a speech act, as Austin (1975) imagined it, refers to a shared knowledge that 

makes the effect of the spoken word possible.35 

What does this mean for an understanding of code as speech acts? While the performativity of 

code still has to be taken into account, the agency of code always refers to a social and material 

context, as “computer code never actually exists or operates apart from a prior set of practices  

which allows it to do things” (A. Mackenzie, 2005, p. 76). Part of that assemblage of making 

speech acts effective, or even probable to happen, is the embeddedness of ideas, code fragments, 

etc. within social communities, in which these stable acts of doing things with words become 

stabilized through repetition. As Butler argues: 

If a performative provisionally succeeds (and I will suggest that “success” is 

always and only provisional), then it is not because an intention successfully 

governs the action of speech, but only because that action echoes prior actions, 

and accumulates the force of authority through the repetition or citation of a 

prior and authoritative set of practices. It is not simply that the speech act takes 

place within a practice, but that the act is itself a ritualized practice (Butler, 

1997, p. 51).  

As such, the constant repetition and circulation stabilizes code as speech acts and makes them 

(disciplinary) discourses. In accordance with this observation, Wendy Chun argues that 

                                                 

35 Of course, as Butler (1997) remarks in her comparison between Austin and Althusser, the person addressed by 

speech act does not necessarily need to understand or agree with the speech act. However, as long as someone 

takes up the speech act, it still has an effect. Thus, the individual producing an effect and the addressed subject are 

not necessarily the same entity. 

https://www.zotero.org/google-docs/?juoxSu


72 

 

software is always embedded in structures of knowledge-power (Chun, 2008, p. 4). This is also 

true for algorithms as abstract procedures. While an algorithm lasts effects, a sole focus on code 

and the runtime materiality or the algorithm itself would therefore obscure the fact that 

algorithms are also an effect of an interplay of diverse other actors, epistemic positions and 

discourses. As Mackenzie puts it: 

Materially, code is only one element in the diagram of machine learning. It 

displays, with greater or lesser degrees of visibility, relations among a variety 

of forces (infrastructures, scientific knowledges, mathematical formulations, 

etc.). It is aligned by and exposes multiple institutional, infrastructural, 

epistemic, and economic positions (A. Mackenzie, 2017, p. 22). 

As I argued at the beginning of the chapter, when taking a computer science class on algorithms, 

we get an intuitive understanding about what an algorithm is, how we can use them and in 

which terms to think about them. As such, code and code fragments are hardly ever a simple 

speech act without repetition or circulation. A whole discipline with study programs, 

conferences, journals, standardization committees, etc. is connected with the algorithms that we 

normally talk about. A simple example for an insertion sort, taken from Cormen et al. (2013, p. 

18): 

 

Figure 4 Insertion Sort taken from Cormen et al. (2013, p. 18) 

When we look at this representation of an algorithm, many things are implicitly assumed. For 

example, the expression A.length is a signifier to the size of the set that is to be ordered, 

assuming that we do know the size of the given set. A, the set to order, is not defined, but it is 

assumed that it is given. Other formulations refer to known elements in programming practice, 

such as the while statement. If you have any experience in programming, you know that this 
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refers to the formulation of an execution loop. Other than you might have learned in your math 

classes, the equals sign here is not an expression that two terms are equal, but instead it is an 

operator copying the result of the right term into the variable that is named on the left side. In 

other words, the formulation of an algorithm refers to disciplinary knowledge that makes it 

possible to understand the expressions used to describe a specific algorithm. Without ever 

having taken a computer science class or an introduction to programming paradigms, the 

formulation at hand could hardly be deciphered. 

At the same time, the representation is a form of discursive element insofar as it shows the 

students of computer science classes how a prototypical insertion sort looks like. 36  This 

example has not been chosen randomly but because it is part of a prominent text book on 

algorithms and data structures. If you are uncertain how a specific algorithm works (or should 

work), you can always turn to these textbooks. They will show you how sorting algorithms are 

put together. Distributing these forms of representations as disciplinary knowledge gives these 

techniques durability and also legitimacy of implementations. When someone doubts your 

implementation of an algorithm, you can always mobilize these text books, best practices, 

scripts from your university studies, etc. as allies to back up your program. And while this 

example is simple in its nature, the principle is important to the computer sciences. 

Programming patterns, way more complex than insertion sort, are being thought and distributed 

in programmer communities as solutions and structuring elements to your code.37 As such, 

when turning to computer code, it is important to understand how developers “do things with 

words” (Austin, 1975),  but evenly important is the context behind the code fragment that 

explains why these lines of code have been mobilized and not others, why this machine learning 

technique, and not another one, and what difference it makes. An algorithm is not only 

determined by the lonely programmer. Instead, the principles and logics of algorithms are 

distributed and stabilized by different means, such as text books, libraries, and scientific 

communities. The implementation of algorithms “draws on rich reservoirs of knowledge made 

available by disciplines such as computer science and software engineering” (B. Rieder, 2017, 

p. 101). Algorithmic applications emerge always out of a coding culture with common 

                                                 

36 There is an interesting overlap in the ideas how social collectives stabilize in discourse theory and Tarde’s 

conception of society being the result of imitation. Looking at algorithms as discourse elements could then even 

open the way to a theory of digital isomorphism. 
37 I will not go into detail here, as it might become too technical, but if you are interested, search for singleton 

pattern, which is a good start. 
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approaches, methods and paradigms. In the project, I experienced this many times when I was 

confronted with standard text books on recommender systems and machine learning. Whenever 

I was asking for the algorithm, I was confronted with another textbook, yet another paper, 

explaining the algorithmic approach. I was told about contributions on the ACM RecSys 

conference. The algorithm, in that sense, consisted of many different discursive devices that 

have been mobilized within the development process. 

Looking for the Algorithm 

When I started my inquiry of the democratic recommender algorithm in early 2016, I was too 

– unknowingly – undecided as to what kind of algorithm I was searching for. Having experience 

in implementing and analyzing algorithms myself, I wanted to look at code, play with 

development environments and APIs. But I was supposed to find something else. There I was, 

sitting in a room full of software developers and computer scientists. I got my own desk, my 

own key card and had been introduced as the project’s own sociologist. Where should I go now? 

Where would I be able to find that algorithm? I wanted to understand the inner workings of the 

procedure and – like in the old days, when I used to work in IT – read the code, drink lots of 

Club Mate, and reconstruct the meaning of hundreds or thousands of lines of code. I even had 

access to the documentation repository of the project. I started to look into it. What I found was 

not the expected algorithm but descriptions, diagrams and references to literature. 
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Figure 5 Early conceptual description of the project 

The things referring to the algorithm that I was searching for were mere representations of what 

I had in mind. Figure 1 shows an early conceptual idea of the system’s architecture. As can be 

seen, the recommender system was envisioned as quite central. At least, now I knew how it was 

conceptually embedded into the whole system. But still, I wanted the crunch dimension of the 

recommender – how could I get there? Luckily, my position in the project was primarily aligned 

with the developer of the recommender system: Alice. Alice was responsible for developing 

the algorithm and to integrate it into the overall product structure of the video-on-demand 

platform. I asked her how the algorithm works and where I could find it. As a result, I received 

links to slides, chapters, and articles. I received the following lines after some weeks into the 

project from Alice, providing me with a paper on collaborative filtering with implicit feedback: 

Hi! After you have read this article you understand what collaborative filtering 

with explicit feedback is. But: we are actually dealing with implicit feedback 

(users don't rate videos directly) and so we have to use different approaches 

:simple_smile: This article explains how to do collaborative filtering with 
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implicit feedback and why it is different.  If you feel like it is useful now, you can 

read it. But probably what you are doing now with clusters is more important - 

I didn't get around to trying it myself yet. See you on Friday! 

PDF  

CollaborativeFilteringWithImplicitFeedback.pdf 

288 kB PDF — Click to view 

Not only Alice and I were working on that problem. Instead, we were in a room filled with 

computer scientists, mathematicians, and engineers, transported to us via immutable mobiles of 

an entire community of academics and practitioners. The algorithm that I was searching for 

consisted of code lines, waiting to be deconstructed by me. However, what I dealt with in my 

time as a discipline was an accumulation of visualizations of vector spaces, optimization 

formulas, and network diagrams. 

 

Figure 6 Snippet from a paper provided to me (Koren, Bell, & Volinsky, 2009) 

Figure 6 shows a short snippet from a paper I was provided by Alice to understand a 

recommender technique, how it works, where the problems are and what we need would we 

decide to implement the technique. As can be seen, this includes an optimization formula (on 

the left) and a description of a sample output for such a recommender (on the right side). The 
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context of the paper was the Netflix Prize. The fact that it was given to me by the developers as 

a reference for the algorithm shows its relevance for the project. In my time as a discipline I 

was provided even more literature and references to slides from academic and educational 

presentations. These references included the chapter on recommender systems from “Mining 

of Massive Datasets”38, a text book for the Stanford Computer Science program.39 I also got 

slides from conferences discussing and explaining these techniques and their problems.40 

What happened? Instead of providing me with the actual code base for the recommender, I was 

given material with no direct relation to the algorithm to be developed. And yet it was an 

important step on my way to understand the project, the actual challenge we were facing. 

Without that, I would not have been able to grasp what the recommender – in the terms of the 

developers – is or is about. Instead of finding files filled with source code, I was finding myself 

surrounded by literature and slides from computer science, inhabited by mathematical 

formulations, matrices and pseudo code. But according to Alice, this all was quintessential to 

understand what the recommender algorithm does and is. I felt like I was put back in my time 

at the university, where you first learn to code a Hello World program – a piece of code which 

has no practical application, and whose existence is purely educational. However, something 

else can be learned from that interaction and my personal transformation. I was not let loose on 

the code, but Alice mobilized many other resources from outside the organization or her office. 

Concepts, ideas, and techniques from the Recommender System Handbook and articles from 

developers of Netflix were taken up, made relevant for the project at hand and even for my 

inquiries as a social scientist. Alice and the other developers mobilized many different resources 

from universities, conferences (such as the ACM RecSys Conference) and text books to give 

the algorithm an initial and provisional shape. By doing so, the recommender systems became 

concrete in a sense that the techniques applied became durable. The assemblage, or actor-

network, that was imported into our offices defined the features of the to-be-implemented 

algorithm. This was a first important step in defining what the algorithmic system will look like 

                                                 

38 http://infolab.stanford.edu/~ullman/mmds/ch9.pdf, accessed: 24.01.2020 

39 The book can be downloaded for free from the website of www.mmds.org and states on the home page: “The 

book is based on Stanford Computer Science course CS246: Mining Massive Datasets (and CS345A: Data 

Mining).” (www.mmds.org, accessed: 24.01.2020). 

 
40 E.g., http://ijcai13.org/files/tutorial_slides/td3.pdf, accessed: 25.01.2020 

http://infolab.stanford.edu/~ullman/mmds/ch9.pdf
http://ijcai13.org/files/tutorial_slides/td3.pdf
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in the end and to make it tangible to the involved persons. However, with giving the technique 

of the recommender durability and concreteness, it also got a certain resist-ability, which made 

a whole class of further translations and transformations unlikely. By defining certain features 

of the recommender algorithm, also an environment of tools, infrastructures, and interactions 

was assumed (a detailed description will be given in the next chapter). The algorithm went from 

fiction to contingency. By standing on the shoulder of giants, the algorithm was still more than 

one but certainly less than many. 

Disciplinary discourse plays an important role in the enactment of the algorithm. Through 

taking up the techniques and knowledges created and delegated by a community, algorithms 

gain form and – to a certain extent – durability. Thus, discourse – different from structuralist 

ideas of Foucault (1991), where discourse is omnipresent and self-sustaining – here is 

selectively taken up, treated as resource, and comes in materialized form – via text books, 

articles, conference papers.41 Thus, it is the practice of mobilizing discourse that connects 

accounts, e.g., texts, to a situated order (Lynch, 2000, p. 34) and defines relevant actors, as they 

are “assigned a ‘role’ to speak or be spoken for” (Passoth & Rowland, 2010, p. 892). By doing 

so, the algorithm – as the enacted actor – is being narrated in the development project together 

with the whole community the developers are turning to. In the end, it is not us who has to turn 

to computer science, but the field actors do so themselves. We merely follow the actors.  

The algorithm was not only a local enactment but constituted by different actors that were 

mobilized (by Alice) but also delegated (by all the other invisible people in the room). And 

although we did not apply an a priori definition of the algorithm as an abstract principle taken 

from computer science or software engineering, somehow, we are back at exactly this place. 

Mackenzie invites us to go beyond the local setup, shifting the focus on what is being mobilized 

beyond the concrete situation, when we follow the code “as it moves across the terrain where 

the different forces, formations, dynamisms, knowledges, bodily habits, […] and things 

associated with code are situated” (A. Mackenzie, 2006, p. 10). What the algorithm is and does 

depends on the situated enactment and the mobilized delegations outside the actual situation, 

thus determining also the chosen level of concreteness of the algorithm in question and its 

                                                 

41 For an ANT-driven critique on Foucault’s discourse concept, see also Law (1994, p. 106). This critique is also 

oddly in line with the arguments Sartre brought forward against Foucault in an interview (Pingaud, 1966). 
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durability. Through the enactment of the algorithm it subsequently gains concreteness – it 

becomes a thing. 

4.4 PUTTING ALGORITHMS INTO CONTEXT 

Coming back to our question at the beginning, asking “what actually is an algorithm?” (Ziewitz, 

2016, p. 4, emphasis in original), we – it seems – do not come to a satisfying conclusion. There 

is a seeming impossibility to talk about algorithms in an adequate way. Should we move away 

from computer science and software development altogether? Instead of abandoning the term 

of the algorithm, it might make sense to rephrase the question: “Just what is it that we have in 

view when we focus on ‘algorithms’ as the central object of analytic attention?” (Dourish, 2016, 

p. 2). What an algorithm is cannot be decided with an essentialist perspective, as it keeps 

slipping through our fingers. As Gillespie (2014) argues, we should resist from putting 

algorithms in the driver seat. Instead, it might be more productive to understand an algorithm 

as an achievement, as an entity of social materiality – as an enactment. The question then is no 

longer what an algorithm is or where do we – as social scientists – locate it, but in which 

situations do the actors in the field open which black boxes to tinker with the otherwise 

stabilized and ordered chains of translation to achieve an effect. What is made relevant in the 

interaction? What became a matter of concern when dealing with algorithms? 

This might be a good moment – or maybe as good as anyone – to reflect on what the notion of 

enactment is doing here for us. In this chapter, I was much concerned with showing that the 

algorithm is an object of a whole collective, from which techniques, scripts, and other resources 

are being mobilized. Treating algorithms as narratives, and extending semiotic and linguistic 

ideas, implicitly brought us close to the notion of performativity. And yes: algorithms and 

algorithmic techniques can be understood as performative effects of a socio-technical system. 

However, the notion of enactment occurred repeatedly – not only but also following Seaver 

(2017) who urges us to “understand algorithms as enacted by the practices used to engage with 

them” (p. 5). In this, he follows Mol’s (2002) account of the enactment of ontology – of reality 

itself. Mol thereby moves beyond the notion of construction, as to her this idea of construction 

implies the idea of stability once the object in question has been constructed. Instead, enactment 

argues that the identity of an object is always contingent, depending on how localized practices 

engage with it. Instead of just producing different perspectives on the same object, the object 

itself multiplies. This also reflects a long and ongoing discussion between radical versions of 
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social constructivism and realism, raising issues about the epistemological question whether 

our sensations of the world can be taken for granted in order to build a coherent and appropriate 

vision of the world. Kant had the same issue, when declaring the subject recognizing the world 

as the center of his epistemological approach. Kant escaped the trap of solipsism, however, in 

declaring an objective rationality, which guides our recognition of the world. Mol, on the other 

hand, resolves the issue at hand differently. In the formulation that objects are “more than one 

– but less than many” (Mol, 2002, p. 55), contingency in the enactment is included – but not 

arbitrary attribution of meaning. Materiality – or more philosophically: ontology – limits the 

possibilities of enactments. Ontology is not just the result of one-directional practices but 

subject(s)-object(s) interactions. All of them are real, all of them are enacted. And this is why 

Mol revokes the term of performativity, as it implies for her that there is a back-stage where we 

can find the real thing.  

As discussed earlier, however, the interaction with the object – here an algorithmic technique – 

alone does not delimit the ways of enactments but also the whole socio-technical structure 

around it. As Latour (1994) argues, there is hardly a situation in which we do not encounter 

delegated actors to influence, shape, restrict, or enrich our possibilities of action. The same is 

true for its development. We are constantly confronted with all kinds of tools, such as compilers, 

development environments, databases, etc. And each of them is a socio-technical black-box, 

consisting itself of many human and non-human actors. These black boxes are productive, they 

enable the development and realization of the project, but at the same time, they also restrict 

the possibilities. This is especially true for software libraries, where ready implemented routines 

and algorithms are provided to include them in one's own software project. As Latour once 

wrote: “the whole is always smaller than its parts” (Latour et al., 2012, p. 591). Thus, an 

algorithm has to be embedded in a given ordering of tools and infrastructures that make the 

performativity of code possible in the first place. As such, the development project is not only 

a situated enactment but mobilized many different actors – as black boxes. Algorithms only 

work on specific constellations of these actors. Shor's algorithm (Shor, 1994), for example, is 

specifically designed for quantum computers, where it assumes a given configuration of other 

actors. It assumes a specific order. 

Further, the algorithm is a discourse device, referencing to an entire community of developers. 

The local enactment of the algorithm is connected to and part of the ordering practices of a 

whole discipline. Through textbooks, scientific articles, conference proceedings and slides, 
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even techniques provided by developers at Netflix, algorithms are also elements of a 

professional culture of interaction and mobilization of resources. These disciplinary discourses 

give them a shape, and provide the developers with a point of departure for the realization of 

such an algorithm. These algorithmic techniques thereby come as abstract solutions to abstract 

problems. And to apply them, to create a productive solution that has indeed an effect, specific 

disciplinary knowledge is assumed to read, understand, and realize these techniques. 

Looking at actual development practices thereby is an important starting point to understand 

one enactment of an algorithm as an ordering effect. Algorithms do not come from nowhere, 

but they are also no objects of pure technology. There is a whole discipline and collective that 

makes very practical efforts to produce environments and disciplinary discourse to make 

algorithms possible. And as such, we return to our starting point. In order to understand the 

emergence of algorithms as (techno-)social actors, we must mobilize computer science and 

software development – but in a different way. We end up in a situation where we do not look 

for the algorithm as an essence but start our inquiries in how doing algorithms works. As 

Dourish (2016) argued, we then start to understand algorithms “as objects of professional 

practice for computer scientists, software engineers, and system developers” (p. 9). Following 

the practices of the development team then led us to look beyond the current situation, the 

current organization. The development project was deeply embedded in the community of IT 

developers and the discipline of computer science. Instead of developing the product on their 

own, a whole collective of present and (seemingly) absent actors were working alongside us. 

Developing an algorithm is to mobilize different actors and relate them to each other, bringing 

them in order to each other. In tinkering with the set of delegated actors, including tools, 

knowledges, and techniques, the developers re-align and re-order these actors in order to 

produce an effect. Where do we locate the algorithm then? Everywhere. The algorithm is not 

just the technique, nor is it the actual code, nor is it to be found in the tools. Only when all of 

them come together does an algorithm emerge as an actor with agency. The question what an 

algorithm is therefore shifts to the question how these different elements are (re-)assembled. As 

the developers tinker on the different levels which are important to them in order to enact an 

algorithm and its effects. To find the algorithm, we do not look in a pre-defined place, we do 

not open just source code files, nor do we just read the algorithmic techniques. Instead, we trust 

the knowledge of the developers in place. What becomes relevant for an algorithm then means 

following the actors, namely, those that are given a status of an actor through practice, 
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discourse, and ordering. An algorithm may be a material artifact that is locatable (Dourish, 

2016), but it is also much more. It is the enactment of an entire discipline. Instead of doing 

computer science, we follow the associations of the algorithm into the communities of computer 

science and software development. The materiality of an algorithm is then defined as what 

matters as and for the algorithm. However, what I have discussed so far is only one possible 

enactment of an algorithm. And as we will see in the next chapters, it cannot define the 

characteristics of a stabilized algorithm in isolation. Instead, it is one enactment that requires 

coordination with other enactments, other forms of doing the algorithm. In the following 

chapters, I will therefore describe two more enactments and how they relate to each other.  
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5 ALGORITHMIC INSTITUTIONS 

Sir, I think I speak for everyone when I say: To hell with our orders.  

(Data, Star Trek: First Contact) 

 

An important aspect of every development project that incorporates any kind of machine 

learning or data-intensive application is the – often pressing – question, where the data that is 

being processed should come from. The same happened unsurprisingly in the development 

project of the recommender system. In order to produce recommendations, we needed data sets 

to calculate the machine learning models. Within the academic discussion, Dourish (2016) takes 

up the notion that Programs = Algorithms + Data Structures (Dourish, 2016; Wirth, 1975) to 

make us aware that data structures are “relations that give them [i.e. algorithms] meaning and 

animate them” (Dourish, 2016, p. 2). This animation of algorithms as actors is contingent and 

relies on the data that is being utilized in order to build software programs as materialized forms 

of algorithms. However, the mobilization and construction of data is thereby a difficult and 

challenging endeavor in itself. In addition, the chosen algorithms must be brought into 

alignment with the available or selected data structures. Taking a material-semiotic perspective, 

I will therefore argue in this chapter that each element – the data structures and the algorithms 

– anticipates and references specific social orderings that have to be brought into accordance 

via algorithmic reflexivity. In this chapter, I will therefore discuss the problems that the 

mobilized algorithmic techniques encountered and what implicit social (and semiotic) order 

these actants were assuming. For this I will be looking at these entities through the notion of 

inscription (Akrich, 1992) and reflexivity (Lynch, 2000). The concept of inscription allows us 

to understand algorithmic techniques as artifacts that transport assumptions of a specific social 

order, materialized in the formulated problem to be solved and the available data to solve it. I 

will illustrate this point in revisiting the two recommender techniques, collaborative filtering 

and content-based filtering, and reconstruct the assumptions carried by these algorithmic 

techniques. The notion of reflexivity, as used in ethnomethodology, complements this picture 

by referring to processes in which available data has to be re-interpreted or normalized 

according to the language of the algorithm (Ziewitz, 2017). I will then discuss three vignettes 

in which we tried to produce data for the different recommender algorithms. These cases 

thereby illustrate that the socio-technical structures of the public broadcaster already in place 
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referred to specific forms of social ordering that were not compatible with the ordering 

processes assumed by the algorithmic technique mobilized in the project’s context. We started 

our inquiry into the depths of the organizational and technical structures of the public 

broadcaster equipped with different algorithmic techniques and the assumption that there will 

be plenty of data. However, the journey was more cumbersome than we anticipated in the 

beginning. Data was available, yet, for some reason, the structure that enabled the production 

of large archives of video and meta-data collections seemed to hinder us in realizing the 

recommender system. This eventually led to the construction of new organizational structures 

that allowed us to produce data that was enabling the algorithmic system. In the end, it became 

an issue of how we, as the development project, tried to integrate the algorithm into the 

organizational and institutionalized structure of the public broadcaster by matching these 

algorithmic scripts with the socio-technical order of the institution. The socio-technical 

structure that the public broadcaster as an organization explicitly realized and the socio-

technical structure that the algorithmic technique implicitly assumed were not translatable out 

of the box. As a result, we had to negotiate terms, explain problems, and adapt the organization 

as well as the algorithm in order to be able to realize the algorithmic system. In short, the 

algorithm had to become an institutionalized actor which had to be integrated into the social 

order of the organization.  

5.1 EXPLORING THE ALGORITHMIC SCRIPTS 

Before discussing the difficile entanglements and interactions of different orderings, it is 

important to understand how different algorithmic techniques operate – and what assumptions 

are built into these solutions. Algorithmic techniques are not only technological actors who are 

neutral or detached but artifacts that are being designed and stabilized via a heterogeneous 

community of developers and computer scientists (see also chapter 4). The design of these 

algorithms is thereby open and must be actualized with other elements, such as data structures 

(Dourish, 2016). However, the algorithmic techniques do carry specific assumptions about the 

social world in which they will operate. In a first step, it is therefore necessary to reconstruct 

the assumptions of the algorithmic techniques that were used within the software development 

project. To do so, I will refer to ANT and the theoretical concept of scripts and inscriptions, as 

described by Akrich (1992) and Latour (1992), as these allow us to conceptualize further the 

inscribed assumptions found in the algorithmic techniques.  
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A central premise of Actor-Network-Theory is that non-human entities do have agency within 

interaction processes and can produce regulatory effects and enable actions within social 

situations (Latour, 1994). Thus, the durability and resistibility of non-human actors itself has 

effects on possible interactions. These effects, however, are not random or given by nature but 

are produced by the makers of material artifacts and inscribed in them. Latour names this the 

action program of an artifact (Latour, 1994). The design of an artifact reflects the ideas and 

expectations of the developers of how an interaction will and should play out. Thus, the material 

artifact incorporates an action program that represents an imaginary of social order(ing). Latour 

describes these effects in many different examples. An automatic door closer (J. Johnson, 

1988)42, which forces the users of the door to adjust their pace and timing if they want to pass 

the door unharmed. Speed bumps that regulate driving speed, without relying on legal 

operations (Latour, 1994). And heavy hotel keys constantly reminding the hotel guest to drop 

them off at the reception (Latour, 1990). What is common to all these examples is that a) the 

material actors have been delegated a task to fulfill a regulatory effect in a given situation, and 

b) they incorporate assumptions about the situation at hand, e.g., the hotel keys hold the 

assumption that it is too cumbersome for guests to carry the keys along. By inscribing ideas of 

potential interactions, the developers also inscribe in the artifact their ideas about the situation 

in which these material actors are being used and interacted with. The developers become social 

scientists themselves, as they imagine the interaction structure of and with their products 

(Callon, 1987). In these writings of ANT, artifacts produce social order through their materiality 

and their interactions with other actors.  

Other contributions complicated this picture. Akrich (1992) distinguishes between processes of 

inscriptions from processes of de-inscriptions and pre-scriptions. Inscriptions describe the 

process of incorporating scripts and action programs into the artifacts as described earlier. De-

inscriptions conceptualize the process of actually using the artifact and interacting with it – 

which can deviate from the ideas of the artifact’s designers. This breaks with the assumption 

that social order is the product of non-human materiality but takes artifacts and their scripts as 

one (important) element of ordering processes (see also Law, 1992). In the process of de-

inscription, the artifact itself gets actualized and the meaning and functionality ascribed changes 

                                                 

42 It might be worth mentioning here that Jim Johnson, the author of the Door Closer article, actually is a synonym 

that Bruno Latour used to publish the article. In fact, the article became quite a central writing for ANT scholars, 

which makes this an entertaining as well as interesting point of reference. 
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based on the situated uses. This prepared also the basis for later post-ant conceptions of 

enactment and multiplicity (Mol, 2002). The ontology of an object – and therefore also its 

regulatory force – gets enacted in situated practices (see also Law, 2002).43 As Akrich (1992) 

argues further, – and shows in her discussion of the expansion of an electrical network – 

technological scripts do not come unequipped or alone. They are accompanied by documents, 

explanations, contextualizations, advice, and often also formal procedures. Akrich (1992) 

called that pre-scriptions.44 Thus, pre-scriptions transport knowledge about the normative ideas 

of the developers and can be grasped best as discursive elements. As a result, the assumptions 

of the developers that inscribe their image of the situation in which the technological artefact 

or technique is being applied are made explicit and are transported to the situation in which the 

technology is being used. The artifact does not occur alone but with many allies already. This 

embeddedness of the artifact has later been conceptualized further by Law (1994), who argues 

that social ordering is the complex interrelation between discourse, problems, and networks of 

materiality. All of these come together already in the notion of scripts. 

Algorithms, in their complexity, can also be analyzed with this notion of scripts. As discussed 

in chapter 4, the implementation of algorithms relies on the disciplinary enactment of 

algorithmic techniques – which also includes pre-given scripts, pseudo code and ready-made 

libraries that are part of this enactment. Algorithmic techniques do incorporate specific scripts 

with assumptions about the available data, its meaning, and how data and algorithmic technique 

can be put in relation with each other (B. Rieder, 2017). A sorting algorithm assumes that we 

have some sort of (at least) ordinal values, with an identifiable index for their position. 

Otherwise traversing over n elements, comparing element i with element i+1 (at least as long 

i<n) would not be possible. The algorithmic techniques do not only assume a given set of 

datafied descriptions of a world, on which they should and could be applied to, but these 

assumptions also formulate the very problem in the first place. The sorting algorithm also 

assumes that we want to sort the (at least) ordinal values. The problem definition and the 

assumed data available cannot be separated. Recommender algorithms act on similar 

assumptions, solving the problem of finding and recommending similar items for a user in a 

                                                 

43  A certain proximity to the semiotics of Peirce (1900/2010) cannot be denied here, although ANT traditionally 

is based on other semiotic traditions, esp. Greimas (1983). 
44 That is not to mix up with prescriptions, which are the (imagined) actions that are allowed or denied by the 

artifact’s script, or pre-inscriptions, which are the assumed competences of the artifact’s users. For a summary, see 

Akrich & Latour (1992). 
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given data-universe – based on some form of comparability – which can be seen as relevant for 

a given user. However, different recommender techniques come with their own ideas of 

comparability and relevance – and therefore require different forms of de-inscription. 

The assumptions inscribed into algorithmic techniques are thereby much more abstract but are 

nonetheless consequential for the subsequent process of implementation. Yet, algorithmic 

scripts differ in two important aspects from the scripts discussed by Akrich (1992). First, they 

are much more easily available, as algorithms are expressible in code fragments of pseudo-

code. Thus, reconstructing the scripts very often means reading the (code) scripts (see also 

Adrian Mackenzie, 2017). They are also very often accompanied by pre-scriptions, like text 

books or articles, explaining the principles behind them that are not just artifact-specific but 

have the status of standard references. In the project, the Recommender System Handbook was 

such a stable and standardized reference, which Alice handed me to learn about the topic. But 

she also referred to it regularly in our conversations. Secondly, however, algorithms are 

actualized when combined with data. For example, the same algorithmic technique of near 

repeat patterns is used to predict earthquakes or burglaries (see Pöchhacker, 2016). The 

technique is in both cases the same, but the results in terms of power, social ordering and 

meaning differ tremendously. This creates a situation in which the selection of data sources 

requires further interpretation and production of data by the developers and the socio-technical 

system of which the algorithm will become a part of. As Dourish (2016) and Gillespie (2014) 

argue: in order to understand the power of algorithms and code, we must see the intersections 

of these elements with data and databases. I argue that combining algorithmic techniques with 

data is a further process of inscription – through data production and application. By combining 

an algorithmic technique with specific data structures alters the scripts of an algorithm, as it 

changes the way the implemented artifact interacts with the world. As a result, understanding 

algorithmic agency means reading algorithmic scripts but also observing the moments (and 

problems) of combining them with data. The de-inscription of the algorithmic technique thereby 

becomes an inscription process in the making of the algorithmic system – without going back 

to the original designers of the algorithmic techniques.45 This results in a situation in which 

                                                 

45 While this seems to be very specific for the case of algorithms, this can also be formulated as a general principle. 

Every engineering practice is based on always-already available tools, which are in themselves artifacts that carry 

inscriptions (see also chapter 4). Thus, in the practice of producing technological artifacts, we adapt and combine 

the different scripts of our tools, resulting in an – often black-boxed – actor with its own script. 
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reading the code as a form on inscription alone does not suffice. Instead, we also have to refer 

to the actual practices of combining the algorithmic scripts with plenty of other things that go 

into running code (see also chapter 4). It is important to note here, however, that the 

combination of algorithmic techniques with other elements, especially data structures, is not 

arbitrary but contingent. Thus, we can combine algorithmic techniques with some different 

forms of data structures but not with all of them. 

The actual characteristic of the algorithmic system thereby depends (also) on localized re-

interpretation of data, which is not always straightforward. Bringing together algorithmic 

techniques with data requires the coordination of different interpretation practices in the 

implementation of an algorithm. Ziewitz (2017) explored the notion of the algorithm from an 

ethnomethodological perspective. In giving a group of people, including himself, the task to 

navigate the city of Oxford by the instructions of an algorithm, the problems in applying the 

algorithmic techniques became available for (critical) scrutiny. Ziewitz describes the process 

of defining the algorithm as the following: 

We start by listing a number of ideas: take every third on the left, take right turns 

only, turn in the opposite direction if you see a yellow backpack, or take the 

street that starts with the letter closest to ‘‘A’’ in the alphabet. All these seem 

useful in that they define events that trigger our algorithm to produce directions. 

However, they also appear to be somewhat arbitrary. After some discussion, we 

settle on the following procedure: […] At any junction, take the least familiar 

road. Take turns in assessing familiarity. If all roads are equally familiar, go 

straight (Ziewitz, 2017, p. 4, my emphasis). 

The formulation of the instructions on how to choose a path through the city seemed clear 

enough. However, when applying it, he encountered manifold problems. What makes a road a 

road, how do we define a junction, how do we handle Y-junctions, where going straight is not 

possible? In the course of executing this path-finding algorithm, its interpreter46 came into 

many ambiguous situations that needed clarification to make them applicable for the algorithm. 

They required interpretation. 

                                                 

46 There is an entertaining convergence of terminology, as in computer science an interpreter actually is a piece of 

software that interprets a given set of instructions and immediately executes them. Classical examples are the 

BASIC language, or shell scripting environments like CSH or BASH. 
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As we had to parse our observations in a constant struggle to re-specify the 

situation in the image of the self-imposed constraint, the walk was not so much 

a case of recognizing patterns but an exercise in explicating observations in the 

language of the algorithm while figuring out whether and to what extent they 

could facilitate the job at hand – a determination that itself was subject to the 

contingencies of real-time navigation (Ziewitz, 2017, p. 10). 

Data that we feed into any algorithm is understood here as “explicating observations in the 

language of the algorithm” (Ziewitz, 2017, p. 10). In order to make the algorithm work, data 

was re-interpreted and the meaning of the assumed data, as provided by the algorithmic script, 

got updated in the situation. Instead of just making the analog reality readable to the algorithm, 

the act of doing so includes a translation of the observations and experiences of the involved 

translator into the categories used by the algorithm. While we may not be able to pin the 

algorithm down, we can understand what the affordances and inscriptions of an algorithmic 

technique are in order to work in a specific setting. For a successful interaction with algorithms, 

we must be able to speak in their language. And in the process of doing so, the script and agency 

of the algorithm is updated at the same time. The struggles observed in translating the city and 

its structure into something that is understandable to the algorithm but also useful to the users 

– in this case the researchers – meant a continuous process of repairing a situation that was on 

the brink of collapse. This translation of observations into an algorithmic logic was one major 

problem for the software development team – one that is normally discussed under the term of 

good data. A concern that can be found in all data-driven endeavors (e.g., Mützel et al., 2018). 

The interpretation of available data and the suggestion of what even counts as data is therefore 

inherently important for algorithmic systems – but depending on the mobilized techniques, it is 

so in radically different ways. 

5.2 SITUATING RECOMMENDER TECHNIQUES 

Algorithmic systems are contingent products of the combination of algorithmic techniques and 

data structures. However, the possible combinations are not arbitrary but must be able to 

translate the assumptions of the algorithmic technique’s scripts with the available data 

structures. As a result, it is important to reconstruct the inscriptions of the utilized recommender 

algorithms. Doing so will allow us to understand the issues the project faced when trying to get 

corresponding data for the recommender system. Quite early in the project it became clear that 
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two ideal-types of recommender techniques are being used. In the meetings and in our 

conversations, Alice and Bob mentioned collaborative filtering and content-based filtering and 

provided me material to study these approaches.47 Both techniques follow completely different 

ideas of recommendations. Collaborative filtering draws from the idea that the patterns of usage 

between different users are able to inform the predictions about relevant new videos. Content-

based filtering, on the other hand, does not compare usage patterns for different users but tries 

to predict the user’s taste based on her individual viewing history. These different approaches 

of producing relevant recommendations then are also reflected in the way the algorithmic 

scripts – i.e., the assumptions about the interactions inbuilt into these techniques – played out 

differently. They were assuming different forms of data provided but also different forms of 

actor-constellations to which they are connected via data.  

5.2.1 Item-based Collaborative Filtering 

A technique that is widely used when it comes to recommender systems is the one of 

collaborative filtering. Even though its origins can be traced back at least to the early 1990s, 

collaborative filtering has been heavily popularized by Netflix (Amatrain & Basilico, 2011) and 

other commercial actors like Amazon (e.g., Smith & Linden, 2017). The idea behind 

collaborative filtering could be summarized as: similar users like similar things, and is often 

applied under the headline of users who liked the item you just looked at also like this. This 

raises the question of how the similarities between users and items are identified 

algorithmically.  

Collaborative filtering systems calculate these similarities on the basis of user feedback, which 

is interpreted as a rating. These ratings are then used to make items and users comparable to 

each other by finding patterns in the collected data sets (Koren et al., 2009). The approach does 

thereby calculate so-called latent features of the user-item relations in order to describe the users 

as well as the items in an abstract vector-space. User feedback can be explicit or implicit. 

Explicit user feedback thereby often ranges from zero to five stars, where users actively rate 

the items that they watched (Liu et al., 2010, p. 1445). The system is by now very well-known 

from sites like Amazon or IMDB. This can, however, produce a problem for collaborative 

filtering, as the technique assumes a rather densely tracking of interactions. If this assumption 

                                                 

47 The distinction between the two approaches is not exclusive to recommender systems but has a long history (B. 

Rieder, 2017, p. 106). 
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is not met, the calculation gets less precise, as the algorithm would have to assign non-ratings 

either a value of zero or needs to estimate the values based on the recorded ones. Less values 

therefore means less statistical certainty that the model derived fits the real behavior of the 

users. In the context of a public service broadcaster, however, it was expected that the users did 

not provide much explicit feedback. This was also one of the reasons why the project team also 

implemented collaborative filtering with implicit feedback. With implicit feedback the tracking 

does not only record if an interaction between user and video has occurred but also the intensity 

of it (Hu et al., 2008). This is being measured by the percentage of the video the user watched. 

E.g., let's assume we watch a documentary about software development, which has a total 

length of 60 minutes. If we close the video after 20 minutes, this would result in a rating of ⅓ 

or 0.33. If we stop after 30 minutes, the rating is 0.5. The longer we watch, so the assumption, 

the higher the rating. This results in ratings of 0% to 100%.48 

However, the interpretation of these signals, including explicit as well as implicit user feedback, 

was not as straightforward to the developers as one would assume when reading the related 

publications from conferences or academic journals. The developers were concerned whether 

these ratings give them actually the real picture of the users’ intentions. Or in other words: when 

is a rating a rating? And what is a good rating? 

So far we have only implicit feedback of a video watched (% watched). This 

leaves us without any negative feedback (e.g if 30% watched, does it mean that 

user didn't like the video or something else?). We could introduce a "like" button 

or rating, but this might also give us a wrong picture: for example, if user 

watched a video with a politician who he hates, he would give the video 1 star, 

which, however does not mean that the video is irrelevant to the user (Alice via 

Slack in #machinelearning). 

In the project meetings these issues were often discussed. In the reflection on the users’ 

intentions of giving ratings, different layers of interpretation and situated issues were 

anticipated and mixed together. In the quote given, at least three different interpretations are 

presented. The first revolves around the relevance of a video to a user. This does not ask the 

question whether the user likes the video, but if it is assumed by the developers or editors that 

                                                 

48 A short remark: although it is theoretically possible to have 0%, it is practically hard to achieve, as the user 

would have to start and stop the video with an incredibly low delay. 
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it is important to and for the user to see the video. This ambiguity is addressed by the distinction 

between relevance and valuation of the content provided. While the video might be relevant, 

what does the rating really reflect? Did she disapprove of the message, or does she disapprove 

of the fact that the video was shown to her? The assumption here was that direct rating might 

not be connected to relevance but how the user relates to the presented content. But also implicit 

feedback raised the question of how to interpret the percentage and if we could define a 

threshold where we think that the user liked or disliked the video. For the calculation itself, this 

interpretation process is irrelevant. You can always provide recommendations based on these 

implicit ratings. But the concern of the developers was that this would lead to ill-informed 

recommendations, with a negative impact on the recommender’s performance. This sparked 

some discussions on how to account for user ratings, and potentially adding other forms of 

rating mechanisms. In addition, the assumption that the developers had enough tracking data 

for the calculation of collaborative filtering posed a practical problem, as this was simply not 

the case. Thus, for the launch of the recommender system, content-based filtering was the 

technique that should be deployed, while collaborative filtering should be added later, when 

enough tracking data would be available.  

5.2.2 Content-based Filtering 

The second algorithmic technique that was mobilized within the software development project 

was content-based filtering. This approach does not try to look at patterns in the ratings of all 

users in the population but aims to identify similarities between items that in turn fit the viewing 

history of the individual user (Pazzani & Billsus, 2007). While collaborative filtering is agnostic 

about the content of the items to be recommended, content-based filtering relies on a database 

of computer-readable descriptions of the videos that serves as the base from which items’ 

similarity is calculated for recommendations. A common approach is the TF-IDF technique 

(Term Frequency–Inverse Document Frequency), in which a vector space over all used words 

that describe the items is built (Meteren & Someren, 2000). Similarity is constructed by the 

relative distance between the vectors describing items derived from the available meta-data. 

Comparability is therefore the result of data production processes of editors, who write short 

texts or apply typical tags and categories to their items to make them identifiable. 

In this approach, different forms of action are made relevant to each other to calculate relevance 

based on the produced meta-data. Instead of relating the actions of users to each other, the 

algorithmic mediator constructs relevance for the recommender based on relating the actions of 
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data-producers to the media consumption of users. Thus, how behavior makes certain 

information relevant is different here – another script is built into this approach. This can happen 

through tags applied, categories, description text or titles – and many other ways to describe the 

videos in the database.  

What became clear very soon, however, was that having such a description alone does not 

suffice but that the description needed to adhere to quality standards. Alice, Bob, and Dave 

were very concerned about the quality of the meta-data generated in the organization. As a 

result, several meetings and discussions were focused on the question of how to ensure high 

quality meta-data. In one of the very first meetings, the developers stated: “Quality of the 

metadata defines the quality of the product” (fieldnote). Metadata in the case of the public 

service broadcaster meant: data that described the videos through keywords, text descriptions, 

and categories. With this data, the algorithm could make sense of the video database provided 

by content providers within the organization. However, when we inquired about the conditions 

of good description data at a meeting with the online editorial team, something interesting 

happened: 

We were about to discuss the new category list and the general workings of the 

recommender algorithms. Alice explained the difference between collaborative 

filtering and content-based filtering and the issues that each one of them has. 

Especially collaborative filtering has the cold start problem, i.e., when the 

system goes online there is no prior tracking data to calculate the 

recommendations on. Then the editors presented the newly designed category 

list. It is now much leaner than the one before and seems much clearer. Trent 

asked if this list is one that the recommender can work with. Alice looked a bit 

around. Alice then said, as long as they use it in a coherent way, the list is just 

fine (fieldnote). 

Good metadata here means that descriptions are applied in a comparable and systematic way, 

and that every item has this kind of description. In contrast to the interpretations of ratings, 

where the developers were discussing the meaning of the data considered, the only concern here 

was the systematic and comparable usage of the established category list. In the meeting it 

became not only clear that the descriptions have to be used in a systematic way but that the 

production of references is externalized. “As long as they use it in a coherent way” means, not 
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me, not the algorithm. The interpretation of what the categories actually mean, how they 

reference back to an actionable world, is outsourced to the other departments of the 

organization. 

5.2.3 Doing Comparability 

Both techniques aim at the production of comparability. Through transforming given data into 

an abstract vector space, the techniques create a reference frame to make the users and items 

comparable to each other (see also A. Mackenzie, 2015). This comparability then makes it 

possible to derive recommendations from the provided data. Items that are similar to you or the 

videos you watched in this calculated vector space are then recommended to you. However, 

the ways the techniques create comparability are fundamentally different. In the case of 

collaborative filtering, the algorithm calculates a vector space of latent factors to make the users 

and items comparable to each other based on patterns of interactions of these users with the 

video-items. In the other case, content-based filtering compares the description of the videos 

with each other to produce similarities. The mode of organizing the items, by creating relations 

between them, differs throughout the algorithmic techniques. This, then, also means that the 

assumptions about existing data production regimes are different ones.  

Collaborative filtering assumes a dense tracking regime, where many data points describing the 

interaction between items and users are needed. Otherwise, calculating the vector space in order 

to compare items and users is not possible or very faulty. However, precisely this data also 

produced problems of interpretability and intelligibility. Content-based filtering, on the other 

hand, works under the assumption of an organized and comparable description of video items. 

This assumes therefore shared knowledge and practices of producing meta-data within the 

public broadcaster. Thus, the inscription process in an algorithmic technique constitutes specific 

assumption about the datafied world and the meaning of the data available. Or in other words, 

the algorithm resolves the meaning of data in relation to the formulated abstract problem.  

Mackenzie (2015) argues that while machine learning approaches “classify in very different 

ways, they all assume that the world is made of things or events that fit in stable and distinct 

categories” (p. 433). This production of stable and distinct categories, however, was then an 

issue we had to tackle by finding what I call algorithmic forms of reflexivity. 
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5.3 PRODUCING ALGORITHMIC REFLEXIVITY 

As discussed in the previous section, the assumptions formulated by algorithmic scripts had to 

be aligned somehow with the wider network of the digital infrastructure of the organization in 

order to obtain the needed data. However, this process of aligning with data is in itself a 

coordination between different practices that constitute the algorithmic system. In the 

following, I will therefore discuss how the production and utilization of data structures in 

algorithmic systems can be understood as a form of algorithmic reflexivity, in which the 

meaning of symbols has to be resolved and made sense of. For that I will draw on pragmatist 

and ethnomethodological accounts of semiotics and interpretation, arguing that data structures 

are durable references to social orderings and then discuss three different vignettes, 

demonstrating how we tried to produce forms of algorithmic reflexivity via different means. 

5.3.1 Coordinating data 

As Bechmann & Bowker (2019) argue, the goal of classical machine learning approaches is to 

classify. In supervised learning, for example, there is a known outcome for given data 

configurations. Let’s say we train neural networks to recognize kittens in images. To do so, 

however, we have a collection of images that are tagged with kitten/no-kitten, define this label 

as the desired outcome and then train the machine learning algorithm to learn the features, 

which makes it possible to recognize other pictures with kittens that are not pre-tagged. 

Recommender systems, as they have been applied in the project, however, represent a specific 

form of machine learning. Instead of classical categorization work of machine learning, such 

as recognizing spam, fraud detection, etc., the aim is not to search for a generalized model to 

extrapolate on new data but to describe available items in a common mathematical reference 

frame, i.e., to transform them into a vector space to make them comparable (see also A. 

Mackenzie, 2015). This could also be seen as classification through the description of different 

dimensions in the shared vector-space. In both cases, collaborative filtering and content-based 

filtering, the developer tried to establish this form of comparability in the description of an 

outside world. That was problematized to create a certain order of things. This problem of 

resolving the references of given data was then one issue during the development of the 

recommender system. In both approaches – collaborative filtering and content-based filtering 

– there were issues regarding the quality and the interpretation of the data provided. And in 

each case, resolving these references and producing an algorithmic system that made sense in 

the given organizational environment was a challenge. 
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The way that input data is being used to generate a decision model becomes important to 

understand parts of the building blocks of a subsequently generated algorithmic agency. An 

algorithmic technique alone does not yet tell us how the algorithm will act in the end, as we 

still need to understand how the abstract principle is translated into an actual entity, dealing 

with data. Interactionist and constructionist approaches within the social sciences49 argue that 

data is never raw or objectively given (Bowker, 2014; Gitelman, 2013). The production of data 

always includes interpretative work and an, often only implicit, theoretical perspective. Thus, 

meaning of data is always produced in a process of meaning making. The usage of symbols 

always includes an act of interpretation. Peirce (1902/1976; 1900/2010) developed a pragmatist 

theory of semiotics, which in contrast to the structuralist account of Ferdinand de Saussure 

(1916/1998), a) includes not only language but all forms of communication, such as visual 

media, music, etc. and b) extends the signifier-signified relation with the act of interpretation. 

For Peirce, signs therefore consisted of a triadic structure: representation, object, and 

interpretation. The notion of symbol or sign 50  is thereby complicated in use, as different 

theoreticians used the terms differently. In the pragmatist account, however, a symbol 

represents a cultural artifact with constructed meaning. Examples are traffic symbols or iconic 

representations of men or women. Symbols, as described by Mead (1934/1967), refer beyond 

the current situation, i.e., they are interpreted in a general way. A specific form of that would 

be significant symbols, which are interpreted by all members of a given community in the same 

way – and result in similar reactions. However, also in the pragmatist thought and in later 

developments, as in symbolic interactionism (Blumer, 1986) or labeling theory (Becker, 1997), 

the meaning of symbols is the result of interaction, i.e., the meaning of a symbol is updated 

within the situation in coordination practices of the involved parties. The interpretations of signs 

and symbols must be related with each other in the interaction, which can also result in a 

divergent meaning derived from that. Therefore, the meaning of a symbol is not inherent to the 

symbol itself but a) is learned in a socialization process and b) is updated in situ (Blumer, 1986; 

Mead, 1934/1967). 

The school of ethnomethodology, famously founded by Garfinkel, complicates this picture a 

bit more. While Garfinkel (1984) also refers to shared knowledge and competent members of a 

                                                 

49 And, of course, the philosophy of technology, media theory, and in parts computer science. 
50 The usage of these terms differs in different theories, so that it would take a rather long detour clarifying the 

notion of symbol and its differences in semiotic approaches. 
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social community, he and later ethnomethodologists showed in several studies that all forms of 

spoken or written communication is theoretically underdetermined, i.e., we do not just interpret 

the signs and symbols, but we also have to relate them to a fluid situation. Every action redefines 

the context of communication. Thus, the situation that is being created through the interactions 

of participants is also the frame of reference for making the indexical notions understandable. 

As a result, also significant symbols vary in their meaning in relation to the context and the 

situation. In order to make communication happen, individuals constantly resolve possible 

meanings and fill the gaps – Garfinkel (1984) called this the indexicality of language and 

practices. That results in the observation that the meaning of the expression is only 

reconstructable within the interaction that constitutes communication.51 Therefore, the meaning 

of symbols always refers back to different formations of knowledge that must be coordinated. 

Interaction always unfolds in a complex process, where one’s own interpretation of the situation 

is compared with the reaction of the present alter-ego. The involved actors reflexively resolve 

and update potential meanings of produced accounts. 

Reflexivity has, specifically within STS and qualitative social sciences in general, gained a 

somewhat privileged status. Thus, several scholars argue that individuals, institutions, or entire 

societies should become more reflexive. But there are many different meanings invoked when 

the word reflexivity is being brought to the arena (Lynch, 2000, p. 27). The reflexivity, which 

I am referring here to, relates to everyday-practice of making the world, as it has been proposed 

by scholars in interpretative sociology. In ethnomethodology, reflexivity is the ability to resolve 

the inherently indexical meaning of language. Garfinkel argues that "[t]he activities whereby 

members produce and manage settings of organized everyday affairs are identical with 

members’ procedures for making those settings “accountable”” (Garfinkel, 1984, p. 1). For 

Garfinkel, this ability to situate and resolve indexicality is (practical) reflexivity, and as such a 

property of accounts “that is furnished by taken-for-granted usage in recurrent circumstances” 

                                                 

51 This, however, addresses also another problem of communication: namely, that meaning is never transparent to 

the interaction partners, as they never can be sure that the other party means the same thing as I do, i.e., the problem 

of double-contingency. That led other theorists, like Luhmann (1996), to the formulation that only communication 

but not attached semantic categories are relevant. As long as the communication goes on, the social system is 

stabilized. In ethnomethodology, therefore, communication and mis-communication is also seen as the process of 

keep going in my communication forms, as long as there is no resistance – or normalizing processes of social 

control. The difference, however, is the analytic unit for ethnomethodology are practices. 
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(Lynch, 2000, p. 34).52 Thus, social order is being produced and re-produced by the reflexive 

observation and production of accounts which are organized according to the concrete situation. 

If that form of (implicit) knowledge is not available, the production of locally ordered and 

recognizable accounts becomes problematic.  

The so far discussed approach to everyday communication can be transposed to another set of 

symbols that are used to coordinate and describe our world: data. What data is referring to, in 

the initial reference, therefore is more of the situated negotiation of the data production. Data 

is the result of and therefore the reference to a given social order, where a contingent 

observation of reality is stabilized and delegated by “proto-semiotic practices and local 

interactions which signs, objects and signed-objects achieve identity and sensibility” (Lynch, 

2000, p. 34). Turning an observation into data means to coordinate the interpretation of the 

observed accounts with the interpretation of the available data symbols. And these meanings 

are – as argued in interactionist sociological approaches – not inherent to the symbols. They are 

open to interpretation and re-interpretation to fit them at the local interaction patterns. However, 

data is not only produced locally and situated but also acts as a mediator between different 

communities. There is a longstanding and ongoing discussion on the role of data in coordinating 

different communities and social order, most prominently discussed with the notion of 

information infrastructures, like the International Classification of Diseases (ICD) (Bowker & 

Star, 2000) or the social and historical meaning of numbers (Hacking, 1990; Porter, 1995). 

According to Bowker & Star (2000), classification regimes serve a given purpose and stabilize 

and normalize solutions. While this does not result in a common and stable frame of 

interpretation, it does delimit the possible ways of interaction, making cooperation of different 

communities possible. As Bowker and Star (2000) showed, data and classification systems are 

devices to coordinate practices and actions of collectives over space and time. Data structures 

and classification systems refer to the practices of other collectives and need to be resolved 

accordingly to achieve coordination. These practices thereby always include interpretation and 

situational production of order, which refers to shared knowledge and allows interaction. Thus, 

data can be understood as accounts that travel between situations and that the ‘user’ has to 

reflexively resolve their meaning. 

                                                 

52 For further work, it might be a productive endeavor to compare the different semiotic approaches of pragmatism, 

ANT, and ethnomethodology. 
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Coming back to the development of the recommender system, in both instances of the 

recommender algorithm, the developers struggled with the (re-)interpretation and the 

availability of data. The ambiguity of the data’s meaning became a major concern within the 

project, and some time and effort were invested to tackle these issues. However, the two areas 

of ambiguity – rating and meta-data – were tackled in fundamentally different ways. In the case 

of collaborative filtering, the developer team had to interpret the signals to make sense of them. 

The developer team thereby followed the assumption that they do not possess the power to 

change the situation or the social order in which the data was produced. That, then, created the 

problem for the developers of missing context-information to bring the signals in order. The 

reduction of users’ intentions to a single number, without updating the meaning in the situation, 

meant that valuable information to actually understand what is going on was missing. The 

efforts and discussions in the development team therefore were trying to resolve the indexicality 

inherent to the data by making their methods of sense-making explicit. In the second case, 

however, the developers assumed that they have the power to change the social order to which 

the produced data is referring to. By creating the imperative of coherent application of 

categories, interpretation was no longer necessary at the level of the algorithm. Instead, the 

developers tried to mobilize many different actors to ensure the comparability of the recorded 

meta-data. These two different approaches show us that the production of algorithmic 

reflexivity specifically, and the institutionalization of algorithms in general are connected to 

questions of social ordering and power. In the first case, we could have tried to influence the 

behavior of the users, provide them with explanations, and order the situation in which they 

‘rated’ the videos in a way that would ensure that the process of interpretation of these signals 

would have been easier. But the development team decided that they were not capable of doing 

so. The envisioned ordering in the described situations was stable enough to keep the developers 

from trying to change it. The formulation that the developers only assumed that they do not 

have the power to change the socio-technical structures is thereby not chosen by accident. 

Instead, it implicitly refers to Schütz’ conception of social action in a reply to Parsons (Schütz 

& Parsons, 1978). Thus, what are means and conditions in a given situation refers, according 

to Schütz, to the knowledge and experiences of the actor at the time of evaluation of the 

situation. In the case of content-based filtering, however, the development team evaluated the 

situation quite differently. With content-based filtering approaches, the changes had to be made 

within the organization of the public broadcaster. Something the development team was 

confident enough that they could foster the needed changes there. As Latour (1990, 2005) 
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argues, opening a black box and changing durable sets of practices relies on how many allies 

you can mobilize on the side of the actor that wants to foster change. As such, institutionalizing 

algorithmic systems is not just about technical details but about the power to influence the 

socio-technical structure in which these technical details need to take place. 

This was the part where I, the project's own sociologist, came back into the picture. I was sent 

out to the other departments and groups within the organization to find solutions for the problem 

of meta-data production. This outsourcing of meaning making for the algorithm involved 

interpretation of another sort. Instead of thinking about the meaning of signals, the developers, 

including myself, were thinking about the processes of data production and how they create 

problems or could solve the issue at hand. The developers themselves applied many implicit 

sociological and psychological theories – without me bringing them up – how the social setting 

was producing meaning and how it could be controlled in order to enable high-quality 

recommendations. Thus, the developers turned into “engineer-sociologists” (Callon, 1987) who 

anticipated and theorized the situations relevant for the recommender system. 53  In the 

following, I discuss the attempts to reorganize the institutional structure to produce this stable 

description needed for the recommender system to work. 

5.3.2 Scripting Algorithmic Ethnomethods 

Collaborative filtering basically needs ratings provided by users in order to find patterns in their 

behavior. Relevant is not so much how the content is being described but rather which users 

did relate to the videos, and in what intensity. This intensity of relation is thereby expressed as 

a rating. One of the more promising approaches, implicit ratings, however, produced problems 

in interpretability. This was especially articulated by referring to different situations that create 

ratings but where the assumed intention of the users might deviate. What came up repeatedly 

in the meetings was the so-called lean-back mode. At the end of a video, the auto-play feature 

automatically starts the next video from the recommendations or the playlist. However, the 

concern was that the users could have fallen asleep or left the room without turning off their 

TV. We discussed these issues in a weekly meeting in which recommendations were especially 

addressed: 

                                                 

53 This then is also one of the challenges for sociology in the 21st century. Data science and machine learning are 

becoming direct competitors in the realm of social analysis. This can also be seen by calls for integrating these 

techniques into the canon of sociological methods (Marres, 2017; Mützel, 2015). 
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There are uncertainties, how to interpret implicit and explicit feedback. What 

does it mean if a video has a rating below 60%? Does it mean that the video is 

not relevant for the user? The same for ratings beyond 60%. What if the user 

was on the toilet or fell asleep? (fieldnote) 

The question then was, how to account for these scenarios? This would produce high ratings 

for videos but would not reflect the reality of the viewing habits, as the algorithm would account 

for it the same way as intentional viewings.54 A similar problem was identified in relation to 

mobile usage when the ratings are low. The concern of the developers was that users stop 

viewing videos might not do so because the video is not relevant to them, but because they are 

interrupted by external conditions, e.g., the train ride ends. This reflects the assumption of the 

developers that the viewing habits of the users on mobile devices is much more dynamic in 

comparison to the TV at home, where an encapsulated situation, without many external 

influences, is created. The second concern regarding mobile devices was connected to the 

digital infrastructure of the country. Simply spoken, losing connection is a realistic issue for 

mobile applications. However, in the tracking system this would be recorded as a low rating of 

the video. While the measurement of implicit feedback seemed straightforward and required no 

further data collection or production on the side of the organization (which became a problem, 

as I will discuss later), the technique produced problems in interpreting the data available. 

As a result of this reasoning, different solutions were thought of. One especially focused on the 

issue of usage context proposed to evaluate the signals from different devices differently. 

 

Figure 7 An image shared by Bob on Slack illustrating the problem of context in tracking 

                                                 

54 Netflix seemed to have had the same issue, as - at the time of writing this book - they introduced a feature, 

actively asking the user if she is still watching the show after some time without interaction. 



102 

 

Figure 7 shows an image that Bob shared on Slack to describe the issue of context and posted 

the following explanation with it:  

Left: the user is in different contexts, but her user behavior ends up in the same 

profile => mixed up data, hard to find clear preferences, because they can be 

context-dependent. Right: each context gets its own profile (“persona”) and will 

be tracked separately. Recommendations then will be calculated based on the 

actual context => context dependent preferences will be recognized and 

satisfied (Bob via Slack in #machinelearning).55 

The solution proposed by the developers here is to track not a singular user but to create 

personas for each device of the user to take different situations into account. This, however, 

also requires treating each of these personas as a different subject in the item/user pairing of the 

tracking database – and the subsequently calculated model. This modifies the original idea of 

the recommender algorithm and its assumptions. According to the developer team, the signals 

received did not only reference a singular preference of the user but have to be interpreted as a 

reference to different situations and their specific contexts, including Germany’s 

communication infrastructure or mobility habits of users. The described uncertainties in regard 

to the different forms of user ratings are based on a situation, in which the software developers 

did not rely on their implicit and taken-for-granted knowledge about the situation. However, 

since there was no direct communication with the (anticipated) users, a misinterpretation on the 

side of the developers could not be repaired through communicative means.56 The solution 

proposed by Bob then changed the way the algorithm was able to resolve the situation, creating 

a different meaning. Technically speaking, the model did only include additional personas in 

the model production. However, this also meant that the part of the data matrix did identify 

users not only based on tracking a singular individual but that the device that was used changed 

                                                 

55 German original: Links: der Benutzer befindet sich in unterschiedlichen Kontexten, sein Benutzungsverhalten 

landet aber in ein und dem selben Profil => vermischte Daten, schwer, eindeutige Vorlieben zu erkennen, da diese 

sehr Kontextabhängig sein können. Rechts: jeder Kontext bekommt sein eigenes Profil („Persona“) und wird 

separat getrackt. Empfehlungen werden dann anhand des aktuellen Kontextes berechnet => Kontextabhängige 

Vorlieben werden erkannt und beliefert. 

 
56 Interestingly, this has also been an issue for other platforms, like YouTube. There are guidelines and FAQs 

describing how to tinker with the recommender algorithm by changing the signals processed by it. Thus, these 

texts try to repair the communication by giving the users context, how YouTube interprets their signals, not the 

other way round, asking how YouTube should interpret the signals. 

https://support.google.com/youtubemusic/thread/160722?hl=en (accessed: 6.9.2020). 

https://support.google.com/youtubemusic/thread/160722?hl=en


103 

 

the definition of the situation – and thus how the algorithm made sense of it. Identifying the 

device worked here as a proxy to apply different understandings and methods to resolve the 

situation. Thus, in order to account for different contexts, the algorithmic ethnomethods had to 

change as well, and with it the tracking system, which made the accounts available to the 

algorithm. Relatively early in the project we were able to have a look at the old tracking data. 

I have something for you. In the old video-on-demand platform the user 

preferences have been tracked. The session_ids of the user is combined with the 

proportion of the item that the user saw/heard. […] The prefs consist of user_id, 

item_id, pref, timestamp, play_time, play_count (Erni via Slack in 

#machinelearning).57 

As we can see from the description of the old tracking data, the used device to access the service 

was not included. That is, while it seemed easy to go for collaborative filtering, as no data 

production would have had to change, this assumption was actually not true. The organizational 

problems were just on another place than producing meta-data for the video items. Instead, we 

were facing the issue of changing the data production practices for the tracking software. 

Changing the tracking parameters was a possibility to resolve the issues of indexicality within 

the software development project in a way that seemed well enough. As a result of these 

changes, the technical structure, including the data storage facilities and tracking technologies, 

had to be adapted and institutionalized. Yet – and this is the interesting point here – these 

changes became necessary not because the data had to be produced or adapted from somewhere 

else, but because the ethnomethods of the algorithm that made sense of these signals had to be 

adapted to a social order already in place. Changing the technical structure allowed the 

algorithmic script to make sense of the accounts of previously only insufficient intelligibly 

situations. For content-based filtering, however, this was not an option. As described before, 

Alice remarked that the indexicality of video metadata had to be resolved somewhere else. The 

next sections therefore focus on our journey to find a solution for content-based filtering. 

                                                 

57 German original: Ich hab was für euch. In der bisherigen mediathek werden user preferences getrackt. Es wird 

die session_ids des users mit der info kombiniert, welchen anteil eines items der user gesehen/gehört hat. […] die 

prefs bestehen aus user_id, item_id, pref, timestamp, play_time, play_count. 
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5.3.3 Archive 

Public broadcasters are not only organizations that air video and audio material but also need 

to produce structures in which this material is being managed and made available to the 

different editorial teams. In short, a public broadcaster is always also a large data storage 

institution – with specialized sub-units that manage enormous data collections. Thus, one 

(somehow obvious) idea that came up was using the existing archive of the organization. Every 

video that has been aired can be found there, and the archive provides metadata description for 

every item. As a result, the idea emerged of building a data interface to the archive to get the 

relevant data for the recommender system. However, no-one in the development team knew 

exactly how the archive worked, nor what the technical infrastructure to connect to the database 

looked like. Charlie, one of the project managers, and I therefore made an appointment with 

one representative of the archive to discuss possible connections and interfaces. The idea was 

promising on different levels. First, the videos were tagged with metadata at the archive 

centrally for re-use. Therefore, the data was already there and, furthermore, the data was 

produced centrally, which made it probable that the central affordance of stability of meaning 

in the references was met. As we learned later, there even exists an own training for archivists. 

In this meeting, Charlie and I learned that the archive worked on two different levels. 

1) Formal description: the formal description happens a few days after a video 

entered the archive. Data from the editorial teams, like planning title, title, sub-

title are being entered and completed. This happens on the level of whole 

episodes. On this level, also a classification is done. If it is not clear how the 

video should be categorized, the category is not entered.  

2) Documentation: The second level is much more precise and it can take up to 

several months until it happens. Entering the data happens on the level of the 

whole episode if it is mono-thematic, or on the level of segments if it is part of a 

magazine. At the same time, the categorization is being completed. Episodes are 

also getting an abstract describing their content (one sentence). Indexat: the 

episode is summarized in keywords. Thereby two different “philosophies” exist. 

For radio contributions this happens according to a norm database. Video 

contributions are being tagged freely (fieldnote). 
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The archive is a very important element in the work of the editors. It is the place where they 

find older video-items that they can use for future programs. One of the editors used the video 

clip of the moon landing in 1969, which could be used in very different shows and contexts as 

an example. However, the timing and the style of producing metadata is aligned with the needs 

of the editors. During this meeting, the archivist raised concerns for using the archive data for 

the recommender system. According to her, the metadata produced in the archive is pretty 

complicated because it has to match an inter-institutional categorization norm database. In 

addition, the archive was built for editorial research and the production of new shows and 

movies. It was part of another set of translations and functional interdependencies, which also 

echoed in their self-description. During the meeting, “[t]he archivist explained to us that the 

used category list is built for editorial research. Episodes are opened up for such inquiries, by 

adding tags to different segments of the episode” (Fieldnote). This issue also concerned the 

developers of the recommender system themselves. In a weekly meeting, Dave argued the 

following:  

The colleagues from the archive could be overwhelmed by the amount of work 

if they have to tag all the videos centrally. In addition, their way of tagging 

content is way too dense for the recommender system. It produces too fine-

grained data and this needs too much computational power (fieldnote). 

The data that resulted as a description of the video items was part of another ordering in which 

the videos and their description played another role, and solved another problem. In the 

description of the archivists’ practice, the organization and the imagined function of the archive 

had been invoked repeatedly. Namely, to enable editorial work of finding archived material for 

new episodes. The archive is a very important element in the work of the editors, as they find 

older video-items that they can use for future programs. In a later interview the term “pearl of 

the archive”58 (Online-Editors Interview, my translation) was mentioned. With that, the online 

editors hinted at the importance of the archive for finding high quality content for further 

productions. For them, the archive was not a place of consistent meta-data but a rich reservoir 

for creative engagement. 

                                                 

58 German original: Archivperle 
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A second issue was the timing. As mentioned in the process description, the work processes 

were timed differently. The items were equipped with rich metadata only a few months after 

they were aired in the linear program of the channel. This means, however, that these items 

would not have been available for the recommender for a pretty long time. In addition, the 

videos were not taken up as they came in, but the order in which they are queued changes based 

on a prioritization scheme.  

In the archive meeting Charlie and I were told that “there are priority lists with 

three different priority levels.” This means that videos are not edited in the order 

of arrival. This whole process can take up to three months (fieldnote). 

As a result, actual content would near to never be recommended by the system. This was also 

mentioned by a developer at a dev-meeting: “Dave was asking: How long do the people from 

the archive need to complete the data? If that takes too long, new content probably will not be 

included – which poses a problem” (fieldnote). As a result, the archive was not a suitable place 

to get the needed metadata for the recommender.  

Although we have not been in the archive, observing the practices of actually producing the 

meta-data, the colleague explaining the archive to us invoked the function of these practices, 

and their relation to the editorial work repeatedly. By narrating the archive’s work as essential 

for editorial teams, the colleague did what Maynard & Clayman (1991) called “reveal[ing] an 

orientation to institutional or other contexts” (p. 407). The timing and the style of producing 

metadata are aligned with the needs of the editors and therefore invoked and performed the 

archive as an essential institution for that kind of work. Based on this performativity of the 

institution, reducing the density of meta-data to an amount that the recommender system could 

handle was not an option. The performativity of the archive showed the interdependence of the 

organizational structure59 – here between the archive and the editorial teams – in the orientation 

of the archivists’ practices and narratives. Thus, institutional and organizational 

interdependencies could be observed in localized practices and speech.60 While organizational 

and institutional rules and procedures as described in strategy documents or guidelines are not 

                                                 

59 This would also allow an interesting re-interpretation of Norbert Elias’ process sociology (1978), putting the 

focus on the coordination of multiple performed interdependencies.  
60 Drew & Heritage (1992) show in their ethnomethodological approach that organizational interdependencies can 

be reconstructed by locally enacted orders.   
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directly translatable into observable practices, they offer a resource to understand institutional 

rationalities, especially if they are invoked in localized practices (Maynard & Clayman, 1991). 

As Suchman (2006) argues, interactionist perspectives on social order “propose, in sum, that it 

is only through their everyday enactment and reiteration that institutions are reproduced and 

rules of conduct realized” (p. 16). This locally enacted institutional conduct, however, became 

problematic here. Instead of building an association between the archive and the algorithm, the 

two ideas of producing meta-data became incompatible in practice, and the development project 

could not align the archive to its own local social order. Through not changing the modes of 

data production, the archive stabilized their own idea of a normality of institutional order, which 

they deemed important. The means of producing data was not interpretable by the algorithmic 

ethnomethods. 

5.3.4 Technological Fix 

Since the archive was not a viable option for getting the needed meta-data, other forms of 

getting or producing it needed to be thought of.  As we, the development team, got a first idea 

of what it would take to change or adapt the organization, we started searching for other options. 

And so, a typical engineering solution to the problem came up: could we use a technological 

fix to solve the problem? 

As the question on quality of metadata came up, Edward said that we could use 

Voice-To-Text software. This way the audio track of the video could be used to 

generate meta-data. Later Charlie asked me if I could help out with this problem. 

I agreed. [a few days later] I met with the developer. He explained to me that 

they already tried it once with different videos. They set up a test server for that 

and it worked quite well. However, one prominent show failed. The software did 

not recognize the local dialect. We laughed. Then we discussed this further. This 

is a rather big issue, as this show is one of the most successful of the broadcaster. 

This way it would not show up in the recommendations. Difficult situation. I will 

talk to Charlie about this (fieldnote). 

Speech recognition was one way to create the metadata needed for the recommender system. 

By deploying a speech-recognition-software, the recommender would use show-specific self-

descriptions and match similar shows with each other. By doing so, the organizational structure 

would not be touched, but – not unlike the online service itself – an additional system would be 
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added to the existing structure without the need to change it. The speech-recognition software 

would be mobilized from outside the company to create a stable relation between the video 

database and the recommender system. It would act as a mediator, altering the original form of 

the videos to something that the recommender system could work with. Further, the developer 

team showed proto-sociological insights. The idea behind the suggestion is from a sociological 

perspective (e.g., Bourdieu, 1984) quite intriguing: similar productions would surely use genre-

specific language and therefore create descriptions that would create a stable description regime 

for the videos.61 They did not only try to mobilize a technological tool but tried to use it as a 

machine of cultural comparison. The technological tool became an instrument of social inquiry. 

However, there was one big problem: the most valued videos of the channel could not be 

recognized by the voice-to-text software, which was produced by a big North American 

company. The productions were using variants of the German language that the software was 

not able to understand. As such, the production of metadata would not include all of the videos, 

and it was not clear what percentage of the videos would actually be equipped with a textual 

description derived from their audio track. The approach was not compatible with the content 

that should be processed by the recommender system. Instead of creating stable translations of 

the videos, the distributed self-descriptions of the videos could not be translated nor coordinated 

at the central position of the software. Why so? Because the speech-recognition software 

already assumed a certain form of referencing the world. It needed a specific form of language 

usage and was not able to tackle the different forms of expression. Instead of coordinating 

different forms of self-descriptions expressed via the audio tracks of the videos through a 

variety of language usage, it failed to acknowledge these different forms of language. Thus, 

instead of making videos comparable with each other through speech-recognition, the software 

would have selected only a subset of the available video items. The speech-recognition software 

was trained with a data-representation of the world that was different from the one found in the 

public broadcaster. On the other hand, the way the show was produced was not changeable. It 

was one of the broadcaster’s most successful shows, and above all, by using the local dialect, 

it expressed the broadcaster’s local identity. Something that was highly valued. 

                                                 

61 This assumption led, however, to other problems in terms of the normative evaluation of the recommender 

system, as I will discuss in chapter 6. 
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Machine learning and pattern recognition algorithms rely to a large extent on the data that they 

are being trained on – and which becomes a representation of the world for them (Jaton, 2017). 

The training data, however, (co-)produces in case of ML the algorithmic ethno-methods as 

taken for granted assumptions about the world – which is not “the natural world simpliciter but 

the natural world under interpretation or the world as construed by us through language” 

(Suchman, 2006, p. 76). The algorithmic script that had been implemented in the speech 

recognition software was based on the developers’ assumptions of a specific language use – 

realized through the data sets used to actually generate the software. However, the expressions 

of the local TV show were just not included into the accounts that would be able to be 

interpreted by the language recognition software. In order to produce a stable socio-technical 

order in which the recommender system could operate, this mutual understanding is a pre-

requisite. Locally produced order is based on mutually understandable accounts and their 

reflexive interpretation. As Suchman (2006) writes: “The stability of the social world […] is 

not due to an eternal structure but to situated actions that create and sustain shared 

understandings on specific occasions of interaction” (Suchman, 2006, p. 83). Just as Ziewitz 

(2017) had to make his observations accountable in a way that the algorithm could make sense 

of the expressions, the speech recognition software was assuming a certain way of using and 

then resolving language. In order to match the expressions of the local dialect, it would have 

been necessary to translate them into a form of language that the speech-recognition software 

could resolve. However, in the example of Ziewitz (2017), many occasions of repairing the 

situation could be observed, reasoning about questions of what qualifies a street, or if the 

application of the rule would make sense here. The expressions needed for the algorithm had 

been re-interpreted and re-negotiated in the situation of their application. Repairing the situation 

here, however, would have meant to either change the language of the show, re-train the speech-

recognition software, or to install a team of translators, who would have done the work of 

“explicating observations in the language of the algorithm” (Ziewitz, 2017, p. 4). 

The strategy of mobilizing an actor outside the actual organization to solve the problem failed 

because the very ecology that could not accommodate the first algorithm could also not 

accommodate the second one. While in the example of the archive, the problem was that the 

institutionalized practices within the organization did not allow the integration of the algorithm, 

an inter-institutional solution failed because the practices of meaning-making of these two 

organizations (and their delegated actants, i.e., the TV show and the speech recognition 
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software) were simply incompatible. The two different organizations with their taken-for-

granted perspective of the socio-technical world could neither produce accounts in their 

encounter, nor did they have the methods to make them intelligible for each other. To mediate 

between the video database and the recommender algorithm, the speech-recognition software 

would have needed a differently pre-structured, pre-normalized world that is interpretable for 

it. Instead of solving the problem at hand, the issue only shifted to a different moment of 

translation. The envisioned chain of translations ended abruptly. Neither was it possible to 

create an order that would make the usage of the black-boxed software possible, i.e., changing 

the way the actors in the show were speaking, nor was it possible to open the black-box and 

reorganize its inner working. 

5.3.5 How Data Structures 

All of the above described attempts to attach the recommender system to the existing 

organizational structure of the public broadcaster or to mobilize external actors as inter-

institutional solution into the enactment of the organization failed. Therefore, the focus of 

attention shifted away from using existing solutions, and instead moved to the creation of our 

own organizational procedures and structures to realize the algorithmic system. The central 

system for planning the linear program, called WhatsOn, came into the focus of our attention. 

In a meeting, the developers asked the online editors if they could produce the metadata. This, 

however, would create too much workload for the rather small online-editorial team. The 

solution for the dev-team and the online-editors was a combination of centralizing and de-

centralizing. The metadata production should be part of the thematic editorial teams, not the 

online-editorial team. As a member of the editorial team argued, the information infrastructure 

for such a process was already in place. Trent from the editorial team argued that “entering the 

metadata should best happen at the editorial system. No-one can avoid WhatsOn” (fieldnote). 

WhatsOn was the central planning system for the broadcaster’s programs and was used up to 

that point for the linear program only. In this system, the different editorial teams noted down 

when which show was planned and entered relevant descriptions, such as title, short description, 

time of airing and length of the video. The idea to use WhatsOn and the meta-data there, 

however, produced two major problems that had to be tackled. The WhatsOn system provided 

input fields for keywords and longer texts to describe the individual videos programmed for 

airing. They were not used by the editorial teams in the process of registering their shows in the 

central system, as these fields did not have any effect till then. The meta-data the organization 
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used so far had a purpose for the editorial teams, i.e., providing descriptions for the linear 

program. That means that providing data for the used field did solve a problem for the editorial 

team, while providing key words or extra descriptions had simply no use and therefore no value, 

as the keywords and categories were not important for the broadcasting of the linear program. 

In an interview, an informant from a meta-data team told me:  

For what do you need that? Because metadata is naturally not what you see 

directly, only indirectly, simply that you can then automatically control 

something. That you have categories. That you say, I have here the category 

cinematic movie or the category documentary. And, I mean, that is relatively 

plausible. But there are many other meta data. They are in the first moment not 

intuitive, why one would need them? Because they are not necessary in classical 

on-air distribution. (Interview Metadata Team, my translation)62 

This, however, posed a problem, as the metadata was too scarce for good recommendations. 

Something had to be done about it. As the project's own sociologist, I started a diplomatic 

mission. I attended meetings in which I was explained how WhatsOn was used in the 

organization and how it was connected to other departments. In addition, I also hosted 

discussion rounds with representatives of the editorial teams. They were so-called key users 

who would provide me with information, and in turn would instruct WhatsOn users in the other 

editorial teams. Thus, convincing them of the recommender system’s value was essential. In 

order to make the recommender system possible, I had to make them the allies of the algorithm. 

Without their enrolment in the actor-network of the algorithm, the project would face a major 

problem. 

Another issue with this solution was born out of the fact that over 300 editorial teams enter the 

information of their shows into this system. Even if the fields were used, the data producers 

would potentially follow 300 different ways to describe the common video universe. This 

problem identified by the developer team is a known condition to the recommender systems 

community, where it has been identified as social tagging recommender. Instead of centrally 

                                                 

62 German original: Wozu braucht man das? Weil Metadaten natürlich auch nicht etwas sind, was man direkt sieht, 

sondern nur indirekt. Dadurch dass sich dann irgendwas automatisch steuern lässt, dass man Kategorien hat. Also 

ich habe hier die Kategorie Spielfilm oder die Kategorie Dokumentation. Und das ist noch recht eingängig. Weil 

da gibt es auch noch viele andere Metadaten, die sind erst mal auf den ersten Blick nicht logisch. Wozu braucht 

man die? Weil das in der klassischen On-Air-Distribution nicht notwendig ist. 
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creating tags and descriptions for items, the production of meta-data has been externalized to 

the crowd, allowing users to upload content and apply tags and descriptions in an open way, 

i.e., not inside a given classification scheme. Interestingly, in recommender system literature 

this has been called an “unstructured collaborative classification scheme that is commonly 

known as folksonomy” (Cantador et al., 2010). The way data-production works here has shifted 

from the approach from common patterns of usage or centralized production of classification 

schemes to a crowd-sourced form of classification, decentering how similarities are being 

constructed. The relationship between content provider and algorithm has been complicated 

and multiplied. No professional editors or data-workers with a pre-given classification scheme 

would be included. However, the team did not trust the wisdom of the crowd when it came to 

producing comparable meta-data within the organization. In a dev-meeting, Gillian argued “that 

the people are simply entering different things” (fieldnote). And Bob said in an early interview 

in relation to tagging of videos: “I don’t know how good they are, but what I have heard so far 

from other products, this is a big problem, that things are not tagged well” (Interview Bob, my 

translation).63 This ranged from team-specific ways of writing description texts to the fact that 

the field for keywords in the central planning software was a free text field, i.e., one could enter 

whatever text one would like. Therefore, the development team, including the selected editors, 

envisioned the installation of a central control instance.64 The online editorial team should act 

as a central point of passage in which the metadata is being controlled. Incomplete or 

dysfunctional tags or descriptions should be played back to the thematic editorial teams for 

correction.  When asked how they want to control the proper description of video items – 

amongst the selection of good pictures – the online editors told me: “We even will have a co-

worker, who will wrap them over the knuckles” (Online-Editors Interview, my translation)65. 

At the same time, workshops for the thematic editorial teams were envisioned to train them on 

the usage of the common classification scheme. Further, a change in the possibilities of entering 

data in the first place was envisioned. Instead of using the old category list, which was large 

and hard to comprehend, a new one was created, one that was much simpler, and seemed to 

                                                 

63 German original: Da weiß ich auch noch nicht, wie gut die sind, aber, was ich bis jetzt so gehört hab von anderen 

Produkten, ist das ein großes Problem, dass Sachen nicht vernünftig vertaggt werden. 
64 It is important to note here that at the time of doing the ethnography, this still was a plan. The full installation 

of this group happened later. 
65 German original: Wir werden dafür sogar einen Mitarbeiter haben, der ihnen auf die Finger klopft. 
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make sense for the online editorial team. This was accompanied by the plan to provide a style 

guide to the different editorial teams. 

In relation to the metadata, there will be a style guide, so that the editorial 

boards have something they can stick to. And then we have to look how it works 

(Online-Editors Interview, my translation).66 

Through installing this common classification scheme and implementing it at the central 

WhatsOn System, the development project additionally implemented – or rather: updated – a 

common infrastructure, connecting the different groups in a common regime of data production. 

As a result, the project approached the issue at hand from three different directions, a) making 

the WhatsOn Key-users to allies of the algorithm, b) updating the category list and “hard-

wiring” it in the central planning system and c) training the Whats-On users in order to learn 

how to apply the new category list. In doing so, the development team tried to establish and 

naturalize common categorizations, i.e., build an organization-wide standard. Instead of leaving 

the standard without any allies, and therefore less power, they went even a step further and 

installed a central point of passage – the online editorial team – to ensure the quality of the 

produced meta-data. Thus, through installing an organization-wide standard and aligning it with 

guards who would support and enforce the standard, an information infrastructure to coordinate 

different sub-communities was put in place. 

Of course, we have to be cautious when it comes to the idea of common categorizations as a 

naturalized form of common knowledge. While the classification system is being installed as 

an institutional and organizational device to produce common accounts, assuming a 

deterministic idea of translating observations into classifications might lead us on a slippery 

slope. As Suchman (2006) argues, plans (or in our case classification systems and guidelines) 

become a resource of orientation for localized practices, but our “ability to act according to the 

plan ultimately turns on the embodied skills available to you in situ” (p. 72). As argued before, 

interactionist theories assume that the meaning of a symbol is not just a given but is produced 

in the interaction amongst competent members of a social group. Interpretation of the 

exchanged symbols and actions is based on prior knowledge (including resources such as plans) 

                                                 

66 German original: Was die Metadaten angeht, wird es einen Styleguide geben, dass die Redaktionen auch etwas 

haben an dem sie sich so ein bisschen festhalten können und auch wissen was wir von ihnen haben wollen. Und 

dann muss man irgendwie gucken, wie das funktioniert. 
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and taken-for-granted ideas about how the situation has to be interpreted. Garfinkel called this 

the ethnomethods of the participants, while pragmatism draws heavily on ideas of socialization 

and routine action. However, both approaches include moments of variation and creativity (e.g., 

Joas, 1997) in their conceptualizations. Ethnomethodology was even based on the very critique 

of traditional sociology, which treated individuals as “judgmental dopes” (Garfinkel, 1984, p. 

68) who only follow pre-defined rules or norms.67 Instead, the members of a social collective 

are competent on their own, where social structure and order are performed always-anew and 

therefore also potentially always a bit different. In other words, stability of social order is not a 

theoretical presumption but an empirical question. This, of course, has some important 

consequences for the production of localized order and accounts – in this case in the use of 

categories and key-words – in larger communities that share standardized classification 

systems. The problem we faced here was that the categories so far were used very differently 

in different editorial teams, and the list was a product of historical processes, where some teams 

even had their very own categories, just for their shows. Bowker & Star (2000) argue that 

“categories are historically situated artifacts and, like all artifacts, are learned as part of a 

membership in communities of practice” (p. 287). And this became an issue here because 

several hundred learned categorization practices had to be coordinated with each other. Instead 

of integrating everyone in a common situation where the production of accounts (and socio-

technical order) could have been coordinated in situ, the central planning system WhatsOn 

became a connecting device of many different communities. Installing the editorial team as an 

obligatory passage point thereby was important, as “anomalies always arise when multiple 

communities of practice come together, and useful technology cannot be designed in all 

communities at once” (Bowker & Star, 2000, p. 310). Instead of repairing the communicative 

production of a common order within the situation, the online editorial team was assigned the 

task to do categorial work (Bowker & Star, 2000, p. 310), managing the different meanings in 

the different communities to foster cooperation. Returning to the example of Ziewitz (2017), 

the task was no longer to articulate one’s observations in a way that the algorithm would be 

able to make sense of, but to coordinate the different forms of sense-making in a process that 

would allow a communicative logic of updating and correcting one’s accounts in a way that 

                                                 

67 Of course, this is a result of the structuralist legacy within sociology and other social sciences. That is, from the 

perspective of an ever-present and self-reproducing structure, conceptions of deterministic actions make sense – 

or are even necessary to prevail in the given paradigm. 
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would work for the algorithm. The discussion on whether something matches the qualification 

“of our understanding of a road” (Ziewitz, 2017, p. 6) no longer took place between the situated 

observers but was mediated via a common infrastructure and classification system, connecting 

the online editors and the many other editorial teams. This all had to be accomplished, so “that 

a world imagined outside of the system, of conversation and exchange, of sociality and 

communication, could become the world in here, the social world of the algorithmic system” 

(Neyland, 2015, p. 128). Producing what I call algorithmic reflexivity here meant not just 

resolving meaning of signals but also to establish a whole organizational structure that produced 

accounts of the social world that could become translatable to the algorithmic technique. 

5.4 INSTITUTIONALIZING ALGORITHMIC REFLEXIVITY 

The production of metadata is much more than just making a video database machine readable. 

Instead, what we could see is that the algorithm assumed that the references flowing in the 

socio-technical system were comparable to each other. Or in other words: the enactment of the 

world in which the algorithmic system should work had to be standardized (see also Gillespie, 

2014). In this chapter, I discussed different approaches to produce such a stable practice of 

referencing, a dominant enactment of the video database via metadata, each with its issues and 

problems, as the organizational structure and interdependencies at hand made it im/possible to 

do so. Each case that failed was part of another network of translations or functional relation, 

producing data and meeting affordances of specific settings and situations. Algorithms are 

embedded in a broader ecosystem in which they operate and are made operational. The power 

of the algorithm lies not within the algorithm but in the allies that it can mobilize in order unfold 

its agency (Ananny, 2016; Ensmenger, 2012; Neyland, 2015). As such, the translation between 

the abstract algorithmic principle and the data-production processes need a form of 

institutionalized and stabilized algorithmic reflexivity to resolve the previously only abstractly 

assumed references of the algorithm. This can be understood as an inscription process of a 

second order, in which the assumptions of the developers about the social system are included 

in the concrete artifact through interpretation and scripted usage of signals – as we have seen 

in terms of interpreting ratings of users – or are delegated to the organizational structure, as we 

have seen in the case of meta-data production for the video content. Thus, the process of 

inscription does not just put an algorithm together but is also the process of nested forms of de-

inscription, which are potentially stabilized. Understanding algorithmic agency therefore 

requires us to recursively reconstruct processes of inscription and de-inscription and the 
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involved forms of reflexivity that lead to the stabilized and institutionalized entity that we call 

the algorithm. 

What does it mean to say that the algorithm is becoming institutionalized or even an institution? 

Within the sociological discourse over the past – roughly hundred – years, the notion of the 

institution has been a counter-point to the idea of anthropological givens. Instead of naturalizing 

observable structures by arguing that humans or society are simply like that, the notion of the 

institution highlights that humans are in need of developing stable and repeating forms of 

interaction that are durable over time and space (e.g., Parsons, 1954). These forms of behavior 

order our everyday life, as they become unquestionable and act as if they were natural. In the 

phenomenological line of thinking, Berger & Luckmann (1967) even speak of the objectivation 

of meanings and practices that allows therefore to identify certain types of interaction as an 

institution. By arguing this way, the institutions become social facts in the meaning of 

Durkheim (1895/1982).68 Social facts are for Durkheim objectively given and hard structures 

that are explainable out of the social realm alone. However, this understanding of an institution 

as durable, comparable, and traceable practices grants the notion of the institution an 

ontological status that acts rather as an explanation than as a starting point for the analysis of 

the social. Instead, it might be worthwhile to ask how institutions as fairly regular patterns – to 

borrow a term from Law (1994) – are being enacted and referenced in these situations. In his 

theory of structuration, Giddens combines these different attitudes, arguing that institutions re-

produce these settings themselves, thus making subsequent practices more or less likely. 

Stabilized practices take, as Giddens argues, a vital role in the production of social structures, 

which we are faced with in concrete situations as durable obstacles to our actions (Giddens, 

1984). However, we encounter these structures always through the enactment of them through 

particular actors in the situation – they have to be mobilized. Just as Garfinkel argued that social 

order is to be explained rather than being used to explain, institutions and their upholding are 

the result of situated practices that order the situation according to an idea of the institution (see 

also Passoth, 2021). How are ideas, rules, and customs being mobilized to uphold the 

institution? This also makes it necessary to look at all ordering elements in these situations. 

What infrastructures, algorithmic scripts, data silos, transport protocols, disciplinary codes such 

                                                 

68 Of course, we have to understand the program of Durkheim also as a political move to establish sociology as a 

distinct discipline and making it independent from biology, psychology, or the natural sciences. 
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as journalistic ethos, have been mobilized and coordinated in order to make these fairly regular 

patterns of practices possible? Each of the involved actors thereby represents a set of practices 

that keeps itself stable, thus making it possible to trace stable practices over time and space and 

relate them to each other. In this sense, the video database of the archive represents an institution 

and the process of subsequent institutionalizing at the same time. Thus, an institution is always 

necessarily both: the stable socio-technical fact and a practical achievement. And as described 

in this chapter, installing algorithmic reflexivity is an important element in institutionalizing 

algorithmic systems. 

As discussed, the developer team combined the scripts of the algorithmic techniques with 

practices and scripts of other actors, such as data producers, infrastructures, or databases. 

Algorithmic reflexivity had to go from explicit and uncertain to implicit and durable. However, 

the achieved social order produces the algorithm as a durable actor and depends also on the 

assembled actants, with their own resistances, assumptions, in short: scripts. In the case of the 

recommender system, this happened in two fundamentally different ways, first, in the case of 

collaborative filtering, the signals of the interactions between users and video-items were 

questioned, re-interpreted and appropriated for the usage in the recommender system. Based on 

their own experiences, the developer team tried to understand the different situations to which 

the ratings were referring to and interpret them accordingly. Resolving the meaning of signals 

was here part of the development of the algorithm, and a form of algorithmic reflexivity was 

stabilized as part of the algorithmic script. In the second case of content-based filtering, the 

development team did not think about ways to interpret the signals themselves, but delegated 

processes of reflexivity to other organizational sites. The concerns were not in which way the 

signals should be understood, but how one can be sure that the references provided by the 

organization are comparable to each other in the first place. In both cases, however, forms of 

algorithmic reflexivity were installed and stabilized as organizational practice. 

In the previously discussed example, Ziewitz (2017) was struggling precisely with these 

translation processes. Instead of producing taken-for-granted meanings, each occasion of a new 

street had to be questioned and tested. The indexicality of the algorithmic expression was not 

easy to resolve – and it was for sure not the result of an uninterested, i.e., routinized, process of 

reflexivity. Instead, the implicit procedures were made explicit by making “the “reflexive” 

character of practical activities observable” (Garfinkel, 1984, p. 9). In the example of Ziewitz, 

the structure and ordering of the city did not follow the imagination and assumptions of the 
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algorithmic ethnomethods. Resolving the notion of the road was not that easily translatable and 

involved a lot of work on the side of the mediator – here in the figure of Ziewitz and the other 

participants. This, however, is not only a problem of incompatibility of different interpretations 

but an incompatibility of different forms of ordering the world. The streets that were the subjects 

of inquiry for the formulated algorithm are the result and the delegation of the city and its socio-

technical order. The formation of the streets is the materialization of the whole history of the 

city – and with it a materialization of manifold decisions, rooted in urban planning and politics 

(e.g., Aibar & Bijker, 1997). Latour (1999a) showed that the production of scientific knowledge 

rests on the production and circulation of references. In his famous example of jungle soil, the 

jungle was made experienceable, comparable, and describable over distance by references, 

which could be followed forth and back. From the jungle to the publication, the chain of 

references is kept stable, and with it the reality enacted on each of the stations of the translation 

process. However, the references that circulate from the Amazon forest to the office in Paris 

are not only signs or symbols referencing jungle soil. They signify the whole apparatus that 

makes the production and circulation of references possible in the first place. They reference a 

socio-technical order, including apparatuses, scientists, editors, research assistants, and so on. 

In a similar way, the data produced within the public broadcaster was not only a problem of an 

external description, but every instance in which data had been produced (or failed to do so) 

was an issue of the entire organization. The data that were available were not only referencing 

singular videos but also the practices and arrangements that made the data possible in the first 

place. The signals that had been interpreted were not only referencing users and their 

preferences but also the national digital infrastructure and the tracking regime that transported 

them to the algorithmic script. The data represented not a detached symbol that could be easily 

re-interpreted. Instead, these symbols were referring to specific organizational structures, with 

their own performed and practically enacted functionality within the broader assemblage called 

the public broadcaster. Just as the roads reference the history of the city, the produced data 

symbols reference the becoming of the public broadcaster through time.  

These organizational configurations, however, were incompatible with the taken-for-granted 

assumptions inscribed into the algorithmic script. And while in the case of collaborative 

filtering, the ethnomethods of the algorithm changed, content-based filtering needed a new 

distributed and organized communication structure. By implementing such a distributed 

communication structure, the public broadcaster did not change but extended its organizational 
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structure, adding institutional practices coupled with an infrastructure that allowed the 

coordination of different practical communities and their production of accounts. Instead of 

using already established data silos or external solutions, the software development team added 

a layer of organizational and institutional practices. In the end, we made the public broadcaster 

bigger than it was before to solve the newly emerged problem. But by doing so, we also added 

a new organization, as the enactment of the public broadcaster – and the algorithm – within the 

newly installed socio-technical structure differed from all the other enactments we encountered. 

The practical achievement of the algorithmic system became more than just tinkering with code, 

development environments, or mathematical functions. The organizational structure was part 

of mobilizing, installing, and relating new actors and enroll them into the network that was the 

institutionalized algorithm. 
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6 ALGORITHMIC POLITICS
69 

Enlighten, educate and entertain (Reith, 1924) 

 

Recommender algorithms and filter systems, such as Search Engines, are a general problem for 

contemporary democracies. Or at least this is the narrative. According to that trope, filter 

bubbles or echo chambers threaten the way we are being informed about political and social 

news within our society. This is an even bigger issue if the institution that uses such algorithms 

has the explicit mandate to foster democracy by distributing information equally and in its 

plurality. In this chapter, I will therefore discuss how the topic of filter bubbles became a 

problem in the development team and what ambiguity in different normative goals emerged, 

namely, between popularity and the orientation on successful role models, such as Netflix or 

YouTube on the one side, and the shared normative idea and (seeming) necessity of balancing 

personalization with diverse information provision. These problems did thereby not just come 

up in the development project of this specific broadcaster but reflect a much broader discussion 

about filter systems and democracy by academic scholars and the political system of Germany. 

I will therefore highlight the arguments in these debates to understand how this issue emerged 

in the local site, that is: how it was mobilized. 

The discussion of filter bubbles as a threat to democracy thereby hinges on specific assumptions 

about the communicative structure and the normative goal of information diversity. The 

discussion of the public sphere rests especially on the implicit assumption that a coherent and 

monolithic public is to be found. I will argue in this chapter that a pragmatist conception of 

publics in a plural might serve us better in understanding the problem at hand and may help us 

to develop a better understanding of potential remedies. Instead of assuming that algorithms 

fragment a previously coherent public sphere, I argue that the public broadcasting system was 

a solution to specific configurations of media technologies and generative processes of publics 

in the plural. Diversity as a policy goal thereby has a specific function in producing a common 

communication sphere. The question then is not so much whether diversity is being achieved 

but how it is done so. In the development project, we experimented with different approaches 

                                                 

69 This chapter is partially based on an earlier German publication (Pöchhacker et al., 2017). 
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to produce diversity and make it a tangible and actionable object. And while these approaches 

had their very own problems and challenges, they can still teach us something about necessary 

next steps. In a bigger picture, however, the question is not only how we might be able to 

produce a coherent public under new conditions of our media system, but how an algorithmic 

system, such as the recommender system that we developed, became a political actor. In 

reformulating a media-sensitive way of achieving the legal and political goal of diversity, the 

algorithm as a technological actor had to mediate between different normative systems with 

their different imaginations of an interaction system. 

The selection of the public broadcaster as a case thereby might seem odd at first. Technology 

and its artifacts are political (Winner, 1980), they have an impact, they regulate and enable or 

resist certain ways of (inter-)acting. Thus, this is nothing specific to a broadcaster, nor 

something specific to algorithms and machine learning. However, the sites of politics are 

specific. As seen in the previous chapter, the social orderings of an organization are reflected 

in the data production that goes into the machine learning system. That is, machine learning 

does not only require a certain form of data, it requires a certain form of social order. At the 

same time, the case of public broadcasting is not just part of implicit politics of an artifact but 

subject to an ongoing institutionalized political debate about the political and the media system. 

Here, the debates and the issues are not just implicit but take the form of a controversy and 

crisis. In the debate, machine-learning-driven mechanisms of information selection challenge 

the established political function of the media system and its orderings. Thus, as an institution 

that is born out of political debate and has been subject of it ever since, the issues that arise in 

the relation of social orderings, machine learning techniques, and political power are surfacing 

and can be studied. A question that is often raised when studying filter bubbles, bias, or injustice 

of algorithmic systems is the question of the normative framework against we would measure 

the impacts of a technology. However, this question is not always easy to answer, especially 

when different normative ideas conflict each other, such as liberalism and equality. In the case 

of public broadcasting in Germany, however, this question can in principle easily be answered. 

The normative and political claims are made very explicit and are even part of the German 

constitutional law. What makes the public broadcaster as an organization and institution 

therefore a case for such a study is the fact that the quarrels between algorithms and politics are 

more graspable, the interplay between regulation and algorithmic design more visible. The 

issues of algorithmic politics, either with a small p or a big P, and its translation into political 
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and normative reasoning are the same everywhere, but here they are very explicit. Therefore, 

public broadcasting is an ordinary example but at the same time a special one, as it shows what 

problems, politics, and design strategies have been mobilized and how they relate to each other. 

6.1 MOBILIZING PROBLEMS 

Within the development project, two different issues became relevant for the team. First, the 

issue of the legal and political obligations of a public broadcaster, which differentiates it partly 

from private media actors. As a public institution, the public broadcaster has a specific role 

within Germany’s democratic system. By mobilizing these issues, questions about the 

recommender system and its function did emerge quite soon in the project. However, secondly, 

the issue of competition with big players like Netflix or YouTube was made relevant in the 

discussions. In order to stay relevant in a changing media landscape, the need to adopt 

techniques developed and distributed by established big players emerged also quite soon. Both 

issues became matters of concerns for the developers, yet each issue pointed towards a different 

normative ordering system which was to be realized in a specific design of the recommender 

system. The legal-political obligation in form of a legal normative discourse, and for the issue 

of competition in the form of specific algorithmic techniques came with their own assumptions 

about social interactions, aims, and problems. In the following, I will therefore discuss how 

these issues have been mobilized, and how they point towards different orderings and normative 

frameworks, importing also other issues, which are seemingly incommensurable.  

6.1.1 Democratic role of broadcasters 

When I became part of the development project in early 2016, the aim of the project was to find 

a solution for the development and integration of a video-on-demand system that mitigates the 

risk of producing less diversity for the video content offered for individual users. Under 

conditions of linear broadcasting this issue had been tackled with the selection of content by 

editors, but this role seemed to shift under the new conditions of non-linear broadcasting. The 

question was: would video-on-demand lead to a highly reduced set of topics provided and 

consumed by the users? And if so, how could this be mitigated? The project formulated the 

problem to be tackled in the project description as follows: 

Digital services of public broadcasters especially face challenges, as the 

developed platform strategy is not only oriented towards the demands and 

feedback of users, but at the same time has to consider the “principles of 
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objectivity and neutrality of media coverage, diversity of opinions, and the 

balance of their services (Project proposal, p. 1, my translation).70 

The problem that is being made relevant here stems from the role of public broadcasters within 

the democratic system of Germany. Thus, it does reference to a specific system of normative, 

legal, and political ideals and imaginaries, which has its roots in the legal-historical 

development of that political community. The German media system and the accompanying 

rulings of the constitutional court attribute a certain role to public service broadcasters in 

Germany. This attributed role within the institutional and social setup of the German state was 

taken as a starting point by the project team to formulate requirements for the to-be developed 

video-on-demand system. Therefore, I will briefly discuss the specific legal aspects of public 

service broadcasting in Germany. This is important insofar as it shows the ongoing and difficile 

discussions on the German media system and the socio-technical systems present in it as the 

entanglement of legal, social, and technical issues that have to be brought into alignment with 

each other. 

The German media system was designed based on the experiences before and during World 

War II. During these times, radio and TV broadcasting was primarily used as a propaganda tool 

(e.g., Kallis, 2005). The system was used to back-up and solidify the fascist system of the 

National Socialists. Based on these experiences and to prevent a fallback into an anti-

democratic system, the Allies designed the German media system for the newly founded 

Federal Republic as a decentralized and neutral structure of distributed public broadcasters. 

Establishing a paternalistic but independent system of information provision should serve the 

democratization of post-war societies and also foster creating a different imaginary of the nation 

state (Jauert & Lowe, 2005). These broadcasters were (and are) independent of each other and 

from the government.71 However, the specific principles that public broadcasting must adhere 

to is derived from two sources. First, the principles of objectivity and impartiality are defined 

in § 26 para. 2 MStV, the so-called Medienstaatsvertrag (Interstate Media Agreement), to 

prevent an imbalance in reporting of positions and opinions. The Interstate Broadcasting 

                                                 

70 German original: Digitale Angebote der öffentlich-rechtlichen Rundfunkanstalten stehen vor der besonderen 

Herausforderung, dass sich die entwickelten Plattformstrategien nicht nur an Nutzerbedürfnissen und -

rückmeldungen orientieren, sondern zugleich „die Grundsätze der Objektivität und Unparteilichkeit der 

Berichterstattung, die Meinungsvielfalt sowie die Ausgewogenheit ihrer Angebote“ berücksichtigen sollten. 
71 This is also the main reason why public broadcasting in Germany is not financed via taxes but through an extra 

“household fee.” 



124 

 

Agreement is also an expression of the political and legal mandate of public broadcasting to 

stabilize and safeguard democracy in the Federal Republic of Germany. By providing German 

citizens an overview of available political positions and opinions, the public broadcaster enables 

an informed, free, and democratic way to form one’s opinion and decisions. This idea of the 

democratic role of public broadcasters is reflected in the ideal of basic provision of information, 

first and originally formulated in the German context by Günter Hermann, former legal director 

of the West German Radio (WDR) in 1975 (Grassmuck, 2014a). 

All of the so far described legal obligations of public broadcasters are, however, not codified in 

law but are derived from the German Constitution (Deutsches Grundgesetz, GG), especially 

Art. 5. In many decisions of the Federal Constitutional Court, Art. 5 GG became the defining 

element of German media law (Grassmuck, 2014b). Art. 5 (1) of the German Constitution 

includes the right to freedom of expression alongside freedom of the press and the freedom of 

radio broadcasting: 

Every person shall have the right freely to express and disseminate his opinions 

in speech, writing and pictures and to inform himself without hindrance from 

generally accessible sources. Freedom of the press and freedom of reporting by 

means of broadcasts and films shall be guaranteed. There shall be no censorship 

(Art. 5, para. 1, Basic Law for the Federal Republic Germany).72 

These rights have been interpreted by the Federal Constitutional Court in many rulings over the 

years and has led to a tremendous depth of regulatory details (Hagen, 2013). The legal 

obligation of information provision has also been named the Programmauftrag (Program 

Mandate) of public service broadcasting. It is derived from the freedom of reporting by means 

of broadcasts and the right to inform oneself without hindrance from generally accessible 

sources (see quote above). The Federal Constitutional Court derives from these two rights an 

obligation for public-service broadcasters to make an unhindered access to information 

possible. The idea of basic provision of information was first taken up by the Federal 

Constitutional Court in the year 1986 in what has been called the 4th broadcasting decision (4. 

Rundfunkentscheidung) (Federal Constitutional Court 73, 118). In this context, the freedom of 

                                                 

72 Translated by: Professor Christian Tomuschat, Professor David P. Currie, Professor Donald P. Kommers and 

Raymond Kerr, in cooperation with the Language Service of the German Bundestag 



125 

 

reporting is also viewed as an obligation, as was again underlined in a decision of the court on 

11th September 2007: 

The freedom of broadcasting serves the free, individual and public formation of 

opinion. [...] The mandate contained in Article 5 (1) sentence 2 of the Basic Law 

to guarantee freedom of broadcasting aims at an order which ensures that the 

diversity of existing opinions is expressed in broadcasting in the broadest and 

most complete way possible (BVerfG, Decision from 11.09.2007, Rn 115, my 

translation).73 

The obligation formulated by the Federal Constitutional Court aims at a media landscape that 

ensures the broadcasting of different political, normative, and cultural positions in order to 

provide a comprehensive overview of all events in the European, national, and local regions in 

all spheres of life, as also defined in § 26 para. 1 MStV. Thus, the mandate of basic provision 

of information does not just regulate the general availability of broadcasting services but is also 

concerned with content of the aired programs. 

However, in the wake of ongoing technological developments and new forms of broadcasting 

news and information via the internet, the role of public broadcasters also changed. Instead of 

just providing TV and radio programs in a linear manner, the Internet made it possible to 

distribute news in a non-linear way and with a mix of different media, blurring the boundaries 

between print, audio, and video formats. Adapting the modes in which public broadcasters make 

their programs available via these new technologies created a challenge in relation to the basic 

mandate of public broadcasting. In the already cited ruling of the year 2007 the Federal 

Constitutional Court also expressed concerns about the constitutionally demanded basic 

provision of information under new digital technological conditions: 

                                                 

73 German original: Die Rundfunkfreiheit dient der freien, individuellen und öffentlichen Meinungsbildung. [...] 

Der in Art. 5 Abs. 1 Satz 2 GG enthaltene Auftrag zur Gewährleistung der Rundfunkfreiheit zielt auf eine Ordnung, 

die sicherstellt, dass die Vielfalt der bestehenden Meinungen im Rundfunk in möglichster Breite und 

Vollständigkeit Ausdruck findet. 
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New technologies allow the use of navigators and electronic program guides, 

whose software can be used to influence the decision of information selection of 

recipients (BVerG, Decision. from 11.09.2007, Rn 118, my translation).74 

This concern of the Federal Constitutional Court reflects the fear of the emergence of filter 

bubbles and echo chambers through means of (although not explicitly mentioned) 

algorithmically recommenders as a mode of diminishing the ability and the right to inform 

oneself without hindrance, as formulated in Art. 5, para. 1 GG. The adaptation of the public 

broadcasting sector to the environment of changed technological possibilities and to how 

citizens consume information presents new challenges as to how public broadcasting is realized. 

These challenges make it necessary to re-think how public broadcasting can operate to 

contribute to its original role within democratic societies and a newly ordered media landscape 

(see also Grassmuck, 2014a). Especially recommender algorithms are an important element in 

the discussion in which democratic institutions and their role in contemporary societies are 

being negotiated.  

The project was then started with these discussions as a backdrop. As such, the project and the 

involved partners were aware of the specific situation of public broadcasters in Germany and 

the potential issues that could arise from the introduction of a new technology. However, the 

discussion focused very soon on the role of the recommender algorithms that were becoming a 

central element of the new video-on-demand system. In a meeting, which was explicitly 

discussing recommender systems together with developers, academic partners, and online 

editors, Alice summarized the different goals of the recommender: 

Alice introduced the two different techniques of the recommender algorithm, 

explaining what a content-based filtering approach does and what collaborative 

filtering is. One of the online editors asked what kind of data the latter uses. 

Alice explained that it uses only interaction data. She also mentions that the 

filter bubble issue is a problem for the development, as especially content-based 

filtering tends to create filter bubbles. However, the different approaches and 

goals for the recommender systems can be outlined in three different ideas: first, 

                                                 

74 German original: Die neuen Technologien erlauben im Übrigen den Einsatz von Navigatoren und elektronischen 

Programmführern, deren Software ihrerseits zur Beeinflussung der Auswahlentscheidung von Rezipienten genutzt 

werden kann 
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recommending content which you would like the most, which she discussed 

under the heading of "Exactly for you." The second recommender approach 

could produce results that are surprising for the user, creating diversity – under 

the headline of "something different." And lastly, a goal could be recommending 

controversial topics. Here, Alice did not give an example or a possible headline. 

The editorial team member interrupted her and asked if she can send around a 

paper, or if she should take notes (fieldnote). 

For the sake of tackling the issue of filter bubbles within an institution that was built around the 

idea of supporting democracy through balanced and broad information provision, the project 

followed the call of Crawford (2016) to think about this from a design perspective. It was also 

important to the developers that the design of such a recommender system must be one that is 

deeply embedded in the ideas and normativities of the public broadcasting system and not 

something that is simply bought off-the-shelf. In reaction to a discussion whether an external 

solution should be bought, Bob replied on Slack: 

In addition to what Alice and Dave are discussing, I would like to emphasize 

again that we should raise this discussion as much as possible on a more general 

and reasonable level, […] as we are working hard to produce the necessary 

know-how, to implement and advance recommendations exactly for public 

broadcasting (Bob via Slack in #machinelearning)75 

It is important to note that although the problem we were tackling was – in part – the result of 

the specific legal setting in Germany, it was not invoked by the courts or a regulator but through 

the institutions involved in the research project themselves. As such, the public broadcaster 

wanted to proactively react to potential or imagined issues that might occur when developing 

such a product based on a general discourse and embed the discussion actively within the moral 

and normative framework of public broadcasting. Thus, the question whether such a 

recommendation engine would violate the legal obligations of the institution as a matter of fact 

                                                 

75 German original: zusätzlich zu den Details die Charlie und Alice gerade besprechen, würde ich gerne noch mal 

betonen, dass wir die Diskussion wirklich so sehr wie möglich in einen größeren und sinnvolleren Kontext heben 

sollten, […] wir hart am notwendigen Know-how arbeiten, um Empfehlungen genau für ÖR umzusetzen und 

voranzutreiben. 
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becomes less relevant than the observation that the possibility became a matter of concern.76 

Thus, legal issues have been mobilized by the institution based on general discussions (e.g., 

Neuberger & Lobigs, 2010). The normative idea of the specific role of public broadcasters in 

Germany has been mobilized in order to change the problem that had to be solved by the 

algorithm. The development project therefore created a direct link between the technical 

realization of a recommender system with a whole legal and political order. The recommender 

system was not just a technical realization of calculations, code, and databases but also a 

reference to German democracy and its institutions. However, this legal setup, which has been 

mobilized within the organization, was not the only issue that arose when implementing the 

recommender algorithm. 

6.1.2 Competition 

A second concern voiced in the development project – and beyond – was to stay relevant in a 

media system that is characterized by fierce competition and technological advancements from 

private companies. Netflix was also referred to in several occasions as a role model but also as 

a competitor. The following slide was distributed by Alice and Bob in the development team. 

It was discussed and distributed in a meeting of different public broadcasters, directly setting 

themselves in relation to YouTube and Netflix. Thus, it represents this ongoing discussion 

within the public broadcasters in which the problem of competition has been mobilized within 

the very institution that also formulates the problem of diversity. 

                                                 

76 This formulation is taken from Latour (2004), but in a slightly different context. This also touches upon a 

perspective on law, which does not regulate behavior by itself but must be invoked in discourse to become 

effective. 
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Figure 8 Slide shared in the project team showing the market shares of different video-on-demand services 

Especially the younger generation is here portrayed as a consumer group or population that no 

longer follows traditional forms of TV consumption and that has adapted their viewing habits 

according to services like Netflix, which is also explicitly mentioned here. Thus, Netflix is for 

one seen as a direct competitor but also, and this is much more interesting, as a force shaping 

the political economy and the population’s viewing habits. The result of this perspective is that 

one has to become more like Netflix in order to be able to survive in the fierce competition but 

also to learn from their best practices and their success. In short, Netflix became a role model 

for the development project – and beyond. This also came up in several meetings but was best 

summarized by Bob in an interview:  

Yeah, I think, just as, the big role models are of course things like YouTube and 

Netflix. Simply, because how people interact with it, what it means to them and 

so on. And they are also in all aspects, what belongs to the recommendations 

[…] textbook examples of course (Bob Interview, my translation)77 

                                                 

77 German original: Ja ich mein, so wie die großen Vorbilder sind natürlich Sachen wie Youtube oder Netflix. 

Einfach von dem her, wie die Leute damit interagieren, was das für sie bedeutet und so weiter. Und die sind auch 

in jederlei Hinsicht so, was jetzt recommendations angeht […] so die Paradebeispiele natürlich. 
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Thus, Netflix became a reference point in two different ways. First, Netflix was seen as a market 

force, able to change the political economy, reflected in viewing habits – such as binge watching 

– and expectations of the users. Second, algorithmic techniques were being mobilized in the 

development project from exactly these actors. And these were heavily influenced by the 

problem definitions of Netflix and similar services.  

One of the techniques that was utilized for recommender systems was Collaborative Filtering. 

This algorithmic technique came directly from the domain of Netflix. In the beginning of my 

time at the project, Alice sent me a paper explaining collaborative filtering, which directly 

resulted out of the so-called Netflix Competition. In that competition, Netflix provided a data 

set from their streaming system and asked the participants to find suitable solutions to the 

problem of predicting ratings. Interestingly, the paper not only described the Netflix 

competition and the technique found there but was actually written by the team who won the 

contest several times. 

Our team’s entry, originally called BellKor, took over the top spot in the 

competition in the summer of 2007, and won the 2007 Progress Prize with the 

best score at the time: 8.43 percent better than Netflix. Later, we aligned with 

team Big Chas to win the 2008 Progress Prize with a score of 9.46 percent. At 

the time of this writing, we are still in first place, inching towards the 10 percent 

landmark (Koren et al., 2009, p. 47). 

According to the authors, although it was a contest, there had been discussions around the 

techniques in the developer community. The authors describe that their “discussions with other 

top teams and postings on the contest forum indicate that these are the most popular and 

successful methods for predicting ratings” (Koren et al., 2009, p. 47).  Thus, the development 

team mobilized algorithmic approaches to the issue of recommendations that have been very 

successful in other contexts. If Netflix and YouTube are the main competitors and role models 

for the own development, it makes sense to at least have a look at the techniques that are 

regarded the best performing ones. Also, these companies are widely known as important and 

innovative forces behind the development of recommender algorithms (Amatriain & Basilico, 

2016). However, the recommender technique imported to the development project was the 

result of a normative order with very specific assumptions, goals, and environments in which 

they were developed and in which they were performing well. This good performance is 
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precisely entangled with the problem that the algorithm should solve. But what exactly was the 

problem for Netflix to be solved? Looking at the Netflix prize website, we find that: 

Netflix is all about connecting people to the movies they love. To help customers 

find those movies, we’ve developed our world-class movie recommendation 

system: CinematchSM. Its job is to predict whether someone will enjoy a movie 

based on how much they liked or disliked other movies. We use those predictions 

to make personal movie recommendations based on each customer’s unique 

tastes. And while Cinematch is doing pretty well, it can always be made better 

(Netflix Prize).78 

The idea of recommendations is to match the users’ unique taste, predicting the enjoyability of 

a movie. This might not come as a surprise, but it is still important to point out, as 

recommendations can serve many different purposes. The general aim of a recommender 

system is based for one on the narration of information overload79 and the burden of choice in 

a multi-option society. Thus, recommender systems can help to manage and reduce the 

complexity of modern information societies. This is also reflected in the preface of the 

recommender system handbook, which was also provided to me by Alice. There Ricci, Rikach, 

and Shapira write: “Recommender Systems are valuable means for online users to cope with 

information overload and help them making better choices” (Ricci et al., 2011, p. vii). Yet, what 

counts as a better choice is not qualified.  There are many different forms of producing relevance 

of recommendations, depending on the underlying goal of the recommender. As Morris (2015) 

points out, a Bourdieu’ian perspective would see a recommender in the form of a cultural 

intermediary’s tasks not in recommending you things you like but that might reflect a certain 

cultural habitus, signifying a sense of belonging to a social class or milieu. Thus, the function 

of a hypothetical Bourdieu’ian recommender is precisely to not match the recommendations 

with your taste but to recommend items against your initial ideas of enjoyability. A 

recommender that would foster diversity, as suggested by Helberger (2015), would also not 

necessarily recommend items you like but content that would complement a diverse 

information diet. Thus, it is remarkable that the idea of recommender systems that recommend 

similar items to match the users’ taste has become self-evident to a degree that questioning this 

                                                 

78 https://www.netflixprize.com/rules.html, accessed: 13.3.2020 
79 For an overview of the concept of information overload see also: Eppler, M. and Mengis, J. (2004). 

https://www.netflixprize.com/rules.html
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form of relevance seems odd to many people. However, coming back to the paper in question, 

the background of these assumptions is made very explicit. 

Modern consumers are inundated with choices. Electronic retailers and content 

providers offer a huge selection of products, with unprecedented opportunities 

to meet a variety of special needs and tastes. Matching consumers with the most 

appropriate products is key to enhancing user satisfaction and loyalty (Koren et 

al., 2009, p. 42). 

Given the strong influence of Netflix and the quote by Koren et al. (2009) above, it seems that 

the mode of selection might not reflect general societal needs, but is aimed at a clear market-

oriented need to keep the consumers attention on the site of the service/product provider, and 

ensure that they come back. Seaver (2019) even compares recommender algorithms in this 

respect with traps. The goal is therefore individual consumption, not societal status (“look what 

fancy movies I watched”), or the orientation on information needs. Also, the choice of 

expressing the problem to be solved reflects this attitude. The recommender does not target 

citizens, individuals, or members – each category comes here with its own connotations – but 

consumers. This is also not surprising, given the economic origin of this technique (Amatriain 

& Basilico, 2016) and the market value that is being created through recommender systems. By 

now, these technologies are central elements of entire business models (Smith & Linden, 2017) 

and the prediction of users’ taste is a crucial element of market formation (Poechhacker & 

Nyckel, 2020). As a result, it seems fair to argue that the development of recommender systems 

is primarily driven by market interests, which is reflected in the way the algorithms are being 

developed. As Hallinan and Striphas (2016) argue, the algorithm is the product of a specific 

contest design. Or in other words, the problems explicitly formulated and the taken-for-granted 

approaches of a community heavily influence the construction of algorithmic techniques.  

It is important to note here that this is not a critique in itself but more of a reflexive account of 

the origin of the algorithmic technique and its assumed problems to be solved. This reflexivity 

has become important in the project, as it shows that through the community efforts and the 

process of disciplinary delegation and displacement of inscriptions, subsequent development 

projects are being impacted. Problems as well as its solution were imported by specific 

algorithmic techniques, which are connected to services with their own, market-oriented, 

perspectives and visions that are inscribed into the technology. Information selection in these 
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techniques is guided by similarity and a market logic. And they are developed and evaluated in 

an economic and market-driven environment. Thus, the aim is information reduction to a set of 

similar enough items to keep the consumer engaged with the platform. 

6.1.3 Issues of Technology 

Importing algorithmic techniques from Netflix and similar sources also imported their scripted 

assumptions about problems, interactions, and solutions. As we have seen in the previous 

chapters, algorithmic techniques are not just tools one can apply, but they are also references to 

entire communities and the issues formulated by them. In the context of a public broadcaster in 

Germany, the problem that the recommender solved created some frictions of normative ideas 

of how a public broadcaster should work. The recommender system was seen as introducing 

problematic features to the online presence of the broadcaster. Both problem definitions, the 

one from Netflix and Co., and the other from the public and democratic discourse have thereby 

not only been mobilized in the project out of the blue but also connect to larger normative 

orders. One being core of a widespread understanding of public broadcasting as central 

institutions of democracy in Germany, the other from a commercial community discussing and 

developing recommender systems. These two mobilized problems create a tension in the 

formulated goal of the recommender system that need to be tackled. As shown, the development 

project was caught between two very different concerns and problems imported to the 

development project – and two that are in direct opposition to each other. Being a public 

institution with the specific task to foster democratic discourse led to the idea of producing a 

diverse set of information in the recommender system. The concern of competition, however, 

led to the exact contrary problem definition – i.e., producing personalized and reduced sets of 

information to assist media choice and keep the users on the platform at the same time.  

Understanding this tension between diversity as a driver of a holistic communication space and 

personalization of media services requires us to revisit the underlying conception of the public. 

The democratic function of public broadcasting services rests on the idea of providing 

comprehensive information in order to enable discussion in a public sphere. Reformulating the 

ideas about the public might pave the way for solutions that fit the current shift within media 

landscapes and to re-inscribe assumptions, issues, and solutions in recommender techniques. 

Thus, we first need to understand the underlying problem of contemporary democracy with 

filter systems and reformulate it to find socio-technical answers. While I already discussed the 

German situation, it shows only a specific instance of the issue which can be problematized in 
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a broader manner. In the following section, I will therefore discuss the scholarly discussion 

about filter bubbles in political theory in general and for recommender systems in particular. 

6.2 WHY IS THIS PROBLEMATIC? 

Since the emergence of filter bubbles or echo chambers in the scholarly discussion, these 

concepts have been brought into relation with democracy at large. The Council of Europe 

claimed in 2007 that “media pluralism and diversity of media content are essential for the 

functioning of a democratic society” (Council of Europe, 2007 cited in Helberger, 2018, p. 

155). As discussed, this has been taken up by the German Constitutional Court and also became 

an issue within the software project. However, this also relates to other questions at large within 

democracy. If a broad information diet is a necessity for contemporary democracies, as it is 

being claimed, then this touches to some assumptions and presumptions about how democracy 

ought to work. I am going to revisit theories of democracy that can be found in relation with 

the filter problem and the role public discourse takes within them. Doing so will shed some 

light as to why recommender systems and other information filters are deemed as dangerous. 

In my argumentation, I will give a broad overview of the discussion – an in-depth discussion 

of the communicative structure of democracy would surely require a book of its own, if not a 

whole library. However, the aim is not to provide a comprehensive discussion but to highlight 

central features of public discourse within political theory – and why recommender systems 

seem to challenge the function of public discourse in democratic societies. I will do so by 

introducing a distinction of theoretical approaches, one that I call consensus-oriented 

democratic theory, and the other as a political theory of conflict. Such a distinction is – as every 

analytical category – always somewhat artificial and other forms of ordering theoretical 

contributions can be found. I do this, however, to illustrate that at the core these different 

concepts of democratic discourse face the same challenges when introducing new and 

algorithmic media, although the solution would differ. I will then review the concept of 

diversity as being discussed in relation to public broadcasting, showing what problems this 

concept addresses, what problems the concept itself brings with it and how I contextualize it in 

the bigger frame of the theoretical perspective on democracy. In the end, I will address two 

shortcomings of the discussion: the assumption of a holistic public discourse and the 

decontextualization of diversity. 
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6.2.1 Issues of political theory: fragmentation of public discourse 

Media systems are central elements in political communities, as the very idea of a political 

community like a nation state is formed through and by the shared imagination and visions that 

are being transported via that form of communication (Anderson, 2006). In order to enable a 

community to see itself as such, a form of communication has to be found that somehow links 

all members of that society together. Anderson (2006) refers to the problem of gluing together 

individuals that would otherwise never meet in time and space – and therefore would not be 

able to form a society. For Anderson (2006), the media system of a nation is therefore a crucial 

element in the constitution of a common identity, common goals, and common imaginaries. 

The latter are thereby important in the constitution of a shared understanding how things are 

ought to be, as Taylor (2004) formulated it. That is, they transport a normative framework for 

individual orientations. Writing down text or recording sound and images enables new forms 

of social relations that point beyond the momentarily situation, bridging geographical and 

temporal distances (see also Marvin, 1990). This then also binds together relational conceptions 

of societal construction (e.g., Simmel, 1908/2009) and holistic ideas of stable social entities 

such as the society. Central media infrastructures are therefore important institutions of modern 

societies.  But the role the media system is granted varies over different political systems. 

The premise of liberal democracies is one of pluralism as “a permanent feature of the public 

culture of a democracy” (J. Rawls, 2005, p. 36). Thus, the idea of liberal democracy is founded 

on forms of finding compromise between different ideas, interests, and identities through means 

of inclusion and discourse to find a political consensus between different positions. At the same 

time, and to prevent polarized and extreme positions, this calls for citizens who are able to 

freely and autonomously come to an informed and educated opinion. While what I call here 

consensus-oriented democracies include a range of different approaches and theories, this is a 

feature that they all share. For John Stuart Mill (1861/2020), an important thinker of liberal 

democracy, the informed citizen was an important prerequisite for participating in a liberal 

democracy. This was based on ideas of the Enlightenment ideal of a politically educated citizen 

who is able to make her own decisions based on rational reasoning. Not much in contrast to this 

idea, republican perspectives on democracy seek for the virtuous citizen who “should be 

enlightened and informed in order to make good decisions on behalf of the community” 
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(Mossberger et al., 2007, p. 6). But also deliberative or participatory80 approaches highlight the 

prerequisite of the competent and informed citizen for successful participation. Participation 

requires the ability of the participants to be heard, thus be included, but also to be able to take 

up the arguments and positions of the others, to come to a common solution or conclusion. The 

need for competent members, however, creates a dilemma for consensus-oriented forms of 

democracy. In formulating the need for the educated and informed citizen, these theories 

formulate a mode of in- or exclusion based on skill, not group membership. This becomes 

especially problematic for approaches of participatory or deliberative democracy, as inclusion 

is essential for these forms of democracy. The tension has then been resolved in different ways. 

Barber (1988), for example, assumes that citizens already have these qualities, i.e., Barber 

assumes informed and capable citizens as givens. He further argues that competence to handle 

political issues is the result of being confronted with them. As a result, including citizens in the 

political discussion and confronting them with different issues enables them to participate 

within the democratic system. In this argumentation, representative democracy does not allow 

the competent citizen to emerge, as political issues are being discussed amongst experts but not 

with the citizens (see also Parry, 1989). Other thinkers like Warren (1992) do not believe that 

we can simply assume these qualities, and therefore formulate the need to enable individuals to 

become competent citizens. In order to function as a democracy, the state has to produce its 

own foundations by informing and educating the people.  

From these approaches to democracy, an obligation of the state to enable its citizens to take part 

in the political discussion via information provision can be derived. This requirement has later 

been formulated as a right for the citizens, for example, in the German context and has at the 

same time materialized in a public broadcasting system that actively enables citizens to inform 

themselves (as discussed in 6.1.1). Within an informed public all arguments are being 

exchanged, evaluated and – most importantly – are able to be seen. There is empirical evidence 

that such a public sphere fosters social inclusion (Huckfeldt et al., 2002) and political 

participation (Mutz, 2006). Therefore, a liberal democratic imaginary is based on the production 

of a common communication space in which these different voices and opinions are being 

discussed. This perspective has been driven to an extreme by Habermas (1991), who argues 

that the public sphere should be a realm free of power and oppression, realizing the so-called 

                                                 

80 For a differentiation of these terms, see Schmidt (2010, p. 237). 
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ideal speech situation. In a Habermas’ian public discourse, the best argument wins over the 

others simply because of its rationality and not because of some power play. This leads to a 

situation in which not only every position is being heard but also to a general acceptance of 

political decisions. Therefore, a shared public is a vital element in realizing liberal, deliberative, 

and even more so rational forms of governance and democracy. 

The idea of the informed citizen who can form her opinion in a rational way has been criticized 

by different scholars. For one, the idea of an educated citizen shows the tendency to exclude 

parts of the population from voting (Ten, 1998). Participation can, in this perspective, not be as 

inclusive as it should be in a plural society. Especially, as this would extend structural 

inequalities into the political realm. By formulating an ideal of an educated, rational, and 

informed decision, socio-economic disadvantaged parts of the population would be excluded 

from the political system (Englert, 2016). The second argument brought forward against the 

ideal of rational and deliberative consensus argues against the idea of a shared rationality. The 

ideal of the informed and educated voter hinges on the idea that a consensus can be reached via 

rational argumentation and compromise. However, John Rawls (2005) argues that the search 

for an external rationality or any other consensus-building principle would undermine the 

original goal of liberalism and its acknowledgment of pluralism. If there is one true rationality, 

pluralism would be delegitimized, as we have an external reference for evaluating political 

positions. Pluralistic ideals are then deviant to this one true rationality – and therefore they are 

wrong. This critique has also been formulated by Schumpeter (1942/2008), focusing on the 

orientation of classical democratic theories, as he names them, on the public good. According 

to Schumpeter, there is no single identifiable public good which a group of people could agree 

to, nor be brought to agree through rational arguments (Schumpeter, 1942/2008). Not least 

because the ideas of public good are too different and plural. In the end, so the critique, 

producing an educated and informed citizen, who is therefore able to participate in the political 

discourse, itself favors a hegemonic idea of politics and rationality. 

To others, like Chantal Mouffe (2005), democracy and the political therefore is not the search 

for consensus and the result of rational argumentation, as Habermas conceptualizes it, but 

creates the potential to “subverting the ever-present temptation existing in democratic societies 

to naturalize its frontiers and essentialize its identities” (Mouffe, 2005, p. 105). That is, every 

form of democratic governance is a hegemonic system, favoring one position over the other 

based on the accumulation of (political) power. What differentiates democracies from other 
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systems is the possibility to rearrange the distribution of power, i.e., to give power to other 

ideals and actors. Where such a possibility ceases to exist, there is no real democracy. 

Consensus-driven democracies, however, lead to a state of post-democracy (Crouch, 2004; 

Ranciere, 2005) in which participation of citizens is diminished. Ranciere (2005), for example, 

argues that consensus rests on the exclusion of parts of the population who are not represented 

in an institutionally formed political consensus. As a result, consensus suggests a commonly 

found decision, whereas it simply might have excluded deviant positions from the discourse. 

For Mouffe (2000, p. 62), it is therefore crucial that different “collective identities forming 

around clearly differentiated positions, as well as on the possibility of choosing between real 

alternatives.” In her critique of consensus-driven democracy, she argues that a common 

rationality has led to a political system in which different actors were converging towards rather 

similar positions, and only nuances marked the difference between the different options 

(Mouffe, 2005).81 By not presenting real alternatives, the political system has, according to 

Mouffe, been weakened and allowed rather extreme parties to rise. While the idea of a conflict-

driven democracy differs in essential points from liberal and consensus-driven ideas of the 

democratic system, the role of the public sphere is also quite important. Not in the way to 

educate and therefore enable citizens to take part in an informed discussion, but to make real 

alternatives visible and therefore offer the possibility to become part of a different collective 

identity. The ability to choose between different positions within the democratic system, no 

matter if they are deemed rational, hinges on the ability to see them in the first place. A media 

system that makes certain positions unavailable therefore hinders potential change – leading to 

the same effect as if there were no alternative at all.82 Therefore, a shared public which echoes 

most, if not all, opinions is also important in this concept of a democratic political system. 

A shared public is equally important for different ideas of democracy. Either in producing a 

common idea of public good or rational decisions, or by confronting the established system 

with alternative ideas and approaches. Filter systems, such as search engines or 

recommendation systems, are now actively challenging this function of the media system within 

the political system of such a society. Based on empirical studies, Thorson et al. (2021) argue 

                                                 

81 On this behalf it is also interesting to revisit the critique of Hannah Arendt on Western political philosophy. She 

writes that in this tradition, politics has always been seen as a matter for experts (Arendt, 2017). 
82 Just as a side note, this is also a reason why targeted, i.e., personalized, political ads are such a big issue. They 

can over-represent the advertised position and can make it seem as if there are not many alternatives, and presenting 

the alternatives is a specific framing that works for the targeted group.  
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that while individual choices have an important effect on information exposure, recommender 

algorithms act as mediators between collective action and individual choice, and thus shape 

exposure. In this co-production of information exposure, algorithms take a central role, 

selecting appropriate information for the user based on the observed collective behavior. Thus, 

while we are living in times with more information available than ever, these mechanisms 

reduce the amount of information available to us. This is in principle a meaningful way of 

reducing complexity. However, when it comes to public discourse about political issues, these 

technologies potentially fragment political discourse.  

Departing from such a perspective, it becomes clear why the emergence of filter bubbles and a 

subsequent fragmentation of the public sphere seem problematic for discourse and conflict-

oriented democratic forms alike. Without shared information to self-identify as part of a bigger 

community, the imaginary that Anderson is referring to loses its ability to glue together the 

highly complex and dispersed political communities, allowing a polarized and splintered public 

of opposing and often unconnected social groups. This not only becomes problematic for the 

nation state as an imagined community per se but especially for contemporary democracies 

(e.g., Sunstein, 2009), as finding a political consensus in a shared discourse is undermined.  

Under the condition of filter bubbles and communicative segregation of communities, these 

discourses become self-referential. Through computation, a filter algorithm not only classifies 

content as relevant or irrelevant but also creates groups of people who – based on the observed 

behavior – act as a class. A consensus is reached in each of these filter bubbles, resulting in 

multiple enactments of democracy and society, potentially undermining participation and 

producing extreme and incommensurable positions.83 This is an issue insofar as the imagined 

community disintegrates into many different communities. If we were now to imagine a 

recommendation engine that mitigates these effects, we would come to an ideal-typical 

approach that distributes a wide variety of information, showing what is out there. But such a 

Habermas’ian recommender system would also provide not only the information that other 

arguments exist but enable the citizen to understand and evaluate them. Thus, a Habermas’ian 

recommender would be an ongoing exercise of contextualizing arguments. The ideal of a 

                                                 

83  This perspective becomes even more troublesome as the political as a confined space of interaction and 

specialized communication ceases to exist (if it has ever done so). In late modernity or reflexive modernity (Beck, 

1992; Giddens, 1984), multiple areas of (everyday) life become political issues and places where the political is to 

be discussed. Without such a defined arena of politics, with or without an ideal speaker situation, fragmented 

communication via the media system(s) becomes even more damaging for contemporary democracies. 
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rational algorithm in a discourse that is never finished, that can always be reopened, if better 

arguments come along. 

In political theories that do not favor consensus but conflict-oriented forms of democratic 

engagement, filter systems are a problem too. In reference to Mouffe, Crawford (2016) reminds 

us that algorithms are not necessarily equipped with the qualities that make them good 

mediators of public positions. Through following a logic of selection of similar content, the 

user is – potentially – governed in a way that delimits the possible positions one could take. 

While digital technology and especially the Internet can be a tool for increasing and supporting 

these different positions and their emergence, as Mouffe (2005) and others (e.g., Papacharissi, 

2010) argue, the problem is more in the actual structure of the Internet, where some filter 

systems, such as Google’s search engine or Facebook, become central entry points into these 

information realms. Through producing micro-publics of homogenous content, the possibility 

of dissent between different positions is – if not taken away – at least reduced. Thus, the 

fragmentation of communication and information, as the main concern is with filter bubbles, 

seems to provide the means to subvert the needed subversion in “ever-evolving, ever-imperfect 

democracies” (Papacharissi, 2010, p. 79). Algorithmic mitigation strategies, however, would 

require a different approach than a Habermas’ian recommender system. A radical democracy 

algorithm would rather search for alternative and confrontative positions, therefore making it 

possible to align oneself around clearly distinguishable positions. Thus, such an algorithm 

would not necessary look out for contextualizing arguments, or provide more information about 

a position, but highlight where it differs from others.  

While the challenge posed by traditional recommender systems is at the core the same for both 

approaches to democratic discourse, the solutions might look different. However, in both 

perspectives, a policy of a common communication space is a means to prevent the domination 

of one group over the others (see also Karppinen, 2013). Building a common, inclusive, and 

independent communication infrastructure therefore is an important pre-requisite to limit and 

distribute power in a (political) community. These general concerns also have been taken up in 

a public service media-specific discourse, especially focused on the question of recommender 

systems and diversity of information. 
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6.2.2 Diversity discourse 

The discussion about public service recommenders was not genuine to the project of the public 

broadcaster. To the contrary, discussion around filter bubbles and the democratic obligations of 

public broadcasters in relation to recommender systems sparked a vivid debate within academia 

and beyond. This topic has thereby not only been discussed within the German legal context 

(e.g., Dörr et al., 2016) but throughout a small, yet growing international and interdisciplinary 

community of scholars at least since 2011 (e.g., Breeman et al., 2011; Helberger, 2011; Seaver, 

2012).   

Democratic discourse, as discussed in the previous section, hinges on the idea of a common 

sphere of communicated ideas, ideals, and positions in their plurality. This then, however, raises 

the question of how such an idea could or should be addressed in terms of the media system. 

Subsequently, scholars like Helberger (2011) or Napoli (2011) then formulated diversity as a 

concept and policy goal to operationalize the idea of pluralism in a media setting. Diversity, as 

understood by Helberger (2019), must therefore include every significant interest within a given 

community, including news about political parties, positions, economic development, non-state 

interest groups, such as religion. This understanding of diversity is now seemingly at odds with 

the functionality of recommender systems. In the following, I will therefore focus on the 

problems that are discussed in terms of diversity, but also the shortcomings of the diversity 

concept. 

Diversity is a central principle in the distribution of news for the public media system. However, 

with the ongoing transformation of media technologies, from a linear to a non-linear mode of 

distribution, recommender systems are becoming important elements in “broadcasting.” 

According to Van den Bulck & Moe (2018), this creates a dilemma for public broadcasters. On 

the one hand, they have a legal and political task to fulfill. On the other hand, the technology is 

designed to deliver content tailored to the user’s need. Under conditions of linear and 

centralized broadcasting, the idea of diversity was rooted in the practices of the editors, who 

decide what the program should look like, what information need to be aired, and in which 

form. However, with the shift towards a new media ecology and algorithms that filter 

information, a tension between diversity and popularity emerges.  

As a result, diversity as a policy goal in public broadcasting seems to be at odds with modern 

recommendation systems. While human editors produce programs that represent society’s 
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plurality, algorithms select less diverse content and potentially can put media organizations 

under pressure to produce popular content. Therefore, these systems do not necessarily follow 

the idea of diversity that is part of the ethos of public broadcasters. These potential issues of 

recommender systems on diversity in information provision, and the political environment in 

which public broadcasting services have to navigate, led, according to Sørensen (2019), to a 

rather hesitant adoption of recommender systems by public broadcasters.  

This creates challenges not only on the political but also on the conceptual level. Diversity in 

itself is a concept that is hard to grasp and which is multi-dimensional (Napoli, 1999). Helberger 

(2018, p. 154) notes that in the discussion “there is still considerable conceptual disagreement.” 

This was true for 2018 and is still true for the time of writing this book. Diversity in this respect 

has been discussed as structural diversity, content diversity, and exposure diversity (see also 

Joris et al., 2020) – leading to some diversity in the usage of the concept of diversity. Structural 

diversity means the plurality of media owners and sources, and addresses the issue of market 

concentration in the media sector (Karppinen, 2013). Content diversity addresses the diversity 

of distributed content that is realistically accessible (Roger Cooper & Tang, 2009; Hargittai, 

2000), i.e., the content made available to the users. Exposure diversity, however, addresses the 

diversity of the content actively consumed by the users (Napoli, 2011). Yet, there are also other 

forms of diversity, raising the question of representation. Malik (2018) makes us aware that 

diversity can also be applied to the community of content producers or the represented societal 

groups within the recommended content, e.g., in the form of racial and gender bias. Thus, 

diversity as a concept has been applied to almost every level of the media system: production, 

organizations, distribution, and consumption. Diversity is therefore an umbrella term for very 

diverse notions of plurality.  

In relation to recommender systems, diversity has mostly been discussed in terms of content 

and exposure diversity, the first focusing on the supply side, the latter on the consumer side. 

There is a debate as to which one represents the ethos of public broadcasting and therefore 

fulfils the democratic function of a public media system. The original issue with recommender 

systems is the reduction of available information – and thus the reduction of choice. Thus, 

creating diversity within recommendations makes it possible to empower the viewer to choose 

from different and presumably unknown content. Bennett (2018) argues that presenting new, 

surprising or challenging content via a “serendipity window” (p. 118) would put public 

broadcasting services apart from commercial competitors. For the realization of the right to 
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information, as formulated by the German Constitutional Court, content diversity and 

serendipity as proposed here surely seems sufficient. However, other scholars like Napoli 

(2011) and Burri (2015) argue for exposure diversity. They base their argumentation on the 

observation that there is no conclusive or causal connection between diversity of provided 

content and diversity of content that has been consumed by the users. Thus, against the 

background of the informed citizen as a policy goal, exposure diversity is to these scholars more 

important than content diversity. The first approach is about enabling citizens to be informed, 

whereas the latter actively wants to produce the informed citizen. As a result, and as Sørensen 

& Hutchinson (2018) show, the problem definition of a recommender system depends on the 

question of the underlying imagination of society and the specific role assigned to public service 

recommender systems, raising “the sticky question about PBS paternalism in the PMS context” 

(p. 97). Thus, the level of diversity one would address depends on the normative assumptions 

made. 

6.2.3 Conclusion: Some shortcomings in these discussions 

In this section, I briefly revisited the discussions about filter bubbles in algorithmic systems, 

the role of the public sphere within democracy, and the role of diversity in this discussion. This 

discussion, however, falls short in an important aspect. Both, the public sphere and diversity 

are being discussed as static elements within a given society. However, to fully grasp the 

relation between media technology, democratic discourse, and diversity, it might be helpful to 

shift our attention to the generative processes of these elements – especially under shifting 

conditions in a new media ecology.  

At first, it might be productive to shift our perspective on the public as a given to something 

that is achieved in a specific socio-technical environment. Doing so addresses the public as a 

result of practices and interaction between heterogeneous actors – including communication 

infrastructure. The formation of the public then changes under different technological and social 

configurations – it is dynamic and contingent. While for Anderson – amongst others – the mass 

media system as it developed in the 20th century is able to produce such a public, this is only 

true for a specific configuration of communication channels and structures. Under conditions 

of linear broadcasting, a centralized and linear communication platform was established and 

(public) broadcasters acted as an information reduction agent. Diversity was there produced via 

the expertise and knowledge of editorial teams, putting together different and meaningful media 

content. Under current conditions of digital and networked communication, however, the 
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system shifted to a nonlinear and often decentralized system with newly emerged actors that 

select, reduce, and distribute information via novel means, including search engines or 

recommender systems. Thus, the production of a common public – if this was ever really 

achieved – has to adapt the newly emerging communication infrastructures and patterns.  

At the same time, a discussion on diversity abstracts the relation between information 

distribution and information consumption away into the notion of the algorithm. Discussions 

around search engines or recommender systems tend to root the filter bubble effect in the 

algorithms alone. While the original contributions on this topic were of theoretical nature, the 

search for empirical evidence continues. Empirical studies on YouTube found a strong 

polarization effect based on the recommendation algorithm of the platform (O’Callaghan et al., 

2015). Also, in search engines, scholars argue that we can observe a bias in search results 

towards already popular content (Halavais, 2017; Introna & Nissenbaum, 2000; Rogers et al., 

2009). This is then problematic in terms of information selection. Unkel (2019) showed in an 

empirical-experimental setup that ranking of search results has a strong influence on 

information selection. Thus, these findings would support the so-far formulated filter bubble 

hypothesis. However, other studies come to the conclusion that there is no or no strong filter 

bubble effect (Courtois et al., 2018; Puschmann, 2019). Especially, Bakshy et al. (2015) found 

in an empirical investigation that the influence of social networks on the emergence of filter 

bubbles is not as strong as often assumed, as these bubbles are more a result of users forming 

their own environment and selection logics. Puschmann (2019) comes to a similar conclusion 

after investigating potential filter bubbles in the representation of political parties in Google 

Search and Google News. In addition, the phenomenon of confirmation bias has been identified 

as an important element in explaining the emergence of echo chambers, as Quattrociocchi et al. 

(2016) observed on Facebook.  Additionally, empirical tests have shown that personalization 

does not necessarily produce less diversity (Möller et al., 2018) or even shows an increased 

diversity of news consumed (Beam & Kosicki, 2014).  

These different findings hint at the problem that filter bubbles and biased information selection 

is (also) a result of platform-specific logics and interaction patterns between heterogeneous 

actors involved. The emergence of filter effects cannot just be attributed to an algorithm but 

should also take into account platforms and the broader media environment (Helberger, 2018) 

in which they are embedded. Search engines work differently than social networking sites. 

YouTube, itself a platform, includes features of both worlds. Information exposure therefore is 
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a multi-dimensional process in which active choices and algorithmic curation work together to 

create exposure. A constant shift and adaptation of practices and expectations, both in content 

provision and algorithmic selection processes creates highly volatile filter results, based on 

exclusion and inclusion of information sources. Thus, the results of an algorithmically 

computed public always emerge out of the complex interactions of consumers, providers and 

algorithmic systems (Mager, 2012).84  This, however, also includes “individuals, institutions, 

and industries [that] have emerged to attempt to ‘game’ search algorithms” (Crawford, 2016, 

p. 82). Users shape their environment through choice and behavioral patterns, the providers try 

to game the algorithm, and the algorithm reacts to these processes itself though re-computation. 

But the algorithm is also constantly adapted by the platform service provider in order to 

circumvent unwanted effects (Mager, 2012). Yet, not everyone is equally empowered to 

influence the selection process. While mathematically there is no distinction between the 

different interactions, the technical know-how and the design of the platform can distribute the 

power to influence the news feed results differently, allowing a few to push certain contents, 

increasing an echo-chamber effect (Jamieson & Cappella, 2008; Meraz, 2009). Additionally, 

media scholars criticized that emerging communities can be addressed through the Facebook 

ad system. As such, Facebook allowed them to specifically target groups they labeled as 

“emotionally unstable teenagers” and “jew haters” (Angwin et al., 2017), or to target people 

with specific political interests allowing to advertise tailor-made content for these groups – and 

potentially influence voting behavior (Kim, 2016; Kim et al., 2018; Kreiss & McGregor, 2018). 

So instead of trying to include these co-produced sub-groups into a wider public or news 

exposure, these mechanisms potentially reinforce existing polarizations and build new forms of 

collective action (Bimber, 2003; O’Callaghan et al., 2015). This, however, is not necessarily 

the result of the algorithm, but in case of ad-targeting a specific logic of the platform and its 

business model. The problem of filter bubbles must therefore be contextualized for specific 

forms of information provision, may it be search engines, social media sites, video portals, etc. 

                                                 

84 Here we also see one of the fundamental problems of radical transparency in algorithmic terms, as algorithmic 

transparency would create a new power distribution in the process of adaption. In these terms, algorithms are not 

stable entities, but should rather be seen as ever-changing actors in a process or reciprocal adaptation, where a 

cybernetic equilibrium can never be reached, as the definition of a stable and favorable state differs amongst the 

involved actors. Different for the suggested in the reflexive turn in cybernetics (see Hayles, 1999), there is not one 

system observing itself and adjusting the internal operations accordingly, but the interaction system is observing 

itself from multiple perspectives, with different normative attitudes, resulting in not one favored stable state, but 

multiple ones. Which one can be realized then is a question of distribution of means and power. 
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Filter bubbles are not just a result of an algorithm but are co-constructed between users, 

algorithms, platforms, and economic interests – and require platform-specific expertise in 

navigating between all of them (Allgaier et al., 2019; Cotter, 2019).  

These findings show that we cannot talk about the recommender algorithm in isolation. Instead, 

the context in which specific techniques are being applied matters. To account for the effects 

of filter technologies, we have to acknowledge the algorithmic techniques and their history as 

well as the platform logics in which they operate. These aspects of the discussion point towards 

an understanding of the public and diversity as practical achievements within a situated order 

of interactions. Approaches to the role of the public should not just assume that there is a public 

out there, which the algorithm is now disturbing or damaging. Instead, understanding the public 

as an achievement rather than a given shifts the question to the generative processes of the 

public discourse. Shifting to such a perspective then also enables us to see how diversity as a 

normative concept interacts with these generative processes and how we can change them in 

order to produce a specific normative goal of diversity. This therefore calls for a nuanced and 

contextualized discussion of recommender systems and the normative goal of diversity. Media 

technologies are an important element in these generative processes, and the technological 

developments within the last decades have changed the ways how the public is being 

constituted. Thus, redesigning media actors also changes the way how publics are being 

produced. To do so, we must first change our concept of the public and ask ourselves how 

spaces of political information and communication are being produced. Therefore, in the next 

section, I will discuss a different approach to public(s) based on the pragmatist philosophy of 

John Dewey. 

6.3 IT COULD BE OTHERWISE 

The question of public discourse and information provision is not a new phenomenon that came 

up only after the Internet was invented. Turning to practice-based conceptions of the public, 

especially ideas from American Pragmatism85 and its uptake in STS can add something to the 

discussion about the role of digital technologies and the management of a splintering public. In 

the following, I will base my argument on the conception of democracy and the public sphere 

                                                 

85 Of course, Habermas’ theory of communicative action relies to a great deal on pragmatist ideas and Habermas 

virtuously brings them in conversation with the legacy of the Frankfurt School of critical theory. 
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of John Dewey and its uptake within STS. Based on the pragmatists’ focus on the practices of 

individuals, Dewey formulates a theory of public involvement that is based on two basic 

assumptions. First, political involvement is mediated via issues and problems that arise in actu 

(see esp. Marres, 2007). And second, people are quite competent in identifying relevant topics 

by themselves. Public discussion therefore evolves not (just) around topics produced by experts 

but around topics, objects and problems encountered by the people in their (inter)actions. It is 

important to note here that, for Dewey (1927/2006), problems for the individual are the result 

of the collective and unintended action of other individuals or institutions.86 Thus, in a practice-

oriented approach, a public is the result of the consequences of collective action. 

The public consists of all those who are affected by the indirect consequences of 

transactions, to such an extent that it is deemed necessary to have those 

consequences systematically cared for … This supervision and regulation [of 

these consequences] cannot be effected by the primary groupings themselves. … 

Consequently special agencies and measures must be formed if they are to be 

attended to (Dewey, 1927, p.15–16 cited in Marres, 2007, p. 767-768). 

For Dewey, the public is therefore the group of people that are affected by the results of 

(collective) action and for whom these effects become a problem. While Dewey believed that 

these problems can be identified objectively, Marres (2007) argues that they must be articulated 

in order to become an issue. Thus, only problems that are being communicated are issues in the 

sense of a modern interpretation of pragmatism. In the articulation of problems as issues, we 

also turn the notion of objectively given problems towards issues and its corresponding public 

as a practical achievement. The process of collecting different actors around an issue is a 

problem of communication, interpretation, and local practices. An issue definition can be taken 

up by a person and applied to the own situation – or not. As a result of this reasoning, a 

pragmatist perspective sees a public and the corresponding issue as the result of a chain of 

interactions. A public is not just given but practically constructed. 

This notion of the public bears an important conclusion – there is not one public. Instead, the 

publics are the result of relating people to issues that emerge from collective action (Dewey 

1927/2006). If public is defined as the association of individuals with a given articulated 

                                                 

86 In this regard, Dewey’s conception already formulates an important element in the later published theory of 

Giddens (1984), i.e., unintended consequences of social practices. 
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problem, then there are as many publics as there are issues. The public as singular does not exist 

but re-configures itself always anew around different issues, forming what Dewey (1927/2006) 

called issue-publics. Therefore, we are dealing with publics in a plural. Not everyone must be 

part of every discussion, but only the people that (think that they) are related to the discussed 

issue at hand. The public is therefore also not bound to a common imaginary holding a fixed 

community like the state together. 87  Instead of assuming a common imaginary as an 

explanatory cause for a shared public, the question is rather how a coordination of practices is 

able to produce and stabilize such a public through practical means. Dewey shifts the focus of 

attention from the (seemingly) independent public toward the local and practical processes that 

constitute different publics.   

An important mode of political inquiry now makes issues visible (Barry, 2001). Barry argues 

that political protests do not necessarily have the function of preventing interventions but to put 

issues on the political agenda, thus to make them visible. Thus, “telling of a truth in public […] 

is always intended to have effects on, or challenge the minds or effect the conduct of others” 

(Barry, 2001, p. 178). By making own identified issues heard by others, these topics become a 

problem to others insofar as they are confronted with it – and gives them the chance to make 

them an issue themselves. This issue-making, however, is not only realized via voices or 

protests but is enabled and mediated through technological and material infrastructures (Marres, 

2012) that are essential in building communities (Callon, 2004).  For Marres (2007), it is 

therefore crucial to focus on the question of how issues are made public as a condition of 

democracy. By making them publicly available for scrutiny, actors can attach themselves to it 

and make the issue stronger.  

In such a conception of public discourse, the role of experts and expertise must be reinterpreted. 

Democracy hinges on the necessity that public media is not selective regarding which issues 

are being made public. Instead, it should find ways of making a wide variety of issues available 

to a broad audience – and therefore potentially enabling the issue to shift in scale. Dewey 

defined the public as the sum of individuals that are affected by the consequences of collective 

action. Through distributing these issues broadly, the institutionalized actions of media actors 

extend the consequences of collective action further and make them available for reflection 

                                                 

87 It is important to note here that this does not exclude the possibility of a common imaginary of a social collective 

– it is just not related to the production of a public. 
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within a broader population. By doing so, the emerging public is being opened up for other 

members of society, making emerging issue-publics potentially stronger but also confronting it 

with other agonistic ideas and positions. The role of experts is therefore a crucial one, but in a 

radically different way. Instead of just informing the emerging publics, it also becomes an 

essential feature of these experts to connect and relate different discussions and provide relevant 

information.  

What is relevant, however, is contingent not only but especially when it comes to algorithms. 

This often means popular or trending and therefore follows an economic impetus, and more 

often so in an opaque way (Gillespie, 2014). In democratic discussion, however, relevance has 

another meaning. What is relevant for a democracy is also the antagonistic position which I can 

learn about and try to counteract – either through rational discourse, as Habermas suggests, or 

by open agonistic dissent, as Mouffe argues. Thus, relevance is also defined as the information 

that would foster conflict and debate, which might scrutinize the actual existing order. And 

therefore, relevance defined by the individual or a confined collective around an issue must be 

broadened to include agonistic positions.  Through mediating actions, different collectives are 

confronted in debate by connecting different issues and groups. In her rather positive account 

of digital technologies as part of liberal democracies, Papacharissi (2010) argues that the 

multiplicity of spheres does not hinder democratic discourse because they produce an in-

between-ness, thus connecting people according to their preferences, values and imaginaries. 

However, given the potential polarizing impact of filter systems and the ever-ongoing co-

construction of publics, caught in hegemonic orderings and unequal power distribution, a call 

for a mediating entity to enable discussion and conflict seems reasonable. One of the central 

institutions of contemporary democracy – the so-called fourth power – has to administer a 

fragile balance between enabling the construction of dissent by connecting opposing publics 

but at the same time aiding these emerging publics with facts and verifiable knowledge relevant 

to these discussions.  

It is important to keep in mind that Dewey’s formulation of democracy as a bottom-up approach 

of issues is the result of a discussion at the beginning of the 20th century. The debate addresses 

the fate of democracy in the new industrialized society (Marres, 2007). According to Marres 

(2007), two factors were relevant for the debate: a new media system, including newspapers 

and broadcasting, and secondly the increasing complexity of industrial societies. Thus, the 

debate was a reaction to a specific media system and its challenges and possibilities for 
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democracy. The solution that has been found for constructing a common communication 

sphere, in which issues are being selected and represented, was a radically different one than 

we find it now. 

The media system of the 20th century represents a rather centralized and linear form of taking 

up and distributing issues. Newsworthiness and the connected idea of diversity had been 

discussed in the offices of editors and program designers. They were composing a collection of 

media items that was in principle the same for everyone. Thus, a small group of experts were 

selecting and putting together information sets and the available information was (in principle) 

accessible to everyone via central distribution centers, such as newspapers, or broadcasters. The 

media infrastructure did not only function as a tool for sending information, but the 

organizations themselves were aggregators of information. The production of diversity 

happened ex-ante. However, in times of non-linear streaming, the program is not fixed for a 

given timeframe. The user can enjoy the content whenever she wants. Of course, there is still a 

moment of control, as media-on-demand websites normally show curated areas. However, sites 

with strong personalization find other ways to select and curate content: by datafication of 

media content and users alike. The content that is shown is in case of automated information 

selection not provided by experts but by an algorithm. Based on observed behavior of the users, 

the recommender calculates what video ought to be shown next.  The process of co-production 

of relevance therefore gradually shifts expertise of curating from editorial teams toward metric 

and algorithmic means of information selection (see also Jones & Jones, 2019; Sørensen & 

Schmidt, 2016). Thorson et al. (2021) therefore conclude that the selection of information made 

visible shifts from the organization towards the algorithm. Topics – as potential issues – 

therefore do not emerge based on actions of editors but based on my own behavior and the 

behavior of other users.  

The production of calculated publics is now for one at the core of the problem for the old media 

system. Algorithms produce collectives through calculations that did not exist before (Gillespie, 

2014). As such, it is not clear who sees what information. But secondly, editors cannot put 

together corresponding information that would produce a diverse information diet. Thus, an ex-

ante production of diversity is undermined. But a pragmatist account also opens up the 

possibility to think about the emergence of calculated publics in a different form. Algorithmic 

filter systems calculate the different publics based on collective behavior to make certain 

information relevant for an individual. However, pragmatist theory conceptualizes the 
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emergence of issue-publics in exactly the same way. Issues become relevant for an individual 

based on the consequences of others’ behavior. The role of a public service algorithm then 

would not be to prevent filter bubbles but to identify them and connect “diverse audiences to 

shared content” (Bennett, 2018, p. 117). To do so means to rethink the role of technology and 

infrastructures in producing a shared information space. As boyd (2010, p. 39) argues, referring 

to the older term of networked publics: “While networked publics share much in common with 

other types of publics, the ways in which technology structures them introduces distinct 

affordances that shape how people engage with these environments.” By this, she and others 

(Itō, 2008; Varnelis, 2008) conceptualized how social media sites enable, shape and hinder the 

emergence of new publics. Thus, the contribution of recommender systems to emerging issue-

publics can – and should – also be read in a media-sensitive way, raising the question of how 

different algorithmic techniques are entangled differently in the making of publics.  

The emergence of issue-publics in digital information environments is a complex process on 

which power relations have an immense impact. Marres (2007) argues that we should extend 

our understanding of democracy to how objects are part of the formation of democracies and 

publics. By this turn, she extends the program of STS into political theory. For pragmatists, the 

question whether issues enable public participation was crucial. Making issues public means 

opening them up for more associations and allow different positions to connect with them. It 

becomes apparent now, why the configuration of the media system is essential for the 

distribution of issues. By taking up and distributing different articulated problems, a media 

system can allow others to build new associations with it. Thus, intervening in the production 

of issues also means intervening in the digital infrastructure and the algorithms that co-construct 

the emerging issues in a way that the normative aim of a democratic system is met. As a result 

of these conclusions, the pressing question in respect to the filter bubble discussion is not 

whether they exist or not but how the formation of issue-publics is prescribed, transformed or 

modulated by algorithmic filtering systems within democratic societies and its institutions, and 

how media environments are to be designed in a democratic society.   

According to some scholars, it is thus imperative to intervene in this complex assemblage in 

order to fulfill the policy goal of diversity. Recommender algorithms do not necessarily threaten 

the democratic ideal but can also be used to support the democratic role of public broadcasting 

services and foster diversity. Through Diversity by Design, broadcasters can fulfill the ideal of 

a diverse information provision even better. Reviglio (2019), for example, argues that 
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serendipity, i.e., surprising content that the user did not expect, in recommender results can be 

a powerful design principle to counteract on filter bubbles. Potentially, this can even be 

achieved by employing the same technologies that create the problem of filter bubbles in the 

first place. As Helberger (2015) argues:  

In short, it is possible to design electronic program guides or other search 

intermediaries, such as search engines, in a way to help users find the content 

they are interested in, then the same technology also can be used to do 

potentially the opposite and point users toward more diverse choices 

(Helberger, 2015, p. 1329).  

Thus, by actively producing diversity through algorithmic means, recommender systems could 

become a means to mitigate filter bubbles (Helberger et al., 2018).  Nudging users into content 

diversity has therefore been discussed as a viable option to stay true to the public broadcaster 

ethos (Burri, 2016). Nissen (2006) even argues that “influencing the listener’s or viewer’s 

choices, and thus media consumption pattern is the very reason why public media were 

established and why their existence has been upheld even in times of abundant media supply” 

(p. 69).  

There have been some voices evoking the issue of paternalism in developing these technologies 

(e.g., Sørensen & Schmidt, 2016). This position has some appeal, as an intervention in the 

production of publics is the result of a specific political ideal and a powerful institutional and 

hegemonistic infrastructure. However, if we discuss the role of public broadcasting within 

contemporary democracy, it only makes sense to do so if we share the assumption that these 

public media infrastructures fulfill a function within our democratic society. If this presumption 

is lost, then the need for a public media system as such vanishes. Thus, if the ethos of a public 

broadcaster is accepted as something valuable, the question whether public broadcasting 

services should intervene in the production of a common public is futile. Instead, it becomes a 

necessity. 

Based on the pragmatist perspective on publics, the question of how a public sphere is 

constructed changes. Instead of mitigating filter bubbles that originate within the digital 

condition of our contemporary societies, the process of designing algorithmic systems and 

media landscapes adapts the role of public broadcasting to mitigate the tendency of human 

communication to (re-)produce filter bubbles and bias under new socio-technical conditions. 
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Understanding the generative processes of publics, on the one hand, and applying new 

technologies within our media systems to fulfill their normative obligations under changed 

conditions is therefore imperative for democracies in the 21st century. The debate about the 

political and democratic impact of recommender systems thereby not only sparked discussions 

about the role of algorithms in a public media system (Helberger, 2019) but also how these 

recommender systems can be built according to the formulated policy goal of diversity 

(Helberger, 2011; Pöchhacker et al., 2017).  

As shown in this section, the digital turn of journalism, not only in public broadcasting services, 

has been discussed as a disruption of the media system and its established practices (Caswell, 

2019). The increasing delegation of editorial tasks to algorithmic systems can create 

opportunities (Helberger, 2015) but must also operate in a distinct legal and normative setting. 

Both perspectives, however, urge us to turn to the design of journalistic technologies 

(Diakopoulos, 2019, 2020). As Hunt & McKelvey (2019) argue, media policy should also 

consider processes of deployment and development of (media) algorithms. The political 

struggle described in this section also became relevant in the development project, by trying to 

reformulate the recommender algorithm in a way that made it compatible with a normative 

perspective of communication in a public political sphere. The implicit assumptions of what 

the communication of a recommender algorithm should look like, i.e., how we define relevance 

of information, became problematized within the very institution that utilized already well-

known algorithmic techniques. The whole research and development project around the public 

service recommender system, which I was lucky to be part of, mobilized issues of diversity, 

popularity and expert knowledge, and started to tackle them with different approaches that I 

will further discuss in the following section. The different normative tensions described so far 

on a macro-level also became visible in the micro-cosmos of the development project, making 

it necessary to navigate and align the algorithm between different normative and political claims 

and necessities. 

6.4 (UN)PROBABLE SOLUTIONS 

Algorithms are no unchangeable facts – nor can we neglect them purely as constructions. 

Instead, the design and implementation of algorithms represents a normative ideal of what the 

problem to a given community is and how one should and could tackle it. Recommender 

algorithms are no different from that. As discussed in the previous sections, recommender 
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algorithms operate in the difficile tension between economic origin of the technique and the 

normative demands of a public media environment. This tension and the potentially resulting 

issues for democratic societies call for a design approach of public service algorithms 

(Helberger et al., 2018). In the software development project, this was one of the goals: 

construct a recommender that is appealing and up-to-date with the current developments but 

also realizes the democratic obligations of the public broadcaster. However, during the 

development process, it became clear that issues were not only resulting from this tension, but 

more specifically in the collision of different local orderings realizing these normative claims 

differently. Thus, if we shift our perspective from abstract normative obligations towards the 

practical and situated forms of ordering, things become even more complicated. In the 

following, I will therefore discuss three different vignettes of our attempts to build and or 

evaluate a recommender system based on the idea of a diverse information diet. These 

approaches are situated on different levels of inquiry: changing the algorithm and its 

parameters, reinterpreting the model produced by the algorithmic learning procedure, and 

evaluating the existing information diet.  

6.4.1 Noise 

As part of our journey to learn about the recommender system and its different techniques, I 

also came across different formulas and optimization metrics. In short, every machine learning 

approach needs a function that measures how good the calculated model predicts the available 

data. The optimization function is thereby different for different techniques and sometimes also 

for different goals. A question that comes up very frequently is for what the machine learning 

model should be optimized – which leads to different forms of evaluation. While we were 

discussing the optimization function for the collaborative filtering approach used, we came up 

with another idea. If we do not know what diversity is, then maybe we can just produce noise, 

which would eventually produce diversity, as the accuracy of the algorithm would go down. In 

the following, we discussed the idea of tinkering with single parameters of the formula, which 

look like this:  
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Figure 9 Optimization function for the collaborative filtering algorithm (Koren et al., 2009) 

The formula from Figure 10 is taken from the paper described earlier (Koren et al., 2009), in 

which an approach to collaborative filtering was discussed. What the formula does is to 

compare the measured rating, here the value p, with the calculated values of the predicting 

model, here x and y. The closer the calculated values are to the measured rating, the better the 

fit of the model to the observed data. Interestingly enough, the parameter cui represents the 

confidence that the algorithm has in the measurement and normally takes a value between 0 

and 1. That means a higher value of c makes the algorithm value the calculated error margin 

more, whereas a small c means that the error made by the calculated model is not so important 

and can be neglected to a certain degree. Our idea then was to lower cui claiming that the errors 

made by the model are not that important in general. By allowing a higher margin of deviation 

from the original rating behavior, the algorithm, so the idea, would produce diversity in the 

recommended sets by itself. That way models that might otherwise not be accepted for 

deployment would be considered by the recommender system. As a result of that, the 

recommender system would produce models with less precise predictions, i.e., produce more 

surprising and non-fitting results. This, however, created two problems. First, the model would 

produce a random diversity, meaning that it is hardly controllable how the diverse set of 

information would be assembled. This idea of diversity, however, was explicitly addressed in 

the interview with the online editorial team. Asked how important diversity is in the results of 

the recommender, they answered:  

Diversity is important to me. But it should not be that diverse. So, a thematic 

connection is certainly important to me. So not, when the crime series is named 

“bunny in the pit,” then showing a documentary about rabbits (Interview with 

Online Editors, my translation).88 

                                                 

88 German original: Diversität finde ich wichtig. Aber so divers sollte es jetzt nicht sein. Also ein thematischer 

Zusammenhang finde ich schon wichtig. Also nicht, wenn die Krimiserie jetzt „Häschen in der Grube“ heißt, dann 

eine Doku über Kaninchen. 
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The idea of diversity realized through the algorithmic script was not in line with the institutional 

expectations of the editors. The idea of randomness did not correspond with the editors’ needs. 

In a workshop held by us later, the editors argued again that they need to be able to direct the 

behavior of the recommender, as for different sites the recommender would need different ways 

of recommending elements. Noise, however, took away the possibility to control the output, as 

the predictions become less accurate. 

In addition, we, the development team, were a bit worried about the randomness of the results. 

By producing random results that the users would not understand, we thought it would be very 

unlikely that the users would actually stay on the platform. Therefore, this intervention would 

not create a higher exposure diversity because people would simply dismiss the recommender 

as malfunctioning – especially because users’ attitudes towards diversity are diverse themselves 

over different subpopulations (Bodó et al., 2019).  The developers were pre-assuming the 

expectations of the users. The algorithmic script would have worked technically, but the 

institutional expectations of the editors and the expectations of the developers regarding the 

expectations of the users, i.e., expectations of a second order, did not fit this form of changing 

the algorithmic script. Although it would have been able to adapt the algorithm, other forms of 

ordering made the development team reconsider and dismiss the idea in the end. 

6.4.2 Anti-Recommender 

Producing noise showed to be problematized within the development team, as the calculated 

recommendations – including unpredictable noise – diverted from what the development team 

expected to be the users’ expectations. In the wake of these developments, we applied another 

idea, which was connected to not adapt the model creation of the recommender, but to utilize 

the same model for the recommendations of dis-similar items. The recommendation algorithm 

was therefore changed so that it was using the same computed model in two different ways. In 

the traditional way, it would recommend items that were predicted to be similar to the items the 

user would normally watch. The second mode, however, would search for items with a large 

distance in the calculated vector space, i.e., that the recommender would show you items that 

are very dis-similar to the items the user would normally watch. This approach was called an 

anti-recommender and was shown in the beta version of the video-on-demand platform under 

the heading of “something different.” The anticipated advantage of this approach was that the 

calculation, which is the computational expensive part of the recommender system, would be 

left unchanged and only the subsequent item selection through the recommender system would 
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be re-scripted in order to adhere to the normative idea of diversity. As Helberger (2015) argued, 

the same technology that potentially produced filter bubbles and a reduced information 

exposure can be used to actively produce diversity. In addition, this approach was based on 

collaborative filtering, and therefore not bringing the approach into conflict with how meta-

data was produced. In collaborative filtering, the n-dimensional vector space is calculated only 

with the ratings observed by the users, not the meta-data produced by the organization (see also 

chapter 5.1). However, the idea of the anti-recommender also produced problems in terms of 

translatability into diversity. This time, the results are not random, which does not create 

problems in terms of (expectations of) user expectations. In addition, the recommendation 

results of an anti-recommender have been shown in a different section, fulfilling the classical 

task of recommendations while providing an additional opportunity to diversify one’s own 

information diet. However, as the project went on, we were confronted with a central feature of 

collaborative filtering as a huge problem in terms of evaluating diversity. Alice and I were 

discussing the output of the collaborative filtering technique relatively early in the project. 

The normal distribution based on the factorization is creating nice bell curves. 

But why? What is the factor referring to? Today I was sitting next to Alice and 

she showed me an example calculation for collaborative filtering. She calculated 

the features in 10 dimensions, and we were looking at them. Alice told me that 

she calculated the latent factors. They are all a normal distribution, i.e., a bell 

curve. Alice asked me how we should interpret this. "Maybe you as a sociologist, 

can you tell me what that means?" I have no idea myself what we were looking 

at here exactly (fieldnote). 

The problem here is actually twofold. First, the calculated dimensions of the recommender 

system are not really intuitive or easily graspable. Since the output of the matrix factorization 

are latent dimensions (see chapter 5.1), their meaning is not transparent. Instead, the vector 

space that describes the items and users is defined by dimensions that emerge out of usage 

patterns. Possible examples could be “movies in which Antonio Banderas has a beard” – only 

that the recommender system would not tell you the description of the dimension.  The same 

problem emerges from content-based filtering. While it is easier to grasp what diversity would 

mean based on the meta-data of the video items, the vector space produced here is very big. 

(Almost) every word in the description is being used as a dimensional descriptor in the vector 

space calculated – which creates a highly complex system that is not easily understood, and 
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which cannot be easily interpreted in terms of diversity. That is, translating a rule set of diversity 

composition seems hardly possible. 

Especially, when asking the editors how they judge content, the answers were implicit and 

referred to the editors’ experience in the field. “They are all journalists and have worked in 

many editorial offices and they have a good overview” 89  (online editors interview). This 

explanation was, however, not only referred to when it came to judging content and its quality 

in general but was also applied to the idea of diverse content and the moral and legal obligation 

of the public broadcaster. 

They are all curators, who have been part of the house for a long time, and they 

are absolutely aware of the public service mandate. […] Everyone has also for 

a long time now been part of the [institution]. But they also have their 

professional training. […] That is an inherent part of them and it is […] 

somehow self-evident. Therefore, it is not necessary to discuss this every day 

because it is a part of us (Online-Editors Interview, my translation).90 

The editors were referring to implicit knowledge that had been developed over time on the job. 

Thus, translating their expertise in relation to diversity and judging content and content 

compilation was not translatable into an algorithmic metric. What diversity is in the institutional 

setting was not directly accessible, and therefore not translatable into a working metric 

definition of diversity. Thus, in the end, we were stuck in a situation of two forms of expertise 

and knowledge which were hard to formulate explicitly, but relied more on an implicit training91 

and understanding of the different actors. The two approaches to order and understand the world 

relied on knowledge – one professional, the other machinic – which were not easily translatable 

into each other. 

                                                 

89 German original: Sind alle Journalisten und haben in vielen Redaktionen gearbeitet und haben einen guten 

Überblick. 
90 German original: Das sind alles Kuratoren, die schon länger hier im Haus sind und sich absolut über einen 

öffentlich-rechtlichen Auftrag bewusst sind. […] Jeder ist auch schon lange beim [ÖR Sender]. Aber die haben ja 

auch ihre Ausbildung gemacht. […] Das ist bei allen in Mark und Bein und es ist […] schon irgendwie 

selbstverständlich. Deswegen muss man ja auch nicht tagtäglich diskutieren, weil das ist bei uns allen schon so 

drin. 
91 It is indeed interesting that both, editors and algorithms, are being trained to acquire implicit knowledge. Thus, 

training machine learning models could be seen as a (simple) form of machine socialization. 
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6.4.3 Diversity Calculations 

The previous section hints towards a problem of translating normative ideas about diversity into 

a metric that can be used to create an interface between organizational and political norms and 

algorithmic reasoning of recommender systems. For that we have to consider how diversity can 

be calculated and what this means in terms of (e)valuation. In the most abstract definition, 

diversity of a given item set can be calculated by comparing every item with every other item 

and adding up a similarity score. Mathematically, this can be expressed as the following: 

 

 

Figure 10 Diversity calculation as defined by Yadav et al. (2020) 

 

Thus, the definition of diversity in a mathematical formulation hinges on the further definition 

of the similarity function. However, how similarity is defined hinges on the operationalization 

of the term. Yadav et al. (2020), for example, propose diversity calculation and 

recommendation based on ratings of other users of a particular genre-specific cluster (calculated 

via k-means clustering) to enable cross-genre recommendations. Thus, the calculation of 

similarity depends on the ratings of other users. Möller et al. (2018) applied a different method, 

using the technique of topic modeling, based on the LDA algorithm. In doing so, Möller et al. 

(2018) calculated latent topics based on full text articles and their meta data description of news 

items. Similarity of the recommended items was then expressed as the metric distance of items 

in the resulting vector space. In these two examples alone, we can already see that similarity 

and the inferred attribute of diversity rests on very specific ideas and choices how to 

operationalize diversity. An open question then is how different metric versions of diversity 

interact with an understanding of this term in a given community. 

At the time when we as a project team were tackling this issue, Alice pointed me towards the 

chapter on evaluations (Shani & Gunawardana, 2011) of the recommender systems handbook 

she gave me earlier, where diversity as a concept was being discussed. The authors there suggest 

a metric to calculate diversity, based on the distance of the items in the vector space used to 
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describe the items. The vector space that was the basis of this calculation was produced by the 

content-based recommendation algorithm. Thus, the meta-data to describe the different items 

was important. One of the suggestions there was “we take each recommendation list that an 

algorithm produces, and compute the distance of each item from the rest of the list, averaging 

the result to obtain a diversity score” (Shani & Gunawardana, 2011, p. 288). Diversity is the 

average distance between the recommended items, as diversity is reflected as the inverse of 

comparability. And as we have learned, the closer two items are placed in the calculated vector 

space, the more similar they are. As part of a side project, Alice implemented such a metric of 

diversity and ran it against different recommender outputs and different shows. 

Alice was presenting the results of the diversity scores. The project leader on 

our side, Marvin, and I were already sitting there. Alice was connecting her 

Macbook to the beamer and stands in front of us presenting the results. She 

showed us some graphs of the different diversity scores based on output of the 

recommender prototype, she implemented on the iPython notebook and the 

meta-data that was available for the video content. In general, the diversity 

scores are rather slow to average. What is, however, surprising is the fact that 

the show, a soap opera is rated very high. I asked Alice how this could be. 

Everyone was amused. Alice thinks that this is because in every episode 

something different happens. This explains the distance of the single episodes 

(fieldnote). 

Measuring diversity as proposed is rooted in the logic of the recommender system, and within 

that logic it is absolutely accurate. However, as we all were amused by the thought that the 

single episodes of a soap opera could represent diversity shows that there is a divergence 

between mathematical, data-driven ideas of diversity and the way we resolved the concept on 

a more reflexive, qualitative basis. Based on the data considered, diversity therefore was maybe 

achieved calculatively but not in the way as it was intended by the organization or the law. The 

metadata description, e.g., title, keywords, text teasers, of the selected items was diverse, as 

many different terms were taken up. However, the interpretation of the project team was totally 

different. 

The problems in measuring and visualizing diversity were instructive in more than one way. 

First, the metric based on a rich set of available metadata was not very helpful because the 
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metric was not able to contextualize the meaning of them. As we have seen in the previous 

chapter, algorithms need to develop a form of algorithmic reflexivity in order to handle data in 

a way that is appropriate in the social system where they are placed. The algorithm that 

calculated the metric of diversity, however, failed to account for the situated and institutionally 

accepted way of diverse content. Similarity derived from an abstract n-dimensional vector space 

was not enough to evaluate how others would account for similarity and diversity. The 

calculative definition deviated from how it is defined in the institutionalized understanding and 

the normative imagination of diversity in public broadcasters. The problem is defining a metric 

that reflects an understanding of diversity (Sørensen & Schmidt, 2016) as applied in the context 

it is being observed and experienced. Again, the data production regime in place worked against 

the intuitive idea from Alice regarding diversity production. To apply the formulated form of 

diversity in the organization, the meta data of the single episodes should have been more similar 

to each other. This, however, was incompatible with the idea of good meta data as discussed by 

the newly formed online editorial team. In an interview, a colleague told us: 

So. Now we also have the problem that they name all their episodes the same 

way. The byline is always, well, the byline is always the same. That is ok, but. 

This here is also always the same. This means, this is actually, in short. What 

would you tell the editors? [asking her colleague] (Online Editors Interview)92 

To which her colleague answered: “Actually, only mean things are coming to my mind” (Online 

Editors Interview)93. That is, the working practices and the formulated needs, how the editorial 

teams needed and wanted the meta data was not compatible with the aim of the metric to 

measure diversity. How similarity or diversity is defined differs between the algorithmic logic 

of similarity and the ones applied by professionals, which subsequently make recommender 

systems being experienced as problematic agents in the process of information distribution. 

Thus, the adaptation of the algorithmic evaluation of diversity failed as the institutional logic 

was not compatible with the algorithmic idea of diversity. Calculating diversity became 

problematic in itself by colliding with at least two different implicit understandings of the term 

                                                 

92 German original: So. Jetzt haben wir hier auch noch das Problem, dass die alle ihre Sendungen gleich betiteln. 

Die Dachzeile ist immer, gut die Dachzeile ist immer gleich. Das ist ja schon in Ordnung, aber. Das hier ist halt 

auch immer gleich. Das heist, das ist eigentlich, kurzum. Was würdest du der Redaktion mit auf den Weg geben? 
93 German original: Mir fallen gerade eigentlich nur böse Dinge ein. 



162 

 

– our intuitive grasp of diversity within the project team and the established working practices 

of the editors. 

6.5 VALUING ALGORITHMS  

Public broadcasters are always working in a situation of constant struggle to balance between 

their societal role as democratic institutions and the need to maximize their reach (Nissen, 

2006). The assumed normative ideal of diversity in the development project had the concrete 

goal to adhere and connect to a normative system, established some time ago. This normative 

system we referred to is assembled by laws and legal principles, courts, contracts, oversight 

boards, and a public and academic discussion. Thus, the organization and, as part of it, the 

development team formulated a problem to be solved – fulfilling the legal obligation of 

presenting a diverse information diet to the audience via a recommender system. This problem, 

locally derived from a general policy goal, created a tension between the issue imagined by the 

project and the problem that an off-the-shelf recommender algorithm would solve – i.e., to 

recommend items that are similar or popular. Yet, the tension is not only the result of the 

economic origin of these techniques and the legal obligation of a public institution. Instead, 

new configurations and condition of the contemporary media ecology challenges established 

forms of producing a public information sphere, serving democratic discourse. Instead of 

assuming that recommender algorithms are a threat to democracy, I proposed in this chapter 

that we should focus our attention on the conditions of possibility of a common public sphere 

and conceptualize it as a practical achievement (partly) of the public media system. A 

pragmatist conception of issues and publics in plural, and the way each of these emerge from 

collective interactions may help us to evaluate possible ways to produce a shared and open 

information space. In such a conception, the work of a public media infrastructure and its 

experts is predominantly to make different issues available to a broader audience and give them 

the chance to make them their own – and therefore stronger – or to oppose them in an agonistic 

or rational discussion, scrutinizing them and confronting these issues with other perspectives 

and opinions. 

Applying a pragmatist perspective of issue-publics to recommender systems creates the need 

to revisit the algorithmic techniques and reformulate them in order to make them compatible 

with the democratic idea of distributing and broadening issue-publics. By doing so, we focus 

on the generative processes of calculated publics and search for ways to intervene in their 
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production and how to relate them with each other. Within the recent discussion about 

recommender systems, this has been named with the need to produce diversity within 

recommendation results. Within the software development project, we tried to do exactly that 

and explored different ways of intervening in the production of publics via recommender 

systems.  

In the project, neither the problem nor the solution experienced radical re-formulation but rather 

adaptation of already known techniques. The problem of measuring diversity was utilizing the 

same model that the recommender system was using anyhow, but interpreted and applied 

differently. By measuring diversity based on the calculated distance of items in the n-

dimensional vector space of the model, the logic prevailed in principle but with an inverse 

interpretation. The same happened with the adaptation of the recommender system itself. The 

two examples given demonstrate two different steps of intervention, one within the model 

production itself – producing noise by tinkering with the parameters -, and another with the 

different application of the calculated model by applying a different logic of selection. 

However, the translation of the policy goal into algorithmic means was not as straightforward, 

as we encountered some problems in the process. Measuring diversity, as the algorithmic metric 

tried, assumed a different form of meta data production which led to interesting results of what 

the algorithm presented as diverse. This meta data production that conflicted with the 

assumptions of the metric was even enforced and fostered through the central online editorial 

team, following a journalistic ethos of good and presentable video descriptions – which had 

primarily the user in mind. The same conflict was observable with the production of noise, by 

which the control over how the recommended videos were selected was undermined. Also, the 

expectations of the developers that the user would expect other – more coherent – forms of 

recommendations, made an adaption of the calculated model difficult. And lastly, the implicit 

knowledge on which the profession and the algorithm were depending could not be translated 

into each other – as none of them could be made explicit. Both actants – as the result of their 

own disciplines94 – had an idea what comparability, compatibility, and diversity “meant” to 

them, but in both cases an explicit formulation of these principles and understandings was not 

                                                 

94 While not in the focus of this discussion, it is noteworthy that discussions about realizing diversity within 

recommender systems begin to feed back into the professional sub-discipline within computer science. The local 

matter of concern is now delegated within another context to foster social and technological change. 
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possible. The here described incommensurability of different forms of evaluation and implicit 

knowledge, however, produces serious problems for the democratic role of recommender 

systems, as described earlier. As argued, the role of Public Broadcaster Services changes within 

a digital information ecology, making new forms of expertise necessary, connecting different 

and opposing issue-publics. This, however, requires an understanding of the qualitative 

assessment of these publics. Since algorithmic forms of evaluation introduce forms of 

comparability that is not graspable from an institutional and professional perspective, the task 

of relating these issues with each other becomes harder. Some form of translation between these 

different expressions of comparability seems necessary. Thus, translating algorithmic outputs 

and models into accounts that are understandable and interpretable within a given normative 

setup poses a necessity if these actors are to be integrated into a normative ordering, such as 

democratic values. E.g., the anti-recommender could have been a successful tool for realizing 

diversity from a pragmatist understanding of emerging publics. However, to include editorial 

experts and their (often implicit) understanding of diversity would require a department of data 

scientists, translating clusters within latent vector spaces into political categories and vice versa. 

Diversity therefore is not just a set of diverse content but refers to a normative order that defines 

what this concept is, and lets it emerge. Keeping the democratic ideal of our public media 

systems under new socio-technological configurations therefore means to re-align the orderings 

with them accordingly. 

All of these issues are not just technical but refer to different formations of social order, 

institutional practices, and professional knowledge. The development of the algorithm had to 

navigate between three different normative ideas of the public broadcaster, which materialized 

in three very different problems that the algorithm should solve: popularity, democratic ideals, 

and journalistic ethos. Navigating and reconstructing the messy processes of inscribing 

assumptions in the algorithm shows how different normative ideas had to be negotiated, 

prioritized and balanced with each other. Thus, the political quality of the algorithm was the 

result of these negotiations and balances. Instead of just being a recommender system, the 

algorithm was the projection field of an ongoing political struggle.  
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7 DISCUSSION 

“[T]here is order at all points” (Sacks, 1984, p. 22) 

 

 

Algorithms are the topic of this book. But so is social order. One might wonder how the two 

things are connected, how they relate to each other. How can we think about algorithms in 

general and machine learning specifically in terms of ordering society, and what does this even 

mean? What is the connection between this seemingly purely technical topic and one of the 

oldest questions within the social sciences? And are we even qualified to make such calls? But 

then again, something of the figure of algorithms, AI, and digital technologies provokes some 

unease, a feeling that society and its issues and the development of new technologies are not 

detached. Of course, this is not only true for digital technologies. In a now canonical article, 

Winner (1980) argued that artifacts are political in their consequences for human (inter-)actions. 

Another well-known mantra within the studies of society/technology relations states that 

“[t]echnology is neither good nor bad; nor is it neutral” (Kranzberg, 1986, p. 545). Technology 

is an essential building block of our social structures and our moral interventions within the 

social fabric. And so are algorithms and machine learning techniques. Thus, it should not 

surprise us that a rich and ongoing discussion about the “social power of algorithms” (Beer, 

2017) started some time ago and is now intensifying with the increasing number of promises 

and applications of this technology. This is not only reflected in the increasing number of 

publications but also in the newly emerging institutions specifically focused on the social 

implications of AI and digital technologies, such as the AI Now Institute, or the Data & Society 

Institute. The discussion around algorithms, AI, and digital technologies thereby revolves 

around different topics and theoretical approaches, which highlight several different issues and 

sometimes also potentials for intervention (e.g., Benjamin, 2019; D’Ignazio & Klein, 2020). Of 

course, the debate around algorithms is extensive and fluid, and it is hardly possible to list all 

contributions. However, one can see some patterns emerging from the discussion, what 

perspectives are being applied and what dominant theoretical perspectives are being utilized in 

order to shed some light on the phenomenon on the algorithm as a socio-technical phenomenon. 

In my work I identified four different perspectives on the topic (see also chapter 3 for a more 

detailed discussion). First, a problem-oriented approach, which is not primarily concerned with 
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theoretical or conceptual questions. The question here revolves around problems of 

transparency of algorithmic systems (Pasquale, 2015), bias and inequality reproduced through 

algorithmic systems (Eubanks, 2018; Noble, 2018) and the notion of seeming objectivity of 

algorithms (Beer, 2017; G. Rieder & Simon, 2016). In the contributions that are more focused 

on the development of a theoretical and conceptual approach, three perspectives seem dominant 

within the contemporary discussion: a Foucauldian approach, Marxist perspectives, and 

cybernetic theories. Other perspectives, like ANT (the one I am promoting in this book), a 

phenomenological perspective, or pragmatist approaches do exist as well but as it seems rather 

on the margins of the discussion, and mostly not connected to the question of social order or 

power relations of and with algorithmic systems. 

One of the most prominent theories and “an almost instinctive point of entry” (Rouvroy, 2011, 

p. 121) to algorithmic power is based on the thinking of Michel Foucault and his theories about 

the genealogy of knowledge and power. Departing from concepts such as biopolitics (Cheney-

Lippold, 2011) and governmentality (Rouvroy, 2013), algorithms and AI are discussed in terms 

of producing statistical forms of normality (Amoore, 2009, 2011) and asserting power through 

processes of subjectivation (Cheney-Lippold, 2017). This seems a natural point of departure, 

as algorithms and machine learning approaches recognize patterns and classify observations, 

thus calculating populations (Holmberg et al., 2013). With that algorithms become means of 

population control and part of a biopolitical imperative. However, the notions have been 

developed further, showing that the classical idea of state-driven biopolitics of the application 

of rather static labels is challenged by the developments of machine learning and data-driven 

applications (Cheney-Lippold, 2011). Other scholars relate the phenomenon of algorithmic 

agency to the concept of the control society, as formulated by Deleuze (1992).95 Within an 

algorithmic control society, algorithms are the means to produce barriers for a subject’s actions, 

permitting or prohibiting access to physical facilities or social circles. The notion of the control 

society has thereby especially been identified in relation with the smart city (Sadowski & 

Pasquale, 2015). The notion of the control society differs from Foucault’s thinking insofar as 

the internalization of norms and the shaping of body and minds through discipline is no longer 

necessary in such forms of power. Instead, it is an always anew modulated form of in- and 

                                                 

95 Of course, Deleuze is not Foucault, but the thinking of Deleuze and Foucault can hardly be separated here, given 

their common history and the explicit reference of Deleuze’s control society as a critique of Foucault’s 

conceptualization of a disciplinary society. 
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exclusion. Who you are, i.e., how you are subjectivated, does not matter anymore. Either you 

are in or out. What most of these contributions share is that the structuralist heritage of 

Foucault’s thinking, especially in his earlier writings, becomes visible in the formulated 

arguments. The algorithm is there either an omnipotent and autonomous actor or merely an 

epiphenomenon of a dispositif. This becomes especially visible in discussions of 

governmentality, where the question what form of govern-mentalities are coming together and 

are being negotiated is not as prominent as it could be. Thus, while we can learn a lot from this 

way of thinking about algorithms, it also creates a blind spot in our considerations. 

A second theoretical approach is driven by questions of the new digital economy and the labor 

conditions of it. While Max Weber has also been taken up by singular contributions (see e.g., 

Totaro & Ninno, 2014), Marxist theories are dominant within this discussion. The discussion 

thereby focuses mostly on two concepts of Marx’s thinking, i.e., the surplus value theorem and 

the alienation hypothesis. The Marxist framework has thereby been translated into newly 

emerging digital markets, where either means of increasing productivity are being applied 

through new forms of work-place surveillance (Raffetseder et al., 2017), or invent new forms 

of employment to lower the wages, also by evading existing regulations (Staab, 2019). Other 

scholars even argue that surplus value is being extracted by the new surveillance capitalism 

(Zuboff, 2019) in which the users are not the customers of the products, but actively put work 

into the improvement of digital tools, whereas they are being ‘paid’ by services (Couldry & 

Mejias, 2019). Other scholars focus more on the alienation hypothesis of Karl Marx under 

digital conditions of working and living (Vioulac, 2009). Transposing this argument to the 

digital realm, Nygren & Gidlund (2015) argue that the process of alienation impacts us in a 

more fundamental way than ever, as the digital selves of everyone become a commodity. We 

are not only alienated from our product, but our digital selves become the products we are 

alienated from. Marxist accounts of the digital condition have also provoked some critique, 

which has to be understood in relation to the Hegelian heritance of Marxist conceptions. 

Algorithmic modes of ordering are conceptualized as historic-materialist processes of 

accumulation and distribution of economic means. According to Marx, our economic and 

material condition defines our consciousness. Yet, as Mager (2014) argues, algorithms cannot 

be reduced to an economic ideology of a capitalist class but are the result of manifold 

interactions of a wide variety of actors and normative accounts. 
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The last perspective is not as prominent as Foucauld’ian or Marxist approaches, but still has a 

considerable impact on the discussion based on theories of cybernetic governance and is being 

discussed under the term of Algocracy or Algorithmic Governance (Aneesh, 2009). Structure 

and privileges of (global) organizations and societies are inscribed in the code of algorithmic 

systems. Aneesh (2009) argues that code is a new generalized medium, comparable to money, 

and thus a constitutional element of contemporary societies. Code and algorithms constitute the 

new laws of contemporary societies, however, without being legally binding nor being 

formulated by a legislative institution. Instead, algorithms instantiate a new form of behavior 

regulation. This has also been conceptualized under the notion of Technology Paternalism 

(Spiekermann & Pallas, 2006). According to Spiekermann & Pallas (2006), algorithms threaten 

to take over control and make human intervention unlikely. For Yeung (2017), algorithmic 

forms of regulation therefore constitute a regulatory regime of nudging, i.e., influencing the 

decisions of individuals. A similar argument is brought forward by Seaver (2019), who 

describes algorithms by the metaphor of traps. What is specific to this form of theorizing 

algorithmic power is the way in which it refers back to cybernetic forms of regulation or social 

theories that are derived from cybernetic ideas (Aneesh, 2009). In a cybernetic approach, the 

algorithm’s actions are directed towards a specific and formerly defined ‘normal’ state of 

system. Thus, not the norms are calculated but the necessary interventions to stabilize a 

(normative) condition (Yeung, 2018). Approaches to algorithmic governance or algocracy are 

insightful, as they take the algorithm as a medium of control seriously without focusing only 

on this actor. However, the notion of algorithms as cybernetics systems creates some conceptual 

and empirical questions. For one, it needs to be addressed how the black box got there in the 

first place and how the different functional attributes of the algorithm are being negotiated. And 

secondly, where algocracy does not argue with a cybernetics approach (e.g., Lessig, 1999; 

Spiekermann & Pallas, 2006), the relation of the algorithm to broader sets of social order are 

not explored. 

In the accounts of the algorithm, as being discussed in the literature so far, the political quality 

of the artifact is either naturalized (algorithms are like that) or explained away by an 

overarching normative structure of society, like the capitalist rationality. Algorithmic power is 

treated either way as a social fact – to borrow the expression from Durkheim (1895/1982) –, an 

objectively given force within contemporary social configurations. This, however, created some 

unease and raised the question as to what the algorithm that we talk about actually is (Seaver, 
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2017; Ziewitz, 2016). As Mager (2014, p. 30) states: “However, all these contributions cannot 

explain why search engines have become powerful actors in the first place and how they – and 

the algorithmic ideology – are stabilized in contemporary society.” What then would be a 

perspective that explores the notion of algorithmic power without relying on these often very 

productive but still somewhat paradoxical notions of object and structure, essence and 

construction? With this chapter, I will bring the empirical observations, as described in the 

previous chapters, together and discuss them under the notion of social order through the 

conceptual lens of ANT and ethnomethodology. For this, I first suggest that the discrepancy in 

addressing algorithms as either powerful actors in themselves or as structural epiphenomenon 

resembles an ongoing discussion within social theory, especially in the discipline of sociology. 

This will then be the point of departure for discussing the notion of social order as proposed by 

ANT, which is based on insights of ethnomethodology, and to show how it provides a possible 

perspective on this discussion but also complicates the picture of social order. I argue further 

that this complex idea of social order and the structure of socio-technical action can provide us 

a better understanding on the relation between social order and machine learning or algorithms. 

Reconstructing the difficile notion of algorithmic power thereby rests on our attempts to 

understand how different situated networks of social order are coordinated with each other, and 

how different enactments of the algorithm are bound together by practices of software 

developers. 

7.1 STRUCTURE AND AGENCY: THE TWO SOCIOLOGIES 

The problem of structure and action is by no means a new issue for social research. With that 

the discourse about algorithmic power reproduces – to a certain extent – problems that 

sociology and other social sciences have been tackling for a long time now: how to account for 

the observable social behavior based on a larger normative or historically given structure (e.g., 

O’Donnell, 2010; Sztompka, 2014)? Especially in sociology the distinction between structure 

and action is one that accompanies the theoretical discussions since its founding. As Archer 

(1982) formulated it: “The fundamental problem of linking human agency and social structure 

stalks through the history of sociological theory” (Archer, 1982, p. 455). Sociological reasoning 

was either focused on self-regulating structures or the local and unhinged (social) action. This 

development led to the formulation of “[t]he two sociologies” (Dawe, 1970, p. 207). This 

distinction – and the paradox it poses – mirrors our everyday experience of us being able to act 

but still encountering constraints that restrict, regulate, and influence our possible actions. 
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While we never cease to experience ourselves as acting, choosing, purposeful, 

aspiring human beings, we also never cease to be aware of the factory gates 

closing behind us, the office days that are not our own, the sense of oppression 

by organizations nobody runs, the “not-enough world” we are forced to inhabit 

most of the time (Dawe, 1978, p. 365). 

According to some scholars, this distinction therefore is imminent not only to social experience 

but must also be an essential characteristic of social theorizing (e.g., Archer, 1982). However, 

there was (and is, one might add) a growing dissatisfaction with this differentiation of 

structure/action, system/individual, or discourse/subject. As Sztompka (1994, p. 273-274) 

argues: “Social wholes and human individuals have only virtual existence, their separation and 

mutual opposition is the product of false, distorted imagination: common-sense illusions, and 

theoretical as well as meta-theoretical fallacies.” Thus, the issue of the theorizing of algorithmic 

power, as argued in chapter 3, mirrors a discussion that sociology (and other social sciences) 

has been having since the moment it became a science in its own right (e.g., Vargas et al., 2008).  

Different sociological approaches have dealt with exactly that issue to reformulate the actor / 

structure problem and find a solution that starts the observation neither from a metaphysical 

perspective, nor from the assumption of an ever free and omnipotent actor. Instead, the 

agency/structure problem is being resolved by a chain of practices that appear as if they were 

an external force, but are ultimately the – often unintended – result of interactions and their 

resulting and assumed interdependencies (Elias, 1991; Giddens, 1984).  This perspective then 

also has some serious implications on our understanding of institutions, and organizations. We 

no longer can take them for granted but also have to understand how institutions emerge from 

practices. As a result, the often-cited differentiation between micro, meso, and macro structures 

starts to dissolve. Callon & Latour (1981) offer a perspective that does not need an a priori 

differentiation between macro and micro level. Instead of assuming a difference between macro 

and micro actors, between structure and agency, they argue that precisely this difference needs 

explanation. They resolve the micro/macro divide by ignoring it altogether.  

The paradox with which we ended the introduction has now been resolved. We 

end up with actors of different size even though they are all isomorphic, because 

some have been able to put into black boxes more elements durably to alter their 

relative size. […] [B]y directing our attention not to the social but towards the 
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processes by which an actor creates lasting asymmetries (Callon & Latour, 

1981, pp. 285–286) 

Instead of taking micro and macro, structure and agency as given entities, both are part of the 

same coin, made relevant and visible only by circulating references (Latour, 1999b). However, 

ANT does not only offer a perspective to dissolve the structure/agency issue but also sees non-

human actors – such as algorithms – as vital elements in the production, enactment, and 

stabilization of structured practices. The answer to the question how institutions become 

powerful, and how algorithms acquire agency is according to ANT the same: through their 

practically installed associations with other actors. Taking such a stance then turns the question 

around: it is not how the algorithm exerts power, but how the figure of the algorithm – as a 

practical achievement – was able to create an ordered and durable environment, which makes 

itself appear as if it is this powerful entity, and which asymmetries are created by ordering 

processes. In the following, I will therefore discuss how enacting algorithms (Seaver, 2017) 

relates to doing order – and how this (hopefully) can offer a perspective of algorithmic power 

that sheds some light on how the algorithms in question have “become powerful actors in the 

first place” (Mager, 2014, p. 30). 

7.2 DOING ORDER 

Before we go on, there is an elephant in the room that has to be addressed. So far, I have mixed 

notions of power and social order as if the two concepts are interchangeable, or worse that one 

includes the other. Thus, a few words on the relation of power and social order might be 

necessary. Power and social order are for sure two of the most used concepts and words in 

social theory. The latter is even said to be a defining question of sociology. How is social order 

possible? How can we explain that this thing that we call society does not fall apart? Such 

questions have driven sociological theorizing for many decades and led to the formulation of 

functional-structural or system’s perspective, treating social order as an independent entity.96 

At the same time, power has been used as a tool to unveil unequal distribution of means to act 

and to formulate resistance (e.g., Foucault, 1975/1995). Both perspectives can thereby be 

understood as a reaction to the development of enlightenment. Metaphysical or divine forces as 

                                                 

96 Sociology as a discipline is surely too young to talk about it in terms of centuries. Although Auguste Comte 

used the term sociologie already in the year 1851 (Comte, 1851/2014) for the first time, we are not even looking 

back to a history of two hundred years of our discipline. 
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ordering principle were discarded and replaced by the insight that the social world and its order 

is made by humans (Dawe, 1970).  Both approaches have been criticized, as they replace the 

cause with the outcome. As Law (1992, p. 380) argues: “If we do this we close off the most 

interesting questions about the origins of power and organization” (emphasis in original). ANT 

offers an interesting link between social order and power. Both are generated by relations, or to 

put it in more classical sociological vocabulary, by actions between a heterogeneous set of 

individual entities. Order is the result of interaction patterns that aligns different actors, and 

therefore provides them with the ability to act. Power is then an effect of these interactions, as 

it is the product of the position of an actor within the interaction patterns, within the actor-

network. Practices produce (local) social order, and at the same time construct the ability to 

(forcefully) act, i.e., power. This also resembles the definition of power drawn from Weber: 

Power (Macht) is the probability that one actor within a social relationship will 

be in a position to carry out his own will despite resistance, regardless of the 

basis on which this probability rests (Weber, 1922/1978, p. 53). 

Only that the basis of this probability rests on the local production of orderliness, and the 

position of an actor within that pattern of interactions. Social order and power are two sides of 

the same coin – if we focus on the practice that brings them into being. This, and this is one of 

the great contributions of fields like STS, also includes elements that are traditionally let out of 

sociological reasoning, the domain of things and technology (e.g., Graham & Marvin, 2001; 

Latour, 1990; Marres, 2012). So, what we are referring to when we talk about order and power 

is not social but socio-technical. In shifting the focus, we therefore not look at an omnipotent 

principle or actor but at the idea of doing order and doing power. 

With this formulation I already hinted at one of the most important influences of ANT: 

Ethnomethodology and its conception of a locally produced and practically achieved order. 

Latour (1999b) wrote that ANT “was simply another way of being faithful to the insights of 

ethnomethodology: actors know what they do and we have to learn from them not only what 

they do, but how and why they do it” (Latour, 1999b, p. 19). This reflects the fundamental 

critique formulated by Garfinkel (1984, 2002) of the Durkheimian legacy within sociology. 

Basing the analysis of the social in the generalized normative or structural systems reduces 

according to Garfinkel the individual actors to “judgmental dopes” (Garfinkel, 1984, p. 68). In 

contrast, interpretative paradigms ask how the social world is constructed through interaction 



173 

 

and interpretation – assuming the members of an always already ordered world as competent 

actors who know how to produce order. Social order in terms of Garfinkel is always locally 

produced and enacted through practices – therefore a practical achievement. To Garfinkel and 

other ethnomethodologists, there is no unordered situation (Sacks, 1984). Order can be found 

in the “orderliness of practical action” (Livingston, 1987, p. 13). In other words, the world is 

always already ordered, albeit not according to one big paradigm that an external observer, like 

a fellow sociologist, is applying, but to an internal and situated logic which is enacted through 

and in local practices.97 Ethnomethodology therefore does not focus on the question of how an 

objectively given world, identified as a structure or a system, determines the interactions within 

a given situation, but how such a structure is accomplished within situated actions. As Suchman 

argues: 

The outstanding question for social science, therefore, is not whether social facts 

are objectively grounded but how their objective grounding is accomplished. 

Objectivity is a product of systematic practices or members’ methods for 

rendering our unique experience and relative circumstances mutually 

intelligible. The source of mutual intelligibility is not a received conceptual 

scheme, or a set of coercive rules or norms, but those common practice that 

produce the typifications of which schemes and rules are made (Suchman, 2006, 

p. 76). 

Social order, consequently thought as from a practice-oriented perspective, therefore is a locally 

enacted doing order, which also creates the classifications, subjectivations, and relations that 

sociology normally takes as structuring elements (see also Law, 1994). And in this doing, the 

practices show their orientation towards ideas, actors, structures, etc. that are not actually 

present but are enacted within the situation. Thus, doing order locally also refers to other 

situations in which order is also achieved practically and locally – but this happens in potentially 

always different and anew forms. In anticipating other situations and their orders, a connection 

between situations in time and space is created by what Schütz, an important influence on the 

thinking of Garfinkel and the formulation of ethnomethodology, called the process of 

                                                 

97 This insight is derived from Garfinkel’s studies of Schütz and his sociological phenomenology. The problem of 

applying external observational categories to social actions is impressively dealt with, amongst others, in his 

discussion of Parsons theory of social action (Schütz & Parsons, 1978). 
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typification (Schutz, 1976). For example, I might stop in front of a red light even if no 

policewoman is present. In anticipating other orders and making them relevant in the situation 

changes the situation and my interpretation of it. This, however, creates other problems.  

Schütz, drawing immensely from Husserl and Bergson, was interested in formulating a general 

theory of the social that radicalizes the notion of understanding and consequently takes the 

subjective perspective into account (Schütz, 1932/1993). For him, the processes of 

understanding a situation, anticipating the reaction of an alter ego and taking into account for 

the design of my action to be taken (Schütz, 1932/1993) is already part of a social action itself. 

An important implication to this reasoning is that these parts of designing one’s own action are 

not available for empirical scrutiny – neither for a participant in the interaction, nor for the 

social scientist observing interaction processes. What is not being expressed can also not be 

understood by another person (Eberle, 2008). As a result, Garfinkel neglects the subjective and 

cognitive design of action, and focuses on the question of how social order is practically 

achieved by the exchange of accounts.98 As a result, the link between order and individual 

action is for Garfinkel the process of understanding and making oneself understandable 

through what he called ethnomethods.99 By applying the ethnomethods, competent members of 

a social group actively order the social, instead of following an abstract principle of social order. 

Thus, the aim of interpretative perspectives100 is to explain the social based on the different, 

localized practices that created and reproduce social order bottom up, without assuming a given 

idea of a social normative structure that determines social interactions. Norms and values are 

not translated into social action, but social action lets the norms emerge out of a localized 

interaction situation. Normative accounts, organizational structures, or societal 

interdependencies are enacted and performed in the different situations (Drew & Heritage, 

1992). Structure in that perspective is not some meta-physical entity that stands against 

observable practices. Instead, “structure exists […] only in its instantiations in such practices” 

                                                 

98 Here we see the influence of Parsons, who also rejected the idea of taking psychological processes as the starting 

point of an analytic perspective of social phenomena. In fact, Parsons called this an ontological and psychological 

problem, in which he – as an analyst of social structures and relations – was simply not interested in (Schütz & 

Parsons, 1978). 
99 It is noteworthy that this turn towards observable actions is not too far from Parsons’ idea of social action. He 

argued that we are socialized into a schema of terms, which we apply to reflect about ourselves and to understand 

the actions of others (Schütz & Parsons, 1978, p. 104). 
100 I summarize them here, as pragmatism, ANT, and ethnomethodology share this empirical orientation (e.g., 

Emirbayer & Maynard, 2011) 
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(Giddens, 1984, p. 17).  Social structure is not only the product of practices but must also be 

enacted in these practices. 

7.3 OF NETWORKS AND ORDERINGS 

Creating order always also refers to methods of (local) social control and negotiation of possible 

actions. If the sequence of actions diverts from a known or assumed order, actors can try to 

repair the situation through interventions or re-interpretations of the situation. Garfinkel 

famously showed this in his breaching experiments. This also refers to the notion that 

interactions happen always for “another first time” (Garfinkel, 1984, p. 9). Each interaction has 

the potential to fail, to divert from known or assumed chains of practices – and therefore needs 

reinterpretation or intervention to bring it back to known territory. However, human actors are 

not the only ones that potentially limit or enable possible actions. Latour demonstrated in many 

examples that the material and technological world is also element of a locally enacted order 

(Latour, 1990). A speed bump can make us drive slower, and a door closer can motivate us to 

adjust our pace. Yet, just as plans or normative accounts, the presence of material actors does 

not deterministically enforce a certain behavior but becomes part of the enactment, where 

different actions seem possible. Coming back to the notion of the algorithm, it is surely an actor 

that can enable or limit possible interactions, e.g., by filtering away important information 

which one would need for a diverse information diet. However, just as human actors, these 

technical entities have to become part of the situation in which they subsequently can become 

part of the local order. Latour (2005) calls this process delegation and translocation, where 

technical and material actors are put into a social situation, and a specific normative task is 

delegated to them. Engineers and developers (amongst many other actors) actively send these 

actors to other situations to have an effect, which is based on the anticipation of assumed 

interactions that will unfold (Callon, 1987). Thus, situations are being connected with each 

other through processes of delegation and mobilization. ANT extends the perspective of 

ethnomethodology by treating local non-human actors of the situation as references to other 

situations.  

In their discussion of institutional order, ethnomethodologists argue that local interaction can 

reference ideas, actor, or situations that are not local and translate them into resources for the 

local production of order, e.g., by orienting their practices on organizational rules (Drew & 

Heritage, 1992), codes of conduct (Wieder, 2015), or plans (Suchman, 2006). By taking a 
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semiotic stance101, these interactions can then be understood radically relational – and thus can 

be followed. Whatever is mobilized and integrated into the locally practical achievement of 

social order references to something else. Normative frameworks are thereby not only 

practically achieved locally but are better described as being re-enacted. What is being 

mobilized through accounts – even if it’s absent – becomes part of the situation and thus part 

of the interactions that are framed by and frame the situation. In discussing the micro/macro 

issue, Callon and Latour (1981) argue that  

“[t]he ethnomethodologists forget to include in their analyses the fact that 

ambiguity of context in human societies is partially removed by a whole gamut 

of tools, regulations, walls and objects of which they analyse only a part” 

(Callon & Latour, 1981, p. 284). 

These actors, the tools, regulations, material and technical elements, are part of the situation 

and therefore become part of the interpretation – they frame the situation. Additionally, they 

are being mobilized from somewhere else, e.g., the category list which has been produced in a 

team meeting, we can follow the resource through time and space. Thus, the methodological 

credo follow the actors (Latour, 2005) does not impose a structure outside but follows the 

relational structure which unfolds in an actor-network (Latour, 1996). 

In chapter 4, I argue that the algorithm is not a single entity but the (practically achieved) result 

of the mobilization and relation of manifold actors – and manifold situations of constructing 

them. Thus, the black boxes, present as tools, techniques, books, and articles, each of them 

referenced to a different network of associated situations, which themselves were enacting and 

stabilizing specific versions of that entity that we were dealing with. Bringing together all these 

entities, including algorithmic techniques, made the emergence of the algorithm possible but 

also restricted the following actions. And these tools were often used in a way that was taken 

for granted, i.e., they were not problematized. The algorithm was locally enacted, within the 

offices of the software developers, but each of the mobilized items was referring to something 

else, beyond the actual situation. A paper about recommender techniques was not just put 

                                                 

101 This is then also where Greimas (1983) and his semiotics become relevant for the analysis of social order. The 

given accounts of institutional or organizational rules or normative systems that are narrated references to 

something. Making them (intersubjective) relevant in the situation by producing accounts about them means to 

integrate them into a shared narration. 
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together by signs, but it became a sign itself. Thus, through understanding actants and 

narrations, such as normative frameworks, as references, we connect a chain of practices that 

exceeds the local situation. Without the discipline of computer science or the community of 

software developers, the algorithmic techniques would not have been available in the project 

that designed the recommender algorithm for the public broadcaster. As Callon and Latour 

(1981) showed for other “macro” actors, the algorithm achieved durability by assembling many 

different black boxes. As discussed in chapter 5, this has also been shown in a similar way for 

data production. A singular data point mobilized in a situation of producing and technically 

stabilizing social order references not only an object out there, like a video in the storage servers 

of the broadcaster, but the (chain of) practices that produce the data. This included at the end a 

whole new organization. The contribution of ANT to the understanding of practically achieved 

social order is therefore the provision of the means to follow the practical production of social 

order (and therefore power and agency) through time and space without bringing back the need 

for a metaphysical idea of a generalized structure of system rationality. This has profound 

impacts on our understanding of the notions of structure or social order. 

If a certain actor-network, and with it a certain order, is durable and stable is a question of force 

and power, as Latour argues: “The consistency of an alliance is revealed by the number of actors 

that must be brought together to separate it” (Latour, 1993a, p. 185). At the same time, the 

extent to which such an actor-network unfolds is an open and (basically) an empirical question. 

Thus, notions like society or organization are only important insofar as we can observe how 

these entities are being enacted and achieved within a chain of practices mediated by actants. 

When we go back to the archive, the data production followed a locally enacted reason or 

problem that the department was solving. They were describing themselves as an institution 

that organizes video material according to the needs of the editors. The production of a 

discursive description of their department was recursively applied to their own practices. What 

the colleague from the archive was telling us was not only how things are being done but also 

enacted a certain rationality. The same is being discussed with algorithmic techniques (B. 

Rieder, 2017). The techniques come with the imaginations of a (relatively abstract) problem to 

be solved. And they come with many pre-scriptions (Akrich, 1992)102, i.e., resources that allow 

                                                 

102 There is some terminological issue here, as the concepts and terms defined by Akrich (1992) and Akrich & 

Latour (1992) are not always coherent. While Akrich (1992) talks about pre-scriptions, this exact term is not 
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the users to imagine the setting in which the piece should be used, here in the form of 

handbooks, tutorial videos, or class syllabi that teaches the software developers how to read and 

use them – and how to relate them with other actants. Thus, the discourse there is an expression 

of making ideas and rationalities accountable. Both entities, the algorithm and the archive, exist 

only, as they are expressions of different chains of practices. However, these practical 

enactments of the algorithm or the archive can differ, depending on which situated perspective 

we are looking from. 

7.4 MULTIPLE ORDERINGS 

By aiding the idea of relationality and associations, ANT offers a perspective that connects the 

idea of locally produced order with the notion of a social structure – represented as a chain of 

translations and/or practices. The simple but powerful answer is: they are the same. There is 

simply no difference between the locally achieved order and a broader social structure that 

would explain this order, as the former and the latter are the product of always newly established 

associations and interactions. As Latour argues: micro and macro level do not exist by 

themselves but are identified by circulating references that address them as such (Latour, 

1999a). Instead of explaining local actions by a bigger structure, each interaction is already 

embedded in a (rhizomatic) network of practices and actants, which connect situations through 

time and space. This poses to some extent a radicalization of Gidden’s argument that we are 

confronted with social structure always through and by local practices (Giddens, 1984). 

However, the relationality combined with locality of associations produces problems in the 

conceptualizing of the social. Our object of inquiry is not only locally produced, but it is also 

multiple. 

The generative element in ANT are neither actors nor structures but processes of associations 

and translations. The actors as well as structures are made objective through stabilizing these 

chains of associations. Yet, since the idea of a deterministic translation between culturally 

stabilized symbols or norms has been replaced by situated and localized practices of practically 

achieving normative accounts, the resulting order and the resulting actors can vary. This, of 

course, creates a situation of a multiplicity of social orders. In this perspective, a singular and 

                                                 

included in the terminological framework proposed by Akrich & Latour (1992). There you find a pre-inscription 

and a prescription, which, however, differ heavily in the proposed meaning. 
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unique explanation of how social order is achieved will never be able to account for “every 

topic of logic, meaning, method, reason, and order” (Garfinkel & Wieder, 1992, p. 202). 

Instead, Garfinkel and Wieder introduced the notion of order* to highlight that social order is 

an umbrella term, referencing to this multiplicity of locally enacted orders. Thus, institutions, 

organizations, and entire societies can be part of a system of normative accounts or 

interdependencies. These, however, are not being translated into behavior one by one but are 

mere resources for a practically achieved order. This has two important implications: first, the 

enactment of involved actors varies with the practically achieved localized order. And second, 

depending from which situation one starts, different actor-networks as inter-situational orders 

emerge.  

This multiplication of social order has profound implications for the idea of delegated 

technologies and artifacts as well. In the process of designing material and technological 

artifacts, developers realize their assumptions about how the situation will unfold. According 

to Callon (1986), the developers become social scientists themselves.103 The aim is not only to 

design an artifact but to design the situation. This process has been conceptualized by Akrich 

(1992) as inscription (see also chapter 5). However, the scripts of the designed technologies do 

not deterministically define the consequent interactions. If this were the case, we would just 

have replaced the mechanism to produce Garfinkel’s judgmental dopes. Instead, the translation 

processes can deviate from the assumed interactions – the process of subscription or de-

inscription, as Akrich & Latour (1992) call them, can vary. That is, the process of making the 

ontology of the technological artifact enacts it in a different way. Even the technical object of 

the algorithm changes based on the interactions of which it is part of. Different enactments are 

part of different actor-networks. That is, in the multiplicity of locally enacting ontologies and 

subjectivities, we can also observe the different locally achieved enactments of social order, 

and how it unfolds and connects semantic entities in different situations through time and space. 

Identity or subjectivity as something that is achieved and not naturally given is by now a 

commonplace within the social sciences. Identity, normativity, etc. are not previously given but 

achieved in interaction. They emerge from the practices, not the other way around. This has 

been most impressively reconstructed in Garfinkel’s analysis of Agnes, a transgender person, 

                                                 

103 Of course, this is only true for a specific form and imagination of sociology. If not trained as social scientists, 

it is rather unlikely that the developers will discuss the terms of the situation to be designed with in theoretical 

terms. 
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whose gender identity was enacted throughout different situations in producing accounts that 

were identified with a female gender identity (Garfinkel, 1984). However, producing accounts 

alone is not enough. They must be taken up and interpreted by the other interactants, who 

themselves then react with the production of accounts, which Agnes had to interpret as being 

successful or having failed. And, of course, Agnes had to decide how to follow up with 

appropriate accounts after that. Thus, the practice of producing accounts is not only a doing on 

the side of one actor, but also involves the application of similar (enough) ethnomethods to 

interpret these accounts on the side of the interacting partner. Practices stand between the 

involved partners. In the assumption of an always already ordered situation, Garfinkel then 

shifts the perspective and argues that the emergence of these accounts produces identities. 

Consequently, he also speaks of actors instead of individuals or the self. Actors are the result 

of practices, they are not previously given. Following the idea of radical symmetry, this idea 

then has also been extended not only to role understandings but to bodies, and the materiality 

of non-human actors. Mol (2002) reconstructs how atherosclerosis is being diagnosed and 

treated in a Dutch hospital (throughout the book she only talks about hospital Z). Visiting 

different sites, she reconstructs how every site and every situation differs in how they approach 

the disease. By applying different techniques, different instruments, or learned typifications, 

the disease is in every situation something else – because the practices to deal with it are 

different in each site. 

Instead, objects come into being – and disappear – with the practices in which 

they are manipulated. And since the object of manipulation tends to differ from 

one practice to another, reality multiplies (Mol, 2002, p. 5). 

Not only actors are being produced through situated enactments but also bodies, instruments, 

and materialities. However, it also creates some problems for our understanding of social order. 

Earlier I described the mechanism of delegation as sending technical actors to a situation as a 

regulatory force. Yet, if they are enacted locally – in the situation – this regulatory force is put 

into question. Enacting multiple realities also means multiple ways of interacting with the actant 

– and thus the multiplication of its ontology (Mol, 2002). This creates some complications in 

this outline of doing transsituational order.  If the delegated artifacts are enacted differently, 

how can we understand them as producing order at a distance? The local practices simply 

undermine the imaginaries and assumptions of the developers put into the artifact. It is true that 

the notion of multiple ontologies does complicate the picture of delegation, yet it still does have 
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an effect. The actors are multiple, depending on the practical ordering which they are part of, 

but they also do have reality and materiality which is part of the enactment. As Mol (2002) 

formulates it: they are more than one, but less than many.  

Coming back to our algorithms, what does that mean for the perspective on algorithmic power 

discussed here? Instead of explaining algorithmic power, it seems that our object of interest is 

being lost, decentered. Instead of describing an algorithm and its power, we are now talking 

about multiple algorithms in multiple situations. Our recommender system is dissolving in its 

different situated enactments and in its multiple ontologies. Is the practical production of 

algorithmic agency leading us to relativism? Yet, it is exactly not that I argue that algorithms 

are random, without any impact on the situation, nor that they are this solid block of forceful 

action. If I were to do so, I would end up at the point that created this unease that I described 

earlier (see chapter 3.5). They are something in between, but this in-between-ness is important. 

The whole reason why the recommender algorithm was hard to integrate into the organization 

of the public broadcaster was its resistance, the inbuilt ideas and assumptions about the 

configuration of the social world it should interact with. It would just not have been possible to 

change these assumptions by including the algorithmic technique in different practices. No 

matter how hard we would have tried, without replacing the algorithmic technique with another 

one, we would not be able to make it work with e.g., graph-based data. The multiplicity of the 

algorithm had been reduced by the associations built in its disciplinary enactment (see chapter 

4). 

On the other side, however, there was room for multiple implementations. Different practices 

associating the algorithm differently, the identity of the algorithm would have changed 

dramatically. Let’s assume for one moment, the data from the archive described in chapter 5 

would have been used for the algorithm. It would have been a different actor, producing other 

results. It would still be a recommender – but rather with historic data. The local practices that 

were constructing the meta-data dramatically change the identity of the algorithm if we include 

it in the generative practices. By establishing an entirely different actor-network, a chain of 

practices, a specific ontology of the algorithm has been enacted. Thus, the algorithm in the local 

enactment is more than one, but it is also very much less than many. 

Law (1994) takes this now a step further, introducing different modes of ordering, i.e., a specific 

(discursive expressible) rationality of relating heterogeneous actors. These modes of ordering 
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are “fairly regular patterns that may be usefully imputed for certain purposes to the recursive 

networks of the social. In other words, they are recurring patterns embodied within, witnessed 

by, generated in and reproduced as part of the ordering of human and non-human relations” 

(Law, 1994, p. 83). It is important to add two comments to contextualize the notion of modes 

of ordering. First, they are not deterministic mechanisms to produce social order – that would 

bring us back to structuralism. Instead, they are fairly regular – including the possibility of 

variation. And secondly, they are locally produced. In other words, modes of ordering do not 

produce orderings, but the orderings are observable as different modes of ordering. Thus, we 

can observe them without granting them causal power. The modes are the result of ordering 

practices, not the other way around. What these modes or orderings do and why they do it is 

both part of the local enactment of social order(ing). However, the notion of modes of ordering 

allows us to identify the local rationalities and their connection to other normative ideas or 

imaginaries of other situations. In the case of the development of the recommender algorithm, 

we also encountered different modes of ordering, which allowed or prevented the extension of 

the actor-network that constructed the algorithm.  

The Algorithm as Disciplinary Enactment 

In chapter 4, the algorithm had been enacted as a technical object, which was mobilized from a 

community of computer scientists and developers. In their work, the developers of the project 

mobilized many different black boxes in order to make and do the recommender algorithm. 

This included, of course, the algorithmic technique that was brought into the development 

process. From textbooks and influential academic papers, the idea of the recommender 

algorithm was imported to our work, the meetings, and the discussions. This is what is normally 

identified as the algorithm. Bits and pieces of code but also mathematical formulas, description 

of calculation processes, and the discussion of potential issues and challenges, when 

implementing this algorithm. These came with the names of collaborative filtering 

recommendations, based on LDA techniques, or content-based recommendations. However, 

these were only the elements, the black boxes that would be opened, questioned, tinkered with. 

At the same time, many other elements, actors, and black boxes were mobilized and linked with 

it – to make it something that would be runnable. Only in the interplay of different tools, 

environments, and imagined problems did the algorithm as an actant in the development process 

begin to take shape. In manipulating, mobilizing, and relating tools like iPython notebooks, 

libraries, and text books, the algorithm could be tinkered with. By mobilizing different 
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techniques, the development team was also mobilizing solutions to imagined and abstracted 

problems – solvable in a specific actor-network. Thus, the development project was not only 

trying to come up with a solution to a given problem but mobilized an actor-network and its 

orderings into the process of constructing the recommender system. And all of that followed a 

specific rationality, a set of taken-for-granted ideas on how to start a development project, how 

to do the recommender algorithm as the technical entity it is. Ideas on how to change the 

performance, how to adapt the algorithm to the local constraints, it often happened in reference 

to other sites, other situations, other actors – and other practices. Coming back to an episode 

that I already discussed in chapter 4, Alice introduced me to the world of recommender systems. 

Step by step, she showed me how these mysterious things work, what I can expect from them, 

and where they might fall short. 

Hi! After you have read this article you understand what collaborative filtering 

with explicit feedback is. But: we are actually dealing with implicit feedback 

(users don't rate videos directly) and so we have to use different approaches 

:simple_smile: This article explains how to do collaborative filtering with 

implicit feedback and why it is different.  If you feel like it is useful now, you can 

read it. But probably what you are doing now with clusters is more important - 

I didn't get around to try it myself yet. See you on Friday! (Alice via Slack Private 

Message) 

But she did so by referencing to something else, to slides from a course in Stanford or to a paper 

written by a group of developers who won the Netflix Prize. This seems awfully obvious for 

anyone who has ever learned a new subject. We rely on external references, books and manuals. 

But it points to something different. By relating all these elements together in the local practice 

of making the algorithm, we do not only import texts or books. Instead, these entities are 

references to a whole other configuration of social orderings. We do not only mobilize a 

technique but a whole discipline. However, in doing so, we also import a specific form of 

reasoning into the local production of order. We become part of a larger actor-network which 

also enacts what Kuhn (1996) famously called a paradigm, or what Fleck (1935/1981) named 

a thought style. The local practices become part of a collective in which the rationality of an 

entire discipline is circulating. And the practices that enact this mode of ordering also enact the 

algorithm as a technical object, as a technical issue. 



184 

 

The Algorithm as Organizational Enactment 

At the same time, the algorithm became an organizational actor, as described in chapter 5. 

Starting from the notion that software is algorithms combined with data (Wirth, 1975), the 

process of making the algorithm had to build new associations that – again – went beyond the 

situation of the developers’ offices, their daily SCRUM meetings, and their iPython notebooks. 

Instead, the search for data was leading to different organizational departments, institutions, 

and even to how the users of the recommender system were tracked. Based on Ziewitz’ (2017) 

elaboration of the algorithm’s ethnomethods, the quest was not just to find data sources but also 

to find data sources that would be compatible with the algorithmic techniques mobilized from 

the disciplinary enactment. As Ziewitz (2017) notes, we have to formulate observations in a 

way that makes them relatable to the algorithmic technique and its ways of seeing the world. 

As we had to parse our observations in a constant struggle to respecify the 

situation in the image of the self-imposed constraint, the walk was not so much 

a case of recognizing patterns, but an exercise in explicating observations in the 

language of the algorithm while figuring out whether and to what extent they 

could facilitate the job at hand – a determination that itself was subject to the 

contingencies of real-time navigation (Ziewitz, 2017, p. 10). 

This was then also an issue for the recommender system. We were looking for data to power 

the algorithmic system in different places of the public broadcaster. However, the data found 

in different instances was also not just there but was referencing a whole apparatus of practices 

that constructed them according to a local rationality, to a local and fairly regular way to 

practice data production. The algorithmic technique – and its chain of associations – needed to 

be translated into something that is compatible with and relatable to organizational processes 

of data production. To do so, the development team visited different institutional settings in 

which the algorithm could become an active part of the enactment of the organization – and 

therefore the algorithm.  

This happened by establishing a new group of online editors. This group was acting as a 

watchdog for the newly installed process of producing meta-data. The thematic editorial teams 

were entering meta-data into the central planning system exclusively for the recommender 

system. For this, fields in the database scheme of this central planning system that were not 

used by anyone saved the entered data. And in addition, several discursive elements, such as a 
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fixed category list or additional guidelines, were produced to guide the practices of data 

production. Coming back to the online editorial team, I was told in an interview: 

In relation to the metadata, there will be a style guide, so that the editorial 

boards have something they can stick to. And then we have to look how it works 

(Online Editors Interview).104 

Similar to the textbooks, articles, and slides, the local production of social order(liness) was 

accompanied by delegated actors to frame the local situation. Guidelines and category lists were 

sent in order to steer (not determinate!) local practices. In the case of our recommender system, 

the actor-network unfolded throughout the organization, as the enactment of the algorithm was 

showing a specific mode of ordering. As a result, the algorithmic technique started to construct 

its own ordering, occupying infrastructural elements that were not used yet, and establishing 

new (practical) institutions – thus, adding an enactment of the organization next to the already 

established ones. The enactment here followed a specific idea as to how data should be shaped 

and produced in order to make good recommendations. In other words, a specific rationality 

was at work. The production of data as part of the imagined algorithm referred back to an entire 

socio-technical organization on its own. In this socio-technical configuration, accounts in the 

form of data are being produced that can be reflexively interpreted by the algorithmic 

ethnomethods in place. And once the association is established, the algorithmic technique 

becomes part of that actor-network, resulting in the organizational enactment of the algorithm. 

Change the order, and you change the algorithm. 

The Algorithm as Political Enactment 

And last, but not least, the algorithmic system was enacted as a political problem. The main 

issue to be tackled by the research project I was part of was filter bubbles. As described in 

chapter 6, public broadcasters have a special legal obligation to provide a broad and diverse 

information diet to their viewers. By doing so, these institutions should enable citizens to make 

informed decisions, especially in their role as voters. This reflects the public broadcasters’ 

function within a democratic system. As described, recommender systems are, by their very 

design, the anti-thesis to a broad information diet. However, exactly this broad information diet 

                                                 

104 German original: Was die Metadaten angeht, wird es einen Styleguide geben, dass die Redaktionen auch etwas 

haben an dem sie sich so ein bisschen festhalten können und auch wissen was wir von ihnen haben wollen. Und 

dann muss man irgendwie gucken, wie das funktioniert. 
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was an issue that got mobilized by the research project I was part of. And it did so by referencing 

an ongoing discussion in politics, legal institutions, and academic disciplines (see chapter 6). 

Thus, the algorithmic system became part of another actor-network that grappled with the 

technical details of the recommender system and its democratic qualities. As a result, we tried 

to formulate a mathematical definition of diversity, change the algorithmic script in order to 

produce noise, and build an anti-recommender. In each of the instances, a specific logic of 

interpreting and relating the behavior of the algorithm to a normative idea of its political 

qualities was enacted. The algorithmic system was not only a technical tool that should be used, 

but it became a political issue that needed to be solved. A third rationality that guided the 

development project. 

Each of these occasions can be seen as a different mode of ordering in which the algorithm got 

enacted, narrated, and put in relation with many different actors. And in each of the situations 

the algorithm was something else. A technological technique integrated into an ecosystem of 

an entire community, an organizational actor that needed to be integrated into the different 

practices of data production, or a political issue that needed awareness and solutions. However, 

in each of the situations many different actors were present, but the central figure this book and 

the development project revolved around was exactly that: the figure of the recommender 

algorithm. The question in all these cases was how to deal with the concreteness and multiplicity 

of the algorithm in making it a functional and durable actor that would have agency – i.e., that 

would do something. And this against the background of different enactments with very 

different constraints and assumptions about possible and following practices. 

7.5 INTERFERING ORDERINGS: COORDINATING ALGORITHMS 

Social order is produced not by actors, and not from structures, but from practices of translations 

and associations in which actors are being narrated and constructed in the act. However, as Mol 

(2002) has shown, these different enactments of bodies, materialities and other actors can 

become subject of many different orders. In the case of enacting atherosclerosis, different 

medical practices enacted the same body in different ways – producing different ontologies. 

Becoming part of many orderings therefore produces the need for coordinating these different 

versions of the enacted actor. As we have seen in the preceding chapter, the algorithm to be 

developed also became part of different orderings. For one, the algorithm was part of the 

network of disciplinary enactments, including a material environment and the discursive 
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objectivation. But the algorithm was also part of an organizational enactment, where data had 

to be produced for the mobilized algorithmic techniques. And then, in the end, the algorithm 

had to navigate different social orderings of technological assumptions, editorial ethos, and a 

political discourse. In each of these occasions, the algorithmic technique was mobilized, 

narrated, and practically realized as a member of the socio-technical collective that was the 

algorithm. Understanding the algorithm without the different relations is not possible. 

However, these moments of translation were precarious and instable. Every single of the 

discussed chapters before relates the figure of an algorithm to another mode of ordering. Yet, 

if we look closely, what the different chapters discussed was not only the enactment or 

translation of an algorithm in a specific set of an ordered and ordering interaction-system, but 

they always told stories on the edge of these different orderings. The algorithm as the end-result 

is part of all of these ordering systems and their specific logics and modes. While chapter 4 

clarifies where the algorithmic technique originates from and how we can understand them as 

objects of social orderings, chapter 5 and chapter 6 describe not just different modes of ordering, 

but more importantly, the (failed) coordination of different enactments of the algorithm. What 

the algorithm is or was, is the result of manifold negotiations, discussions, and compromises. 

The algorithm, as it was achieved in the end, was not the practical achievement of one situation, 

nor was it one enactment, but it was the coordination of many different enactments, many 

different situational and practical achievements and many different orderings. 

In chapter 5, I argued that the algorithm is not only the algorithmic technique that is being 

applied, but that we have to understand the algorithm as an actor-network that included 

processes of data production, information infrastructures, and the enactment of a new and 

different organization. However, before this happened, we encountered many problems along 

the way, as we were searching for data in the archive, or tried to produce the data ourselves via 

speech-recognition software. In the archive, the mode of ordering related the different human 

and non-human actors in a way that made it impossible to translate the data into something that 

would be compatible with the algorithmic technique of content-based filtering as imagined by 

the development team. The practices of the archivists were associated with the issue of 

producing a video archive suitable for the practices and needs of the editorial teams, thus 

producing new and interesting video formats. However, the resulting format of the data that 

was provided by the archive was not compatible with the action program inscribed into the 

algorithmic technique. The data produced was too dense for calculation. At the same time, the 
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timing of data production was not suitable for the imagined functionality of the recommender 

system. The archive simply took too long to produce meta-data, a timing that was very suitable 

for editorial tasks but not so much for the fast pace of the recommender system. The archive 

was not a data pool for the recommender but a resource of research for the editors. Thus, we 

can understand the issue at hand as a problem of reference, translation, and social order. The 

data that was produced did not reference an apparatus that had the algorithm in mind, as for that 

the way the videos were tagged would have needed to change. Instead, the normative idea of 

the practices, and their functional self-description, aimed at being useful for the work of the 

editors, who were putting together new shows and formats. At the same time, the algorithmic 

technique was referencing the set of practices and expectations of the developer community, 

the computing resources, and the assumed expectations of the users, to find the newest videos 

for the recommended list. In order to fulfill the latter, the archive would have needed to change. 

However, it was stabilized by its integration into the organizational structures that served the 

aforementioned rationality. The algorithm and its allies were not powerful enough to bring 

about this change within the local process of social ordering. 

This issue of power and social order could also be observed in our second approach to produce 

data, an approach that led even beyond the boundaries of the broadcaster. As described, an idea 

was to instantiate a speech-recognition software to translate the audio tracks of the videos. 

These textual data then could have been used for the algorithm’s calculations. However, this 

failed, as the algorithm tried to mediate two different orderings and their use of language. The 

most prominent TV show of the broadcaster was using the local dialect, which was simply not 

understandable for the speech-recognition software. While this episode could be seen as a pure 

technical issue, it hints at something very important. Taking a material-semiotic stance of social 

orderings, each of the actors here, the TV show and the speech-recognition software, is the 

product of specific networks and ordering. For the broadcaster, the TV show was important, as 

it also defined the local identity of the broadcaster. Thus, the script writers, the actors, and the 

audience deemed the way it was presented important – and therefore changing the language 

was not an option. At the same time, the speech-recognition software can be understood as a 

reference to the practices of training the software. If I had followed this reference, I would have 

ended up in the offices and other sites of a big North-American company, in which developers 

were putting together this piece of software with a specific imagination of its application. This 

obviously involved a so-called standard German, which is (at least) understood in all German 
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speaking communities. Combining the two actors, the TV show and the speech-recognition 

software, failed not because it was a technical issue (this is ‘only’ an epi-phenomenon), but 

because the processes or ordering were incompatible with each other – and the local software 

project did not have the power to adapt either of them. 

In chapter 6, I described how the algorithm was enacted as a political actor and a political issue. 

By reducing the available information via means of personalization and filtering, it was seen as 

posing a threat to the democratic function of the public broadcaster. In these situations, we tried 

to align the technical artifact with an idea of diversity by design. Our attempts included the 

adaptation of the algorithmic technique itself, trying to change the optimization formula in order 

to produce noise in the recommendations of the algorithm. This, however, failed, as the 

developers and the online editors expected that the users would be confused by a recommender 

that produces random lists of videos, and as a result would see it as malfunctioning. Thus, the 

adaptation of the algorithm’s optimization function failed, as the ordering processes of the entire 

video-on-demand system were mobilized in the expectations of the users’ expectations, i.e., 

expectations of a second order. By narrating these expectations, the developers were referencing 

another situated production or social order – and showed an orientation towards known 

normative settings. In a second attempt, we tried to utilize the calculated model of the 

recommender system in a different way, translating the calculated description of users and items 

into two different actors, a) a list of recommendations that would favor the classical approach 

to recommendation, i.e., popularity, and b) a so-called “anti-recommender,” which presented 

video items that are very different to the ones shown in the first box, producing diversity via 

showing people videos that would normally not have been recommended. However, this form 

of diversity was based on implicit knowledge of the algorithmic model, which was incompatible 

with the implicit knowledge of the editorial teams. The latter had their own ideas and practices 

of safeguarding diversity in the program, referring to their experience and training. However, 

since the production of diversity of the algorithmic actor was based on latent variables and 

reasoning, it was not tangible for the editors and we therefore could not align these two ideas 

of diversity. Again, each of the two implicit knowledges I found in the broadcaster were the 

result of specific localized forms of producing order. The algorithmic model of the machine-

learning-powered recommender was referencing to manifold and successfully aligned practices 

in the software development project and its allies in the organization, whereas the implicit 

knowledge of the editors was referencing the formation of an entire professional community, 
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with their training programs, team meetings, and daily conversations on how to create a good 

program. And in addition to these issues, we even had trouble explicating diversity via 

calculative means. When trying to do so, we found that a prominent soap opera was already 

very diverse by itself – simply because the show portrayed a different narrative in each episode. 

Therefore, also the words used were diverse. This evaluation of diversity, however, was not 

compatible with our – or the legislators – concept of diversity, a concept that rested more on a 

qualitative assessment. In order to fix this specific metric and to align it with our 

understandings, we would have needed to adapt how meta-data was produced for the videos. 

However, this collided with the idea of good meta-data of the online editorial team – who 

insisted that a diverse description of different episodes of a show is important for the user. 

Again, the assumption of the algorithm and the production of data – understood as a reference 

to a whole and complicated set of practices – would not fit each other. 

In all of the discussed instances, the different visions and versions of the algorithm needed to 

be coordinated. The mobilized technique from the computer science universe had to be 

translated into an organizational and political actor and the conditions of possibility provided 

in each of these settings. This, however, produced a shift in the identity of the algorithm. John 

Law (2002) argues that these objects, caught in between different orderings, are fractal, that 

they exist in many different states at once. Based on his report on the making of a military 

aircraft, he notes: 

I am saying, then, that an object such as an aircraft – an “individual” and 

“specific” aircraft – comes in different versions. It has no single center. It is 

multiple. And yet these various versions also interfere with one another and 

shuffle themselves together to make a single aircraft (Law, 2002, pp. 2–3). 

Thus, in order to produce a singular object, something that can be delegated into other situations 

as a stable actor, different versions of the same actor need to be coordinated with each other. In 

the case of the algorithm, this means to bring these different orderings into coherence with each 

other in the figure of the algorithm. In order to become a recommender system and a successful 

recommender according to the ideas of the developers, the algorithmic technique had to be 

coordinated with the different practices of producing data and evaluating its normative 

dimensions. However, this proved to be difficult, as the modes of ordering of the local 

institutional practices of data production were not easily related to the inbuilt script of the 
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algorithmic technique. The archive or the speech recognition software simply enacted other 

ideas how the socio-technical world was configured. At the same time, the script of the 

recommender technique had to be adapted. Building algorithmic reflexivity meant to align 

different enactments of the algorithm with each other in a way that they would add up to 

something different – to something coherent. John Law (2002) notes that 

[…] fractal coherences are coherences that cannot be caught within or reduced 

to a single dimension. But neither do they exist as coherences in two or three 

separate and independent dimensions. In this way of thinking, a fractionally 

coherent subject or object is one that balances between plurality and singularity. 

It is more than one, but less than many (Law, 2002, p. 3). 

However, the coherent object of the recommender system does not just balance different 

enactments with each other. In fact, the development process was the establishment and 

institutionalization of another, an additional, enactment of the algorithm. In this enactment, the 

other enactments – and their modes of ordering – were included or excluded, changed in the 

process, or kept stable. Thus, in order to produce a stable and coherent recommender system, 

different versions of the algorithm, the organization, and politics got aligned with each other, 

changed, and negotiated different modes of making the algorithm tangible and durable. 

Especially two modes of doing so have been highlighted in the examples discussed. For one, 

the alignment of the algorithmic technique with different forms of data production changed the 

way the algorithm was enacted, and therefore poses also a moment of intervention. The second 

one was the mode of translating algorithmic and machine-learning-powered mode of reasoning, 

or better: to give accounts in a form that is translatable to the normative system of another 

enactment. As we saw, each of these alignments came with important decisions as to what 

relations are to be kept stable, e.g., between the archive and the editors, and which one could 

be changed, in our case the relation between the editors and the central planning system. 

Algorithmic agency – and therefore its power – is the result of putting these different 

enactments into black boxes, i.e., stabilizing them, and relating them to each other via an 

additional practically achieved order, including normative assumptions, imaginaries, etc. that 

have been locally enacted somewhere else.  

These enactments put in relation keep the actor that we normally call the algorithm stable. Thus, 

they influence possible forms of translation for subsequent orderings that mobilize this (always 
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already) stabilized algorithm. The algorithm is still more than one, but certainly less than many. 

And with each integration into further orderings, possible translations, and possible ontologies 

decrease in number.105 In the object of the socio-technically realized algorithm, multiple social 

orderings want to inscribe their locally enacted and imagined forms of social order – and, at the 

same time, only so many of them can co-exist, and some of them are mutually exclusive. As 

described, our attempts of producing a recommender algorithm sensitive to diversity interfered 

with the normative ideas of good editorial work and the way data was produced. The potential 

scripts to solve one problem were simply incompatible with other practices in the organization. 

The same happened in the case of producing metadata for the algorithm. The orderings within 

the organization were simply not fit for the requirements of the algorithmic technique mobilized 

from the software development community. The technical enactment of the recommender 

system needed to find a way, how it could be translated into the organization of the public 

broadcaster.  

However, order is not only to be found in the different sites discussed so far. The alignment of 

different enactments was a production of social order itself – and followed its own rationality, 

a rationality that was itself normative and political. And often enough, it also was the art of the 

possible. Software development projects then become a moment of negotiating different social 

orderings with each other and realizing the result of these interactions in the algorithmic system. 

In the end, the installed and institutionalized algorithmic system then is the result of a very own 

enactment of a social order, in which the different orders are being coordinated. The algorithm 

has become a structural element itself. By closing and coordinating different enactments as 

black boxes, it became a social fact. 

7.6 DELEGATION OF ALGORITHMIC POWER 

A specific conclusion of this process of negotiating different – always already present – 

orderings in the process of inscription can be drawn for the notion of delegation. Latour 

described with this the process of delegating normative power to an actant, often material or 

technological. And this is the starting point for our question of algorithmic power and agency. 

However, observing the process of how this black box is initially being made shows the 

different normative assumptions and ideas that need to be balanced within the process of 

                                                 

105 In fact, this resembles very much the idea of reduction of complexity found in other social theories.  
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delegation. Close to never, delegation happens in a tabula rasa place where one can build a 

system from scratch. Close to ever, there is the already always ordered world there, which does 

not only incorporate one normative dimension but many different orderings that interfere with 

each other – and which need to be coordinated in the process of constructing the action program 

of an artifact. Thus, an action program is not only the result of the engineers’ assumptions but 

is also born out of the conditions of possibility to inscribe them into the artifact – and which is 

updated in the process of implementing these techniques in specific software projects. The 

durable artifact becomes the materialization of a compromise that resembles and reproduces 

the social orderings. Coherence and durability are the product of the activity of mediating 

between different enactments, ontologies, and orderings. Thus, the idea of inscription, de-

inscription, and delegation is being complicated. It is not a straightforward process of designing 

values and norms into an artifact. Instead, the process of producing a normative artifact is the 

result of nested and linked processes of de-inscription and re-inscription. The algorithmic 

technique as it was being mobilized from the realms of software development and computer 

science had specific scripts inbuilt. It came with stabilized assumptions about the interaction 

process in which it would operate. However, by embedding it into different enactments, 

organizational and normative, the material actor got applied differently, i.e., varying processes 

of description, and was changed in the process in its technical properties, thus experiencing a 

process of re-inscription. De-inscription and re-inscription therefore became two sides of the 

same coin. Combining the algorithmic technique with different forms of data put it into a 

specific context but also extended the artifact. At the same time, tinkering with the parameters 

of the optimization formula was a de-inscription of the technique – using it differently – but 

also inscribing different ideas, norms, and assumptions about the context of its usage. This, 

then, has some profound implications on our discussion of algorithmic power. By looking at 

the idea of algorithmic power and agency through the notion of social ordering, some 

conclusions can be drawn that do not reduce the issue at hand to the omnipotent algorithm nor 

to a metaphysical principle of societal structure. And, which can point us to the moments and 

sites of intervention. 

The algorithm is not an element in a singular rationality but the manifestation of different 

rationalities and institutionalized logics that are being negotiated with each other. And with 

that, the algorithm itself is already the result of a power play or an attempt to produce order. 

Evaluating algorithmic power refers to different moments of ordering and enacting what is to 
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be ordered in the constant process of making and re-making the actor that is normally attributed 

with the notion of the algorithm. However, instead of being just this one element, it is a 

culmination point of a fight of normative ideas. Thus, finding algorithmic solutions – and their 

problems – is not a straightforward process but needs to be related to the diverse ecologies 

embedding the algorithm. The question then is no longer just how we can assess the power of 

a singular algorithm, e.g., by looking at its code base. Instead, it gets a bit more complicated. 

Which ordering systems have been neglected, which ones were included? How did one ordering 

system interfere and change the other one in the negotiation of the concrete form of the 

algorithm? In the example of the recommender system at hand, one ought to ask why did the 

archive not just change the way they worked? Sure, they had their own discursive definition of 

their purpose and the problem they should solve, but they could also discard this definition and 

change their practices according to the formulated needs of the algorithm. If they had done so, 

the work of the editors would also have changed quite dramatically. Thus, the mode or ordering 

that we found at the archive was an expression of a power play. Was the actor-network of the 

archive-editor collective strong enough to resist the expansion of the recommender system’s 

actor-network? In our story it was, but it could have also been differently. Thus, this already 

reflects the power to re-structure the social world and its practices. But this then also makes a 

strong point to not attribute all the power to the algorithm, nor to take away all the explanatory 

power from it. Algorithms do something, they sort, recommend, search, and sometimes beat us 

at chess. However, they do so because they were able to co-exist in different ordering systems, 

because they were able to coherently coordinate their different enactments into one durable 

actor-network. 

As different enactments need to be coordinated, this also sheds new light on the role of software 

development projects. If we follow the here presented narrative, then they are no longer just 

sites where technologists put together different bits and pieces, like communication protocols, 

database designs, and algorithmic techniques. Instead, their role shifts towards a site in which 

these different enactments are being coordinated, negotiated, and stabilized. Software 

development projects therefore enact a different socio-technical order in which they reach out 

to and negotiate with other institutionalized orderings, and balance assumptions and ideas 

relevant for the project, including the legal system, ethical considerations, practical data 

production, an organizational idea of broadcasting, and so on. Yet, this also shifts the idea of 

intervention in these settings. It is not only to provide ethical guidelines or best practices. It is 
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also not the diversification of developers alone (although this is an important topic!). Instead, 

intervention means to understand and multiply (or sometimes even exclude) relevant modes of 

ordering that need to be coordinated within these project settings. On the other hand, it can also 

tell us about the presence of social orderings that contradict each other, making us aware of the 

choices we have to make or think about ways to make them compatible via new and inventive 

methods. In addition, it also leads us beyond the borders of the development project and could 

lead us to other surprising sites, like the offices of a big North-American company. When 

talking about algorithmic power and algorithmic order, aiming at the singular algorithm 

therefore misses its target, as does the idea of an omnipotent societal rationality. 

Now we found our way back to our starting point. Neither the individual level, nor the structural 

perspective alone can help us to understand, explain, and interact with algorithms in our society. 

Instead, by focusing on the generative processes of algorithmic actors, we see how these two 

levels blur their boundaries. Algorithms are social facts only because we are confronted with 

them in such a way where they are enacted in a situation of achieved social order. Yet, at the 

same time, these techniques, databases, and communication infrastructures that are combined 

in the notion of the algorithm do something, they are real and often resist our attempts to game 

or challenge them. Describing potential problematic (or even positive) effects of algorithms and 

machine learning, we can rely on their individual power granted to them by a structure. 

However, as soon as we want to intervene in the construction of our social world’s co-

inhabitants, we must unpack the processes of stabilization and have a good look at what 

orderings and rationalities are being included, excluded, and changed in the process of digitally 

ordering our societies. Because in the end, IT could be otherwise.106 

8 CONCLUSION 

In this book I reconstructed the different moments, sites, and rationalities in which the algorithm 

was enacted differently and how these different enactments related to each other and to the 

already established always already ordered world. What the algorithm became in the case of 

the public broadcaster reflects not only the technical details of some thousand lines of code, or 

the applied calculations. It also reflects the different social orderings that made these 

                                                 

106 I am very thankful that I am allowed to borrow this wonderful phrase from the Technology in Practice Group, 

IT University Copenhagen, who developed it in a workshop in 2017. 
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calculations possible in manifold established and institutionalized infrastructures and practices. 

Instead of thinking that an algorithm is doing something (which is true), it might be more 

productive to take a closer look at what doing algorithms means when we want to start to 

understand and potentially also regulate the power of algorithms. Focusing on the in-between-

ness of the different involved actants, that is, asking what connects them and how the identity 

of algorithms and its subjects change can provide us with the means of doing algorithms 

differently. The description of the emergence of the recommender algorithm then also can leave 

us with some important implications and insights into the processes of ordering our digital 

societies. First, software development projects, and this includes the development of machine 

learning and AI applications, cannot just be understood as a technical endeavor. Instead, these 

development projects are sites in which different societal, normative, legal, and organizational 

demands and structures come together. A dev-team therefore not only organizes their own 

disciplinary version of the algorithm but must coordinate different demands, imaginaries, and 

realities with each other in order to make the algorithmic system happen. The algorithm is then 

not only a few lines of code alone but is an actor that can only exist because it could successfully 

integrate different actors into its existence, to an extent that it reaches out to entire organizations 

or legal apparatuses. This is for sure also the result of a society that increasingly relies on digital 

technology to a degree that was not conceivable some decades ago. Problem definitions change, 

from issues that are purely in the domain of computer science, into domains of economy, 

medicine, public media, or even warfare. But this also makes it necessary to change our attitude 

towards software development projects. These sites of coordination and algorithmic reflexivity 

must be populated by many different people, able to translate the rationality of an n-dimensional 

vector space into tangible legal or political claims. At least three demands can be derived from 

such an insight: a) new forms of translating calculative rationality into qualitative accounts 

needs new structures of social ordering; b) value by design approaches need durability and c) 

let us not just focus on algorithms but also the platforms and environments that make them. 

Each of these points is a broad and potentially bold demand, maybe even born out of the 

necessity of academic prose, but I am convinced that every one of them is important and worth 

further research and effort. 

Translating Rationalities 

First, new forms of translating a calculative rationality into something that is relatable in 

political or legal debates are highly necessary. As shown in the discussion about diversity, the 
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possibility to express certain ideas and norms in an algorithmic logic failed, partly because the 

discourse on diversity always operated with an implicit understanding of what we mean by it, 

and which therefore was part of our taken-for-granted repertoire in our conversations. Even the 

translation between the legal formulations, as found in the decisions of the German 

Constitutional Court and the related laws, and the implicit understanding of the term by the 

editors shows that the expression of diversity is something that is learned through examples and 

practices, not by mathematical formulations. If something violated the assumed ideal of 

diversity, there were procedures to come back to an acceptable state. Or to use the notions from 

ethnomethodology, the competent participants had ways to bring the situation back to a state 

that was considered normal. With algorithmic systems, such procedures to normalize the 

situation are still scarce. Especially, as the methods are missing to reflexively resolve the 

accounts produced by algorithmic systems. Paradoxically, the answer could be more data 

science, not less. More quantitative analysis, not less. But data science that is born out of 

different ordering systems and where the experts have knowledge from different domains. It is 

not without irony that data science experts themselves started to search for external expertise 

(Ribes, 2019; Ribes et al., 2019).  

Taking the issue of diversity and recommender systems as a point of departure, data science 

methods would have to be combined with more qualitative and interpretative modes of inquiry, 

translating implicit knowledge of the editors into forms of algorithmic reasoning. For example, 

connecting different thematic clusters via rules that a recommender would have to follow, like: 

If user1 was shown many videos from Cluster 1 (“national politics”), show her videos from 

Cluster 54 (“international culture”). This would, however, require methods to identify that there 

are such clusters and then formulate rules that are understandable to the algorithmic system – 

and it requires expertise from at least two different domains.  

Governing algorithmic systems then becomes a problem of coordinating different moments of 

translation and ordering, not only a process of realizing straightforward normative assumptions 

and ideas. In the end, we can ask ourselves whether we do not overburden developers if we 

want to make them realize many different normative accounts in the scripts and ontologies of 

the algorithm in the narrow sense – and maybe we should also look for solutions by changing 

the algorithmic system in a broader way. In addition, the nature of machine learning makes it 

seem like it is not enough – although it is important – to include different forms of expertise 
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during the development process. Instead, a more durable solution might be necessary. Which 

brings me to my second conclusion. 

Institutionalizing Value By Design 

Value sensitive design is and has been an important branch of the discussion for a long time. 

Helen Nissenbaum (2001) argued relatively early that computer systems and digital 

applications do embody values (see also Friedman & Nissenbaum, 1996). This led to the insight 

that values of digital systems can be adapted through processes of co-design and value sensitive 

design. At this point of the book this should not come as a surprise. And there are many 

interesting and valuable projects and attempts to build more responsible and ethical systems – 

including the very project that this book is based on. Zhu et al. (2018), for example, formulate 

proposals for including different stakeholders and their expertise early in the design process of 

algorithms. Méndez Fernández & Passoth (2019) even conceptualize software development as 

an interdiscipline, which necessarily must include different theoretical, disciplinary, and 

societal perspectives. Other scholars proposed to make team compositions and contributions of 

different societal groups visible via data visualization (D’Ignazio & Klein, 2020) in order to 

make issues in team compositions visible. Diakopolous (2019) also argues that employing a 

value by design approach is essential in the realization of algorithmic accountability. There is 

an already very vivid community that seeks to realize value sensitive design in digital 

technologies. However, Diakopolous (2019) also argues that evaluation is an essential element 

of algorithmic accountability (see also Jones & Jones, 2019) – going beyond the development 

stage of algorithmic systems. This is even more true – as I would like to add here – because of 

the networked nature of machine learning and algorithmic systems. 

Machine learning depends heavily on the ongoing process of calculating and applying models 

based on observational data. However, as we have seen, the data itself needs heavy investment 

of interpretation and rationalization. What I call algorithmic reflexivity is the process of aligning 

data and algorithms in a way that includes and enables the understanding of the processes of 

data production. These processes are thereby never detached from a broader practically 

achieved order – and therefore in itself historically contingent. Thus, even in applications where 

models are being trained only once and then applied without further change, a shift in the 

configuration of related social order(ings) can change the entire identity of the algorithmic 

system. The algorithmic reflexivity is simply no longer adequate for the situation referred to – 
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the algorithm is no longer a competent member so to speak. This is then even more problematic 

for applications that are continuously learning, just like the recommender system. The model is 

being re-calculated regularly and therefore reacts to the users’ practices.107 Thus, in both cases, 

also a normative evaluation has to occur continuously. Each calculation has to be evaluated 

against the normative framework as if it were for another first time – and if the algorithmic 

system deviates, bring it back to a state that we deem acceptable. This, however, requires us to 

radically rethink value by design approaches for machine learning and think of institutionalized 

and organizational solutions.  

The governance of software development projects that I mentioned in the previous section 

therefore must become a permanent state in the domains that are defined as sensitive. In the 

case of the recommender system of the public broadcaster, such a solution could be a separate 

department that tries to continuously monitor the diversity of recommendations. Thus, 

algorithmic normativity is not achieved by including experts on ethics or social sciences in the 

process of developing an algorithm, as these alliances are only temporary and will come to a 

natural end. Instead, we must counter durable algorithms with durable structures to change their 

identity. To create ethical algorithms, to take up a buzzword of the last few years, we have to 

build and extend our social institutions. 

It’s the platform economy, stupid! 

It might be a strange ending for a book on algorithms to argue for more platform studies. 

However, I do not believe that this is an ‘either or’ matter. What I discussed throughout the 

book is the networked nature of algorithms and that we should understand them as emerging 

from different ordering systems – which also takes their technological resistance into account. 

However, in the case of the recommender system I discussed, it became clear again and again 

that the realization of the algorithm was prevented – or at least substantially diverted – through 

the established orderings that already existed. What the algorithm turned to be in the end was 

the art of the possible, as other ordering systems were simply more durable, more powerful. 

And while this is very visible in the case of a public broadcasting organization, it is an insight 

that can be applied to all occasions where algorithms or machine learning are involved. To take 

up a rather prominent example, we could ask ourselves if the case of Cambridge Analytica, 

                                                 

107 Strictly speaking, it would react to the practices that are between the users and the platform, as the practices, 

not the individuals, are the unit of analysis. 
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where millions of user profiles were scraped from Facebook to target US citizens in order to 

influence their voting behavior, would have been possible in a different environment. The 

application of the algorithm described is highly problematic. Just as problematic, however, is 

the environment that provided the means to make it possible in the first place. That platforms 

are important is not a new insight (see e.g., Gillespie, 2018; Zuboff, 2019). However, the case 

of the public broadcaster illustrates how platform politics and the conditions of possibility for 

algorithmic systems are entangled. Thus, regulating or intervening in the production of 

algorithms is important, but as important is the intervention into the central platforms of our 

everyday and political life. Understanding the power of algorithms without understanding the 

socio-technical order of platforms will lead us to a place where we would grasp neither of them. 

This could, however, go into different directions. Coordinating different enactments as a form 

of organization would also open up the possibility to integrate different platforms into a 

common structure, where auditing, democratically installed infrastructure, and means of 

translating normative accounts into technological means is provided by an institution that is 

politically and democratically legitimized. Through such a public algorithmic infrastructure, 

the environment that provides the conditions of possibility for algorithmic power in sensitive 

domains would be open to interventions and ethical, moral, and legal reasoning. 

Modern Algorithms 

As discussed, algorithmic systems pose different challenges if we want to understand and 

intervene in the ways they co-construct our society. However, they do not only pose an irritation 

for our normative systems but for our understanding of modernity at large. Lyotard (1984) 

famously proclaimed that we are entering a state of postmodernism, as the grand narratives are 

vanishing. Our times, so the argument, no longer have a common construction that drives them, 

may it be progress, the domination over nature, or enlightenment. Against such an argument, 

Latour (1993b) also very famously coined the phrase that we have never been modern, thus 

nothing can be lost but the narrative that we had a common narrative. Machine learning, it 

seems, is the logical continuation of these debates. What the discussion on AI and machine 

learning in general, but also the vignettes of this book specifically, show is that we hardly can 

keep up the idea of domination of nature or the narrative of a common and universal rationality. 

Algorithmic systems are, in all the issues and problems that they produce, rational in their 

calculative logic. But it is a logic that is not tangible to us, so that we sit in front of our computer 

screen looking at neural networks or a visualization of a vector space of latent factors and ask 
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ourselves: And what does this mean? Mostly it means that it works. That it solves a problem. 

Machine learning techniques are not evaluated by the arguments they make or the general laws 

we deduce by them, but by the fact that they perform one percent better than the other models 

with a given dataset and problem, such as the MNIST database for image recognition of 

handwritten numbers. This then raises many questions in epistemology and social theory alike. 

One is the question of algorithmic objectivity. As G. Rieder & Simon (2016) argue, algorithms 

are seen as objective and neutral entities translating the trust in numbers (Porter, 1995) into the 

algorithmic realm. However, objectivity is, as Daston & Galison (2010) illustrated, a collective 

achievement, one that requires communication, coordination, and discipline. Given the issues 

we have in understanding the reasoning of machine learning, and even fail to compare them to 

each other outside of heavily controlled settings, how does this then impact the notion of 

objectivity in our contemporary society? What counts as objective and why? And what means 

do we have to maybe construct objectivity anyhow?  

The second, and maybe much bigger, question touches central sociological theories, especially 

in relation to theories of social differentiation. With the insight that the self-description of 

modernity is challenged by the emergence of these new technologies, we can also conclude that 

this is true for sociological reasoning, which is, according to Eisenstadt and Curelaru (1976), a 

product of modernity. What I have discussed throughout the book could be read as a story of 

different social subsystems and their issues because of their different system-internal codes. 

Each of these systems, let’s call them that for a moment, fulfills a function, either within the 

organization or in the political system, or in the scientific system. However, at the same time, 

these different systems interact with each other via specific configurations of actors, making 

specific forms of actants, i.e., objects and subjects alike, possible. Thus, what form of 

differentiation are we observing here, and what forms of integrating different subsystems are 

in place? These questions get even more complicated, as the notion of differentiation has to be 

differentiated a bit. In classical approaches, such as Durkheim’s (1893/2014), the major form 

of differentiation is the separation of work within complex societies. Through an ongoing 

specialization of singular actants within the community, productivity rises and more complex 

forms of social structures become possible. However, this also requires new forms of 

integration, as these singular elements of modern societies become dependent on each other. 

Durkheim emphasized the role of organizations and the state to foster integration in modern 

societies. Norbert Elias starts from a different theoretical conception, namely, the different 
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configuration of relations of individual actants, which he calls figuration, and how this results 

in a historical process in a monopoly of power. Contrary to Durkheim, Elias (1939/2000) argues 

that differentiation is the result of such a monopoly, as it now can in a self-referential manner 

begin to define different standards of production and relate them towards each other. Yet, the 

mechanism of integration is in principle the same for both. However, if we take a practice-

oriented and material semiotic stance as discussed in this book, we could raise the question of 

what material and infrastructural forms of integration emerge in digitized societies – and 

whether integration is not even overemphasized under observable conditions of multiple 

ontologies and orderings. Similar observations can be made in other notions of differentiation, 

which are characterized as systems theory approaches, first and foremost by Parsons and 

Luhmann. Both theoreticians applied cybernetic ideas to their observation of societies, albeit in 

different ways. For Parsons (1971), a society had to fulfill certain functions in order to maintain 

a stable equilibrium and ensure its survival. This led eventually to the famous AGIL schema of 

Parsons. The clou of the theoretical conception was then that every subsystem has to maintain 

the same functions for itself – leading to infinite recursion of functions. This made it possible 

to order action systems within each modern society to a functional subsystem that helps to 

maintain societal structure. Different to the approaches of Durkheim or Elias, integration is not 

a higher-level ordering system but a function next to the others. Luhmann (1996), a late student 

of Parsons, criticized Parsons’ approach later and formulated his own theory of social 

differentiation based on cybernetic ideas of autopoetic and operationally closed systems. 

Differentiation in the sense of Luhmann no longer hinges on structures that have to be 

maintained but on the differentiation of various communication systems that are the product of 

an overarching and self-observing societal system.108 What systems emerge is the result of an 

evolutionary process and cannot be predetermined. Yet, each system works with its own 

communication codes and operations, such as ‘paying’/’not-paying’ in the economic system or 

power/no-power in the political system. Both approaches to systemic differentiation, however, 

raise questions in term of the role algorithms and machine learning play in them. Machine 

learning stands, as I have illustrated throughout the book, between these different subsystems, 

connecting different rationalities and different forms of commutation codes. With this, it 

                                                 

108 This reflexive turn even led to the formulation of the society of society (Luhmann, 1997), as ‘the society’ only 

exists as the result of a self-observation. The rather obvious connection between digitization and processes of 

(digital) self-observation has been taken up by Nassehi (2019). 
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multiplies the frame of reference, i.e., the organization or a larger community, which is a vital 

element for Parsons, and at the same time builds a bridge between operational structures of 

different socio-technical subsystems.  

These short spotlights on theories of differentiation – of course – do not do justice to the much 

more complex and nuanced theories. And there are many more that I cannot touch here. 

However, what I tried to show is that there is something to ask and explore, that algorithms and 

machine learning raise questions in regard to our theorizing of modern societies. And these 

questions are already getting attention, mostly in the German context, where the notion of ‘the 

society’ is questioned from a pragmatist perspective (Renn, 2006), or where Gesa Lindemann 

(2019) proposes a theory of differentiation that takes technological developments more into 

account. An approach that is mostly in accordance with the questions raised here is probably 

the notion of fragmental differentiation (Passoth & Rammert, in press). This also resonates well 

with the work of Latour (2013) who described different modes of existence in a way that could 

be read as a social theory of differentiation. There he identifies distinct modes like politics, 

science, or law – which creates a promising bridge between approaches in STS and social 

theories of differentiation. Thus, there are interesting branches in formulating new theories of 

not just social but socio-technical differentiation that would make an interesting point of 

departure to ask about the role of machine learning in modern societies. I have no answer to 

any of these questions here, and trying to formulate an answer would well deserve – at least – 

a book on its own. But it is worth asking them and many others as machine learning and AI 

pose serious challenges to our contemporary societies and our social theories.  

Finally, and as a hopefully positive ending of this book, I would like to say that all of these 

questions, arguments, and illustrations are born out of a genuine fascination with the topic. The 

aim is not to warn humanity about algorithms, nor to save us from Skynet. I enjoy programming, 

sitting over mathematic formulas, diving into piles of data, or to make geeky jokes about 

/dev/random. In the end, I want to understand what drives these entities that we call algorithms, 

and how they are part of a much bigger system that we call society. However, to paraphrase 

Kranzberg (1986): Algorithms are neither good nor bad; nor are they neutral. Therefore, we 

should find ways to live with them in a way that we deem positive and that is compatible with 

our contemporary democracies.  
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