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Abstract 

 

Optoacoustic (photoacoustic) tomography (OAT) equipped with structural, functional, and 

molecular imaging capabilities has demonstrated immense potential in a wide range of pre-

clinical applications. Such optoacoustic tomographic setups with detector arrays covering the 

full angular range are only suitable for small animal imaging. Handheld scanners with linear or 

arc shaped ultrasound transducers arrays have made considerable progress and have been 

promising candidates for clinical applications. Despite several demonstrations of disease 

diagnosis in humans, handheld optoacoustic scanners still face some challenges towards 

generation of high-quality images rendering faithful clinical information. The quality of images 

generated using OAT imaging systems directly depends on the characteristics of the system 

components. The effect of the components of handheld scanners on image quality has not been 

considered in detail so far. The work presented in this thesis is mainly dedicated towards the 

improvement of image quality in handheld optoacoustic tomography using efficient transducer 

modelling and novel characterization techniques. 

The shape and bandwidth of the transducers are modelled as spatial and electrical 

impulse responses, SIR and EIR, respectively. It is demonstrated that the EIR can be derived 

by deconvolving the simulated SIR from only one measurement of TIR. The derived EIR, being 

spatially independent is combined with the simulated SIR to obtain the full field of view (FOV) 

characterization of the handheld scanner called the synthetic TIR (sTIR) model. The capability 

of the sTIR model to reconstruct images of significantly higher accuracy and resolution is 

demonstrated using recorded data from phantoms and healthy probands. 

To achieve higher image quality, this work further investigates the variation of EIRs 

across transducer elements within the array instead of assuming identical EIR for all transducers 

like existing impulse response correction methods. A robust method to determine the individual 

EIR of the transducer elements is proposed which uses only few TIR measurements and solves 

the linear system for the temporal convolution. The forward model correcting for the individual 

EIRs called individual synthetic TIR (isTIR), demonstrates significant improvement in 

isotropic resolution.  

The inclusion of the transducer properties into the forward model leads to increasing 

computational load and inversion time. Therefore, a hybrid regularization scheme based on 

bidiagonalization regularization is explored to tackle this problem. Apart from characterizing 

the resolution achieved by the handheld optoacoustic tomography system, a few other system 

specifications were characterized such as image slice thickness, noise, and illumination profile, 

which offer important insight towards the performance of the imaging system.  

The proposed modelling and characterization techniques are believed to open new 

possibilities to optimize the design of handheld optoacoustic scanners with any coupling 

medium of known acoustic properties and produce high quality images, eventually facilitating 

clinical translation. 
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Zusammenfassung 

 

Die optoakustische (photoakustische) Tomographie (OAT), die mit strukturellen, funktionellen 

und molekularen Bildgebungsmöglichkeiten ausgestattet ist, hat ein immenses Potenzial in 

einer Vielzahl von präklinischen Anwendungen gezeigt. Solche optoakustischen 

Tomographiesysteme mit einem Detektorring, der den gesamten Winkelbereich abdeckt, 

eignen sich nur für die paräklinische Bildgebung von Kleintieren. Handgeführte Scanner mit 

linearen oder bogenförmigen Ultraschallwandler-Arrays haben beträchtliche Fortschritte erzielt 

und sind vielversprechende Kandidaten für klinische Anwendungen. Trotz mehrerer 

Demonstrationen von Krankheitsdiagnosen beim Menschen stehen handgeführte 

optoakustische Scanner immer noch vor einigen Herausforderungen bei der Erzeugung 

qualitativ hochwertiger Bilder, die getreue klinische Informationen wiedergeben. Die Qualität 

der Bilder, die mit einem OAT-Bildgebungssystem erzeugt werden, hängt direkt von den 

Eigenschaften der Systemkomponenten ab. Der Einfluss der Komponenten von handgeführten 

Scannern auf die Bildqualität ist bisher nicht im Detail untersucht worden. Die in dieser Arbeit 

vorgestellten Methoden widmen sich hauptsächlich der Verbesserung der Bildqualität in der 

handgeführten optoakustischen Tomographie unter Verwendung effizienter Schallkopf-

modellierung und neuartiger Charakterisierungstechniken. 

Form und Bandbreite der Schallköpfe werden als räumliche und elektrische 

Impulsantworten, SIR bzw. EIR, modelliert. Es wird gezeigt, dass die EIR durch Entfaltung 

(Dekonvolution) der simulierten SIR aus nur einer Messung der TIR abgeleitet werden kann. 

Die abgeleitete EIR, die räumlich unabhängig ist, wird mit der simulierten SIR kombiniert, um 

die Charakterisierung des gesamten Sichtfeldes (FOV) des Handscanners, das synthetische 

TIR-Modell (sTIR) genannt wird, zu erhalten. Die Fähigkeit des sTIR-Modells, Bilder mit 

deutlich höherer Genauigkeit und Auflösung zu rekonstruieren, wird anhand von 

aufgezeichneten Daten von Phantomen und gesunden Probanden demonstriert. 

Um eine höhere Bildqualität zu erreichen, wird in dieser Arbeit die Variation der EIRs 

zwischen den Wandlerelementen innerhalb des Arrays weiter untersucht, anstatt wie bei 

bestehenden Impulsantwortkorrekturverfahren von einem identischen EIR für alle Wandler 

auszugehen. Es wird eine robuste Methode zur Bestimmung der individuellen EIR der 

Wandlerelemente vorgeschlagen, die nur wenige TIR-Messungen verwendet und das lineare 

System für die zeitliche Faltung löst. Das für die einzelnen EIRs korrigierte Vorwärtsmodell, 

das als individueller synthetischer TIR (isTIR) bezeichnet wird, zeigt eine deutliche 

Verbesserung der isotropen Auflösung.  

Die Einbeziehung der Detektoreigenschaften in das Vorwärtsmodell führt zu einer 

Erhöhung der Rechenlast und der Inversionszeit. Daher wird ein hybrides 

Regularisierungsschema auf der Basis der Bidiagonalisierungs-Regularisierung untersucht, um 

dieses Problem zu lösen. Zusätzlich zur Charakterisierung der durch das handgeführten 

optoakustische Tomo-graphiesystem erzielten Auflösung wurden weitere 

Systemspezifikationen wie Bildschichtdicke, Rauschen und Beleuchtungsprofil charakterisiert, 

die wichtige Einblicke in die Leistung des Bildgebungssystems bieten.  
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Es ist davon auszugehen, dass die vorgeschlagenen Modellierungs- und 

Charakterisierungs-techniken neue Möglichkeiten eröffnen, das Design von optoakustischen 

Handheld-Scannern mit beliebigen Kopplungsmedien bekannter akustischer Eigenschaften zu 

optimieren und qualitativ hochwertige Bilder zu erzeugen, die schließlich die klinische 

Übersetzung erleichtern. 
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1. Introduction 
 

1.1. Traditional clinical imaging modalities 

Imaging plays a crucial role in screening, diagnosis, and treatment monitoring of diseases. 

Clinical imaging modalities have evolved a long way since the first usage of X-ray photographic 

plates to examine bone fracture to current day ultra-high-field Magnetic Resonance Imaging 

(MRI) used to map the human body at unprecedented detail [1], [2]. This exponential growth 

in diagnostic radiology was fueled by the innovations in instrumentation and computers. The 

established clinical imaging modalities for structural and functional imaging include X-ray 

Computed tomography (CT), Ultrasound imaging (USI), Magnetic Resonance Imaging (MRI), 

Positron Emission Tomography (PET) and Single Photon Emission Computed Tomography 

(SPECT). These clinical imaging modalities are routinely used for detection of cancer [3], one 

of the deadly diseases[4] which requires early detection. Nuclear medicine techniques such 

PET/SPECT use radioactive tracers in small quantities to detect tumors deep inside the human 

body with high specificity but with low resolution. Nevertheless, these techniques expose the 

patient to harmful ionizing radiation of radioactive dyes and have low signal to noise ratio due 

to short-lived nature of radio-isotopes. Optical imaging techniques on the other hand are non-

ionizing in nature, do not require radioactive tracers and take advantage of distinct absorption 

spectra of molecules in cancerous tissue. Microscopic optical imaging techniques offer 

sensitive detection and higher resolution (~0.1µm) compared to the established imaging 

modalities like CT, MRI, PET and SPECT where the attainable resolution is in the range of 

(1mm – 10mm) [5]. However, the penetration depth of microscopic optical imaging is low 

(~1mm) due to diffusion limit [6] and traditional optical tomography technique called Diffuse 

Optical Tomography (DOT) can image several centimeters deep inside tissue but suffers from 

poor resolution due to scattering of light [6], [7]. Hence, there is a need for a imaging modality 

which can image molecular contrast [5] at resolutions of few hundreds of microns at 

considerable penetration depth of several centimeters; which has been filled by Optoacoustic 

(Photoacoustic) imaging. 

1.2. Motivation behind clinical optoacoustic imaging 

In the last two decades optoacoustic imaging has shown immense potential in structural and 

functional imaging capabilities for small animals and clinical applications [7]–[10]. This 

growth of optoacoustic imaging across a wide range of spatial scales – cells to organs [6], can 

be attributed to its unique resolution to depth ratio (around 1/200) [6]. Optoacoustic imaging 
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capitalizes of the photoacoustic phenomenon which was first reported by Alexander Graham 

Bell and Sumner Tainter with the invention of photophone back in 1880 [11]. Only after a 

century in the 1990s optoacoustic sensing in one-dimension was introduced [12], [13]. Soon 

with the development of sophisticated lasers optoacoustic tomography was also demonstrated 

[14], [15].  

The concept of optoacoustic tomographic imaging is illustrated in Figure 1.1. Laser 

pulses of very short duration (few nanoseconds), are used to optically excite tissue sample, 

which generates broadband ultrasound waves due to thermoelastic expansion [16]. The 

outwardly propagating ultrasound waves are intercepted using transducers placed at different 

angular positions. The recorded 1D signals at different projection angles can be arranged as a 

sinogram shown in Figure 1.1. The recorded sinogram is fed into tomographic reconstruction 

algorithm to generate optoacoustic image rendering the initial pressure distribution of the 

sample being examined [17]. The initial pressure distribution is proportional to the optical 

absorption map of the sample. Hence, the optoacoustic image generated using the acoustic 

inversion may be termed as qualitative optoacoustic imaging.  

 

Figure 1.1: Concept of optoacoustic tomographic imaging. Pulsed laser excitation of tissue sample 

generates ultrasound waves which are intercepted by ultrasound transducers placed around the sample 

eventually generating a sinogram. The sinogram can be used to reconstruct the initial pressure 

distribution of the tissue sample. 

The optoacoustic image obtained using a single laser excitation wavelength corresponds 

to the optical absorption map at that wavelength, which is the linear combination of molecular 

extinction coefficients of different molecules at that wavelength and the coefficient representing 

the concentration of the molecule. This feature can be utilized to implement hyperspectral 

imaging [18] in optoacoustic tomography. The absorption spectra can be sampled using 

multiple laser excitation wavelengths and thereby distinguishing tissue composition based on 
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the differences in optical absorption spectra. This led to the development of multispectral 

optoacoustic tomography (MSOT) [8]. The concept of MSOT is illustrated in the Figure 1.2. 

Consider a tissue sample consisting of arteries and veins consisting of oxygenated (HbO2) and 

deoxygenated hemoglobin (Hb) respectively. This tissue sample is excited at multiple 

wavelengths in the near IR (NIR) range, OA sinograms at different wavelengths can be recorded 

as shown in Figure 1.2a. Thereafter the initial pressure images at given excitation wavelength 

can be obtained using acoustic inversion of the recorded OA sinogram. Finally, concentrations 

of different chromophores in the arteries and veins can be resolved using spectral unmixing of 

the reconstructed images at different wavelengths. Spectral unmixing [19], [20] is the linear 

inversion scheme which uses prior information of absorption spectra of the chromophores as 

shown in the Figure 1.2b. Since unmixed multispectral images approximately represent the 

optical absorption maps of the individual chromophores they are referred to as quantitative 

optoacoustic images [21]. Thus, MSOT facilitates label-free imaging of endogenous 

chromophores such as Hb, HbO2, lipids, collagen in biological tissues in-vivo leading to wide 

range of preclinical and clinical applications [8].  

 

Figure 1.2: Concept of Multispectral Optoacoustic Tomography (MSOT). (a) Illustration of 

multispectral optoacoustic imaging from multiwavelength scan to spectral unmixing. (b) Exemplary 



20 
 

sampling at five wavelengths in the absorption spectra of two commonly observed chromophores – Hb 

and HbO2. (Source of data in panel b: https://www.omlc.org/) 

Optoacoustic tomography (OAT) offers several advantages compared to optical, 

fluorescence and ultrasound imaging. The acoustic scattering in biological tissue is roughly 

three orders of magnitude lower than optical scattering and hence optoacoustic imaging offers 

higher image resolution in deep tissue compared to optical and fluorescence imaging [6], [7], 

[9]. Non-absorbing components in tissue samples does not emit ultrasound signals hence there 

is no background signal. Also, the excitation light does not leak into the detection system which 

is often a challenge in fluorescence imaging systems [6]. OAT is a speckle-free [22] imaging 

modality unlike USI and OCT. USI offers mechanical contrast while OAT offers optical 

contrast allowing characterization of tissue based on differences in optical absorption, which 

can be used to detect disease or anomaly in physiological process. This particular property of 

OAT led to the development of widespread applications in disease detection as elaborated next. 

The ability of OAT to resolve chromophores based on the optical absorption property 

positions this hybrid imaging modality as a molecular imaging technique with wide range of 

applications in clinical imaging [10], [23]–[25] especially for cancer diagnosis [26], [27]. 

Angiogenesis, which is a physiological process of formation of new blood vessels from existing 

ones, is one of the hallmarks of cancer [28]. Angiogenesis often leads to enhancement in 

metabolic rate depleting HbO2 rapidly inducing hypoxia. It has been demonstrated that the 

tumor cores exhibiting hypoxia can be detected by imaging the relative concentrations of Hb 

and HbO2 using spectroscopic OAT in a label-free manner [29], [30]. As an alternative to X-

ray mammography which uses harmful ionizing irradiation, ability of OAT to detect breast 

cancer has been widely explored [24], [31]–[34]. Traditional X-ray mammography and 

ultrasound examination results can conceal cancerous tissue inside breasts with higher density 

which is often a case in females with relatively younger age group. However, it was reported 

that the OAT contrast was independent of breast density which is a significant advantage over 

conventional techniques with mechanical contrast [35]. The use of OA imaging has been 

explored at a microscopic/mesoscopic scale for detection of skin cancer [36], [37]. Ex-vivo 

detection of thyroid cancer [38], prostate cancer [39] and ovarian cancer [40] has also been 

attempted. In-vivo detection of cancer using various contrast agents – fluorescent dyes, 

nanoparticles, nanotubes, and nano-droplets, etc. are compiled in several reviews [41]–[44]. 

Apart from detection of cancer, OAT has also been used to target other areas in clinical imaging. 

Intravascular OA imaging has been used to image atherosclerosis in coronary arteries [45], [46]. 

https://www.omlc.org/
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In the domain of orthopedics, OAT was applied to diagnose arthritis from images of finger 

joints [47], [48]. Overall, OAT has demonstrated its potential as a valuable clinical diagnostics 

tool. Nevertheless, for clinical translation and global adoption there are several challenges 

which needs to be addressed such as availability, affordability, portability, standardization and 

regulatory [27].  

Handheld scanning configurations [49] of OAT has progressed significantly over the 

past decade due to several inherent advantages. First, easy integration of optical fiber coupled 

laser with established clinical ultrasound transducers led to fast prototyping of handheld 

optoacoustic imaging systems for research applications [36], [49]–[52]. Second, integration 

with ultrasound imaging system enables dual modality OA/US imaging [53]–[55]. Third, 

handheld scanning configuration leads to enhanced portability of the imaging system making it 

useful for wide range of clinical examinations [56]–[58]. Apart from integrating laser with 

conventional ultrasound systems, several handheld OAT systems were built with suitable 

choice of array based ultrasound transducer arrays [15], [58]–[60]. Inspired by the capabilities 

of the lab-made handheld OAT systems, few commercial handheld scanners have made some 

progress in design and implementations [31], [36], [61], [62]. Handheld configurations of OAT 

has been used in clinical setting for breast imaging [31], [62], [63], thyroid imaging [64], [65], 

detection of atherosclerosis in carotid artery[66], flow mediated dilation (FMD) tests [67], 

muscle hemodynamics [60], [68], detection of sentinel lymph node (SNL) [53], [69], detection 

of melanoma beneath skin [70], [71] and imaging of intestinal walls [72]. Even though handheld 

configurations of OAT have shown much higher potential than benchtop OAT systems towards 

clinical studies, there are several challenges faced by handheld scanners which needs to be 

addressed for gaining momentum towards translation to clinics. These challenges will be 

discussed in the next section.  
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Figure 1.3: An example of clinical handheld optoacoustic imaging. Laser tunable in a range of 

wavelengths in the NIR region excites the human tissue and the generated optoacoustic waves are 

recorded by a handheld optoacoustic scanner, later to be reconstructed to form a cross sectional image. 

Regular ultrasound gel is used as a coupling medium. 

 

1.3. Challenges for handheld optoacoustic imaging 

The diagnostic value of the handheld optoacoustic tomography systems strongly depends on 

the quality of the images reconstructed. The quality of the reconstructed optoacoustic images 

in turn depends on how precisely the imaging physics and the instrument responses are 

mathematically modelled [73]–[81]. An example of clinical scan using typical handheld OAT 

scanner is shown in the Figure 1.3. The handheld scanner is typically gently pressed against the 

skin surface with regular ultrasound gel in between the probe surface (or transducer array) and 

skin for acoustic coupling. The laser excitation is directed outward from the probe surface and 

the acoustic waves generated from the tissue sample is collected into the probe surface. For 

ergonomic reasons, the transducer probe must be compact and lightweight for handheld 

scanning. The compactness introduces design constraints in terms of having shorter object to 

detector distance leading to technical challenges. Also, the handheld scanner must be held 

firmly during the data recording process. Otherwise, even small motion can lead to 

misalignment of data acquisition across different excitation wavelengths leading to erroneous 

unmixed chromophore maps. Additionally, due to compact geometry of handheld probes the 

entire volume of sample cannot be uniformly excited with laser irradiation and therefore the 

fluence decays with imaging depth. All these different aspects of the handheld scanner can 
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affect the quality of reconstructed images in different magnitudes. These challenges can be 

summarized as – 

i) Illumination inhomogeneity owing to fluence decay deep inside sample volume 

[82], [83] 

ii) Attenuation of ultrasound waves during propagation through sample [84], [85]  

iii) Limited angular coverage of detectors making the reconstruction problem ill-posed 

[80], [86], [87] 

iv) Finite dimension of detector aperture to intercept larger amount of incoming 

wavefront eventually leading to higher sensitivity [88]–[90] 

v) Response of the detectors due to limited bandwidth capabilities arising from 

material properties and signal transduction electronics [88], [90] 

vi) Inhomogeneity in responses among transducer elements within an array [91] 

vii) The acoustic property mismatch between the sample and the coupling medium [92] 

The influence of each of the component of the imaging system can be analyzed 

separately as noted from the literature cited above. Since, the detector plays the most vital role 

in the formation of images, detector characteristics and properties has been an important topic 

of research. The influence of the physical and acoustoelectric properties of the detector can be 

captured by the total impulse response (TIR) of the imaging system [93], [94]. TIR 

characterization is a tedious process where a point source must be scanned in a dense grid 

throughout the field of view of the scanner. Furthermore, mismatch in the acoustic properties 

of sample and coupling medium causing acoustic refraction, which will further complicate the 

TIR characterization problem. The effects of the coupling medium on the TIR of the detector 

has never been systematically explored. With increased use handheld scanners for clinical 

applications [10], [27], [49], [95], there is an urgent need to develop a robust and efficient 

method to characterize the properties of the scanner and develop novel reconstruction schemes 

to generate images of higher quality.  

The goal of the thesis was to address the problem of modelling and characterizing the 

entire transducer probe to improve image quality in handheld optoacoustic tomographic 

imaging, which poses unique challenges as described in the last paragraph. The optoacoustic 

wave detection mechanism in the entire handheld scanning probe was mathematically 

modelled. Refraction arising due the acoustic speed mismatch between tissue and coupling 

medium was included in the forward model. The SIR of the transducer array was numerically 
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simulated including refraction and the EIR of the transducer was experimentally derived using 

a recorded data from a single point source. Combining the experimentally derived EIR and the 

numerically simulated SIR, the composite synthetic TIR was generated which is called sTIR. 

The performance of the sTIR model is then demonstrated with physical phantoms and clinical 

scans. Thereafter a robust method to determine the individual EIR of the transducer elements 

is conceived using least square solution of a set of linear equations formulated using sparse 

measurements of point sources. The individual EIRs combined with refraction-based SIR 

resulted in the so called individual synthetic TIR or isTIR. Microsphere phantoms and clinical 

scans were again used to evaluate the performance of the isTIR model. Superior isotropic 

resolution is reported using isTIR compared to sTIR. LSQR based hybrid regularization is 

investigated to deal with the increasing complexity of the forward models. Few other aspects 

of the clinical handheld scanner like image slice thickness, noise and illumination profile are 

also investigated offering insights into further improvements. In summary, the methods and 

techniques proposed in this thesis directly addresses few of the challenges the clinical handheld 

scanner faces towards clinical translation. 

1.4. Outline of the thesis 

The work presented in the thesis is organized as follows: 

Chapter 0 reviews the theory of optoacoustic image reconstruction briefly. It starts with 

the description of the forward model which deals with the conversion of initial pressure to 

detected signals. Then it describes the problem of inversion which deals with the formation of 

the image from the recorded signals. It also explains the advantages of the model-based 

reconstruction schemes citing relevant literature. The goal of this chapter is to introduce the 

relevant terms and theory behind the model-based reconstruction in optoacoustic tomography. 

Chapter 3 describes the properties of transducers which can influence image quality and 

methods of characterization of optoacoustic system. It begins with the motivation behind the 

study of transducer properties and characterization of imaging systems. Then, it illustrates the 

concepts of spatial and electrical impulse response related to the shape and material properties 

of the transducer. It reviews the characterization techniques for medical ultrasound and 

discusses the challenges of full experimental characterization of the optoacoustic tomography 

systems with relevant literature review.  Estimation techniques of some specifications of the 

imaging system such as resolution, image slice thickness, illumination profile and noise are 

presented. Then, the mathematical model of optoacoustic wave detection is presented along 
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with the forward model based on constant acoustic speed. This model is equivalent to the 

existing models based on constant acoustic speed. It forms the basis for evaluation of the 

performance of the models proposed in the next chapters.  

Chapter 0 introduces the proposed sTIR model consisting of the experimentally derived 

average EIR of all transducer elements and numerically simulated SIR. First the motivation 

behind the development of sTIR characterization method is stated highlighting the challenges 

of pure dense grid full FOV TIR characterization. Then the importance of modelling refraction 

owing to the effects of coupling medium is discussed. Thereafter, the dependence of the 

sensitivity field of the transducer probe on the refraction is analyzed with the introduction of 

the concept of virtual source. The steps required to construct the sTIR mode are explained in 

detail along with the description of the image correction procedure using sTIR. Next, the 

experimental results evaluating the performance of the sTIR model using phantoms and clinical 

scans are presented. Additional numerical simulation is also presented to highlight the negative 

effects when the transducer properties are neglected. The robustness of the sTIR model towards 

slight change in assumed acoustic speed in tissue is also evaluated for a clinical scan. Finally, 

the advantages and limitations of the sTIR method is summarized. 

Chapter 5 proposes a robust method to characterize the EIR of individual transducer 

elements using sparse measurements. It starts with the motivation behind the investigation of 

the variation of the electrical impulse responses across the transducer elements of the array. The 

problem to derive the EIR of a particular transducer element using sparse point source 

measurements is formulated using a set of linear equations. Next, the individual EIRs are 

obtained for solving the problem using regularized least squares and combined with the 

simulated SIR to construct the comprehensive model called isTIR. Thereafter, it presents the 

experimental results evaluating the performance of the isTIR using phantoms and clinical scans. 

Finally, the achievements of correcting for individual transducer element responses were 

summarized and limitations were discussed.  

Chapter 0 addresses the problem of increasing computational load due to incorporation 

of transducer properties into the forward model. First, it investigates the issue of increasing size 

of the model matrix in the perspective signal quantization and sparsity of matrices. Then it 

explores the concept of hybrid regularization capitalizing the LSQR based inversion scheme 

which is suitable for the matrices dealt in this work. It also exhibits the equivalence between 

the direct regularization scheme and the iterative method with internal regularization. It presents 
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the LSQR type of method used to choose the regularization parameter for all reconstructions 

presented in this work. Finally, it concludes summarizing the current developments presented 

in this work and room for further improvements concerning design of stopping criteria for fully 

automatic choice of regularization parameter.  

Chapter 0 finally summarizes the findings and the achievements presented in this thesis. 

It also provides an insight to the current limitations and open problems, showing directions of 

future research.  
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2. Brief theory of optoacoustic image reconstruction 

This chapter provides a brief theory of optoacoustic tomographic image reconstruction to set 

the stage for a comprehensive treatment of handheld optoacoustic tomography in the later 

chapters. First the forward model is introduced wherein the problem of generation and 

propagation of optoacoustic wave is formulated. A discretized version of the forward model is 

presented in the tomographic setting as an introduction to the model-based reconstruction 

framework to be presented in later chapters. Then, the problem of inversion is discussed 

wherein the image is reconstructed from the recorded data. Different inversion schemes are 

reviewed which are popular in optoacoustic tomography. Finally, the advantages of model-

based reconstruction scheme have been discussed with reference to already published literature. 

An argument is also provided to justify the choice of model-based reconstruction framework 

for the work presented in this thesis. 

2.1. Forward model 

When a region of homogenous fluid medium is excited by an optical pulse, acoustic waves are 

generated due to the thermoelastic expansion of the medium. Under the regime of thermal 

confinement [14] the acoustic pressure, p(r,t) at a location r and at time t in a lossless medium 

obeys the optoacoustic wave equation [9], [96] which can be written as 

 
𝜕2𝑝(𝑟, 𝑡)

𝜕𝑡2
− 𝑐0

2∇2𝑝(𝑟, 𝑡) = 𝛤
𝜕𝐻(𝑟, 𝑡)

𝜕𝑡
, (2.1) 

where H is the heating function and is defined as the amount of energy absorbed by the tissue 

sample per unit volume and per unit time. Γ is the dimensionless Grüneisen parameter [16] and 

c0 is the acoustic speed in the propagation medium. 

The solution of the inhomogeneous wave equation (2.1) using free-space Green’s 

function can be written as [9],  

 𝑝(𝑟, 𝑡) =
𝛤

4𝜋𝑐0
2  ∫

𝑑𝑟′

|𝑟 − 𝑟′|
  

𝜕

𝜕𝑡′
𝐻(𝑟′, 𝑡′)|

𝑡′=𝑡−|𝑟−𝑟′|/𝑐0

. (2.2) 

  

In order to satisfy thermal confinement [9], [14], [16] in time-domain optoacoustic imaging, 

the pulse duration of optical excitation is on the order of nanoseconds which is sufficient enough 

to avoid heat conduction into the neighboring areas of optically excited region. Hence, in 
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practice temporal heating can be approximated by Dirac delta δ such that H(r,t)=H(r)δ(t), and 

(2.2) can be expressed as 

 𝑝(𝒓, 𝑡) =
𝛤

4𝜋𝑐0
2  

𝜕

𝜕𝑡
 ∫

𝐻𝑟(𝒓′)

|𝒓 − 𝒓′|
 𝛿 (𝑡 −

|𝒓 − 𝒓′|

𝑐0
)  𝑑𝒓′, (2.3)  

which is useful to derive the acoustic pressure generated by an optically absorbing object on 

absorbing energy Hr. The integral in (2.3) depicts the summation of optoacoustic pressure field 

p(r,t) intercepted by an ideal point detector located at r due to excitation of point absorbers 

located on surface of a spherical shell centered at r with radius |r-r’| as shown in Figure 2.1. 

Further, the radius of the spherical shell varies to enable acquisition of time series data at the 

detector located at position r. 

 

Figure 2.1: Geometry of inverse source detection. Illustration of inverse source detection problem 

showing ideal point detector located at r intercepting the pressure generated at object location r’ lying 

on the surface of a spherical shell of radius |r-r’| 

In quantitative optoacoustic tomography the goal is to determine the optical absorption 

distribution µa from the measured signals. This is usually done in two steps:  

i) the initial pressure p0 is derived from the measured signals using (2.3) and p0=𝛤Hr. 

ii) the absorption coefficient is derived from the initial pressure using p0=𝛤µaφ, where φ is 

the light fluence distribution in the sample which could be estimated using light 

propagation models.  

The optical inversion problem is out of the scope of the work presented in this thesis 

and hence 𝛤φ=1 was considered for the sake of simplicity. Therefore, throughout the thesis the 

reconstruction of initial pressure as intensity of images were considered in the context of 

qualitative optoacoustic imaging.  

Treating the optoacoustic wave detection (2.3) as linear problem, the signal 

measurement operator can be discretized in the form of matrices [94], [97]–[99]. A generic 
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tomographic imaging configuration was taken into account as shown in Figure 2.2 where the 

2D image was discretized into P x P pixels and signals are measured at N locations around the 

sample to be imaged. The pixels were lexicographically stacked into P2 x 1 vector denoted by 

f, then measured signals at N projections around the imaged object were also stacked in a 

column vector s of dimension NT x 1, where T is the length of acquired samples from each 

transducer. Hence, the forward model of optoacoustic imaging can be expressed as 

 𝑠 = 𝑀𝑓, (2.4) 

where M is the forward model matrix that maps the initial pressure f in arbitrary units to the 

recorded signal vector s. The dimension of system matrix is NT x P2, with its columns 

containing the acoustic response at the detector positions corresponding to each pixel. 

Generally, the pixels are modelled as a small homogenously absorbing sphere generating ideal 

“N”- shaped [16], [100] optoacoustic response. 

 

Figure 2.2: Discretization of optoacoustic wave detection. 2D image grid of P x P pixels surrounded 

by N transducer locations.  

 

2.2. Inverse Problem 

Inverse problem in tomography refers to the process of reconstruction of an image from the 

measured sinogram. In the context of qualitative optoacoustic tomography, it refers to the 

acoustic inversion which generates the initial pressure distribution from the recorded acoustic 
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signals. Figure 2.3 depicts the concept of forward and inverse problems. The forward problem 

refers to the generation of sinogram given the properties of the medium and detector location 

(2.3) as explained in the previous section. This section discusses the problem of inversion which 

deals with the generation of the image from the recorded sinogram data. 

 

Figure 2.3: Concept of forward and inverse problem. The forward problem refers to the generation 

of the OA-sinogram from tomographic scan of the sample and the inverse problem refers to the 

formation of the image from the recorded OA-sinogram. 

The commonly used time-domain reconstruction algorithms can be classified under two 

schemes – analytical inversion technique and model-based inversion technique. 

Analytical inversion techniques tend to have a closed form analytical solution of the 

forward problem (2.2) - (2.3), quite similar to the inverse Radon transform. These algorithms 

(also called back-projection) in general consists of three steps [17] – preprocessing of recorded 

signals, back-projection over the image FOV from each detector and summation of the 

intermediate images obtained due to back projection from different detector positions. The use 

of back-projection algorithms can be traced to the very early developments in optoacoustic 

tomography  [14] due to their simplicity and ease of implementation. An elementary form of 

back-projection is “delay and sum” algorithm [101] and a more sophisticated variant is 

universal back-projection algorithm [102] which offers exact solutions in planar, cylindrical 

and spherical geometries.  

Model-based inversion techniques, on the other hand belongs to a class of algebraic 

techniques which numerically model the imaging system. Unlike analytical inversion methods, 

model-based inversion does not offer a closed form solution, instead they are iteratively [94], 

[99], [103], [104] solved by minimizing the error between the measured and the modelled data. 

Model-based inversion [97], [98] schemes can be used to closely model the components 

involved in the imaging mechanism thereby leading to an more accurate reconstruction results. 
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Nevertheless, this improvement comes at a computational expense comparatively higher than 

analytical inversion techniques.  

2.3. Advantages of model-based reconstruction 

The earliest developments in optoacoustic tomographic imaging made use of schemes like 

analytical or back-projection, which are well-established since decades in other imaging 

modalities namely X-ray computed tomography and Ultrasound imaging. The analytical 

reconstruction schemes being simple in implementation and computationally efficient were 

favored in the initial developments. With rapid progress in laser and ultrasound technology, the 

domain of optoacoustic imaging grew in length and breadth with search for new biomedical 

applications and growing demand for higher resolution, sensitivity and penetration depth. Back-

projection schemes offer exact solutions, assuming ideal detection system, and hence in most 

practical cases these algorithms lead to artefacts, negative (unreal) contrast thereby hindering 

the image quality. Hence, it was soon realized that back-projection based schemes fails to cater 

to the growing need for better image quality and researchers ventured to explore various model-

based reconstruction schemes. The inherent advantage of model-based reconstruction scheme 

lies in the fact that the physical aspects of the imaging system i.e. detector shape [74], [81], 

detector response [99], [105], light fluence [77], detection geometry [106], ultrasound 

attenuation [85], [96], etc. can be numerically modelled and hence leading to higher 

reconstruction accuracy. However, incorporation of complex imaging physics and iterative 

solutions are computationally expensive and time consuming. Fortunately, contemporary 

growth of computational power also facilitated the use of model-based inversion methods. 
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3. Transducer properties and characterization of optoacoustic 

tomography system 

This chapter reviews the properties of ultrasound transducers which plays a key role in the 

resolution and quality of the reconstructed images produced by an optoacoustic tomography 

system. This chapter also presents methods to characterize few other important aspects of the 

optoacoustic tomography system such as – image slice thickness, laser illumination profile and 

noise.  

First the motivation behind consideration of transducer properties is presented. Next, 

the impact of key transducer properties pertaining to the shape and material used on the impulse 

response is presented. Then the literature of clinical ultrasound transducer characterization is 

reviewed. Thereafter the method of characterization of optoacoustic imaging systems is 

presented in terms of – resolution, image slice thickness, laser illumination profile and noise. 

Later the entire optoacoustic wave detection pipeline from generation to recorded signals is 

modelled as a cascaded linear time invariant system where the transducer properties are 

included. Subsequently, the forward model including the total impulse response was formulated 

using constant acoustic propagation speed considering homogenous propagation medium. 

Finally, the implications of transducer properties are discussed. This is supplemented by the 

importance of characterization of the imaging system providing an outlook for possible research 

directions arising from analysis of noise, image slice thickness and inhomogeneity in 

illumination.  

3.1. Motivation 

The quality of images reconstructed in optoacoustic tomography strongly depends on the 

accuracy of the mathematical models of imaging physics coupled with transducer properties 

and instrument responses [73]–[81]. A hand-held optoacoustic imaging systems [49], [51] 

involves lasers, ultrasound transducers and coupling medium to produce an image and 

consequently the properties of each of these different components can influence the quality of 

the final optoacoustic image. Hence, it is imperative to study and evaluate the effects of these 

components to assess their impact on the quality of the resulting images. The geometric shape 

of the transducer aperture can be represented as spatial impulse response (SIR) and the receive-

mode acousto-electric property of the transducer can be represented as electrical impulse 

responses (EIR). Then the whole transducer can be characterized using total impulse response 

(TIR) which is the temporal convolution of SIR and EIR. Numerical models for EIR and TIR 



33 
 

may be used to understand the image formation process. However, pure simulations often do 

not accurately model many aspects of the actual system which may lead to loss of image quality 

post TIR correction. The experimental characterization of TIR in general is a tedious procedure 

where a point absorber is scanned throughout the field of view (FOV) in a dense grid. Trivially 

speaking the EIR of a transducer can be measured [93], [107] by placing the point absorber at 

the focus of the transducer. However, in many focused transducer arrays, the foci are not the 

same point corresponding to each element, in such cases, placing the point source accurately to 

the focus of each transducer element can be dreadful especially for commercial (closed) 

imaging systems. Additionally, deviation of ultrasound propagation path due to coupling 

mismatches can adversely affect image quality. Therefore, EIR and TIR characterization of 

transducers presents a critical challenge.  

It is to be noted that different facets of optoacoustic imaging has been explored to 

improve the resultant image quality by modelling underlying physics [14], [15], [97], using 

signal or image processing methods [98], [108] and deploying regularization methods [109], 

[110]. An appropriate combination of all these abovementioned methods may ideally result in 

best image quality. To reduce the computational burden in these algorithms’ simple 

assumptions of point-like detectors are made and the frequency response of the detectors are 

also neglected. However, in most practical cases the transducer aperture sizes, and bandwidth 

limitations are significant and cannot be neglected without compromising the reconstructed 

image quality. Hence there is a need to study transducer properties and characterize the 

resolution of the imaging system which is directly affected by transducer properties [88]–[90]. 

Apart from characterizing the resolution of the optoacoustic imaging system, there are other 

specifications of the optoacoustic imaging system such as – image slice thickness, laser 

illumination profile and data acquisition noise which are influenced by the characteristics of the 

transducer and the design of the imaging system. Since these parameters also affect image 

formation process, a proper characterization of these parameters can lead to development of 

methods to improve the overall quality of reconstructed images. 

3.2. Transducer properties 

The motivation behind the modelling and characterization of transducer properties and their 

effects on the performance of the optoacoustic imaging system has been reviewed in the 

previous sub-section. The concepts of two fundamental properties of ultrasound transducers 

pertaining to its shape and frequency bandwidth will be elaborated herein. These two properties 

play a key role in dictating the resolution and shape of the absorbers in optoacoustic 
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tomography. The impulse response arising from the shape of the transducer aperture is called 

spatial impulse response (SIR) and the impulse response arising from the limited frequency 

bandwidth of the transducer is called electrical impulse response (EIR).  

The theoretical concepts of these transducer properties will be illustrated using 

schematics and their implications with actual implementations will be discussed. Also, a brief 

review will be provided about existing literature attempting to model or characterize these 

transducer properties. 

3.2.1. Spatial impulse response (SIR) 

Assuming infinite bandwidth of detection, the response offered by the transducer due to its 

aperture geometry, on intercepting an acoustic impulse from a particular source is known as 

spatial impulse response (SIR) as illustrated in Figure 3.1. The spatial impulse response depends 

on the size, shape of the active surface of the aperture and the relative location of the origin of 

the impulse. Intuitively, SIR arises from the fact that the delta spherical wave when intercepted 

by the active surface of the transducer is smeared all over the active surface of the transducer 

as the incoming wave front reaches different locations on the transducer surface at different 

time points.  On the other hand, an ideal point-detector with infinite bandwidth would produce 

an impulse on reception of a delta spherical wave originating from anywhere in 3D space.   

 

 

Figure 3.1: Concept of Spatial Impulse Response (SIR). Schematic illustrating finite sized detector 

of infinite bandwidth intercepting delta spherical wave from a nearby point source and producing spatial 

impulse response corresponding to the location of the point source.  

Considering the ultrasound generation and detection process to be a linear system, by 

the virtue of reciprocity theorem the field generated at a point in space is equal to the SIR 

obtained from the detector while the same point is treated as the source. One of the earliest 

analytical solutions of SIR of planar pistons were proposed by Tupholme and Stepanishen 
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[111], [112] based on linear acoustics. The method finds the SIR by using Rayleigh integral 

over the whole surface or summing up the spherical waves generated from all over the 

transducer active surface.   Analytical solutions can be found for only few transducer 

geometries, i.e. closed form expressions cannot be derived for all kinds of transducer 

configurations due to the difficulty of using Rayleigh integral over complex geometries [113], 

[114]. A powerful technique based on the Tupholme and Stepanishen method to calculate the 

SIR for any arbitrary shaped transducer was first proposed by Jensen [113]. This method 

discretizes the transducer surface into small rectangular sub-apertures, calculates the field due 

to the small rectangles utilizing the far-field approximation and finally integrates all the 

responses to obtain the SIR. The technique developed by Jensen [113] to compute SIR for any 

arbitrary transducer shape is available in the Field II ultrasound simulation program [115].  

The ultrasound transducers used in optoacoustic imaging work primarily in receive 

mode. The active surface of an ultrasound detector intercepts the incoming optoacoustic wave 

to generate an electrical signal. The amount of the signal is roughly proportional to the amount 

of the pressure wave intercepted and therefore to achieve higher signal to noise ratio larger 

apertures are preferred. In case of small animal imaging full angular view transducers are 

preferred where sample to detector distance is significantly higher than the dimensions of the 

transducers. This facilitates imaging in the far-field region and hence the distortion of the 

recorded optoacoustic signals due to SIR is significantly less. However, in the case of clinical 

handheld optoacoustic imaging, the sample to detector distance is not negligible compared to 

the dimensions of the transducers. In fact, tightly focused large transducer apertures are 

preferred to achieve high signal to noise ratio in the image plane. Such compact geometry may 

lead to strong SIR based distortion of the signals due to operation close to near-field region. 

Hence, it is beneficial to consider SIR of the transducer probe in case of compact handheld 

optoacoustic imaging. SIR simulation of the handheld transducers used in this work will be 

elaborated in detail in the Section 3.7 and Chapter 0. 

3.2.2. Electrical impulse response (EIR) 

Under the assumption of point-like detector, the response of the detector to an incoming delta 

spherical wave is known as electrical impulse response (EIR) as illustrated in Figure 3.2. The 

EIR in frequency domain defines the bandwidth limitation of the transducer. From system point 

of view the transducer acts like a band-pass filter with the center frequency being the resonant 

frequency and the lower and higher cutoffs defined by the material of construction and 
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transduction electronics. It is important to note that the EIR of a transducer is independent of 

location of the source of acoustic impulse.  

 

Figure 3.2: Concept of Electrical Impulse Response (EIR). Schematic illustrating point detector of 

finite bandwidth intercepting delta spherical wave from a nearby point source and producing electrical 

impulse response corresponding to the frequency response of the transducer and transduction 

electronics. 

 

Piezoelectric materials have been extensively used for manufacturing of medical grade 

ultrasound transducers [116], [117]. Depending on applications piezoelectric transducers come 

in a range of sizes, shapes, center frequency and bandwidth of operation. Historically, 

elementary piezoelectric transducer [116] having a piezoelectric slab and two electrodes were 

represented by a general purely lumped RLC equivalent circuit [118], [119] to study the 

transducer impedance as a function of frequency. Since, then extensive research has been done 

to refine the equivalent circuit to effectively design piezoelectric transducers for example 

analysis of the multiple refractions due to acoustic impedance mismatch on both sides of the 

piezoelectric slab [120]. The most widely used equivalent circuit model is the KLM model 

named after Krimholtz-Leedom-Matthaei [121]. The KLM model is similar to the previously 

developed models in terms of thickness expander mode [116] of transducer design suitable for 

producing medical ultrasound transducers. The KLM model is advantageous over the previous 

models in separating the acoustic and electrical paths of the transducer offering more flexibility 

in the design and analysis. The KLM mode represents a three-port network, where two ports 

are modelled as acoustic loads - tissue/coupling medium and backing material. The third port 

is represented as electrical load. This model is well-established in transducer manufacturing 

practice and often the model (Matlab) along with the model-parameters are available from the 

transducer vendor with special request. It is worthy to note that these electro-mechanical models 

and equivalent circuits are primarily used to design transducers, to predict the approximate 

acousto-electric response. Nevertheless, the actual acousto-electric response might be slightly 
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different from the responses predicted from these models. This may be attributed to the 

additional effects of thickness of electrodes, electronics, packaging etc. Therefore, transducer 

manufacturers generally provide the experimentally characterized acousto-electric response in 

the respective datasheets.  

Optoacoustic signals are inherently broadband [16] is nature. Consequently, transducers 

with large bandwidth would be ideal for optoacoustic imaging. In practice, transducer 

bandwidth for a particular application [122] is chosen based on size of objects to be imaged, 

depth of imaging etc. For instance, in microscopy transducers with center frequency of about 

40MHz and bandwidth as large as ~40MHz are chosen to image objects in the scale of tens of 

microns at shallow depths. In case of tomography transducers with center frequency of about 

4MHz and bandwidth around ~4MHz would be a good choice to image as deep as 4cm inside 

soft tissue with a resolution of around hundreds of microns. The either case the generated 

broadband optoacoustic signals are bandpass filtered with the transducer EIR and then recorded. 

Therefore, EIR characterization of the transducer is immensely valuable in order to recover the 

broadband optoacoustic information. This can be achieved either by direct deconvolution [105] 

or by incorporation into the forward model [74]. Framework of inclusion of EIR into forward 

model will be discussed in Section 3.7 and later derivation of EIR using experimental 

techniques will be elaborated in detail in Subsection 4.5.3 and Subsection 5.2.3.  

3.3. Characterization of transducers for medical ultrasound  

It is of utmost importance to characterize transducers for medical ultrasound [123]. The 

resolution and sensitivity achieved in the ultrasound images can be greatly affected by the 

pressure field generated or the response recorded by the transducers. Also, for therapeutic 

ultrasound focused transducers are used where unregulated power levels may cause damage to 

human body [124]. Therefore ultrasound transducers must undergo rigorous characterization 

for quality control and certification procedures [125]. The development of sophisticated 

transducer modelling methods [126] also promoted the possibility to include the transducer 

characteristics into image reconstruction framework eventually improving image quality. In 

addition to that comprehensive characterization of transducers [91], [125] is also beneficial to 

detect faulty or dead transducer elements and very importantly capturing the inhomogeneity in 

responses of individual transducer elements in the array which can be included into 

reconstruction as prior information. 

Characterization of medical ultrasound transducers can be performed in different ways 

taking the advantage of the reciprocity theorem [127] of ultrasound detection and generation. 
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The most common method is the pulse-echo characterization [123], [128], [129] where the 

transducer is excited with an electrical pulse and the pressure bounced back from a highly 

reflecting target (e.g. solid sphere or plate made of steel) kept at focus, and recorded by the 

same transducer. This does not require any secondary measuring instrument and therefore has 

been standardized in manufacturing practice. The pulse-echo method is only suitable to 

characterize the transducer close to the focus of its sensitivity field. However, for research and 

development of novel transducer types acoustic characterization in the full 3D space including 

sidelobes of sensitivity field would be necessary. Such characterization can be done in a 

temperature-controlled water bath by exciting the transducer and recording the pressure waves 

at different locations in space using a reference detector – hydrophone [91], [130] or laser 

interferometer [131]. Note that the response of the reference detector should be known in 

advance or well calibrated which is a challenge. The characterization using the reference 

detector requires accurate scanning of all possible locations close to the transducers which 

makes this method extremely time consuming [125], [126] and this led to the development of 

various ultrasound field simulators like Field II [115] and k-Wave [132]. In the recent years 

computational power of modern computers is leveraged to evaluate comprehensive numerical 

models[126] to study ultrasound wave propagation, detection and analyze the characteristics of 

the transducer arrays for different applications.  

3.4. Characterization of transducers for optoacoustic tomography 

In the previous section the importance of characterization of medical ultrasound transducers 

were discussed and existing literature concerning various characterization methods have been 

reviewed. This section provides insight into characterization of transducers for optoacoustic 

tomography.  

The frequency response or EIR of transducers of medical ultrasound are characterized 

in pulse-echo mode using plane waves as most of them operate in the same mode. Since 

optoacoustic imaging operates in the receive mode the frequency response found using pulse-

echo mode cannot be directly used in optoacoustic imaging. This makes it necessary to develop 

receive-mode frequency characterization methods specifically suited to optoacoustic 

transducers. Also, traditionally short pulses [133] and discrete frequency tones [134], [135] are 

used to characterize medical ultrasound transducers. Optoacoustic imaging on the other hand 

being a broadband imaging modality, it is important to characterize the response of transducers 

to the broadband frequency spectrum generated on exciting a point source. These has been 

addressed by Rosenthal [107] who proposed several methods to determine the frequency 
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response of ultrasound transducers for optoacoustic imaging systems. Among these the method 

of frequency characterization using optically excited point source [93], [136] is the most 

popular one. This popularity of this method lies in the fact that it is easy to implement. For 

instance, spherical microsphere of certain dimension is easily available, and this microsphere 

needs to be illuminated either by flooding the volume with laser illumination or using a sheet 

of light. There is additional requirement of light focusing optics. Also, this single microsphere 

being a lightweight target can be easily placed at a predefined co-ordinate location using low-

cost linear motion stages. Subsequently, the EIR can be obtained by placing the point source at 

the focus of a transducer. 

The SIR of the transducers cannot be directly measured by experimental means. This is 

since the recorded signals will always be convolved with the EIR and therefore EIR should be 

derived in order to deconvolve the recorded signals and obtain SIR. Therefore, a preferred 

method is to simulate the SIR using some ultrasound simulation software like Field II. The total 

impulse response (TIR) which is the temporal convolution EIR and SIR is more important to 

characterize in the context of optoacoustic tomography. There are two ways to characterize the 

TIR [93] of a transducer – purely experimental and hybrid.  

In purely experimental characterization of TIR, a small microsphere mimicking a point 

source is optically excited to generate broadband acoustic waves. The point source is then 

scanned throughout the FOV – 2D/3D depending on tomography/volumetric imaging. An 

example of raster scan of the whole 2D field of view using a point source is illustrated in Figure 

3.3. This can be achieved using linear translation stages stacked in two or three axes. In this 

method the programmable stages are synchronized with Laser trigger and data acquisition. The 

recorded signals represent TIR of the imaging system. The advantage of this method lies in the 

fact that the exact TIR can be measured at any location. However, to obtain TIR in whole FOV 

one should scan in dense grid which would be extremely time consuming. This may lead to 

system instability in practical situations owing to laser overheating and memory overflow. 

Since this method requires control of laser trigger and data acquisition, it is not suitable for 

characterization of TIR of closed systems i.e., commercial systems.  
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Figure 3.3: Schematic of typical characterization of optoacoustic imaging system. Illustration of 

typical optoacoustic characterization of transducer element(s) using raster scan of a point source excited 

with laser irradiation. 

 

In the hybrid method of TIR characterization, the experimentally obtained EIR is 

combined with simulated SIR. The EIR is measured experimentally placing the microsphere at 

the focus of the transducer. At the focus of the transducer the SIR is a delta function and 

therefore this direct experimental EIR measurement is feasible provided it is possible to 

accurately place the point source at the focus. The SIR on the other hand is simulated in the 

whole FOV using an ultrasound simulation program. Subsequently combining the measured 

EIR and simulated SIR using temporal convolution the hybrid TIR can be obtained.  

 

3.5. Specifications of optoacoustic tomographic imaging system 

After having reviewed the methods of characterization of the transducers for optoacoustic 

imaging it is important to evaluate their effects on the performance of the system. This section 

elaborates on the specifications of a typical optoacoustic tomography system such as resolution, 
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image slice thickness, laser illumination profile and noise. These specifications indicate the 

performance of the imaging system in the clinical setting.  

Like any other tomographic imaging modality optoacoustic tomography heavily relies 

on the combination of the imaging instrument and mathematical computation. Hardware 

components such as detectors, amplifiers and acquisition electronics used for ultrasound 

imaging are often used for optoacoustic imaging with some modifications. In addition to that 

high energy pulsed lasers are used along with focusing optics and diffusers to offer uniform 

illumination to the sample. These components are designed to follow certain operational 

characteristics e.g. bandwidth, sensitivity, homogeneity, noise etc. The characteristics or 

responses of the imaging components will affect the performance of the imaging system. 

Therefore, it is crucial to evaluate these performance metrics.  

3.5.1. Resolution 

Resolution achieved in the reconstructed images is one of the most important specification of 

an optoacoustic imaging system. The resolution of an optoacoustic imaging system determines 

the clinical application of the system. For example, for imaging bulk soft tissue a resolution of 

around 200µm is sufficient, while for imaging microvasculature a resolution of <50µm would 

be necessary. In general, the higher the resolution achieved the better the information rendered 

for clinical applications. However, in practice a tradeoff must be considered depending on the 

frequency of the transducers used and the depth of imaging.  

The resolution is primarily affected by the frequency bandwidth and the dimensions of 

the aperture of the transducer being used. This dependence of resolution on bandwidth and 

aperture size of the detectors were studied analytically [88]–[90]. It was observed that the effect 

of frequency bandwidth was spatially invariant while the effect of aperture size was spatially 

variant. This is due to the fact that EIR is independent of source location and SIR is dependent 

on location of source as mentioned in Section 3.2. It was also observed that the bandwidth 

would affect both lateral and axial dimensions equally. However, the aperture size would affect 

the lateral resolution strongly and the axial resolution weakly. 

Analytical expressions[88] of resolution was derived under straight forward assumption 

of “flat top” frequency response of the transducer as RFWHM = 0.7952 c/fc. Here, RFWHM is the 

resolution presented in terms of full width half maximum (FWHM) of the resultant point spread 

function (PSF). c and fc are defined as acoustic speed and cutoff frequency of the transducer. 

For example, considering acoustic propagation speed to be 1500m/s, a transducer with typical 
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cutoff frequency of 6MHz would result in a resolution of 200µm. It is important to note that 

this is only a theoretical estimate based on the assumption of “flat-top” frequency response, 

which is not the case in practical transducers. Therefore, it is imperative to experimentally 

measure the resolution of a developed optoacoustic system as it can be traced from the vast 

amount of literature. Reviewing each of the experimental methods to measure resolution of 

variety of optoacoustic imaging systems is out of the scope of this thesis. However, a brief 

overview of the method is outlined. Most of the experimental methods to characterize resolution  

[107], [136] of the system involved measuring optoacoustic signals generated from a black 

optically absorbing microsphere or suture of diameter less than the theoretically achievable 

resolution. The theoretically achievable resolution would be calculated using the transducer 

cutoff frequency in the analytical expressions discussed before.  

One of the foremost goals in the domain of optoacoustic imaging is to achieve higher 

resolution. In order to accomplish this, research is being pursued in the different avenues of 

novel detectors, scanning configurations, reconstruction algorithms etc. The aim of the work 

presented in this thesis is to achieve higher resolution images by incorporating handheld scanner 

properties into the reconstruction algorithm. Therefore, the matter of experimental 

measurement of resolution will be dealt in details in the Subsection 4.7.1 and Subsection 5.4.1.  

3.5.2. Image slice thickness 

The thickness of image slice achieved in a tomographic imaging system is also an important 

specification and has certain clinical significance. Typically, focused transducers are used in 

majority of the modern optoacoustic tomographic platforms which tend to attain high sensitivity 

in the plane of image. Intuitively this leads to selection of slice of certain thickness where the 

image is averaged with certain weights along the axis perpendicular to the image plane. 

Therefore, the portion of the object lying within the slice thickness will be eventually averaged 

in the reconstructed image. This leads to reduced resolution and in worse case may lead to 

creating false structures when two thin blood vessels are placed close to each other. Naturally, 

the goal should be to achieve as thin slice as possible for clinical applications.  

A method of estimating the slice thickness of a typical handheld optoacoustic 

tomographic scanner is presented next. First, the relation of image slice thickness to the 

transducer properties is explained and then simulation/experiments using an actual transducer 

is presented. The image slice thickness is mainly dictated by the elevation sensitivity field as 

illustrated in the schematic shown in Figure 3.4. Let us consider the situation of a cylindrically 

focused transducer array of which a single transducer is depicted with the blue curved line in 
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Figure 3.4. The sensitivity field map in the elevation plane or y-z plane is shown in blue shaded 

area marked with dashed magenta box. The image plane in the azimuthal plane is marked using 

dash-dot red line. The slice thickness is marked at the tapered region of the sensitivity field. A 

more realistic version of the definition of slice thickness from elevation sensitivity field is 

presented next using actual transducer.  

 

Figure 3.4: Illustration of slice thickness using the sensitivity map in the elevation plane. Schematic 

showing elevation sensitivity map of cylindrically focused transducer element, the central axis lying on 

the image plane or azimuthal plane and the metric of slice thickness at the location of highest acoustic 

focus. 

 

Measurement of thickness of image slice using inclined sutures is proposed here. The 

concept is illustrated using a schematic in the Figure 3.5a. The black solid line indicates the 

absorbing suture at an angle of inclination θ with the image pane or the azimuthal plane marked 

with dash-dot red line. The projection of the suture in the image would be the length which is 

marked using dashed black line. The projection of the suture on the axis perpendicular to the 

image plane gives the slice thickness at that location. If the angle of inclination θ is known, then 

the slice thickness can be determined as tslice = lsuture ∙ tan θ, where lsuture represents the length of 

the suture projection in image plane. Based on this principle an inclined suture phantom has 

been designed as shown in Figure 3.5b-d. Figure 3.5b shows the front view of the 3D CAD 

model of the suture holder in grey and the black lines represent five sutures at various angles - 

45˚, 63.4˚ and 90˚. Figure 3.5c displays the same suture holder from the top where the weaving 

of the suture through the holes of the suture holder can be observed. The suture holder contained 

holes of around 200µm in diameter to allow weaving of suture with diameter 50µm. The suture 
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holder was fabricated using a 3D printer and the suture was carefully interwoven as shown in 

the photograph of  Figure 3.5d. The suture used in this case was of surgical grade and was made 

of black absorbing material suitable for optoacoustic imaging.  

  

 

Figure 3.5: Construction of phantom to characterize the image slice thickness. Concept of 

inclined suture phantom was used to characterize the image slice thickness of tomographic 

optoacoustic setup. (a) Illustration of the concept of measuring image slice thickness using inclined 

suture phantom with known angle of inclination. (b) Front view of the 3D CAD model of the phantom 

showing five sutures at three different angles of inclination - 45˚, 63.4˚ and 90˚. (c) Top view of the 

3D CAD model of the phantom showing the five sutures which would appear in the cross-sectional 

tomographic image. (d) Photograph of the phantom showing the suture woven into the 3D printed 

structure of phantom.  

 

The suture phantom was scanned by the optoacoustic tomographic system in a turbid 

aqueous medium. Milk was added to the water bath to provide scattering for the incident laser 
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illumination. Prior to experimental measurements of slice thickness, some theoretical estimates 

were done using simulation. The sensitivity field of the cylindrically focused transducer array 

in the elevation plane or y-z plane is displayed in Figure 3.6a. Figure 3.6b displays the contour 

plots of the corresponding sensitivity field shown in the panel 12a. In the contour plot of panel 

12b, the region segmented in yellow indicates the -6dB sensitivity region and the region 

segmented in blue indicates the -20dB sensitivity region. The -6dB region indicates the slice 

thickness in this case. It was observed that not only the slice is non-uniform but also it is 

asymmetrical. This can be attributed to the fact that the transducer used had limited angular 

coverage of only 145˚. The elevation sensitivity maps and contours shown in Figure 3.6a-b are 

based on the side view of the transducer array. The cross-sectional optoacoustic image 

reconstructed from the signals recorded from the inclined suture phantom is shown in Figure 

3.6c. The five crossing sutures are clearly visible in the image with a visual indication of the 

sutures with varying length of projections. However, to calculate the slice thickness proper 

quantification of the lengths of the sutures is required. Therefore, Figure 3.6d shows the lengths 

of the projections from the inclined sutures marked in solid green lines. The lengths of the 

projections of the sutures with inclination angles 45˚, 63.4˚, 63.4˚ and 45˚ are measured to be 

4.69mm, 1.54mm, 0.98mm and 1.64mm respectively as shown using green line in the Figure 

3.6d. The corresponding slice thickness in these respective locations were calculated using the 

relation tslice = lsuture ∙ tan θ, to be 4.69mm, 3.08mm, 1.97mm and 1.64mm. Then, the locations 

of the sutures in the Figure 3.6d were marked along the z-axis in the contour plot of Figure 3.6b 

to derive the theoretical estimates of the thickness of image slice to be 2.8mm, 2.8mm, 2mm 

and 1.6mm. Finally, a strong correlation was found by comparing most of the theoretical 

estimates with the corresponding measured slice thickness. It indicates that this experimental 

method can be easily used to characterize the slice thickness of any optoacoustic tomographic 

imaging system without prior knowledge of the shape of the transducer aperture.  

It is also observed that for the left most suture appearing in Figure 3.6c-d the 

experimental estimate of slice thickness being 4.69 mm is significantly higher than the 

theoretical estimate of 2.8mm. This abnormality can be attributed to the laser illumination 

aspects which will be explored in the next Subsection. Overall, an experimental method was 

demonstrated which can estimate the image slice thickness with fair accuracy as validated by 

simulation of sensitivity field in the elevation plane.   
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Figure 3.6: Characterization of the image slice thickness using cross-sectional image of incline 

suture phantom. The inclined suture phantom was scanned using the tomographic scanner and the 

cross-sectional image was reconstructed. The length of the suture images was correlated with the image 

slice thickness measured from the simulated sensitivity map in the elevation plane. (a) Simulation of the 

sensitivity map in the elevation plane. (b) The sensitivity map segmented with contour plot with -6dB 

region marked in yellow and elevation thickness marked in four locations in red. (c) The reconstructed 

image of the cross-sectional scan of the inclined suture phantom. (d) The length of the inclined sutures 

marked in green and the corresponding slice thicknesses are marked in red. Units of all measured lengths 

are in mm.  
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3.5.3. Illumination profile 

The previous subsection dealt with the specification of the thickness of the image slice in 

optoacoustic tomographic imaging. An anomalous behavior was observed while characterizing 

the image slice thickness close to the transducer, precisely close to the interface of the coupling 

medium and the sample. This led to the exploration of the laser illumination profile incident on 

the surface of the sample, i.e. skin in the context of clinical applications. It is important to 

consider the profile of incident laser illumination along with the image plane during the design 

of a handheld transducer probe for clinical optoacoustic imaging. Ideally, the laser illumination 

should be homogenously flooding the entire region of the skin in contact or at least be aligned 

with the image plane. In case of misalignment, the off-axis optoacoustic signals will be detected 

by the transducer and the resultant image may provide false structures or blur the vascular 

structures right underneath the skin.  

The profile of incident laser illumination may depend on several factors such as the 

numerical aperture of the output of the optical fiber coupling laser illumination, the diffuser 

next to the optical fiber output, the angle of incline of the fiber output etc. One of the aims in 

optoacoustic tomographic imaging is to achieve higher depth of imaging in living tissue. Hence, 

light delivery angle and profile at incidence should be optimized to achieve deep tissue 

excitation along with maintaining synchronization with acoustic detection path. This aspect has 

been explored with Monte Carlo simulations [137] and experimental investigations [50], [138]. 

Since, laser light delivery is out of the scope of the work presented in this thesis, only 

characterization of the profile of the sample surface illumination will be explained and its 

implications in image reconstruction using acoustic inversion will be discussed.  

The laser qualitative illumination profile on the surface was measured postprocessing a 

color photograph of the front face of the tomographic scanner covered with a thin sheet of white 

paper. The thin sheet was used to intercept the laser illumination mimicking the illumination 

on the surface of the skin. The image captured by a color camera was aligned with the actual 

scale in mm and the normalized profile is displayed in Figure 3.7a. The axis with the transducer 

sensitivity field coinciding with the image plane is marked using dashed red line aligned at y = 

0 mm. It can be observed that the laser illumination is incident on the surface of the handheld 

probe has an offset of around 7 mm. This might be one of the reasons behind the anomalous 

behavior of slice thickness observed in the previous subsection. Again, two illumination spots 

are observed in  Figure 3.7a. To evaluate the effect if this non-uniform laser illumination in the 

reconstructed images, a tissue mimicking turbid phantom was made of agar gel as the medium. 
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Milk was used to mimic scattering and India ink was used to mimic absorption. The phantom 

was scanned in the FOV of the handheld tomographic scanner and the reconstructed image is 

shown in Figure 3.7b. The two illuminations spots are clearly visible in the reconstructed 

images. In addition to that the fluence attenuation is nicely captured in the reconstructed image. 

 

Figure 3.7: Characterization of the illumination profile. The illumination profile on the sample 

surface is characterized and effect on reconstructed image has been illustrated using homogenously 

absorbing agar phantom mimicking soft tissue. (a) Normalized 2D illumination profile in the y-x plane 

at the top surface of the sample. (b) The reconstructed image of the soft tissue mimicking phantom 
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showing the effect of the inhomogeneous illumination on the surface of the sample. (Panel a was 

obtained in collaboration with Ph.D. candidate, Ms. Maria Anastasopoulou) 

With carefully characterized laser illumination profile and carefully calibrated design 

of tissue mimicking phantoms, fluence maps can be obtained which can be used later for fluence 

correction. Overall, the importance of characterizing laser illumination has been discussed 

along with optical attenuation recovery using tissue mimicking phantoms can offer insights into 

fluence correction. 

3.5.4. Noise 

Noise in the measured signals can affect the resultant reconstructed images in an optoacoustic 

tomographic system in terms of artifacts and reduced sensitivity. Hence, noise is an important 

parameter which needs to be characterized and reported. Signal to noise ratio (SNR) of 

measured signals dictate the sensitivity performance of the tomographic system. For example, 

if the signal from the target optical absorber lies below the noise floor, then this object cannot 

be detected in the reconstructed image. Also, any other interference noise can produce artefacts 

in the reconstructed images. 

Noise in optoacoustic tomographic imaging systems can have various origins. The most 

popular source of noise is the thermal noise in the electronics associated in the detection of 

signals. This thermal noise dictates the sensitivity of the imaging system [139]. Significant 

amount of noise can also be generated by the high energy pulsed lasers and importance of 

detection and removal of such noise has also been investigated [140]. Apart from the common 

thermal noise in electronics, strong intermittent ringing noise have been found while performing 

experiments reported in this thesis. In the reconstructed images this appear as ring-link artefacts. 

Interestingly the source of the noise was traced to the switched mode power supplies (SMPS). 

The frequency of appearance of these artefacts were in the range of few hundreds of kHz which 

matches with the switching frequency of the SMPS. Later, it was confirmed that placement of 

the SMPS close to the DAQ led to this interference. This can be a common issue for commercial 

optoacoustic scanners as they are compact in nature and hence care must be taken while 

designing of such systems. 

The noise during signal acquisition was characterized while recording the signals by 

immersing the handheld tomographic scanner in water bath in the absence of any optically 

absorbing targets in the FOV of the scanner. Data from all the transducer 256 channels were 

recorded using laser excitation of wavelengths 700nm - 800nm in the range where optical 
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absorption of water is negligible. Figure 3.8a depicts the matrix of signals captured using the 

256 transducer elements in the array with 2030 temporal samples in each signal. The 

intermittent horizontal lines represent the interference noise from the SMPS as marked using 

blue arrows. The dashed red rectangle marks the region between two consecutive interference 

noise. This region represents the pure background noise of the system which can be attributed 

to thermal noise. The histogram of this background thermal noise is plotted in Figure 3.8b. The 

red curve represents a Gaussian distribution with mean at 0 and standard deviation of around 

0.4.  
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Figure 3.8: Characterization of noise. The noise in the data acquisition was characterized using data 

measured in absence of any optoacoustic absorbers. (a) The signal matrix in time samples vs transducer 

elements showing the interference and background noise. (b) The histogram of the segregated 

background noise showing the Gaussian distribution.  
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The noise characterization performed for the optoacoustic tomographic system could be 

used to define a stopping criterion in the inversion procedure using hybrid regularization. This 

exploration can be taken up as a future research direction. Also, the interference noise as 

described here seemed to be random in nature. These noise measurements were used to train a 

deep neural network to detect and remove this interference noise. The findings of this 

collaborative work have been considered for a publication mentioned in the list of publication 

at the end of this document. 

3.6. Modeling optoacoustic wave detection 

In order to integrate the transducer properties into the forward model, the optoacoustic wave 

detection mechanism needs to be investigated. To image deeper structures using optoacoustics, 

pressure in the range of Pa or sub-Pa needs to be detected [139], [141]. Therefore, the 

piezoelectric transducers widely used in optoacoustic imaging, tend to have a greater aperture 

size and a shape focused onto the imaging plane to better intercept acoustic waves and achieve 

higher signal-to-noise ratio (SNR). Also, the frequency response of the transducer is bandwidth 

limited and are often chosen based on the application. The shape of the transducer active surface 

can be characterized as SIR and the bandwidth can be characterized as EIR. With the goal to 

systematically investigate the effects of the transducer properties, namely shape and bandwidth, 

the optoacoustic wave detection mechanism was modelled. In most of the practical cases 

homogenous coupling medium is used such that the distortion and attenuation of the travelling 

acoustic waves are very negligible and hence it was safely assumed that the intercepted acoustic 

pressure is same as the initial pressure from the source. The intercepted acoustic wave is first 

averaged on the active surface of the transducer, a phenomenon characterized by the spatial 

impulse response or SIR as shown in Figure 3.9a. Thereafter, the combined process of energy 

conversion, analog amplification and digitization of the signal can be characterized as electrical 

impulse response or EIR. Reaping the advantage of model-based approach, the optoacoustic 

detection can be represented as a cascade of two linear time invariant (LTI) systems with 

impulse responses SIR and EIR respectively, as shown in Figure 3.9b. Finally the two LTI 

systems can be combined to characterize the whole optoacoustic detection using a transducer 

with TIR as shown in Figure 3.9c. 
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Figure 3.9: Physical characteristics of transducers. (a) The optoacoustic wave detection mechanism 

starting from incidence of pressure waves on the active surface of the transducer, subsequent acousto-

electric conversion and finally resulting into recorded digital signals. (b) A cascade of two LTI systems 

representing the SIR and EIR (c) A resultant LTI system called TIR combining SIR and EIR. 

  

3.7. TIR model for constant acoustic speed 

As a basis for the TIR model with added transducer/coupling medium properties and for 

comparison with the established tomographic reconstruction methods, the TIR model for a 

constant acoustic speed was first studied. It was assumed that there was no significant acoustic 

speed mismatch between the sample and the coupling medium.  

Figure 3.10 shows the straight-line propagation of an optoacoustic wave originating at 

the source r’ and is detected by a transducer element at re of a curved transducer array in an 

acoustically homogeneous propagation medium with constant acoustic speed c0. Each 

transducer element is cylindrically focused onto the image plane, which is the xz-plane in 

Figure 3.10. The image is discretized into a collection of uniform spheres with diameter D in a 

Cartesian grid with spacing D. The general normalized analytical “N”-shaped optoacoustic 
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pressure wave [100] generated by a uniform spherical absorber of diameter D in a medium with 

acoustic speed c, can be written as [16], [100] 

 𝑝𝒄
𝑁(𝑡) = {

−𝑡   , |𝑡|  ≤  
𝐷

2𝒄
 ,

0     , 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒.
 (3.1) 

 

Thus, the signal 𝑠𝑟𝑒,𝑟
′ due to a pixel (modelled as a solid sphere) located at r’ with initial 

pressure amplitude fr’ , that is detected by an ideal point-like transducer with infinite detection 

bandwidth at re and time t is 

 𝑠𝑟𝑒,𝑟′(𝑡) = 𝑓𝑟’ ⋅ 𝑝𝑐0
𝑁 (𝑡 − 𝑡𝑐0

(𝑟𝑒 , 𝑟
′)), (3.2) 

 

where the time of flight for constant acoustic speed c0 along the straight line from the uniform 

spherical absorber to the point detector is  

 𝑡𝑐0
(𝑟𝑒 , 𝑟

′) =
|𝑟𝑒 − 𝑟′|

𝑐0
. (3.3) 

 

Usually the transducer has a finite-sized aperture to intercept incoming acoustic waves. 

This results in averaging the intercepted wave over the active surface of the element Se. 

Considering the acoustic detection as a linear system, the resulting acoustic response due to the 

surface of Se is a temporal convolution [81], [142], [143] as follows 

 𝑠𝑟𝑒,𝑟
′(𝑡) = 𝑓𝑟’ ⋅ ℎ𝑐0,𝑟𝑒,𝑟′

𝑆𝐼𝑅 ∗ 𝑝𝑐𝑐
𝑁 (𝑡 − 𝑡𝑐0

(𝑟𝑒 , 𝑟
′)), (3.4) 

 

where the SIR [113] is defined by  

 ℎ𝑐0,𝑟𝑒,𝑟
′

𝑆𝐼𝑅 (𝑡 − 𝑡𝑐0
(𝑟𝑒 , 𝑟

′)) = ∫
𝛿 (𝑡 −

|𝑠 − 𝑟′|
𝑐0

)

|𝑠 − 𝑟′|
 𝑑𝑆(𝑠)

𝑆𝑒

. (3.5) 

 

In practice the detection bandwidth of a transducer is limited and characterized by the 

EIR denoted by ℎ𝑟𝑒
𝐸𝐼𝑅, which is independent of the origin r’ of the signal. The ℎ𝑟𝑒

𝐸𝐼𝑅 term is added 

to (3.4), to get the following expression for the acoustic signal originating at location r’ and 

detected by a transducer at re  

 

 𝑠𝑟𝑒,𝑟′(𝑡) = 𝑓𝑟’ ⋅ ℎ𝑟𝑒
𝐸𝐼𝑅  ∗  ℎ𝑐0,𝑟𝑒,𝑟

′
𝑆𝐼𝑅 ∗ 𝑝𝑐0

𝑁 (𝑡 − 𝑡𝑐0
(𝑟𝑒 , 𝑟

′)), (3.6) 
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where ∗ denotes temporal convolution. Note, that (3.6) simplifies to (3.4) when setting ℎ𝑟𝑒
𝐸𝐼𝑅 =

𝛿, and to (3.2) when in additional setting ℎ𝑐0,𝑟𝑒,𝑟
′

𝑆𝐼𝑅 = 𝛿. 

 

 

Figure 3.10: Schematic of limited view transducer using constant acoustic speed model. Illustration 

of propagation of pressure wave from a source point r’ inside the FOV towards the transducer element 

re in the limited view transducer array, assuming homogenous propagation medium with constant 

acoustic speed c0.  (Source: Adapted from [144], Copyright © 2020 IEEE) 

 

The pressure signal 𝑠𝑟𝑒,𝑟
′ in (3.6) is sampled at T time points 𝑡 = 𝑛 ⋅ ∆𝑡 , where n=0, 

1,…, (T-1) and Δt is the sampling interval. To clearly distinguish between the continuous and 

the discrete signal, the sampling index was written in square brackets. The time index 

corresponding to the time of flight was denoted as n0 and collecting the signals from all the 

points in the FOV, the following model for the measured acoustic signal with a constant speed 

of sound can be written as:  

 𝑠𝒓𝒆
[𝑛] = ∑ 𝑓𝒓′ ⋅  𝑚𝒓𝒆,𝒓

′[𝑛 − 𝑛0]

𝒓′ ∈𝑭𝑶𝑽

, (3.7) 

 
 

 

where 𝑚𝒓𝒆,𝒓
′[𝑛] = ℎ𝒓𝒆

𝐸𝐼𝑅  ∗  ℎ𝒄𝟎,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄0
𝑁 [𝑛],  (3.8) 

 

is the normalized contribution of a single spherical absorber at location 𝑟′ ∈ FOV. 
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The pressure signal of length T samples, is recorded at the N locations of the transducer 

elements indexed by re = 1,2,…,N. The location of the uniform spherical absorber r’ in the FOV 

can be indexed by (i,j) where i=1,2,…,P; j=1,2,…,P, such that P2 is the total number of uniform 

spherical absorbers in the FOV. Hence, (3.7) can be expressed in a matrix relation as  

 [

𝑠1

𝑠2

⋮
𝑠𝑁

] = [

𝑚1 (1,1) 𝑚1 (2,1)

𝑚2 (1,1) 𝑚2 (2,1)

… 𝑚1 (𝑃,1)

… 𝑚2 (𝑃,2)

⋮ ⋮
𝑚𝑁 (1,1) 𝑚𝑁 (2,1)

⋮ ⋮
… 𝑚𝑁 (𝑃,𝑃)

] 

[
 
 
 
𝑓(1,1)

𝑓(2,1)

⋮
𝑓(𝑃,𝑃)]

 
 
 

. (3.9) 

 

or, 𝑠 = 𝑴𝑓, (3.10) 
 

where 𝑴 = [

𝑚1 (1,1) 𝑚1 (2,1)

𝑚2 (1,1) 𝑚2 (2,1)

… 𝑚1 (𝑃,1)

… 𝑚2 (𝑃,2)

⋮ ⋮
𝑚𝑁 (1,1) 𝑚𝑁 (2,1)

⋮ ⋮
… 𝑚𝑁 (𝑃,𝑃)

] (3.11) 

 

is the model matrix of dimension NT x P2. Each element of the model matrix, 𝑚𝒓𝒆 (𝑖,𝑗) is a 

column vector of length T samples. Equations (3.1), (3.3), (3.5) - (3.9) comprise the complete 

model for the acoustic data acquisition at constant acoustic speed. 

 

3.8. Discussion 

This chapter has presented the concepts of transducer properties, reviewed transducer 

characterization methods, and introduced a general method to incorporate the transducer 

properties into the forward model of optoacoustic tomography. The chapter began with 

highlighting the importance of studying and characterizing the transducer properties for general 

optoacoustic tomographic imaging systems along with relevant literature. Thereafter, the 

concepts behind the key transducer properties of SIR and EIR were elaborated with description 

of methods of modelling or characterization of each of these impulse responses. Then the 

established methods of characterization of medical ultrasound transducers were reviewed. 

Since, ultrasound transducers are directly used for many optoacoustic tomography applications, 

the challenges of directly importing the standard pulse-echo characterized response was also 

discussed. The broadband nature of optoacoustic imaging demands for receive-mode 

characterization in full frequency spectrum. This was elaborated with reference to recently 

proposed methods suitable for characterization of transducers for optoacoustic tomography. 

Then the effects of transducer properties on several specifications of tomographic imaging was 

evaluated. Since majority of the thesis deals with characterization of resolution, only minimal 
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details were provided in this chapter. The characterization of image slice thickness, laser 

illumination profile and noise were demonstrated for a typical handheld tomographic imaging 

system. Finally, the modelling of optoacoustic wave detection using cascade of SIR and EIR 

was presented and the generalized incorporation of TIR into the forward model was presented 

with the assumption of constant acoustic speed. 

The challenges of characterization of the TIR using purely experimental methods have 

been highlighted. A hybrid method used to characterize TIR using experimental measurement 

of EIR and numerically simulated SIR was traced in literature. However, this hybrid method 

has been so far implemented in cases of full angular view scanning systems considering 

constant acoustic propagation speed. There is still unmet need to characterize the TIR of the 

full handheld tomographic scanner with limited view transducer. This is particularly 

challenging due to the presence of significant acoustic mismatch between the coupling medium 

and sample. Methods to overcome this problem will be dealt in the next two chapters. 

An efficient characterization of image slice thickness was presented using inclined 

suture phantom. The main finding was that with good accuracy it was possible to characterize 

a commercial (closed) system without any modifications using a 3D printed inclined suture 

phantom. The accuracy of this characterization was validated using the simulation of SIR map 

in the elevation plane. A limitation of the method was that it allowed characterization of slice 

thickness only at the location of the suture crossing and theoretically it was observed that slice 

thickness may not be uniform throughput the FOV. Also, the anomaly which was observed in 

the slice thickness prediction close to the transducer called for in depth investigation into the 

illumination profile measurements.  

 A simple method to characterize the incident laser irradiation was demonstrated. Like 

the previous method, this method was also suitable for commercial system in capturing the laser 

illumination profile with minimal modification. It was observed that the illumination was not 

uniform over the entire image slice. The outputs from two groups of fiber bundles results in 

formation of two blobs of illumination spots on the surface of the membrane. This was clearly 

visible in the reconstructed images of the turbid phantom mimicking soft tissue. It was several 

millimeters thick and was shifted by around 7 mm off the plane of highest transducer sensitivity. 

This is expected to severely effect the image quality. The region close to the skin will have 

strong out of plane signal while the regions deeper will have less fluence eventually leading to 

lower SNR. This can only be efficiently addressed with proper hardware configuration. 

Inspiration can obtained from the studies which investigate the illumination angle and 
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localization for optimized light delivery [50], [138]. Other schemes including this offset into 

the forward models can also be explored in the future for compensating the effects of the 

inhomogeneous illumination.  

The experiments to characterize background noise revealed two noise components – a) 

thermal noise arising from electronics and b) interference of low frequency noise generated 

from the switching mode power supplies. It was observed that the thermal noise can be 

modelled as a Gaussian noise with zero mean and is stable over time. However, the noise arising 

from interference of the switching in the power electronic circuit leads to fluctuating ring like 

artefacts across the frames. This is detrimental specially during unmixing of spectral stack to 

recover the chromophore maps. This is due to the fact that the pattern of this artefact changes 

from one frame to the next within the spectral stack. A deep learning method is in development 

using the characterized noise to eliminate this noise.  

The modelling of the optoacoustic wave detection using linear time invariant systems 

as presented in this chapter has an imminent advantage of inclusion of the characterized 

responses of the components into the forward model. This also helps in proper understanding 

of the effects of each component which sets the stage for the analysis presented in the next 

chapters. The forward model including the transducer properties considering constant acoustic 

speed was introduced in the last section of this chapter. This will be used in the next chapter as 

a reference to compare the performance of the TIR models with added transducer/coupling 

medium properties based on the existing TIR forward model with constant acoustic speed.  

Overall, this chapter introduces the concepts of key transducer properties SIR and EIR 

and also presents how these properties are expected to affect the image quality. The traditional 

methods for characterization of TIR are reviewed stating the advantages and gaps which still 

need to be addressed. Some specifications of a typical OAT system were discussed, and their 

implications were highlighted along with suggestions for future research directions. Finally, the 

linear time invariant model of the optoacoustic wave detection was presented which would be 

helpful to analyze the effects of each aspect of transducer modeling and also facilitates the 

inclusion of impulse response of each component.  
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4. A synthetic total impulse response for handheld tomography 
 

This chapter introduces a TIR characterization method for handheld tomographic imaging 

systems. The previous chapter introduced the transducer properties and formulated the TIR 

model for the case of constant acoustic speed, and in this chapter, the forward model has been 

generalized to the case of refraction due to a significant acoustic mismatch between sample and 

coupling medium. To begin with refraction effects are modelled, then the SIR is simulated and 

thereafter EIR is derived and finally all the components are combined to obtain the synthetic 

TIR or sTIR model. The improvement of image quality is demonstrated using the sTIR models 

on physical phantoms and clinical measurements. 

4.1. Motivation behind TIR characterization of handheld systems 

Handheld scanners [31], [51], [52], [59] are suitable for clinical applications where the operator 

can simply position the handheld scanner in close contact with the skin applying regular 

ultrasound gel like established procedure in clinical ultrasound. Again, handheld transducers 

require transducer arrays with focused aperture and limited angular coverage enclosed with 

coupling medium in a chamber sealed with a flexible optically and acoustically transparent 

membrane. Hence, characterization of transducer array alone is not sufficient as the role of 

coupling medium and membrane interface becomes increasingly important. The mismatch 

between the acoustic properties of the tissue and the coupling medium can lead to refraction of 

ultrasound wave propagation ultimately adversely affecting image quality. Therefore, it is 

necessary to model and characterize the entire handheld probe. 

Earlier work has demonstrated improvement in image resolution using EIR corrections 

for small-animal imaging systems with large angular projections [74], [105], [145]. The SIR 

correction has also been demonstrated to reduce aperture size related artefacts and nearfield 

artefacts in the case of animal imaging systems with large angular projections [74], [81], [146]. 

These techniques include the SIR into the forward model. Another technique to mitigate the 

SIR related affects was demonstrated in a post-filtering method [147]. Apart from investigating 

the individual effects of SIR and EIR, a TIR correction scheme has also been reported for small 

animal imaging system [74] with full angular coverage. This work also considers a constant 

acoustic propagation speed for developing the TIR model. While previous work with full-view 

acquisition systems has demonstrated image improvements after TIR correction, there is 

currently no systematic study that examines the effect of TIR correction in limited view 

acquisition geometries used for clinical handheld imaging [57], [92], [95], [148].  As mentioned 
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before a major challenge in clinical handheld scanners is the limited view acquisition geometry 

and coupling medium. A coupling medium of heavy water (D2O) is often preferred to obtain 

good contrast of lipid, a clinically relevant endogenous chromophore [31], [149]. However, it 

appears that the acoustic speed mismatch between tissue and coupling medium may lead to 

refraction of acoustic waves which has not been thoroughly investigated. In addition to that the 

characterization of such handheld transducers becomes challenging due to the presence of 

delicate clinically compatible lasers since traditional dense grid scanning leads to laser 

overheating. As handheld scanners are increasingly considered for clinical studies [10], [23]–

[25], [27], [36], an efficient TIR characterization becomes particularly important, as it relates 

to delivering high-fidelity images.  

In this chapter, the aim is to decompose the TIR into its different components, to 

separately study/understand the refraction effects of the coupling medium, the spatial sensitivity 

field of the transducer array and the acousto-electric response of the transducer on the total 

impulse response of the handheld scanner shown in Figure 4.1a. It was hypothesized that 

refraction effects play a major role in image quality and their correction could lead to a more 

accurate model of TIR.  

To achieve this goal, we propose a method to characterize the TIR of the clinical 

optoacoustic handheld system by using only one measurement of TIR and a detailed 

mathematical model. The main advantage of this approach is that it enables us to bypass the 

tedious procedure of conventional TIR measurements in dense grid of whole FOV. The 

proposed TIR model is called synthetic TIR or sTIR, as it is synthesized using experiments and 

numerical simulations. The sTIR model consists of simulated SIR and experimentally derived 

EIR. We demonstrate that the sTIR model can be effectively applied in case of significant 

mismatch of acoustic properties between sample and coupling medium. The refraction caused 

due to the mismatch of the acoustic speed between sample (eg. soft tissue) and coupling medium 

(eg. heavy water) alone can significantly influence image quality. Detailed analysis is provided 

on how the SIR depends on refraction. In order to model refraction and SIR; the shape of the 

transducer array and the membrane of the handheld scanner is modelled as illustrated in Figure 

4.1b-d. The detailed SIR model including refraction was used to derive approximate EIR from 

experimentally measured TIR.  

Finally, the sTIR forward model is used in model-based inversion scheme to 

demonstrate the improvement in resolution and accuracy of the reconstructed images 

throughout the FOV. To systematically study the effects of the components the sTIR – 
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refraction, SIR and EIR, six different forward models were constructed to evaluate each 

correction step. All the simulations and experiments are performed using the clinical handheld 

optoacoustic scanner as shown in the Figure 4.1a.  

 

 

 

 

Figure 4.1: Modelling of the handheld scanner. (a) A photograph of the handheld optoacoustic 

scanner (b) Schematic of arrangement of elements in the transducer array (c) 3D model of the handheld 

scanner (d) Geometric model of the components of handheld probe. (Source: Panels (a) and (d) are self-

designed; (b)-(c) are adapted from documents provided by iThera Medical) 

 

4.2. Acoustic refraction 

The acoustic refraction at the membrane interface between coupling medium and tissue is 

modelled as shown in the schematic in Figure 4.2. An acoustic response commencing from 

inside the tissue, propagates with acoustic speed ct and gets refracted at the membrane interface 

and propagates with acoustic speed cc in coupling medium, until being intercepted by the 



62 
 

transducer element at re. Fermat’s principle was utilized to calculate the time-of-flight of the 

refracted ray as depicted by the blue solid line in Figure 4.2.   

The point of incidence rm on the membrane was determined, for each given pair of points 

(r’, re), by minimizing the total time-of-flight along the refracted ray (r' - rm - re ) as 

 𝑟𝑐𝑐,𝑐𝑡
𝑚 (𝑟𝑒 , 𝑟

′) = arg min
𝑟𝑚∈ 𝜇

(𝑟𝑒 − 𝑟𝑚)

𝑐𝑐
+

(𝑟𝑚 − 𝑟′)

𝑐𝑡
, (4.1) 

 

where 𝑟𝑐𝑐,𝑐𝑡
𝑚 (𝑟𝑒 , 𝑟

′) reveals the dependencies of rm on the acoustic speed mismatch. µ denotes 

the set of all points on the membrane interface. The optimal time-of-flight for the refracted ray 

can be expressed as 

 𝑡𝑐𝑐,𝑐𝑡
(𝑟𝑒 , 𝑟

′) =
|𝑟𝑒 − 𝑟𝑐𝑐,𝑐𝑡

𝑚 (𝑟𝑒 , 𝑟
′)|

𝑐𝑐
+

|𝑟𝑐𝑐,𝑐𝑡
𝑚 (𝑟𝑒 , 𝑟

′) − 𝑟′|

𝑐𝑡
. (4.2) 

The equation (4.1) was solved with an algorithm based on golden section search and 

parabolic interpolation [150], [151], which enabled us to find the minimizer of the single 

variable function within a specified bound. The optoacoustic response generated in tissue by a 

uniform absorbing sphere at r’ that is detected by an ideal point-like transducer with infinite 

detection bandwidth located at re in the coupling medium is given by 

 𝑠𝑟𝑒,𝑟′(𝑡) = 𝑓𝑟’ ⋅ 𝑝𝑐𝑐
𝑁(𝑡 − 𝑡𝑐𝑐,𝑐𝑡

(𝑟𝑒 , 𝑟
′)). (4.3) 

 

 

Figure 4.2: Schematic of limited view transducer using refraction model. Illustration of refraction 

of pressure wave originating from a source point r’ inside the FOV, incident at membrane location rm 
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and propagating towards the transducer element re in the limited view transducer array, assuming 

homogenous propagation medium with constant acoustic speed c0. (Source: Adapted from [144], 

Copyright © 2020 IEEE) 

 

Since, the transducer used in this study is responsive only in a very short range (2-

7MHz) of ultrasound frequency, the acoustic dispersion [152], [153] phenomenon being weak 

can be neglected in this case. Hence, it can be assumed that the wave shape does not change 

due to refraction across the membrane. 

 

4.3. Dependence of SIR on refraction 

Here the effect of refraction on the sensitivity field of the transducer is investigated. To do so 

the SIR in conjunction with the concept of virtual source is derived. Figure 4.2 illustrates that 

after an optoacoustic response originating from a source r' within the sample is refracted, the 

signal propagates towards the detector re along a different direction. After the refraction event, 

it propagates along the direction (re – rm)/|re – rm | from rm towards re. The variation of the point 

rm with respect to the interception point on the transducer surface can be neglected because the 

distance between membrane and detector is significantly greater than the width of the 

transducer element. Subsequently, the wave is captured by the transducer element at re as if it 

originated from a virtual source located at a point rv in the direction of rm at a distance 

corresponding to the time of flight and travelled at the coupling speed of sound cc along a 

straight line without being refracted. Accordingly, the location of the virtual point source can 

be derived as 

 𝑟𝑐𝑐,𝑐𝑡
𝑣 (𝑟𝑒 , 𝑟

′) = 𝑟𝑒 − 𝑐𝑐 ∙ 𝑡𝑐𝑐,𝑐𝑡
(𝑟𝑒 , 𝑟

′) ∙
𝑟𝑒 − 𝑟𝑚
|𝑟𝑒 − 𝑟𝑚|

. (4.4) 

 

For ease of readability we abbreviate  𝑟𝑣 = 𝑟𝑐𝑐,𝑐𝑡
𝑣 (𝑟𝑒, 𝑟

′) to denote the virtual point. It is 

to be noted that rv = r' when cc = ct. An important observation was that, using virtual source in 

(3.5) the SIR (ℎ𝑐𝑐,𝑟𝑒,𝑟𝑣
𝑆𝐼𝑅 ) for an impulse starting at the virtual point rv and travelling along a 

straight line with a constant acoustic speed cc is identical to the SIR (ℎ𝑐𝑐,𝑐𝑡,𝑟𝑒,𝑟
′

𝑆𝐼𝑅 ) for an impulse 

starting at r' and travelling to the element re along the refracted path at the two different acoustic 

speeds cc and ct.  The optoacoustic signal generated in the tissue by a uniform absorbing sphere 
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at r', detected by an element located at re, with finite active surface area Se and infinite 

bandwidth, can be written as 

 𝑠𝑟𝑒,𝑟
′(𝑡) = 𝑓𝑟’ ⋅ ℎ𝑐𝑐,𝑐𝑡,𝑟𝑒,𝑟

′
𝑆𝐼𝑅 ∗ 𝑝𝑐𝑐

𝑁 (𝑡 − 𝑡𝑐𝑐,𝑐𝑡
(𝑟𝑒 , 𝑟

′)), (4.5) 

 

where, the refraction-based SIR is given by 

 ℎ𝑐𝑐,𝑐𝑡,𝑟𝑒,𝑟
′

𝑆𝐼𝑅 (𝑡 − 𝑡𝑐𝑐,𝑐𝑡
(𝑟𝑒 , 𝑟

′)) = ∫
𝛿 (𝑡 −

|𝑠 − 𝑟𝑣|
𝑐𝑐

)

|𝑠 − 𝑟𝑣|
 𝑑𝑆(𝑠)

𝑆𝑒

. (4.6) 

 

The dependence of SIR on refraction was clearly observed by comparing (3.5) and (4.6).  

 

4.4. TIR model based on refraction at membrane interface 

To obtain the TIR model based on refraction at membrane surface, the EIR ℎ𝒓𝒆
𝐸𝐼𝑅  was added 

to (4.5). Then the measured signal as illustrated in Figure 4.3, can be decomposed into TIR 

components as: 

 𝑠𝑟𝑒,𝑟
′(𝑡) = 𝑓𝑟’ ⋅ ℎ𝑟𝑒

𝐸𝐼𝑅  ∗  ℎ𝑐𝑐,𝑐𝑡,𝑟𝑒,𝑟
′

𝑆𝐼𝑅 ∗ 𝑝𝑐𝑐
𝑁 (𝑡 − 𝑡𝑐𝑐,𝑐𝑡

(𝑟𝑒 , 𝑟
′)). (4.7) 

 

 

Figure 4.3: Schematic of signal decomposition. Decomposition of measured electrical into three 

components – Ideal “N”-shaped OA signal, Simulated SIR and approximate EIR.  (Source: Adapted 

from [144], Copyright © 2020 IEEE) 

It is to be noted that for c0=cc=ct  (4.7) simplifies to constant acoustic speed case (3.6). 

The continuous time signals in (4.7) are sampled at the discrete 𝑡 = 𝑛 ⋅ ∆𝑡 ,where n=0,1,...,(T-

1) and Δt is the sampling interval. Denoting the time-of-flight along the refracted path by nR, 

the sampled signal can be written as 

 𝑠𝒓𝒆
[𝑛] = ∑ 𝑓𝒓′ ⋅  𝑚𝒓𝒆,𝒓

′[𝑛 − 𝑛𝑅]𝒓′ ∈𝑭𝑶𝑽 , (4.8) 
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where, 𝑚𝒓𝒆,𝒓
′[𝑛] = ℎ𝒓𝒆

𝐸𝐼𝑅  ∗  ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄
𝑁 [𝑛]. (4.9) 

 

is the normalized response of a pixel at 𝑟′ ∈ FOV. Equations (3.1), (4.1), (4.2), (4.4), (4.8) - 

(4.9) comprise the complete model for the acoustic data acquisition for refraction at an interface. 

 

4.5. Synthetic TIR (sTIR) 

The general TIR model for a handheld scanner was formulated in the last section. This section 

describes the simulation of SIR and experimental derivation the EIR to characterize the TIR of 

the clinical handheld tomographic system in the whole image plane. This TIR is termed as 

synthetic TIR (sTIR) since it was synthesized from experimental measurements and theoretical 

model. The synthesis of TIR was performed in four steps: (i) recording TIR at a location close 

to the center of FOV, (ii) simulation of the SIR based on refraction, (iii) approximate derivation 

of EIR by combining the TIR measurements and SIR simulation, (iv) construction of sTIR in 

the whole FOV by merging the numerically simulated SIR with the experimentally derived 

approximate EIR. It is to be noted that the approximate EIR used to generate sTIR is the 

representative mean EIR of the transducer elements in the array. 

4.5.1. Measurement of TIR at center of FOV 

A point source must be used to characterize the TIR and therefore a physical absorber of sub 

resolution dimension must be used as a target. Based on the center frequency [88] of the 

transducer used in this work the target should be much less than 200μm in diameter to be 

qualified as point source. Again, too small a target of diameter ~20 μm led to excessively less 

sensitivity. Therefore, a tradeoff was made and a single polyethylene microsphere of diameter 

100μm was placed roughly at the center of the FOV of the handheld scanner immersed in water 

bath as shown in the Figure 4.4. It is to be noted that the measured optoacoustic signals from 

all the elements of the transducer array contain the TIR of that location in the FOV. 

 

Figure 4.4: Photograph of signal measurement. Top view of the handheld probe setup showing scan 

of the microsphere phantom in the FOV of the handheld scanner. 
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4.5.2. Simulation of refraction-based SIR 

The concept of virtual point was introduced to tackle the dependence of the SIR on refraction. 

As mentioned before the transducer used had a narrowband frequency response and for practical 

purpose it can be assumed that the shape of the optoacoustic wave was unaltered after refraction 

at the interface of coupling medium and sample. Hence, the SIR depends on the position of the 

virtual point relative to the transducer element considering constant acoustic speed of coupling 

medium. Based on this virtual point representation of optoacoustic source, we used the Field II 

program [115] which is efficient [154] for SIR computation with constant acoustic speed. The 

refraction based SIR in (4.8) was simulated by passing the co-ordinates of the virtual points as 

the field location and setting sound propagation speed to 1397 m/s [155], which is the acoustic 

speed in the heavy water (coupling medium of the handheld scanner) at room temperature. A 

square sub-aperture of dimension 50x50 μm, was used as unit of discretization of the active 

surface of the ultrasound transducer in Field-II. The dimension of the unit sub-aperture was 

chosen based on the scanning geometry [115], transducer size and center frequency. The 

sensitivity field of the handheld probe in the imaging plane was visualized by plotting the square 

root of energy of the SIR at each pixel. Figure 4.5c shows the sensitivity field (or SIR map) of 

the handheld scanner in the azimuthal plane (or image plane) considering refraction of sound 

waves at the membrane interface with acoustic speed in coupling medium as cc = 1397 m/s and 

average tissue [156] acoustic speed as  ct = 1540 m/s. Similarly the sensitivity field of the 

handheld probe considering constant acoustic speed c0= 1470 m/s is shown in Figure 4.5d. 

Comparing the panels c and d of Figure 4.5 it is observed that refraction due to acoustic speed 

mismatch can severely distort the sensitivity field of the handheld scanners. This distortion has 

been highlighted using axial (red) and lateral (blue) line profiles across the highest sensitivity 

region of the SIR maps. The plots showing the comparison of the refraction-based SIR map 

(solid line) and the SIR map based on constant acoustic speed (dashed line) are provided in 

Figure 4.5e-f. It can be observed that due to refraction the sensitivity field has reduced and 

spatially shifted in the axial direction and spread across the lateral direction. It was 

demonstrated that modelling the effect of refraction on the SIR in case of handheld scanner is 

particularly important when it contains a coupling medium with significantly different acoustic 

property than the biological sample to be imaged. 
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Figure 4.5: Simulation of refraction-based SIR. (a) Schematic of toroidal shaped transducer array (b) 

Dimensions and spacing between array elements (c) Azimuthal SIR map with refraction model (d) 

Azimuthal SIR map with constant acoustic speed model (e) Axial line profiles comparing SIR with 

constant acoustic speed model (dashed line) and SIR with refraction model (solid line). (f) Lateral line 

profiles comparing SIR with constant acoustic speed model (dashed line) and SIR with refraction model 

(solid line). (Source: Panels (c)-(f) are adapted from [144], Copyright © 2020 IEEE) 
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4.5.3. Derivation of approximate EIR 

The EIR of the handheld optoacoustic probe can be derived using the measured signals 

containing the TIR and the simulated refraction-based SIR. It is to be noted that there are other 

factors of the imaging system which has not been accounted for in this work for example fluence 

effects, illumination source profile, Grüneisen parameter, etc. This combination of these 

parasitic parameters may affect the derived EIR. Therefore, the extracted EIR has been referred 

to as approximate EIR (or aEIR).  

As stated earlier, that SIR is dependent on the location of the source relative to the 

transducer element and hence care must be taken during the extraction of aEIR from the 

measured TIR which also contains SIR. To ensure least contamination of SIR, the TIR 

measurements has been done at points located in the center of the FOV. This ensures that the 

modelled SIR is close to delta impulse and the obtained aEIR is independent of the FOV. The 

aEIR derivation method was developed to obey the fact that SIR effects are least close to the 

focus [106], [143], [146]. 

A normalized ‘N’-shaped optoacoustic response from a homogenous solid sphere of 

diameter D = 100 μm was modeled in (4.8) - (4.9) in accordance with the TIR measurements 

of the response of a solid polyethylene microsphere of diameter 100 μm. The measure signal at 

each element e can be written as 

 𝑠𝒓𝒆,𝒓
′[𝑛] = 𝑓𝒓′ ⋅ ℎ𝒓𝒆

𝑎𝐸𝐼𝑅 ∗ 𝑚𝒓𝒆,𝒓
′

𝑅 [𝑛 − 𝑛𝑅], (4.10) 

 

where, 𝑚𝒓𝒆,𝒓
′

𝑅 [𝑛] = ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄
𝑁 [𝑛], (4.11) 

 

can be treated as the response from the microsphere including SIR. It is to be noted that the 

aEIR can be derived from (4.10) - (4.11) by deconvolving the simulated component 𝑚𝒓𝒆,𝒓
′

𝑅  out 

of the measured signal 𝑠𝒓𝒆,𝒓
′. This deconvolution was performed using Wiener filter and an 

estimate of the Gaussian noise with 0.1 as NSR (noise to signal power ratio) in Matlab. Under 

the assumption that all the transducer elements were identical, the aEIR of the whole transducer 

array was estimated by the arithmetic mean over all the elements as 

 ℎ𝑎𝐸𝐼𝑅[𝑛] =
1

𝑁𝑒
∑ ℎ𝒓𝒆

𝐸𝐼𝑅[𝑛]

𝑁𝑒

𝑒=1

 (4.12) 
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The derived aEIR is shown in the panels b-c of Figure 4.6 in time and frequency domain 

representations respectively. This aEIR is derived based on single point measurement at the 

center of the FOV. The solid line refers to the mean aEIR and the shaded bounds indicates the 

standard deviation at each time/frequency point.  

 

 

Figure 4.6: Experimentally derived aEIR and validation of simulated SIR. (a) Locations in FOV 

relative to the membrane interface where measurements were performed to validate the accuracy of 

simulated SIR. (b)-(c) Derived aEIR of all transducer elements measured at single location at the center 

of the FOV in time and frequency domains, respectively. (d)-(e) aEIR across different locations of FOV 

marked in panel (a) in time and frequency domains, respectively. Solid line indicates mean value and 

shaded boundary indicates standard deviation. (Source: Figure is adapted from [144], Copyright © 2020 

IEEE) 



70 
 

4.5.4. Validation of the simulated SIR 

Since simulated SIR was used to derive the aEIR, a question regarding the validation of the 

simulated SIR was inevitably raised. Hence, to address this and verify the accuracy of the 

simulated SIR, assessing the consistency of aEIR measured at different locations of FOV was 

needed. Since, the exact EIR depends solely on the electro-acoustic properties of the transducer 

element, and not on the relative location of the source, the derived aEIR was expected to be 

independent of the co-ordinates of the FOV. Subsequently additional measurements were 

performed in different locations spread across the whole FOV as shown in Figure 4.6a. haEIR 

for 9 different locations in the FOV were computed and it was found that they were consistent 

as shown in Figure 4.6d-e, where solid line indicates the mean and shading indicates the 

standard deviation. The Coefficient of Variation (CV) among the different aEIR responses was 

less than 0.05 indicating low variance and eventually enabled reliable use of this aEIR over the 

entire FOV and proving that the simulated SIR matches closely with experimental situation. 

4.5.5. Synthesis of sTIR 

Having all the components of the sTIR simulated or derived, the forward model can eventually 

be constructed. The derived aEIR from (4.12) and the simulated SIR from (4.6) can be 

incorporated into discretized pixel response of entire FOV of (4.10) to obtain the sTIR forward 

model, which is expressed as 

 𝑠𝒓𝒆
[𝑛] = ∑ 𝑓𝒓′ ⋅ ℎ𝑎𝐸𝐼𝑅  ∗  ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓

′
𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄

𝑁 [𝑛 − 𝑛𝑅]

𝑟′ ∈𝐹𝑂𝑉

 (4.13) 

 

It is to be noted that (4.13) is to be treated as a comprehensive sTIR forward model 

consisting of all the components – refraction, SIR and aEIR, which are taken into account in 

this work. 

4.5.6. sTIR forward models 

The Table 1 shows the six different forward models used to sequentially study the effect of the 

sTIR components – refraction, SIR and aEIR from generation of acoustic waves to the 

formation of electrical signals.  
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Table 1: Forward models with SIR and TIR corrections based on constant acoustic speed and 

refraction. The table entries indicate the structure of the corresponding matrix elements. 

M 

{𝑚𝒓𝒆,𝒓
′[𝑛]} 

Mx
 

 

hSIR = δ; haEIR= δ 

Mx
SIR 

(SIR correction) 

haEIR= δ 

Mx
sTIR 

(TIR correction) 

 

M0
x 

cc = ct = c0 

𝑝𝒄0
𝑁 [𝑛 − 𝑛0] ℎ𝒄𝟎,𝒓𝒆,𝒓

′
𝑆𝐼𝑅 ∗ 𝑝𝒄0

𝑁 [𝑛 − 𝑛0] ℎ𝒓𝒆
𝑎𝐸𝐼𝑅 ∗ ℎ𝒄0,𝒓𝒆,𝒓

′
𝑆𝐼𝑅 ∗ 𝑝𝒄0

𝑁 [𝑛 − 𝑛0] 

MR
x 

cc ≠ ct  
𝑝𝒄𝒄

𝑁 [𝑛 − 𝑛𝑅] ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄
𝑁 [𝑛 − 𝑛𝑅] ℎ𝒓𝒆

𝑎𝐸𝐼𝑅 ∗ ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄
𝑁 [𝑛 − 𝑛𝑅] 

 

The first row of Table 1 named M0
x, shows the matrix elements of three different 

forward models based on constant acoustic speed cc using (3.1) - (3.11): M0 assumes ideal point 

transducer with infinite bandwidth, M0
SIR assumes simulated SIR with infinite bandwidth and 

M0
sTIR assumes simulated SIR with measured aEIR. In parallel the second row of  Table 1 named 

MR
x, shows the matrix elements of three different forward models based on refraction due to 

acoustic speed mismatch cc ≠ ct  using (3.1), (4.1) - (4.9): MR assumes ideal point transducer 

with infinite bandwidth, MR
SIR assumes simulated SIR with infinite bandwidth and MR

sTIR 

assumes simulated SIR with measured aEIR. MR
sTIR indicates the complete model consisting of 

the proposed sTIR model. The constant acoustic speed-based models were included in this study 

to compare the proposed refraction models against the existing forward models. It can be 

observed that using c0=cc=ct in (3.1), (4.1) - (4.9), the refraction-based models takes the form 

of constant acoustic speed models.  

It is to be noted that the computation of the forward model for certain FOV and acoustic 

speed requires solving (4.1) and (4.6) P2 x N times i.e., for each pair of transducer element and 

image pixel and this is one-time effort. The time required to compute model matrices MR and 

MR
SIR or MR

sTIR for 151 x 301 pixels for a given 256-element array transducer are approximately 

1hr and 3hrs, respectively. The computed model matrix once built can be stored for 

reconstruction of acquired datasets of size 2030 x 256 where 2030 is the length of samples 

acquired by each transducer. The time required to reconstruct each frame using the LSQR type 

method was 40 seconds. The computation times reported in this chapter are based on a computer 

with Intel® CoreTM i7-6700K CPU @ 4.00 GHz. 
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4.6. Image correction using sTIR 

The sTIR forward models generated in the last section were used to reconstruct the images to 

demonstrate the correction for TIR related effects on images. To begin with, a vivid description 

of the optoacoustic imaging platform has been presented to set the stage for understanding the 

scope of experiments. Subsequently, the design of the numerical and physical phantoms is 

reported based on which experimental results were derived. Finally, the clinical scans on human 

volunteers are detailed.  

4.6.1. Description of the optoacoustic imaging platform 

The handheld scanner version [31], [60] of the Multispectral Optoacoustic Tomography 

(MSOT) system was used to demonstrate the methods proposed [144] in this thesis. The 

photograph of the MSOT system is shown in Figure 4.7. As an optical excitation source, the 

system uses a pulsed laser (Spitlight 600 DPSS, Innolas Laser, Germany) tunable in the 

wavelength range of 700-980nm with a pulse length of approximately 8 ns. The pulsed laser is 

capable of operating at 25Hz to tune across 28 wavelengths in the range 700-980nm at steps of 

10nm. This enables multi-spectral excitation of the sample. The optical illumination was 

coupled from the laser source to the handheld probe via a custom-made fiber bundle 

(CeramOptec, Germany). At the output (inside the handheld probe) the optical fiber endings 

were aligned along a rectangular slit of dimensions 40 x 1 mm2. A diffuser was placed after the 

optical fiber ending to obtain a homogenous illumination on the surface of the sample. For 

detection of optoacoustic waves, a toroidal array of piezocomposite transducers was used from 

Imasonic, France. The transducer array had 256 elements arranged along azimuthal arc covering 

an angle of 145°. The radius of the transducer array was 60 mm in azimuthal plane. Each 

transducer element was cylindrically focused in the azimuthal plane or image plane (xz-plane) 

with a radius of curvature of 65mm in elevation plane. The chord height (in elevation) of a 

transducer element was 26 mm. Each transducer element was 0.49 mm thick and placed 0.59 

mm away. Hence, the kerf (inter-elements spacing) was 0.1mm. The center frequency of the 

transducer was 4 MHz with a -6dB bandwidth of about 50% in the transmit/receive mode as 

characterized by the manufacturer. The sample facing side of the handheld scanning probe was 

sealed with optically transparent low-density polyethylene membrane for suitable handheld 

operation, and the cavity between the membrane and the concave transducer was filled with 

heavy water (D2O) for acoustic coupling. The membrane was around 100 μm thick and was 

treated acoustically transparent for practical purpose of longitudinal travelling waves. The pre-

amplified analog signals from the transducer were digitized at a sampling rate of 40MS/s with 
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an amplitude resolution of 12 bits using a custom built 256-channel analog-to-digital converter. 

The pulsed laser is synchronized to trigger the data acquisition (DAQ) with every laser pulse in 

a single-frame-per-pulse fashion.  

 

 

Figure 4.7: The handheld optoacoustic imaging system. Photograph showing the MSOT Acuity 

optoacoustic platform from iThera Medical GmbH and the handheld probe being characterized in water 

bath, using external motorized linear translation stages. 

 

4.6.2. Image correction framework 

The recorded signals were first preprocessed with a Butterworth bandpass filter in the frequency 

range of 100 kHz to 12 MHz to eliminate noise beyond the sensitivity range of the transducer 

in use. As it has been described earlier that EIR is independent of relative locations of the source 

and therefore the aEIR could be deconvolved from the preprocessed signals. The general 

forward model is written as 
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 𝑠′ = 𝑴𝑓, (4.14) 

where s' is the column vector of the pre-processed signals. The six different forward models 

stated in Table 1 were used to demonstrate the SIR and sTIR correction in constant acoustic 

speed models and refraction models step-by-step. Hence, the forward model matrices were 

denoted by 𝑴 ∈ {𝑀𝑅 , 𝑀𝑅
𝑆𝐼𝑅 , 𝑀𝑅

𝑠𝑇𝐼𝑅 , 𝑀0, 𝑀0
𝑆𝐼𝑅 , 𝑀0

𝑠𝑇𝐼𝑅}. The equation (4.14) was inverted to find 

the optoacoustic image f by solving the regularized least squares problem 

 𝑓𝑠𝑜𝑙 = arg min
𝑓

 ‖𝑴𝑓 − 𝑠′‖2
2
+  𝜆 ‖𝐿𝑓‖2

2
, (4.15) 

where L denotes the identity matrix for standard Tikhonov regularization and λ denotes the 

regularization parameter. The LSQR type method was used to choose the regularization 

parameter [104], [157] which was based on simplex method. It is to be noted that addition of 

the SIR and aEIR reduces the sparsity and increasing the size of the model matrix. Therefore 

L-curve or GCV based automatic choice of regularization parameter cannot be used due to huge 

computational burden. The regularization parameter was chosen in a semi-automatic fashion 

such that no bias was introduced during comparison of reconstruction results using different 

forward models. Illustration of semi-automatic choice of regularization parameter is provided 

in Chapter 0. 

4.6.3. Numerical phantoms 

The proposed sTIR forward models were tested first using a numerical dot grid phantom as 

shown in Figure 4.9a. Further reconstruction results were generated using USAF target shown 

in Figure 4.10a. A fine resolution of 100 μm over the 30 mm FOV was used to discretize the 

ground truth of the numerical phantoms and optoacoustic signals were obtained using the sTIR 

model matrix MR
sTIR and different levels of noise were added to obtain noisy signals with SNR 

in the range of 40dB to 5dB as shown in Figure 4.11. The reconstructions using numerical 

phantoms were performed on a coarse grid close to system resolution of 200 μm over the 30 

mm FOV. Hence, inverse crime was avoided. The metric SSIM (Structural Similarity Index)  

[158], is based on visual perception of shapes and structures and was found to be best suited in 

this work to evaluate the performance of the method in those experiments where ground truths 

were available. The ground truths were in the range of [0, 1]. Therefore, the reconstructed 

images were first normalized by their maximum values and negative values were discarded as 

they do not represent meaningful optoacoustic contrast. Thereafter, SSIM of these normalized 

images were computed with respect to the ground truth and the reported SSIM values lie in the 
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reasonable range [0, 1]. Non-noisy signals were used to reconstruct the images shown in the 

Figure 4.9 while noisy signals with SNR of 20dB was used to produce the reconstructed images 

shown in Figure 4.10. 

4.6.4. Experimental measurements 

To validate the performance of the proposed sTIR method experiments using physical phantoms 

were necessary. Therefore, two types of phantoms were imaged using the handheld probe 

immersed in water. The first phantom was constructed by embedding a single polyethylene 

microsphere of diameter 100 μm in agar gel cylinder. It was used to characterize the EIR of the 

system and also experimentally measure the resolution of the system as shown in the Figure 

4.8. The second physical phantom is shown in Figure 4.12, which was constructed by 

embedding a printed sheet of white paper in agar gel block. A dot grid pattern resembling the 

first numerical phantom was printed with black ink on the sheet of white paper. The diameter 

of these dots was approximately 200 μm and they were printed 4 mm apart. A 1.5% (w/v) agar 

gel solution was used to prepare all the phantoms. The experimental recordings of these 

phantoms were based on 700 nm illumination wavelength.  

As an obvious next step, clinical scans were performed to demonstrate the image quality 

improvement using sTIR. Two handheld clinical scans were done non-invasively on the arms 

of healthy volunteers. A thin layer of ultrasound gel was applied on the skin surface to couple 

acoustic waves from tissue into the probe. Prior to the clinical scans, informed consent was 

received from the volunteers.  

4.7. Results 

This section reports the results of the experiments performed using the handheld scanner using 

the sTIR forward models. First, the improvement in system resolution using the proposed sTIR 

model was investigated. Thereafter the numerical simulations were performed to investigate the 

effects of the components of the sTIR model. Subsequently, the performance of the proposed 

method was validated using physical agar phantom with printed dot grid pattern. In order to 

study each correction step of sTIR forward model all the above-mentioned reconstructions were 

performed using all the six different models listed in Table 1. Finally, the performance of the 

sTIR model was evaluated on clinical scans obtained from healthy human volunteers.  

4.7.1. Characterization of system resolution 

The system resolution was characterized as a first step of experiments to understand how each 

aspect of transducer property affect the system resolution. To characterize the system resolution 
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a microsphere of sub-resolution diameter was used as a sample phantom. This phantom was 

scanned in two different regions – ROIA and ROIB of the FOV of the handheld scanner as shown 

in Figure 4.8a. It is to be noted that ROIA was chosen close to the membrane of the scanner to 

access the effects of the interface of membrane and sample. The second ROIB was chosen close 

to the center of the FOV to understand the effects deep inside the sample. Figure 4.8b shows 

the top view of the setup where the microsphere is being scanned by the handheld probe 

submerged in water. The schematic of the microsphere phantom in Figure 4.8c illustrates a 

100µm microsphere embedded inside the Agar gel cylinder. The standard M0 model (without 

including transducer properties) based reconstruction of the microsphere phantom at ROIA 

considering constant acoustic speed is shown in Figure 4.8d. Strong artefacts were observed 

which can be attributed to the mismatch of acoustic speed. The panels Figure 4.8e-f display 

reconstructions of the microsphere at ROIA based on M0
SIR and M0

sTIR respectively. It can be 

easily observed that SIR and TIR corrections based on constant acoustic speed could not 

mitigate the artefacts. However, the MR based reconstruction mitigates the artefacts 

significantly as displayed in the Figure 4.8g. The MR
SIR and MR

sTIR reconstruction as shown in 

the panels Figure 4.8h-ifurther improves the resolution. The bar graph in Figure 4.8j compares 

the lateral and axial full width at half-maximum (FWHM) for images at ROIA. It was observed 

that although resolution increases with SIR and sTIR correction, the MR could not significantly 

enhance resolution. The reconstructed images of the microsphere at ROIB using all the six 

models are displayed in the Figure 4.8k-p. The M0 reconstruction in panel Figure 4.8k shows 

artefacts due to local acoustic speed mismatch which could not be mitigated by M0
SIR and M0

sTIR 

reconstructions like the previously mentioned results for ROIA. It was again observed that with 

refraction correction (Figure 4.8n) the artefacts were eliminated. SIR and sTIR corrections 

along with refraction correction shows significant improvement in resolution as shown in the 

panels Figure 4.8o-p. Finally, the comparison of lateral and axial FWHM for all the six models 

are drawn in the bar plot of Figure 4.8q. It is important to note that with subsequent correction 

of properties of transducers from M0 to MR
sTIR not only each lateral and axial resolution 

improved but also the difference between the lateral and axial resolution significantly reduced 

indicating the improvement in isotropic shape of the microsphere. Overall, an axial resolution 

of around 200 μm was achieved using MR
sTIR reconstruction.  
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Figure 4.8: Improvement in system resolution using sTIR models. A microsphere with of sub-

resolution dimension embedded in an agar cylinder was scanned in the FOV of the handheld scanner 

immersed in water bath using an excitation wavelength of 700 nm. (a) Schematic of the transducer array 

showing ROIA and ROIB, each measuring 10 x10 mm, inside the FOV. (b) Photograph of the 

microsphere phantom being scanned with the handheld scanner. (c) Schematic of the single microsphere 

phantom. (d-i) Images of the microsphere located in ROIA reconstructed using the M0 forward model 

(upper row) or MR forward model (lower row) in the absence of correction for transducer property (left 

column), with SIR correction (middle column) or sTIR correction (right column). The red and blue 

arrows indicate axial and lateral line profiles. A higher-magnification view of the microsphere is shown 

as an inset. (j) Comparison of lateral FWHM and axial FWHM in images at ROIA. (k-p) Images of the 
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microsphere located in ROIB reconstructed using the M0 forward model (upper row) or MR forward 

model (lower row) in the absence of correction for transducer property (left column), with SIR correction 

(middle column) or sTIR correction (right column). The red and blue arrows indicate axial and lateral 

line profiles. A higher-magnification view of the microsphere is shown as an inset. (q) Comparison of 

lateral FWHM and axial FWHM in images at ROIB. Scale bar, 5 mm. (Source: Figure is adapted from 

[144], Copyright © 2020 IEEE) 

 

4.7.2. Reconstruction using numerical phantoms 

Reconstruction of numerical phantoms were performed to investigate the adverse effects of 

neglecting transducer properties in forward model. Results of reconstruction using two different 

numerical phantoms will be presented herein. 

First the reconstruction results using the proposed sTIR forward models are reported on 

a numerical phantom of dot-grid pattern. Since a dot-grid pattern contains same unit absorber 

pixels throughout the FOV, it is expected to reveal the effects of transducer properties on the 

image in the spatial domain. The ground truth of the dot-grid numerical phantom is shown in 

Figure 4.9a and the schematic of the numerical phantom in the FOV of the transducer array is 

depicted in Figure 4.9b. Thereafter Figure 4.9c presents the M0 (constant acoustic speed) 

reconstruction of the dot-grid pattern and a spatially non-uniform degradation of the image was 

observed. The intensity of the artefacts due to local mismatch in acoustic speed is the strongest 

at the top and bottom of the image and weakest at the middle. Subsequently this reveals the 

variation of relative mismatch in local acoustic speed throughout the FOV. Figure 4.9d-e 

displays that M0
SIR and M0

sTIR based reconstruction fails to mitigate the artefacts or bring all 

the locations of FOV “in focus”. Figure 4.9f displays the MR based reconstruction where all the 

artefacts related to refraction effects are eliminated. Next the MR
SIR correction displayed in 

panel Figure 4.9g shows mitigation of distortion effects caused by the transducer physical 

dimensions. Comparing the insets of panels Figure 4.9f-g one can notice the improvement of 

lateral symmetry after SIR correction. Finally, MR
sTIR correction displayed in Figure 4.9h shows 

improved contrast and isotropic shape of the absorbers. Figure 4.9i-j compare the axial and 

lateral profiles across the absorber which is magnified in the insets. The MR
sTIR reconstruction 

accurately localizes the absorbers in both the axial and lateral dimensions while the standard 

M0 based reconstruction fails to do so. Finally, the structural similarity indices for the all the 

six reconstructed images were compared in Figure 4.9k. It is observed that refraction correction 

improves localization of the absorbers leading to general rise in similarity index and subsequent 

SIR and sTIR corrections further enhances the similarity index.  
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Figure 4.9: Reconstruction of numerical dot grid phantom to demonstrate the negative effects on 

image quality due to neglecting transducer properties. A numerical phantom of simulated dot grid 

pattern was simulated on the 30 x 30 mm FOV of a handheld probe, and noise-less signals were 

simulated using sTIR forward model. (a) Ground truth of the dot grid numerical phantom. (b) Schematic 
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of the numerical phantom in the FOV of the handheld probe. (c-h) Reconstructed images of the grid 

pattern using the M0 forward model (upper row) or MR forward model (lower row) without correction 

for transducer properties (left column), with SIR correction (middle column) or sTIR correction (right 

column). The axial and lateral line profiles are marked using red and blue arrows. Insets show zoomed 

in views of the reconstructed image boxed in green. (i-j) Plots of axial (upper) and lateral (lower) line 

profiles across images reconstructed using M0, M0
SIR, M0

sTIR, MR, MR
SIR, MR

sTIR and phantom. (k) 

Structural similarity indices of reconstructions using all six models. Scale bar, 5 mm. (Source: Figure is 

adapted from [144], Copyright © 2020 IEEE) 

 

After having the reconstruction results evaluated based on a simple dot-grid numerical 

phantom, a more complex numerical phantom based on USAF target was used to validate the 

negative effects of neglecting transducer properties in reconstruction. Figure 4.10a displays the 

ground truth of the numerically simulated USAF target. Figure 4.10b illustrates the schematic 

of the numerical phantom in the FOV of the handheld transducer. The forward model MR
sTIR 

was used on the USAF pattern and noise was added to generate noisy signals with a signal-to-

noise ratio (SNR) of 20 dB. Then the M0 based reconstruction considering constant acoustic 

speed is displayed in Figure 4.10c. Artefacts from the acoustic speed mismatch caused severe 

degradation such that the numbers are not legible. Subsequent panels Figure 4.10d-e displays 

the reconstructed images of the USAF target based on M0
SIR and M0

sTIR. It can be easily noticed 

that correction for transducer properties could only enhance the contrast and yet fails to reduce 

the structural degradation. Figure 4.10f displays the MR based reconstruction depicting 

significant structural improvement compared to the M0 based reconstructions. Figure 4.10g-h 

shows the MR
SIR and MR

sTIR based reconstructions highlighting the significant improvement in 

contrast and partial improvement in structural quality. Figure 4.10i-j compare, respectively, the 

axial and lateral profiles through the horizontal and vertical set of lines in reconstructed images 

with all six models (Figure 4.10c-h), along with the ground truth phantom shown in Figure 

4.10a. Reconstruction based on MR
TIR, but not M0, clearly resolves the set of vertical and 

horizontal lines. Consistent with this result, Figure 4.10k shows a much higher structural 

similarity index for MR
sTIR reconstruction and gradual increase in the SSIM index with each 

step of correction. These results show that even in the presence of simulated noise, the refraction 

model-based reconstruction with SIR and sTIR correction improves structural quality. 
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Figure 4.10: Reconstruction of numerical USAF target phantom to demonstrate the negative 

effects on image quality due to neglecting transducer properties. A numerical phantom of simulated 

USAF target on the 30 x 30 mm FOV of a handheld probe, and noisy signals were generated using sTIR 

forward model and added noise. (a) Ground truth of the USAF target phantom. (b) Schematic of the 

USAF target phantom in the FOV of the handheld probe. (c-h) Reconstructed images of the USAF target 

using the M0 forward model (upper row) or MR forward model (lower row) without correction for 
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transducer properties (left column), with SIR correction (middle column) or sTIR correction (right 

column). The axial and lateral line profiles are marked using red and blue lines. (i-j) Plots of axial 

(upper) and lateral (lower) line profiles across images reconstructed using M0, M0
SIR, M0

sTIR, MR, MR
SIR, 

MR
sTIR and phantom. (k) Structural similarity indices of reconstructions using all six models. Scale bar, 

5 mm. (Source: Figure is adapted from [144], Copyright © 2020 IEEE) 

 

 

4.7.3. Evaluation of effect of noise on numerical simulation 

So far reconstruction results on full FOV has been investigated with numerical phantoms and 

it was found MR
sTIR (the complete sTIR) model is expected to offer the most improvement in 

terms of image quality both with non-noisy signals and signals with 20dB SNR. Before we 

move on to explore the proposed method with recorded data from the actual MSOT system, it 

is important to evaluate the effect of increasing noise on the reconstruction results. This is due 

to the fact that in practice the experimental recordings will have noise added from the detection 

instruments. Hence, the effect of increasing noise on the reconstruction results has been 

evaluated in terms of structural quality for both numerical phantoms – dot-grid and USAF. This 

has been accomplished by generating non-noisy signals using forward model MR
sTIR on the high 

resolution (100µm on 30mm FOV) ground truth and thereafter adding white Gaussian noise of 

varying level to achieve noisy signals with SNR in the range of 40dB to 5bB. Then, all the six 

forward models mentioned in Table 1 were used to reconstruct images on a lower resolution 

grid (200µm on 30mm FOV) and SSIM for each image was calculated. Figure 4.11a-d shows 

the bar-graph plots of the SSIMs for dot-grid patten. It is observed that the structural quality 

offered by MR
sTIR continues to be highest until SNR of 10dB. Figure 4.11e-f shows the bar-

graph plots of SSIMs for the more complex USAF pattern and interestingly it can be noticed 

that even though the overall structural quality drops with increasing noise levels, MR
sTIR 

continues to offer the best structural quality.  
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Figure 4.11: Evaluation of effect of increasing noise on the structural quality in reconstruction of 

numerical phantoms. Numerical phantoms were reconstructed using six each model from signals with 

SNR varying from 40dB to 4dB and SSIM was calculated. (a-d) SSIMs are based on reconstruction of 

dot-grid pattern. (e-h) SSIMs are based on reconstruction of USAF patten. (Source: Figure is adapted 

from [144], Copyright © 2020 IEEE) 
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4.7.4. Experimental validation with physical phantom 

As a next step the performance of the proposed sTIR model was validated with actual 

measurements from a physical phantom. In this case the dot-grid pattern shown in Figure 4.12a 

was printed on paper and embedded in agar gel and scanned in the FOV of the handheld scanner 

as shown as a top view in Figure 4.12b. The side view photograph of the phantom experiment 

setup is depicted in Figure 4.12c. The reconstructed image of the cross-sectional scan using M0 

is displayed in Figure 4.12d. The distortion in the image due to local acoustic speed mismatch 

is similar to what was observed in the previous case of dot-grid numerical phantom. Subsequent 

M0
SIR and M0

sTIR  based reconstructions depicted in Figure 4.12e-f was not successful to mitigate 

the distortion throughout the FOV as anticipated from previous experimental results. The 

refraction corrected reconstruction using MR is displayed in Figure 4.12g, where radical 

improvement is observed in terms of localization and shape of absorbers.  Thereafter refraction-

based SIR and sTIR corrections (MR
SIR and MR

sTIR based reconstruction) are depicted in Figure 

4.12h-i. It is again observed that SIR correction improves the shape of absorbers and sTIR 

correction improves contrast and sharpness. The axial and the lateral profiles across the marked 

absorber are plotted in Figure 4.12j-k for all six forward models along with the phantom. Again, 

this illustrates the improvement in shape and contrast using the sTIR model. Finally, the bar 

plot in Figure 4.12l illustrates the structural similarity indices of all the images reconstructed 

with six forward models. It is again observed that refraction-based models offer significantly 

higher similarity indices compared to the constant acoustic speed models. The SSIM index 

offered by MR
sTIR is slightly lower compared to the SSIM index offered by MR

SIR and this 

irregularity can be due to the system noise and inaccuracy of the membrane model.  
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Figure 4.12: Improvement in reconstruction of physical phantom using the sTIR models. A 

physical phantom bearing a printed dot grid pattern was scanned with the handheld probe immersed in 

a water bath using excitation wavelength of 700nm. (a) Schematic of the dot grid pattern which was 

printed on paper. (b-c) Top and side view photographs of the agar phantom being scanned with the 

handheld probe. (d-i) Reconstructed images of the physical phantom using the M0 forward model (upper 

row) or MR forward model (lower row) without correction for transducer properties (left column), with 

SIR correction (middle column) or sTIR correction (right column). The axial and lateral line profiles are 
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marked using red and blue arrows. (j-k) Plots of axial (upper) and lateral (lower) line profiles across 

images reconstructed using M0, M0
SIR, M0

sTIR, MR, MR
SIR, MR

sTIR and phantom. (l) Structural similarity 

indices of reconstructions using all six models. Scale bar, 5 mm. (Source: Figure is adapted from [144], 

Copyright © 2020 IEEE) 

 

4.7.5. Clinical measurements 

Moving away from laboratory phantoms it is important to evaluate if the proposed MR
sTIR model 

could improve the clinical image quality in comparison to the standard M0 model which is based 

on constant acoustic speed. Hence, the human forearm was scanned using the handheld scanner 

at two locations Scan 1 and Scan 2 as depicted in Figure 4.13. These regions in the forearm 

contain many shallow vessels that are good optical absorbers [67], [149] and has less density 

of hair. Melanin present in superficial hair acts a strong absorber in optoacoustic imaging and 

often hampers deeper imaging. For these two reasons inner side of the forearm was a suitable 

choice for clinical scans.  

 

 

Figure 4.13: Schematic of locations of clinical scans. Locations of human forearm where two clinical 

scans were performed. 

The cross-section tomographic image of Scan 1 using the model M0, based on constant 

acoustic speed and without TIR correction is depicted in Figure 4.14a. The acoustic speed has 

been chosen manually in order to optimize the image quality. Even though several longitudinal 

or cross section running vessels of varying sizes are observed, they appeared to be distorted. 

Figure 4.14b depicts the corresponding image of Scan 1 reconstructed using sTIR model. 

Selected cross-sectional and longitudinally running vessels marked in red, green and blue boxes 

are presented in higher magnification in panels Figure 4.14c-e and Figure 4.14f-h to highlight 

the improvement in vascular structures with sTIR correction. Comparison of panels Figure 

4.14c-f one can easily observe the reduction of distortion in deeply seated vascular structure. 
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Comparing the panels Figure 4.14d-g it is observed that the sTIR model not only improves the 

sharpness of the vascular edge but also significantly suppresses background noise. A pair of 

longitudinal and cross-sectional vessels close to each other is shown in panels Figure 4.14e-h. 

Comparing these panels it can be easily observed that sTIR correction substantially improves 

structural quality of fine vessels and enhances resolution to around 200µm. This implies the 

usefulness of the proposed method in microvasculature imaging. Next the radial artery was 

imaged in Scan 2. The image corresponding to Scan 2 reconstructed using M0 is displayed in 

Figure 4.14i depicting clear distortion of the radial artery. As usual constant acoustic speed for 

M0 reconstruction has been chosen manually for optimal image quality. Figure 4.14j displays 

the MR
sTIR based reconstruction or sTIR corrected reconstruction presenting some enhancement 

in the structural quality of radial artery (as marked with green box) and other surrounding 

vessels. The handheld scanning probe is usually pressed onto the skin surface for proper contact 

of the membrane with the skin surface. Since the rigid edges of the handheld probe is pressed 

upon the wrist, the cross-section of the radial artery is expected to appear as elliptical which 

seems to be recovered by sTIR correction. Nevertheless, the structural quality improvement of 

deep vascular structures in Scan 2 is not as strong as the one encountered in Scan 1 as depicted 

on comparison of zoomed in panels Figure 4.14k-m and Figure 4.14n-p. This could be 

accounted to the slight deformation of the membrane shape from flat (Scan1) to curved (Scan 

2) as observed by comparing the reconstructed images of Scans 1 and 2 in the Figure 4.14. In 

general, it is observed that sTIR correction provides better image quality revealing more natural 

shape of vessels and reconstructing the skin line free of artefacts. Reconstruction of Scans 1 

and 2 with all the six models listed in Table 1 are provided in Appendix A for detailed reference. 
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Figure 4.14: Improvement in reconstruction of clinical images using sTIR model. Non-invasive 

clinical scans were performed on healthy volunteers at two locations on the arm with the handheld probe 

using single excitation wavelength of 800 nm. (a-b) Reconstructed images of Scan 1 using M0 and 

MR
sTIR. (c-e) and (f-h) are higher magnification images of locations marked with red, green and blue 

boxes inside panels a and b respectively. (i-j) Reconstructed images of Scan 2 using M0 and MR
sTIR. (k-

m) and (n-p) are higher magnification images of locations marked with red, green and blue boxes inside 

panels i and j respectively. Scale bar, 5 mm. (Source: Figure is adapted from [144], Copyright © 2020 

IEEE) 
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4.7.6. Robustness of sTIR against variation of acoustic speed in tissue 

It is a well-known fact that acoustic speed varies slightly in soft tissue depending on 

composition. For practical purposes, an average acoustic propagation speed is chosen to 

represent bulk tissue properties. The proposed sTIR reconstruction considers exact acoustic 

speed in coupling medium and an optimal acoustic speed in tissue representing the average 

acoustic propagation speed in tissue. By doing so the sTIR reconstruction offers the best spatial 

resolution throughout the field of view without refraction-based artefacts. On the contrary 

constant acoustic speed-based reconstruction suffers from refraction-based artefacts as the 

wave fronts do not converge. This phenomenon has been vividly demonstrated using the 

reconstruction of dot-grid phantoms. Hence, in practice while using constant acoustic speed-

based reconstruction one must manually tune the value of c0 to bring different regions of FOV 

to convergence. The biggest advantage of using the proposed model sTIR is that it provides 

accurate reconstruction throughout the FOV as demonstrated using previous reconstructions. 

To evaluate this robustness feature for clinical images, reconstructed performance must be 

tested with slight variation in the assumed acoustic speed. Scan 1 data was reconstructed using 

M0, assuming acoustic speed, c0 varying from 1410m/s to 1420m/s in steps of 5m/s around the 

reference value of 1415m/s and displayed in the left column as shown in Figure 4.15a-c. The 

same data reconstructed using MR
sTIR, assuming tissue acoustic speed ct varying from 1450m/s 

to 1460m/s in steps of 5m/s around the reference value of 1455m/s are displayed in parallel as 

shown in Figure 4.15d-f. Insets of all panels show the zoomed-in images of the same vascular 

structure marked in red (M0 reconstruction) and green (MR
sTIR reconstruction). On comparison 

of the two columns of Figure 4.15, it can be observed that the proposed sTIR model or MR
sTIR 

reconstruction offers less distortion in vascular structures. This is due to the fact that the 

acoustic wave fronts converge better with the proposed MR
sTIR model compared to MR

sTIR as 

anticipated.  
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Figure 4.15: Evaluation of robustness of M0 and MR
sTIR models against slight variation of acoustic 

speed in tissue. (a-c) Reconstruction of Scan 1 using model M0 considering c0=1410 m/s, c0=1415 m/s 

and c0=1420 m/s respectively. (d-e) Reconstruction of Scan 1 using model MR
sTIR considering c0=1450 

m/s, c0=1455 m/s and c0=1460 m/s respectively. Insets show the zoomed in views of the same vessel 

marked in red and green boxes for M0 and MR
sTIR respectively. Scale bar, 5 mm. (Source: Figure is 

adapted from [144], Copyright © 2020 IEEE) 
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4.8. Discussion 

In this chapter, a novel method of synthetic characterization of the handheld probe has been 

presented using TIR measurement at one location of the FOV and numerical modeling the 

refraction and SIR in the full-FOV of the handheld probe. It was hypothesized that the SIR 

being spatially dependent could be effectively modelled throughput the FOV and the spatially 

independent component EIR could be experimentally derived from at least one TIR 

measurement. Moreover, the accuracy of the simulated SIR has been verified to demonstrate 

that the experimentally derived EIR was independent of source of impulse. Thereafter, the 

synthetic TIR or sTIR was obtained by combining the modelled SIR with the experimentally 

derived approximate EIR (aEIR). It is important to note that the sTIR model takes into account 

the mismatch of acoustic speed between sample and coupling medium which is an important 

aspect of the limited view clinical handheld scanning probe. The sTIR forward model has also 

been incorporated into model-based reconstruction framework to produce considerable 

improvements in image quality throughout the FOV.  

To study the components of sTIR, the entire pipeline of image generation has been 

modelled from generation of optoacoustic impulse to conversion into electrical signals. First, 

the refraction in propagation of acoustic waves have been modelled at the interface of the 

sample and the coupling medium. Second, the averaging of acoustic wave fronts on the active 

surface of the transducer has been modelled using SIR. In this step, the refraction has also been 

accounted using concept of virtual source. Third, the conversion of acoustic pressure to 

electrical signals is represented as aEIR. To systematically evaluate the various components of 

sTIR, namely – refraction, SIR and aEIR, six forward models were considered. Three refraction 

based forward models were constructed: for just refraction correction, for refraction-based SIR 

correction and for full refraction-based sTIR correction. To compare the performance with the 

existing methods, three constant acoustic speed-based models were constructed in parallel. 

Overall, the six models were used to report the experimental results in this chapter. Numerical 

simulations were presented to illustrate the negative effects of neglecting transducer properties 

in reconstruction algorithm. The proposed sTIR model significantly improved the system 

resolution as demonstrated by the reconstruction results of single microsphere phantom. The 

reconstruction results of the dot-grid physical phantom validate the performance of the 

proposed sTIR model and finally the image quality improvement was demonstrated using 

clinical scans from healthy volunteers.  
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Another important finding of the work presented in this chapter is that the spatially 

varying component, SIR depends on refraction of acoustic waves. The acoustic speed in heavy 

water at room temperature is 1397 m/s [155], which is fairly different from the average acoustic 

speed in tissue which is considered to be 1540 m/s [156]. This mismatch of acoustic speed 

across the membrane interface leads to significant refraction. The distortion of the sensitivity 

field in presence of refraction as presented in this chapter clearly indicates the importance of 

modelling SIR along with refraction which was achieved using the concept of virtual source. 

Hence, the proposed sTIR model has been developed using SIR based on refraction across the 

membrane surface. Consequently, the sTIR correction produced artefact-free images and 

achieved uniform accuracy throughout the FOV as it is evident from the reconstruction results 

of dot-grid phantoms. Also, it was observed that the numbers of the USAF chart were legible 

only in the images reconstructed with sTIR model including all the transducer properties. In 

general, it can be observed from most of the experimental results that refraction caused greater 

distortion compared to SIR or EIR, probably due to the configuration of the handheld probe 

used in this work which uses heavy water as a coupling medium. The reason behind this specific 

configuration is discussed in the next paragraph.  

It has been found from previous studies [31], [60], [66]–[68] that heavy water is a 

suitable coupling agent in case of clinical handheld scanners. The advantages of using heavy 

water against water as a coupling medium for optoacoustic imaging lies in the fact that heavy 

water absorbs less in the near-infrared region making it easier to image clinically important 

endogenous chromophores such as hemoglobin and lipids [149], [159]. It is expected that the 

proposed sTIR model will facilitate the use of handheld probes with heavy water as coupling 

medium for clinical studies. 

The resolution characterization presented in this chapter demonstrates enhancement in 

lateral and axial resolutions by 54% and 37% respectively, ultimately achieving approximately 

230 µm in lateral dimension and 200 µm in axial dimension. The results from clinical 

reconstructions demonstrates visualization of vessels down to 200 µm diameter in depths of 

around 1.5 cm in tissue. This shows potential for imaging of smaller blood vessels under the 

skin and reveal signs of disease which induces changes in vascular structure [160], [161]. 

In summary, it was found that refraction produces strongest artefacts due to significant 

mismatch of acoustic speed across membrane. SIR correction slightly improves the shape of 

the absorbers and EIR correction improves the image resolution and contrast. Overall, sTIR 

correction with different speed of sound significantly enhances image accuracy compared to 
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standard constant acoustic speed enabling better visualization of vascular structures for clinical 

studies. 
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5. Characterization of individual transducer element response 

This chapter introduces a robust characterization method for individual transducer element 

response and demonstrates improvement in image quality by including them into the forward 

model. The previous chapter describes the sTIR characterization method where the aEIR was 

the average response of all the transducer elements in the array. However, this chapter describes 

a robust characterization method of individual transducer element response calling it isTIR 

(individual synthetic Total Impulse Response) and illustrates improvement of image quality 

using isTIR. First the motivation behind the individual transducer characterization has been 

discussed. Then computational method and the experimental setup to derive the individual aEIR 

has been illustrated. Thereafter, image quality improvement using isTIR compared to 

previously demonstrated sTIR has been demonstrated using single microsphere and grid scan 

over different locations of FOV. Finally, the effect of individual transducer response on clinical 

image reconstruction has been analyzed. 

5.1. Motivation 

The electrical and physical properties of the transducer elements significantly influence the 

image quality in the context of tomographic imaging. If tomographic data is recorded using a 

single transducer element revolving around the sample [162] then characterization of the 

impulse response of that transducer element would be sufficient. Yet, in practice an array of 

transducer elements is used to simultaneously record data from different projections both in 

pre-clinical [20], [44] and clinical [31], [149] optoacoustic imaging systems. The main 

advantage of using array-based transducer is to facilitate simultaneous signal capture ultimately 

leading to higher scanning speeds. In such a case, the assumption of identical response for all 

transducer elements in the array may not be valid. In a typical optoacoustic tomographic system, 

the aperture of each element is large in the elevation to enable stronger sensitivity in the 

azimuthal plane. Hence, the microscopic deviation in shape (radius of curvature in elevation) 

would not significantly distort the captured signals and in addition to that modern machining 

practices are precise enough to neglect such miniscule errors. However, even slight variation of 

EIR from element-to-element can have pronounced effect on image quality as EIR is intricately 

linked to material, packing and electronics etc which are prone to manufacturing errors. For 

instance, the importance of characterization of such variability of individual transducer 

responses has been highlighted in ultrasound literature [91] for identification of defective 

elements and quality control [163] purposes. Failing to include such individual transducer 
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element response into the reconstruction algorithm may degrade the image quality in handheld 

optoacoustic tomography.  

The main challenge to characterize an array based tomographic system lie in the arduous 

dense grid scan method and the problem is intensified by the acoustic property mismatch 

between sample and coupling medium. Now, as a first step to address this overall 

characterization problem the sTIR model has been proposed in the previous chapter. The EIR 

for each element was derived using simple deconvolution procedure based on TIR measurement 

of a single point which was not robust enough to measurement noise. Thereafter, derived EIRs 

from all the transducer elements in the array were averaged to obtain aEIR, which was used to 

build sTIR model. Hence, there was a need to develop a robust method to first characterize the 

aEIR of each transducer element. 

5.2. Individual synthetic TIR (isTIR) 

This section describes the characterization of isTIR in a step by step fashion with formulation 

of the problem using a system of linear equations and iterative least square solver to derive the 

aEIR of individual transducer elements. To begin with, the discrete optoacoustic forward 

equation is revisited. The pressure signal detected by a transducer element located at re due to 

an optoacoustic source located at r’ was written in discrete form as 

 𝑠𝒓𝒆,𝒓
′[𝑛] = 𝑓𝒓′ ⋅ ℎ𝒓𝒆

𝑎𝐸𝐼𝑅 ∗ 𝑚𝒓𝒆,𝒓
′

𝑅 [𝑛 − 𝑛𝑅], (5.1) 

 

where, 𝑚𝒓𝒆,𝒓
′

𝑅 [𝑛] = ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄
𝑁 [𝑛 − 𝑛𝑅], (5.2) 

 

Here, 𝑓𝒓′ denotes the intensity of the reconstructed image which corresponds to the initial 

pressure at the location r’. The experimentally derived EIR for the transducer element located 

at re is denoted by ℎ𝒓𝒆
𝑎𝐸𝐼𝑅, which is again temporally convolved with the numerically modelled 

term 𝑚𝒓𝒆,𝒓
′

𝑅
. The term 𝑚𝒓𝒆,𝒓

′
𝑅

 consists of numerically simulated term ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 , the SIR of the 

transducer element and 𝑝𝒄𝒄
𝑁 , the numerically modelled optoacoustic response of a spherical 

absorber. It is important to note that the numerically modelled term 𝑚𝒓𝒆,𝒓
′

𝑅  consists of the signal 

components which are dependent on refraction and in turn the location of the source r’, relative 

to the location of the transducer element re. The time of flight of the refracted acoustic wave 

from source to the transducer element via membrane interface is denoted by nR. As described 
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in Chapter 3, this time of flight depends on the acoustic speed in coupling media and sample 

(e.g. soft tissue) denoted by ct and cc respectively. Next, the equations (5.1) and (5.2) will be 

used to derive the EIR for individual transducer elements. 

 

 

Figure 5.1: Characterization of individual transducer response. (a) Schematic of the handheld 

transducer array showing P locations where a microsphere was scanned to derive the individual aEIR of 

nth element in the array. (b) Photograph of the measurement setup showing the physical realization of 

the individual aEIR derivation concept. 
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5.2.1. Measurements in multiple locations 

Figure 5.1a shows the schematic of the individual EIR derivation concept. The goal was to 

derive the aEIR for nth transducer element using an overdetermined system of linear equations 

using measurements at P locations. This concept was physically realized using the measurement 

setup shown in Figure 5.1b where multiple measurements of single microsphere were 

performed at P different locations of the FOV. The microsphere and the handheld transducer 

probe were submerged in a water bath during the measurements. The microsphere was placed 

in P different locations of FOV using a custom made 2-axis linear translation stage (Thorlabs, 

Inc. USA). The translation stages were programmed to place the microsphere sample to a 

location in the x-z plane using an external computer. Since the system described in this work is 

a commercial and closed one, the full-grid measurement could not be automated using trigger 

from external computer towards the MSOT system. First the microsphere was placed at a 

certain location and then the data was recorded using onboard controls in MSOT system. This 

experiment was only feasible as the grid was sparse (P = 9). The recorded signals represent the 

LHS (left hand side) of (5.1). After having the measurements done in a sparse grid, the 

corresponding locations of the microspheres were computed using refraction corrected 

reconstruction and information on these locations r’ were fed to the input of the next step of 

SIR simulation. 

5.2.2. Modelling of SIR and pixel response at measured locations  

The SIR component ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅  of the term 𝑚𝒓𝒆,𝒓
′

𝑅  was simulated using Field-II [115] by 

discretizing the surface of the transducer element with square sub-apertures of 50 μm in length. 

Like previous approach the SIR has been computed using virtual source concept including the 

effects of refraction. The term 𝑝𝒄𝒄
𝑁  was modelled as “N”-shaped [100] optoacoustic response 

from a homogenously absorbing solid sphere equal to the dimension of the microsphere used 

in the measurement which was 100 μm in diameter. 

 

5.2.3. Derivation of individual aEIR 

After having measured the signals on the LHS of (5.1) and modelled the 𝑚𝒓𝒆,𝒓
′

𝑅  term on the right 

hand side of (5.1), the aEIR for nth element ℎ𝒓𝒆
𝑎𝐸𝐼𝑅 is now the unknown that needs to be 

determined. In this case each transducer element is indexed by q = 1, 2…, Q, with Q = 256 

being the total number of elements in the transducer array. Since, the same microsphere was 

used for all the P measurements, the term 𝑓𝒓′ can be dropped in (5.1) and a system of equations 
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can be constructed using P measurements (as depicted in Figure 5.1) at grid locations p = 1, 

2…,P as 

 𝑠𝒒,𝒑[𝑛] = ℎ𝒒
𝑎𝐸𝐼𝑅 ∗ 𝑚𝒒,𝒑

𝑅 [𝑛 − 𝑛𝑅], (5.3) 

The convolution using 𝑚𝒒,𝒑
𝑅  in (5.3) being a linear operation, can be done using Toeplitz matrix 

multiplication in order to obtain as a system of linear equations given by 

 [

𝑠𝒒,𝟏

𝑠𝒒,𝟐

⋮
𝑠𝒒,𝑷

] =

[
 
 
 
 
𝑇𝑚𝒒,𝟏

𝑅

𝑇𝑚𝒒,𝟐
𝑅

⋮
𝑇𝑚𝒒,𝑷

𝑅
]
 
 
 
 

⋅ ℎ𝒒
𝑎𝐸𝐼𝑅 , (5.4) 

where 𝑇𝑚𝒒,𝒑
𝑅  represent the Toeplitz matrix corresponding to 𝑚𝒒,𝒑

𝑅  and ℎ𝒒
𝑎𝐸𝐼𝑅denote the 

approximate EIR of qth transducer element, which is yet to be determined. 

Finally, the equation (5.4) can be solved using least squares to obtain the aEIR of the qth 

transducer element as 

 ℎ𝑞 = arg min
ℎ𝑞

 ‖𝑇ℎ𝑞 − 𝑠𝑞‖
2

2
+  𝜆 ‖ℎ𝑞‖2

2
, (5.5) 

where standard Tikhonov regularization was used and the optimal regularization parameter λ 

was determined using L-curve. 

Using (5.5) the aEIR for all the 256 elements were derived as shown in the Figure 5.2. 

The variation of response from element-to-element is clearly observable from the EIR map 

across all 256 elements shown in Figure 5.2a. The energy of the aEIR responses were used to 

derive the sensitivity of the transducer elements. The normalized sensitivity profile is plotted in 

Figure 5.2b depicting considerable variation in sensitivity across elements.  

5.2.4.  isTIR forward model 

The derived individual aEIR, ℎ𝒒
𝑎𝐸𝐼𝑅 for corresponding transducer elements denoted by q = 1, 

2…, Q, with Q = 256, can be combined with the numerically modelled terms – SIR and pixel 

responses to construct the isTIR forward model as 

 𝑠𝒓𝒆
[𝑛] = ∑ 𝑓𝒓′ ⋅ 𝑚𝒓𝒆,𝒓

′[𝑛 − 𝑛𝑅]

𝒓′ ∈𝑭𝑶𝑽

, (5.6) 

where 𝑚𝒓𝒆,𝒓
′[𝑛] = ℎ𝒒

𝑎𝐸𝐼𝑅 ∗ ℎ𝒄𝒄,𝒄𝒕,𝒓𝒆,𝒓
′

𝑆𝐼𝑅 ∗ 𝑝𝒄𝒄
𝑁 [𝑛]. (5.7) 
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Considering the location of pixels in the FOV be indexed by (i,j) where i=1,2,…,M and 

j=1,2,…,N for an image of dimensions M x N pixels, (5.7) takes the form of isTIR forward 

model matrix 𝑀 = [𝑚𝒒,(𝒊,𝒋)]. It is to be noted that the sTIR model included ℎ𝑎𝐸𝐼𝑅 (from (4.12)), 

which is the average of the aEIRs of all transducer elements while isTIR model includes ℎ𝒒
𝑎𝐸𝐼𝑅, 

which consists of aEIRs of all the 256 transducer elements. Finally, arranging the pixel 

responses in lexicographical order (5.6) can be written in forward matrix equation as 

 𝑠 = 𝑴𝑓, (5.8) 

which can be inverted to obtain the reconstructed image f. 

 

Figure 5.2: Variation of aEIR across transducer elements. (a) 2D matrix representation of element-

to-element variation of aEIR with temporal response in vertical axis and transducer elements in the 

horizontal axis. (b) Normalized sensitivity profile across all the transducer elements. 
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5.3. Image correction using isTIR 

The isTIR model generated in the last section will be used in the model-based reconstruction 

framework to demonstrate the improvements in image quality on correction for individual 

transducer responses. The performance of the isTIR model will be evaluated with respect to the 

previously developed sTIR model and hence to maintain uniformity in analysis throughout this 

thesis same optoacoustic imaging platform and reconstruction framework are used.  

5.3.1. Image correction framework 

As a first step, the recorded signals were preprocessed with a Butterworth bandpass filter with 

a lower cutoff of 100kHz to reject the dc component and other slow varying parasitic effects 

and a higher cutoff of 12MHz to reject the high frequency noise outside the sensitivity range of 

the transducer. Thereafter these preprocessed signals are lexicographically ordered to build the 

column vector s’ of the discrete forward equation given by 

 𝑠′ = 𝑴𝑓, (5.9) 

where the two forward model matrices can be denoted by 𝑴 ∈ {𝑀𝑅
𝑠𝑇𝐼𝑅 , 𝑀𝑅

𝑖𝑠𝑇𝐼𝑅} for sTIR and 

isTIR corrections respectively. The initial pressure f was reconstructed by inverting (5.9) using 

regularized least squares as described in (4.7) of Section 4.6. Note that isTIR includes the aEIR 

of each element into the forward model reducing the sparsity and increasing the size of the 

model matrix very similar to sTIR and hence conventional schemes for automatic choice of 

regularization parameters becomes computationally infeasible. Hence, a LSQR type method 

was used to choose the regularization parameter which will be discussed in detail in Chapter 0. 

5.3.2. Experimental measurements 

The experimental results presented to compare isTIR against sTIR were based on optoacoustic 

scans of three classes – single microsphere, grid of microspheres and clinical.  

The single microsphere phantom was constructed by embedding a microsphere of 

diameter 100 μm in agar gel. The agar gel was prepared by a 1.5% (w/v) solution of agar. The 

approximate diameter of the microsphere used was smaller than the theoretically achievable 

resolution [88]. To obtain a measurement in a grid, this single microsphere agar phantom was 

placed in different locations of a rectangular 6x7 grid using a two-axis motorized translation 

stages. Assessing the quality of image reconstruction in different locations of the FOV would 

be suitable to judge the performance of the proposed isTIR method. The spacing between two 

consecutive grid locations in both x and z axis was around 3 mm.  
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For microsphere agar phantom optoacoustic data from multiple laser shots at a single 

wavelength – 700 nm was captured and the average over all the captured frames were 

considered for reconstruction to suppress background noise related to laser and data acquisition 

electronics.  

As a final step, the performance of isTIR was compared to that of sTIR based on clinical 

scan of healthy human volunteer where the data was recorded at 800nm (isosbestic point of 

Hemoglobin absorption). To preserve uniformity in the thesis, the Scan 1 of upper arm from 

Subsection 4.7.5 was chosen to present the results in the next section. The presence of numerous 

small to medium sized vessels in the Scan 1 also favored this choice.  

5.4. Results 

This section presents the results of the experiments performed with the handheld scanner using 

the isTIR model which includes the responses from individual transducer elements in the array. 

To compare with the previously proposed method, the reconstruction results were also 

presented in parallel using sTIR which includes the average response of all the transducer 

elements in the array. First the system resolution has been characterized using a single 

microsphere and then the improvement of image quality is different parts of the FOV has been 

evaluated using the grid scan. Finally, the improvement in image quality of clinical scan will 

be presented. 

5.4.1. Characterization of system resolution 

The resolution achieved using the proposed isTIR reconstruction has been characterized using 

a single microsphere of diameter ~100 μm placed roughly at the center of the FOV. Figure 5.3a 

shows the reconstructed image of the microsphere using the sTIR model and some star like 

artefacts are visible. Figure 5.3b shows the reconstructed image using the isTIR model. The 

images were normalized to their respective maximum values even though negative values are 

present. Comparing the two panels Figure 5.3a-b one can easily observe that isTIR eliminates 

the star like artefacts around the microsphere and tends to improve the isotropic shape of the 

spherical absorber. Figure 5.3c-d displays the corresponding images in panels Figure 5.3a-b 

trimming the negative values which are unreal optoacoustic contrast. Panels Figure 5.3c-d also 

highlight the enhancement in image quality on using isTIR model compared to sTIR model. In 

order to evaluate the improvement in isotropic shape, analysis in the Fourier domain would be 

useful due to rotation property of 2D Fourier transform and hence the log of magnitudes of the 

2D Fourier transforms of the reconstructed images using sTIR and isTIR models are presented 
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in Figure 5.3e-f respectively. It is to be noted that the resolution measured as the FWHM of the 

line profile across the microsphere image would correspond to the radius of the circular disc in 

the Fourier domain. The resolution achieved using isTIR was around 125 μm which was marked 

in cyan dashed circle in the panels Figure 5.3e-f. Comparing the panels Figure 5.3e-f  it can be 

easily noticed that with isTIR reconstruction the circular disc is more uniform compared to that 

of the sTIR model indicating strong isotropic shape improvement on correction of individual 

transducer responses. Also, the dashed green lines mark the limited view sectors where the 

transducer fails to capture information due to limited angular coverage of the curved array. It is 

also observed that isTIR correction attempts to fill in the blind sector to smoothen out the abrupt 

transition implying reduction of streak artefacts [86].  
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Figure 5.3: Improvement in isotropy and resolution. (a-b) Images of the single microsphere located 

approximately at the center of the FOV of the handheld scanner, using sTIR and isTIR models, 

respectively. (c-d) Images with negative values trimmed to zero corresponding to panels a and b, 

respectively. (e-f) 2D Fourier transforms of the images reconstructed using sTIR and isTIR models, 

respectively.  
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5.4.2. Reconstruction of grid scan 

After having observed significant improvement in isotropic resolution using the isTIR model, 

it would be imperative to evaluate the reconstruction quality in other locations of FOV of the 

handheld scanner. Here we present the results of reconstruction of the grid scan of the 

microsphere phantom. Figure 5.4a displays the reconstruction of the grid scan in a bigger FOV 

of dimension 20 mm x 20 mm using the sTIR model. On the other hand, Figure 5.4b displays 

the reconstruction of grid scan in the same FOV using isTIR model. A superficial comparison 

of panels Figure 5.4a-b reveal that isTIR model eliminates the short streak artefacts at almost 

all the absorber locations. To validate this observation a closer look is required and hence 

zoomed in images would be suitable. However, to avoid pixilation high resolution 

reconstructions were performed with 25 μm image discretization and zoomed in images were 

rendered. Figure 5.4c presents the zoomed in images of locations 1-4 marked in magenta in the 

sTIR reconstruction. Similarly,  Figure 5.4d presents the zoomed in images of the same 

locations 1-4 marked in cyan in the isTIR reconstruction. Comparing panels Figure 5.4c-d it is 

again evident that the isTIR model in most cases reduces or rather eliminates the artefacts and 

preserves the isotropic resolution closely representing the microspheres as circularly shaped 

absorbers.  
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Figure 5.4: Improvement in isotropic resolution throughput the FOV of the grid scan. (a-b) Images 

of microsphere grid reconstructed using sTIR and isTIR respectively. Scale bar is 5mm. (c-d) Zoomed 

images of microspheres at corresponding locations 1-4 marked in the panels a and b using magenta 

(sTIR) and cyan (isTIR) respectively.  
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5.4.3. Clinical measurements 

Convinced with the promising results from phantom experiments as a final step the performance 

of the isTIR is evaluated on Scan 1 data, recorded from upper arm of healthy volunteer. Figure 

5.5a shows the image of Scan 1 reconstructed using sTIR model and Figure 5.5b shows the 

reconstructed image of the same dataset using isTIR model. Both the reconstructions were 

performed on the data recorded based on single wavelength 800 nm which is the isosbestic 

point of Hemoglobin absorption. Comparing panels - Figure 5.5a-b visually, it was not easy to 

observe any considerable improvement on using isTIR model apart from slight improvement in 

contrast. Once again high resolution zoomed in image were reconstructed to judge the 

improvement in image quality rendered by isTIR model. Figure 5.5c-d shows the zoomed in 

images of the locations in panels Figure 5.5a-b marked with magenta using dashed box (sTIR 

reconstruction) and solid box (isTIR reconstruction) respectively. Figure 5.5e shows the cross-

sectional line profiles across a vessel with dashed red line (sTIR) or blue line (isTIR). Only 

slight improvement in resolution and contrast was observed. Again, Figure 5.5f-g displays the 

zoomed in images of the locations in panels Figure 5.5a-b marked with cyan using dashed box 

(sTIR reconstruction) and solid box (isTIR reconstruction) respectively. Figure 5.5h shows the 

cross-sectional line profiles across the horizontal vessels with dashed red line (sTIR) or blue 

line (isTIR). Comparing the lines profiles only meagre improvement in resolution and contrast 

was observed. Overall, the improvement in image quality using the isTIR reconstruction in 

clinical datasets was not as significant was it was reported in case of physical phantoms.  
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Figure 5.5: Improvement in clinical images. (a-b) Images of Scan 1 reconstructed using sTIR and 

isTIR models, respectively. (c-d) Zoomed images of locations in panels a and b marked with magenta 

using dashed (sTIR) or solid (isTIR) boxes. (e) Plots comparing the line profiles across the horizontal 

running vessel in panels c and d using red (sTIR) and blue (isTIR). (f-g) Zoomed images of locations in 

panels a and b marked with cyan using dashed (sTIR) or solid (isTIR) boxes. (h) Plots comparing the 

line profiles across the horizontal running vessels in panels f and g using red (sTIR) and blue (isTIR). 
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5.5. Discussion 

This chapter presented a robust characterization method to capture the responses of individual 

transducer elements in the handheld array in a challenging setting of significant acoustic speed 

mismatch between sample and coupling medium. The negative effects of the individual 

transducer responses on image quality has been highlighted. In addition to that the isTIR model 

has been presented which incorporates the individual aEIR of each transducer element into the 

forward model. The performance of the isTIR model was compared to the previously 

demonstrated sTIR model with average transducer aEIR using optoacoustic scan of single 

microsphere phantom. To evaluate the reconstruction accuracy in the FOV of the scanner, a 

grid scan of the microsphere was also presented. Lastly, the performance was tested on clinical 

scans recorded from heathy human volunteer. 

To derive the individual transducer response, signal measurements were performed 

from a microsphere at few locations in the FOV of the handheld scanner. Thereafter, a system 

of equations was formulated using the modelled OA response of the sphere and the SIR of the 

transducer. The Toeplitz matrix representation was used to obtain an overdetermined system of 

linear equations which was solved using regularized least squares to obtain the approximate 

EIR of each transducer element in the array. Later these responses were integrated into the 

forward model with other simulated (OA response and SIR) components to construct the isTIR 

model. Same model-based reconstruction framework was used as stated in previous chapter, to 

report the results of reconstruction from phantoms and clinical scans.  

The most important observation in this chapter was that the correction of individual 

transducer response significantly improved the isotropic resolution as spotted from the 

vanishing of the streak like artefacts in the reconstruction of the microsphere phantoms. A 

closer look using Fourier 2D transform revealed that isTIR reconstruction led to a smoothness 

in the angular direction clearly indicating that usage of the isTIR model led to an image closely 

resembling the natural shape of a microsphere. The reduction of streak like artefacts was also 

observed in the reconstructed image of the grid scan of microspheres placed at different 

locations. It is important to note that such deeper investigation of isotropy in resolution required 

reconstruction in a fine resolution grid which was possible due to core advantage of the 

proposed forward model that they can be generated at any custom ROI in the FOV.  

It was also observed that even though isTIR reconstruction demonstrated considerable 

improvement in case of phantoms, similar scale of improvement in image quality was not 



109 
 

observed in the case of clinical scans. The isTIR model delivered only marginally better 

resolution and contrast in rendering of vascular structures. It is to be noted that all results 

presented in this work were based on discrete pixel modelled using a homogenous solid sphere.   

As a future scope the pixels for high resolution reconstruction could suitably be modelled as 

overlapping spheres with Gaussian distribution [164], [165]. Also, non-negative constrained 

inversion utilizing projected conjugate gradient method [166] could also be considered. An 

extended version of the work presented in this chapter was published (2nd publication as 

mentioned in list of publications at the end of this document). 

In summary it was found that individual transducer characterization indeed reveals 

element-to-element variability in responses and sensitivity often identifying faulty detectors. 

Including these into the forward model improves the isotropy in resolution of the reconstructed 

image and thereby reducing streak like artifacts as noticed from the phantom reconstructions. 

However, the improvement in overall image quality correcting for individual transducer 

responses in case of clinical scans remains insignificant.  
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6. Efficient inversion for optoacoustic image reconstruction 

with sTIR 
 

This chapter describes an efficient inversion method utilizing hybrid regularization to tackle 

the problem of model matrix becoming a dense matrix due to incorporation of transducer 

properties. The model-based image reconstruction framework consists of the final step of 

inversion which maps the preprocessed signals to the reconstructed image by inverting the 

forward model. Inversion is an important problem of research in the domain of optical and 

optoacoustic image reconstruction. Depending on the reconstruction method used, a suitable 

inversion scheme is chosen. The reconstruction method proposed in this thesis incorporates 

transducer responses into the forward model resulting in a dense model matrix. This leads to 

unrealistic computational load for obtaining a regularized solution using conventional methods. 

The motivation behind search for efficient inversion scheme is discussed in the first section. 

Then the theoretical concepts behind the hybrid regularization based on bidiagonalization is 

reviewed. Thereafter the implementation of one such hybrid regularization called LSQR based 

inversion is discussed which was used in the reconstructions presented in this thesis. Finally, 

the results of using LSQR based inversion in the context of handheld optoacoustic scanner 

geometry is discussed with proposal for future research directions. 

6.1. Motivation behind the hybrid regularization 

Model-based reconstruction methods offer the advantage of inclusion of various properties 

related to the components of the imaging system [17]. This enables sophisticated modelling of 

the image formation process to achieve better image quality. Complex forward models 

including exclusive models of imaging components may lead to accurate reconstruction but at 

the cost of longer inversion times [97]. On the other hand, too much approximation may lead 

to faster reconstruction but at the cost of poor image quality. Therefore, a tradeoff must be made 

to choose the right model with inversion efficiency. Accurate forward models would not require 

regularization, and Moorse-Penrose pseudo-inverse will be sufficient to obtain accurate 

solution. The advantage of pseudo-inverse is that it only depends on the imaging system 

characteristics and furthermore, regularization is not required to obtain the solution for the 

recorded data. However, the limitation lies in the fact that complex forward models cannot be 

inverted due to huge memory requirements. Optoacoustic data is recorded at limited number of 

locations around the sample and therefore regularization is often used to obtain a reasonable 

solution for the ill-posed problem. Again, regularization depends on the dataset to be 

reconstructed, and hence it is desirable to automatically choose the regularization parameter for 
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each reconstruction. Forward models where transducers are approximated as point detectors 

with infinite bandwidth considerations can exploit the sparsity of the model matrix to achieve 

reasonably fast inversion times [97], [98]. For example, Figure 6.1a illustrates that a 

mathematically modelled OA response consists of a large number of zeros which can be used 

to build a sparse model matrix. Figure 6.1b on the other hand shows the recorded signal with 

almost all non-zero elements. The recorded signal consists of TIR as discussed in Chapter 4 and 

this eventually reduces the sparsity of the forward model matrix and increases the memory 

requirement of the model matrix. The dense model matrix due to the inclusion of transducer 

properties prohibits the use of Moorse-Penrose pseudo-inverse, where reconstruction results are 

independent of the recorded data. Also, obtaining a regularized least squares solution becomes 

ineffective due to unreasonably long computation times. In addition to that using conventional 

L-curve based choice of regularization parameter becomes impossible due to the shortage of 

storage memory of the matrix. The improvement of image quality due with inclusion of sTIR 

outweighs the computational costs in many clinical studies. Therefore, there was a need to 

explore inversion schemes to complement with the advantages of the sTIR forward model.  

 

 

 

Figure 6.1: Zeros in modelled signals. (a) Ideal OA response showing significant number of zeros. (b) 

Recorded signals containing TIR showing absence of zeros. 
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There are three classes of regularization which can be used for tomographic inversion 

problems such as direct, iterative and hybrid [167]. The most common direct regularization 

methods are TSVD, Tikhonov and Damped SVD, etc are only suitable for inversion of smaller 

model matrices typically for smaller FOV. Iterative regularization methods like conjugate 

gradient and LSQR are suitable for inversion of large and sparse matrices which originate for 

tomographic reconstruction in large FOV [92], [97], [103]. These methods have been used for 

model matrices using point detector approximation. The typical sTIR/isTIR models for the 

clinical reconstructions in 30 mm x 15 mm FOV (used in this thesis) was a sparse matrix of 

dimension 273408 x 45451 occupying a storage memory of around 3.3 gigabytes. Hybrid 

regularization based on bidiagonalization schemes are known to be effective for such large and 

sparse models [168]–[170]. The next section briefly describes the concept of hybrid 

regularization based on bidiagonalization.  

6.2. Hybrid regularization based on bidiagonalization 

The iterative methods which are often used to solve large scale inversion problems uses 

bidiagonalization and with each iteration the bidiagonal matrix builds up in size until 

convergence. The hybrid regularization can be achieved by modifying the iterative LSQR 

method by using a direct internal regularization at each step of the iterative process [167]. This 

can be achieved by using direct regularization scheme such as Tikhonov in each step of QR 

factorization of the bidiagonal matrix Bk and continuing the process of Lanczos 

bidiagonalization process to build up the bidiagonal matrix Bk. However, it is important to 

derive theoretically the equivalence between the solutions obtained using bidiagonalization 

regularization and the LSQR solution of damped least squares.  

Let us consider the system of linear equations Ax = b, where b is the set of measurements 

and the forward model is denoted by A. The solution is denoted by x, which represents the 

image to be reconstructed. First, the solution using bidiagonalization regularization will be 

derived. In LSQR method, Lanczos bidiagonalization is used on the model matrix A to compute 

three matrices – the left orthogonal matrix 𝑈𝑘 ≡ [𝑢1, 𝑢2, ⋯ , 𝑢𝑘], the right orthogonal matrix 

𝑉𝑘 ≡ [𝑣1, 𝑣2, ⋯ , 𝑣𝑘] and the bidiagonal matrix Bk. After k iterations, the Lanczos 

bidiagonalization process produces [170] 

 𝑏 = 𝛽1𝑢1 = 𝛽1𝑈𝑘+1𝑒1, (6.1) 

 

 𝐴𝑉𝑘 = 𝑈𝑘+1𝐵𝑘, (6.2) 
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 𝐴𝑇𝑈𝑘+1 = 𝑉𝑘𝐵𝑘
𝑇 + 𝛼𝑘+1𝑣𝑘+1𝑒𝑘+1

𝑇 , (6.3) 

 

where ek is the kth unit vector. The main diagonal of the matrix Bk contains the scalars αk while 

the lower subdiagonal contains the scalars βk. For least squares solution of Ax = b one would 

require the residual norm be minimized 

 min
𝑥∈𝑆

 ‖𝐴𝑥 − 𝑏‖2
2
, (6.4) 

where S denotes the k-dimensional subpace spanned by the first k vectors of vi. The solution is 

required in the form x(k) = Vk y
(k) for some y(k)  of length k. The corresponding residual is defined 

as r(k) = b – Ax(k). Using (6.1) one can write 

 𝑟(𝑘) = 𝛽1𝑈𝑘+1𝑒1 − 𝐴𝑉𝑘𝑦
(𝑘), (6.5) 

 

Using (6.2) one can write 

 𝑟(𝑘) = 𝑈𝑘+1( 𝛽1𝑒1 − 𝐵𝑘𝑦(𝑘)), (6.6) 

 

With Uk having orthonormal columns, the projected problem to be solved is  

 min
𝑦(𝑘)

 ‖𝛽1𝑒1 − 𝐵𝑘𝑦(𝑘)‖
2

2
. (6.7) 

Now, the if the projected problem for some integer k is to be regularized using standard 

Tikhonov where L = I or identity matrix, then [170]  

 min
𝑦

 ‖𝛽1𝑒1 − 𝐵𝑘𝑦‖2
2
+  𝜆2‖𝑦‖2

2
,  (6.8) 

 

or, min
𝑦

 ‖[
𝐵𝑘

𝜆𝐼
] 𝑦 − [

𝛽1𝑒1

0
]‖

2

2

.  (6.9) 

 

Then the update yλ
(k) is given as the closed form solution [170]  

 𝑦𝜆
(𝑘)

= (𝐵𝑘
𝑇𝐵𝑘 + 𝜆2𝐼)

−1
𝛽1𝐵𝑘

𝑇𝑒1. (6.10) 

 

Next, the LSQR solution of the damped least squares [171] will be derived by adding 

the standard Tikhonov regularization at the beginning to solve Ax = b using  

 min
𝑥

 ‖𝐴𝑥 − 𝑏‖2
2
+  𝜆2‖𝑥‖2

2
,  (6.11) 
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or, min
𝑥

 ‖[
𝐴
𝜆𝐼

] 𝑥 − [
𝑏
0
]‖

2

2

.  (6.12) 

 

And the solution satisfies the symmetric system [171] given by 

 [
𝐼 𝐴

𝐴𝑇 −𝜆2𝐼
] [

𝑟
𝑥
] =  [

𝑏
0
],  (6.13) 

Thereafter, application of Lanczos bidiagonalization process [171] to the above system gives 

 

[
𝐼 𝐵𝑘

𝐵𝑘
𝑇 −𝜆2𝐼

] [
𝑡𝑘+1

𝑦𝑘
] =  [

𝛽1𝑒1

0
], 

[
𝑟𝑘
𝑥𝑘

] = [
𝑈𝑘+1 0

0 𝑉𝑘
] [

𝑡𝑘+1

𝑦𝑘
],   

(6.14) 

It can be observed from (6.14) that yk is the solution of another damped least square problem 

given by 

 min
𝑦𝑘

 ‖[
𝐵𝑘

𝜆𝐼
] 𝑦𝑘 − [

𝛽1𝑒1

0
]‖

2

2

,  (6.15) 

whose closed form solution can be written as 

 𝑦𝑘 = (𝐵𝑘
𝑇𝐵𝑘 + 𝜆2𝐼)

−1
𝛽1𝐵𝑘

𝑇𝑒1. (6.16) 

 

Finally, comparing (6.9), (6.10) with (6.15), (6.16) the equivalence between the solutions 

using bidiagonalization regularization and the damped least squares is established. Hence, 

bidiagonalization regularization can be effectively used in our case with standard Tikhonov as 

the internal regularization from the beginning of the iteration of the Lanczos process. However, 

there is a still a need to find the optimal regularization parameter in hybrid regularization. This 

will be addressed in the next section. 

6.3. LSQR based choice of regularization parameter 

The previous section dealt with the concept of hybrid regularization based on bidiagonalization 

and established equivalence with the solution of damped least squares. However, since 

regularization depends on the recorded data, it is important to choose the regularization 

parameter in an automated fashion. This problem has been addressed in the domain of diffuse 

optical tomography (DOT) [157]. The authors used LSQR-type method to find optimal 

regularization parameter in an automated fashion. The performance of this method has also 

been tested in photoacoustic tomographic reconstruction [172]. However, this demonstration 

was only on synthetic numerical phantom with data recorded in full angular view. Inspired by 

the effectiveness of this LSQR-type method, the same approach has been adopted in this work 
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for real experimental datasets acquired in limited angular view of handheld scanner. The 

algorithm [157], [172] used to determine optimal regularization depends on finding the optimal 

number of iterations in the following way – 

(i) Estimation of the optimal λ, for each iteration k (λopt
k) using the Simplex method in 

the range of  [0 λmax] 

(ii) Computation of 𝑥𝑘 for the given iteration with 𝜆 =  𝜆𝑜𝑝𝑡
𝑘  using (6.10). 

(iii) Estimation of residual norm 𝑟𝑘 =  ‖𝑀 ∙ 𝑓𝑠𝑜𝑙 − 𝑠‖2
2
 for the given iteration. The 

optimal number of iterations, kopt is obtained at the minimal value of residual norm 

rk and optimal regularization is given as 𝜆𝑜𝑝𝑡 = 𝜆𝑜𝑝𝑡

𝑘𝑜𝑝𝑡
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Figure 6.2: Hybrid regularization. Plots of residual norms, optimum lambda, and solution norms 

against number of iterations for sTIR reconstruction of clinical scan 1 dataset. (a) Plot of residual norm 

‖𝑀𝑅
𝑠𝑇𝐼𝑅𝑓𝑠𝑜𝑙 − 𝑠‖

2
 against iterations k, (b) Plot of 𝜆𝑜𝑝𝑡 against iterations k, and (c) Plot of ‖𝑓𝑠𝑜𝑙‖2 against 

iterations k. 

 

The minima found in the plots of residual norm vs iterations led to the automatic choice 

of the optimal regularization parameter in the studies which used numerically simulated 

phantoms with full angular view of data acquisition [104], [157]. However, in the case of actual 

experimental dataset with limited view it was observed that the residual norm gradually settles 

to a certain value without providing a minima. Figure 6.2 shows the dynamics of residual norm, 
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optimal lambda and the solution norm by increasing the number of iterations for an exemplary 

dataset Scan 2 with sTIR reconstruction. It can be easily observed from Figure 6.2a that the 

residual norm reaches a saturation after 15th iteration and also the optimal lambda varies within 

a small range after 15th iteration as observed from Figure 6.2b. The iteration was stopped here 

and the solution corresponding to 15th iteration was chosen as beyond this iteration the “vertical 

stripes”-like noise start increasing even though the residual norm does not increase. This 

phenomenon is explained in the next paragraph in the context of choosing regularization 

parameter. The computation of the optimal lambda using a maximum of 25 iterations took 

approximately 5 mins and it was observed that the optimal lambda is fairly the same for a 

particular clinical dataset. Thereafter using fixed lambda for reconstruction of each frame took 

less than 40 seconds. All reconstructions were performed on a computer with Intel® CoreTM 

i7-6700K CPU @ 4.00 GHz. 

The choice of regularization parameter for the two models M0  and MR
sTIR is illustrated 

in Figure 6.3, where zoomed in images of a vessel were shown by increasing number of LSQR 

iterations and comparing the effect of regularization using the two models. Figure 6.3a,b shows 

the reconstructed images of Scan 1 dataset using the forward models M0  and MR
sTIR 

respectively. M0 represents the conventional forward model based on constant acoustic speed 

and without inclusion of transducer properties while MR
sTIR represents the forward model 

including the transducer properties and refraction effect due to mismatch of acoustic speed of 

sample and coupling medium. An ROI is chosen as marked in green dashed box showing the 

cross-section of a small blood vessel with no other strongly absorbing vessel in the vicinity. 

Therefore, the surrounding region can be treated as background. The zoomed images of the 

designated ROI for increasing number of iterations of the hybrid regularization are compared 

for M0  and MR
sTIR models in the Figure 6.3c. In the case of M0 reconstruction (as shown in the 

top row of Figure 6.3c)  it was observed that in the first few iterations sharp vessels appear with 

somewhat noisy background. However, with more iterations of the hybrid regularization 

beyond k=2, the high frequency noise represented by vertical stripes start appearing and become 

stronger. This was due to the fact the conventional model M0 does not capture various system 

parameters such as transducer properties and the discontinuity in wave propagation medium. 

Stronger regularization starts producing high frequency noise mostly vertical lines probably 

because the transducer array has limited angular coverage. These artifacts might be due to the 

sparse nature of the model matrix, and probably the biagonalization procedure might not be 

efficient enough to handle sparse matrices. Hence, for fair comparison of image quality against 

the sTIR model, the iteration was stopped at k=2. The effects of hybrid regularization using the 
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MR
sTIR model is shown in the bottom row of Figure 6.3c. It was observed that in the first few 

iterations the image looks blurry. This is due to the fact that the sTIR model has accounted for 

many physical parameters of the transducer probe and captured the effects of the actual system. 

The regularization can be stronger to find the appropriate solutions which can fit the recorded 

data. This could be one reason why there were no appearance of vertical stripes in the 

background until approximately 20th iteration. However, these vertical stipe like background 

noise starts appearing slowly beyond k=20. Therefore, the iteration was stopped at k=20 to 

choose the optimal regularized solution. It is important to note that in the chosen solution, the 

edges of the small blood vessels appear to be sharp indicating that the resolution is intact. The 

background appears to be smooth with low noise levels indicating higher image quality.  Note 

that the present choice of regularization parameter is still not automatic. To choose 

regularization parameter automatically in this hybrid regularization method, an efficient 

stopping criterion must be defined which is discussed in the next section as a future scope. 

 

Figure 6.3: Illustration of choice of the regularization parameter using hybrid regularization 

method. (a) Reconstruction of Scan 1 data using the M0 forward model. (b) Reconstruction of Scan 1 

data using the sTIR forward model. (c) Zoomed-in images of locations marked in green with increasing 

number of iterations, which is denoted by k. Scale bar, 5 mm. (Source: Figure is adapted from 

supplementary document of [144], Copyright © 2020 IEEE) 
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6.4. Discussion 

This chapter addressed the problem of computational burden due to inclusion of transducer 

properties into the forward model. The forward models in traditional model-based optoacoustic 

reconstruction exploits the sparsity of the model matrix to achieve efficient inversion. However, 

the inclusion of various physical properties of the imaging system reduces the sparsity of the 

forward model leading to the increased inversion times and often renders it impossible to use 

conventional methods to choose optimal regularization parameter. The benefits of development 

of forward models including TIR of the imaging system outweighs the computational load and 

hence the motivation behind the search for efficient regularization methods suitable for more 

comprehensive forward models such as sTIR/isTIR models was discussed. The 

bidiagonalization method which is a hybrid between iterative and direct regularization method 

was found to be suitable for the inversion of sTIR model and therefore theoretical description 

of this hybrid regularization method was provided. The equivalence between the 

bidiagonalization regularization and the LSQR based damped least squares was also established 

citing relevant literature. The LSQR based hybrid method to choose the regularization 

parameter which has already been used in photoacoustic tomographic image reconstruction was 

reviewed. The same LSQR type method was also used to solve the inverse problem in this work 

with reasonably good computational efficiency.  

The main observation of the work presented in this chapter was that the implementation 

of the LSQR type method [157] to choose optimal regularization parameter in this case is not 

yet fully automatic as it was presented in the case of numerical phantom reconstruction [172]. 

This was probably since the transducer used in this thesis gathered data in limited angular view 

and the problem was more ill-posed. In addition to that in the actual recorded data consists of 

noise from different sources. One way to make this implementation of LSQR type method 

automatically choose regularization parameter for real datasets acquired from handheld 

scanners is to find a stopping criterion. Finding a suitable stopping criterion based on the noise 

levels of the imaging system/relative change in the residual norm can be considered as a 

direction of future research.  

In summary it was shown that the development of comprehensive transducer model 

alone is not enough as it increases the computational time of inversion ultimately making it 

painful to use such sophisticated models (e.g. sTIR) for reconstruction of datasets from 

longitudinal clinical studies. Research on efficient inversion schemes is also necessary. Hence, 
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the presented hybrid regularization-based inversion along with sTIR model together offers a 

suitable solution towards high quality image reconstruction with good efficiency.  
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7. Conclusion 

This chapter summarizes the achievements of the presented work towards the advancement of 

clinical handheld OAT imaging. The current limitations are discussed, and scope of future 

research directions are also provided.  

7.1. Conclusive summary 

Prior to the research developed in this thesis, existing model-based reconstruction was used to 

reconstruct the images from the data recorded by the limited view handheld probe for clinical 

optoacoustic imaging. Such models assumed the transducers to be point detectors with infinite 

bandwidth. Typically, water was used as a coupling medium in the proof-of-concept design of 

the handheld OAT scanners. However, it was envisioned that water being significantly 

absorbing at around 970 nm would make it difficult to image lipids and water deep inside soft 

tissue specifically in breast tissue. Therefore, the clinical handheld MSOT was equipped with 

heavy water as the coupling medium. The implications of such an upgrade on image quality 

was never thoroughly investigated. Even though model-based reconstruction schemes were 

earlier developed to include transducer properties, there were two major problems to import 

such schemes directly to clinical handheld MSOT imaging – i) existing TIR model-based 

reconstruction methods were based on constant acoustic speed and ii) thorough experimental 

characterization of handheld MSOT was a challenging task. Hence, there was a special need to 

develop an efficient method to characterize the entire handheld scanning probe and design 

reconstruction methods to incorporate the properties of the handheld transducer.  

The primary goal of the work presented in this thesis was to develop an efficient method 

to characterize the clinical handheld MSOT scanner and include the transducer properties into 

the forward model to increase reconstruction accuracy. The secondary goal of the work was to 

investigate other aspects of the handheld scanner such as – image slice thickness, noise and 

illumination heterogeneity, which play a crucial role in determining the diagnostic value of the 

handheld MSOT system. 

First, the optoacoustic wave detection mechanism starting from initial pressure 

generation to detection of electrical signals was mathematically modelled. The SIR and EIR 

due to transducer shape and material properties of the transducer were included using cascade 

of LTI systems. The physics of refraction of acoustic wave across the media interface was also 

taken into account. The dependence of the SIR on the refraction was explored and the concept 

of virtual source was introduced to numerically compute SIR in the context of refraction of 
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acoustic waves. Using measurement of signal from a microsphere of dimension lower than the 

resolution of the system, the aEIR of the entire transducer array was derived. The temporal 

convolution of such experimentally derived aEIR with the numerically modelled refraction-

based SIR was termed as sTIR. This sTIR was then used to demonstrate significantly higher 

reconstruction accuracy using physical phantoms and clinical scans. Numerical phantoms were 

also used to demonstrate the adverse effects in image quality on neglecting the transducer 

properties. It was observed that refraction has stronger effects on image distortion in terms of 

localization. SIR and EIR was responsible for improving the image sharpness and contrast. 

Overall, sTIR led to a five-fold improvement in structural quality compared to conventional 

model-based reconstruction using a point detector and constant acoustic speed. The main 

advantage of the proposed sTIR model is that reconstruction results are robust and uniform 

throughout the FOV for a chosen pair of acoustic speed of tissue and coupling medium, while 

the image quality using conventional model-based reconstruction with a constant acoustic speed 

is not uniform throughout the FOV. Another big advantage of the sTIR characterization method 

proposed in the work is that it requires only one measurement from a point source in the imaging 

domain to derive the average EIR of the entire transducer array. Therefore, tedious full FOV 

dense experimental characterization of TIR can be avoided, which is risky for closed system or 

a commercial system such as MSOT Acuity.  

The sTIR model used the average aEIR for all the transducer elements in the array. 

Some variation was observed among the aEIRs of the different transducer elements within the 

transducer array and the derivation of aEIR was not robust. Therefore, it was hypothesized that 

the derivation of individual aEIR of transducer elements and inclusion of them into the forward 

model could further improve the image quality. The individual aEIR derivation problem was 

formulated using a system of linear equations Ax = b, with x being the individual aEIR for one 

element and b consisting of few measurements of point source in the FOV. The coefficient 

matrix A was constructed using simulated SIRs corresponding to the locations of measurements 

in the FOV. Thereafter, regularized least square solver was used to obtain the aEIR for 

individual elements. This set of individual aEIRs were found to be robust to experimental noise. 

The isTIR model was constructed by combining the individual aEIRs with the simulated SIR 

based on refraction. The isTIR model was used to reconstruct images of microspheres located 

in a grid spanning the FOV. It was observed that the isTIR model improves the image quality 

throughout the FOV such that the reconstructed absorbers resemble more like a circle compared 

to those obtained with sTIR model. A detailed analysis using 2D Fourier transform of one such 

microsphere image reveals that correcting for individual transducer element response leads to 
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significant enhancement of isotropic resolution. Also, the performance of the isTIR model was 

evaluated using clinical scans. It was observed that the improvements in image quality in terms 

of resolution was not substantial in the clinical images.  

It was observed that the inclusion of transducer properties, reduced the sparsity of the 

forward model matrix ultimately increasing the memory requirement i.e. a dense matrix. This 

led to unexceptional increase in inversion time. Also, conventional techniques to select optimal 

regularization parameter using L-curve became impractical. Hybrid regularization schemes 

were explored where direct internal regularization is used in each step of iteration to solve a 

large-scale problem. The LSQR type regularization was utilized to choose a suitable 

regularization parameter with a reasonable inversion time. Therefore, the advantages of much 

better image quality using the sTIR/isTIR models justified the exploration of LSQR type 

method to reduce the computational burden. Overall, the sTIR/isTIR forward model combined 

with the LSQR type inversion scheme is expected to raise the image quality of clinical handheld 

imaging.  

The image slice thickness of the clinical handheld scanner was characterized using 

inclined suture phantom with varying angles. It was demonstrated that the slice thickness of the 

modelled sensitivity field map matched with that of the experimentally derived slice thickness 

in most of the FOV apart from the location close to the membrane. To investigate this anomaly 

the illumination profile of the handheld scanner was investigated, and it was observed that there 

was an offset of 7 mm from the plane of highest acoustic sensitivity. Also, there were two 

illumination spots arising from two groups of fiber bundles. The effect of these manifested in 

the reconstructed image of the phantom mimicking soft tissue. The noise present in the data 

acquisition was also characterized and the Gaussian trend of the background noise was 

estimated. 

Overall, the presented impulse response correction methods combined with the hybrid 

regularization method is expected to improve the quality of images ultimately enhancing the 

diagnostic value of the handheld OAT systems. 

 

7.2. Future outlook 

The characterization and correction methods presented in this work makes it possible to 

efficiently capture a subset of properties of the clinical handheld scanners and provides a 
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framework to improve the image quality significantly. However, this comes at a computational 

cost which still needs to be addressed to achieve real time inversion.  

The TIR models presented in this work captures the effects of refraction, SIR and EIR 

of the handheld scanner. The approximate EIR derived assumes ideal laser pulse, negligible 

ultrasound attenuation and negligible optical fluence decay. As a future direction of research, 

the effects of finite duration laser pulse, ultrasound attenuation and optical fluence decay can 

be incorporated into the forward model. This is particularly important with future exploration 

of clinical handheld system with LEDs instead of Lasers. The presented TIR model does not 

consider the heterogeneity in acoustic speed within soft tissue. Such a varying acoustic speed 

distribution in soft tissue can be additionally incorporated into the forward model as a future 

work. 

The results presented throughout the work was based on a fixed membrane model which 

was based on the line approximation of the rigid edges of front face. During clinical scans, some 

pressure is applied to ensure proper contact of the scanner surface and the skin. This leads to 

slight deformation of the non-rigid membrane which seals the coupling medium inside the 

transducer cavity. The deformed membrane takes the shape of the curvature of the skin and thus 

deviates from the fixed membrane model. This led to minor distortion of vascular structures 

close to the membrane interface. The slight change in the membrane shape does not affect the 

recovery of deeper structures so clinical studies concerning subcutaneous vessels, fat and 

muscle can effectively use the proposed model. Constructing forward TIR model for a particular 

membrane model is computationally time consuming and needs to be optimized. However, for 

clinical examination of skin surface and superficial vasculature, it is imperative that more 

flexible models are explored in the future which can adapt to the changes in membrane shape.  

The slice thickness of an optoacoustic tomographic system can be measured as exhibited 

in this work, and this information would be helpful in the future for defining step size during 

multiple cross-sectional scans in y-axis for generating 3D reconstructions of clinical datasets. 

This slice thickness characterization method also paves the way for a verification method to 

evaluate impulse response correction in the elevation direction. 

With the current implementation, it takes around 5 hours to compute a TIR model and 

it takes approximately 2.3GB of storage space in disc. The time required to compute the TIR 

model can be reduced by exploiting the symmetry of the array and parallelizing the SIR 

computation in Field-II using GPU acceleration. The LSQR method to obtain regularized 

solution was demonstrated in this work. The regularization parameters were chosen when the 
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change in the residual error is insignificant (for the case of very less noise in the reconstructed 

image). This choice can be made automated in the future by defining a suitable stopping 

criterion. The noise characterization presented may offer some insight in choosing a stopping 

criterion which can be taken up as a future extension of this work. Note that the forward model 

and inversion presented all throughout the work is in time domain. It is well known that the 

frequency domain reconstruction techniques enjoy faster computation exploiting efficiency of 

FFTs. A frequency domain approach to implement TIR correction can also be promising in 

terms of faster reconstruction. A combination of the aforementioned ideas can be used together 

with GPU acceleration to achieve real time inversion in the future.  
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Appendix A 

 

Figure A.1: Improved reconstruction of clinical datasets Scan 1 and Scan 2 through correcting for 

refraction and transducer properties. (a) Schematic of the scanning locations. (b-g) Images of the 

Scan 1 data reconstructed using the M0 forward model (upper row) or MR forward model (lower row) in 

the absence of transducer correction geometry (left column), with SIR correction (middle column) or 

sTIR correction (right column). (h-m) Images of the Scan 2 data reconstructed using the M0 forward 

model (upper row) or MR forward model (lower row) in the absence of transducer correction geometry 

(left column), with SIR correction (middle column) or sTIR correction (right column). Scale bar, 5 mm. 

(Source: Figure is adapted from supplementary document of [144], Copyright © 2020 IEEE) 
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