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1 

1 Introduction 

Mobility is and will remain a key challenge for humanity. It is a requirement for economic and 

individual progress to be able to transport persons and goods in a timely manner. There are 

varying requirements depending on the travelled distance and there are diverse approaches for 

the usage of different modes for transportation. However, all require an energy source, storage, 

and conversion. The currently most prevailing solution is the usage of fossil fuel burning internal 

combustion engines (ICE) [1]. However, this solution causes the emission of greenhouse gasses 

(GHG) and other pollutants and results in road vehicles contributing to 20 % of overall human 

pollution [2]. Due to increased urbanization, these emissions are concentrated in metropolitan 

areas, which leverages the effect of pollution even more [3].  

As a current and future solution, battery electric vehicles (BEV) are promising due to their scala-

bility, high efficiency, and significantly reduced local emission levels [4]. Firstly, by replacing ICE 

vehicles with BEV, the energy generation during the use phase is moved away from the appli-

cation area, e.g., the roads of a city, to the location where the electrical power is generated, e.g., 

the power plant. While the electricity generation is still mainly based on fossil fuels in most coun-

tries [5], such a shift removes the source of the emissions away from the majority of people at 

many places. Additionally, power plants achieve a higher conversion efficiency [6] and include a 

better flue gas scrubbing compared to individual ICE in vehicles [7]. Secondly, with the usage of 

renewable energy sources to generate electricity, BEV can be used without producing any en-

ergy conversion related emissions. A trend is currently visible to increase the usage of renewable 

energy sources around the world [8]. A third argument for BEV is their intrinsic higher efficiency 

compared to ICE vehicles due to their ability to recuperate and therefore they have lower losses 

during braking. This plays an even more important role, if the vehicle is driven in an urban area 

with repeated accelerations/decelerations [9]. Hence, even with additional losses of the electric-

ity infrastructure and during charging, a BEV still uses less energy for driving compared to an 

ICE vehicle [6]. 

The highlighted benefits caused a number of countries to introduce new laws and guidelines to 

enable an accelerated introduction of BEV. For example, several countries provide tax incentives 

or directly subsidize the usage of BEV [10]. Other countries or regions introduced permission 

quotas, where the total number of vehicles on the roads is limited and an ICE/BEV ratio has to 

be maintained [11]. An alternative incentive is granting advanced rights to BEV, where they for 

example can park for free or use priority lanes [12]. Some governments even went one step 

further and decided to fully ban new ICE vehicle registrations in the future with clear dead-

lines [13]. This causes existing vehicle manufacturers to increase their production capacities and 

product portfolios in favor of BEV [14]. Moreover, many new automotive startups, especially from 

countries without a strong production background, such as China, try to enter this market as well, 

since such a disruptive technology change may enable new players on the market [15]. 

Altogether, this indicates the current and future relevance of battery electric vehicles and sup-

ports the necessity of further research in this area. 
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1.1 Motivation 

The main bottleneck for an even faster expansion of battery electric mobility is the high cost for 

current battery technologies, since they contribute up to 50 % to the overall initial vehicle costs [5]. 

This results in the situation that currently even the five most cost effective BEV have a base price 

of United States dollar (USD) 15,474 plus additional USD 52.43 per km of range [16]. With a 

minimum range expectation of 194 km per charge [17], this results in a minimum price of 

USD 25,645.42 for a new BEV in contrast to on average USD 20,943 for comparable compact 

cars with an ICE [18]. The high costs for the batteries are mainly caused by the used materi-

als [19]. So even if the demand for batteries increases drastically in the future, no major price 

drops are expected due to economy of scale. For some of the materials even an opposite effect 

can happen, where the increased demand leads to a drastic increase of the market price [8]. 

On top of that, the environmental impact caused by the production of the battery has to be con-

sidered. Certain raw materials, for example aluminum, require high amounts of energy to be 

produced. In addition, the battery cell assembly has a high energy demand to produce the sen-

sitive cells in the required quality. Since the energy in most countries is still generated by burning 

fossil fuels [5], it increases the GHG emissions for a BEV in a life-cycle assessment (LCA) almost 

up to the same level of an ICE vehicle with the same size, depending on the overall distances 

driven [20], [21]. This fact can only be mitigated in the future with a higher penetration of renew-

able energies during production, but cannot be fully avoided. For the environmental impact, 

besides of GHG emissions, also other factors, such as consumption of resources, acquisition of 

raw materials from debatable sources, and fresh water usage, have to be considered. 

Both arguments combined are amplified with the consideration that the battery significantly con-

tributes to the weight of the vehicle [5] and therefore its energy consumption [22]. This effect 

might be reduced in urban environments, where due to recuperation much energy is conserved, 

but plays a more important role for longer distances on expressways with fewer stops. 

Yet another challenge for electromobility is the aging of the batteries. As it will be explained in 

detail in Section 2.1.2, the parameters of batteries, mainly the capacity and inner resistance, are 

deteriorating over time and during usage. Since aged batteries at a certain point cannot fulfill the 

minimum range requirements of the vehicle anymore, the battery has to be replaced. Often this 

is not economical, because of which a new vehicle is purchased instead. 

As a conclusion of the four mentioned arguments, it can be stated that the battery must be used 

as efficient and as long lasting as possible for an increased market penetration rate of BEV. An 

improved efficiency would enable a smaller and therefore more cost-efficient battery, which may 

increase the willingness to buy while reducing the environmental impacts. The time until end of 

life (EOL) of the battery can be increased by reducing the Depth of Discharge (DOD) with which 

the battery is cycled. A battery cycle herein refers to one complete charge and discharge de-

pending on the individually defined limits. However, a smaller DOD reduces the usable capacity 

of the battery, which in turn results in increased battery size. Therefore, there is a need to in-

crease the usable capacity of the battery without increasing the battery size and cost or reducing 

the battery lifetime. This research investigated active cell interconnections for improved battery 

utilization, i.e., increased usable capacity without compromising the battery aging. The improved 

utilization would allow for a smaller and hence more cost effective and environmentally friendly 

battery for a given range requirement with the same lifetime of a conventional battery. The out-

come of this research will still be relevant once less costly battery technologies and cars that are 

more efficient are available, since it will still improve the initial and operating costs of the vehicle. 
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1.2 Problem Statement 

The current way of addressing high energy storage costs in BEV is to increase the overall vehicle 

efficiency, which allows installing a smaller battery capacity without reducing the range capabili-

ties. This is done by either reducing the required consumption of the vehicle (improved air drag, 

low energy thermal comfort, reduced auxiliary losses, etc.), or by achieving a higher efficiency 

during the energy conversion in the powertrain (motor efficiency, power electronics, etc.). An 

additional way to reduce energy storage costs is increasing the battery utilization, which means 

getting access to already existing capacity resources, which are not utilized by current technol-

ogy. State of the art batteries are not fully utilized due to the way battery packs are constructed: 

a big number of small cells, sometimes several thousand, are connected in parallel and series 

to increase the capacity, voltage, and current rating of the pack according to the requirements. 

Due to production tolerances, cells, even from the same batch, have a certain variation in their 

parameters, mainly their capacity and inner resistance [23]–[25]. Their individual current charge 

level and voltage level are strongly interconnected and the used chemistry defines a voltage 

range with strict limits [26] as otherwise increased aging or safety problems caused by over-

(dis)charge of that cell occurs (see Section 2.1.2). The variations in capacity and inner resistance 

are causing a relative voltage/charge level drift amongst the in series connected cells during use. 

As the overall charge and discharge must stop once the first series connected cell/module 

reaches its voltage limits, the relative drift increasingly reduces the usable capacity down to 

eventually zero, as illustrated in Figure 1.1a). This effect accelerates with a high number of series 

connected cells and with frequent, small cycles, which happens likely in stop-and-go traffic [27].  

While the drifting problem still can be handled with a technological method called balancing, 

which will be explained in Subchapter 2.2, the cell variation still will cause the cells with the 

smallest capacities in series connection to limit the overall usable capacity [28], as shown in 

Figure 1.1b). Parallel connections of cells with different parameters result in self-balancing cur-

rents between the respective cells, which cause additional losses and aging [29]. Additionally, 

cells with different initial capacities in a battery pack age differently over time and the variation 

of capacities becomes wider [30]. It can be caused by the weaker cells degrading faster as com-

pared to the healthier ones under the same load. This limits the performance of the whole battery 

pack and reduces its lifetime [31]. 

No Balancing With Balancing Active Interconnection

Enforced Limit                  Average Limit

a) b) c)

 

Figure 1.1: Symbolic representation of battery tolerances and their usable capacity in series con-

nection. The size of the cell symbols represent the capacity of the series connected 

cells/modules and their position the relative voltage levels compared to each other. 
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1.3 Aim and Objectives 

The aim of this thesis is to evaluate the performance of an active cell interconnection for batteries 

in automotive applications. The active cell interconnection is expected to enable a higher battery 

utilization as shown in Figure 1.1c), which can lead to a decreased battery pack size while still 

fulfilling the range requirements. Such a new pack would be lighter, more cost-efficient and have 

a lower environmental impact. However, the interconnection system should not compromise the 

efficiency, aging, or costs of the overall vehicle including the running costs. The system also 

should be parametrized in such a way that an implementation in an electric vehicle is feasible 

today or in the near future.  

To fulfill the aim, the following objectives are defined: 

 Define the most promising method to access the additional potential. 

 Evaluate the potential of unutilized battery capacity due to battery cell variations 

with a focus on, but not limited to, large automotive battery packs. 

 Conduct a total cost of ownership (TCO) comparison for the active interconnected 

battery with conventional BEV as an optimization and evaluation criteria. 

 Investigate the impact of the selected method on energy efficiency including a 

higher utilization of the inhomogeneous capacity of the cells. 

The scope of this dissertation is to evaluate, to which extent and with which methods the battery 

tolerances can be utilized to extract more energy from a battery pack. This additional accessible 

energy is used to make the battery smaller. The economic feasibility is evaluated by comparing 

the saved battery costs to the adjusted costs of the new technology. For this, an investigation is 

required, which tolerances can be expected and what are their consequences. Various circuits 

of active cell interconnections are evaluated, and a preferred one is selected. An in-depth anal-

ysis shows how this circuit can be controlled to utilize the sub-units in an individual way while 

ensuring the overall functionality of the vehicle. To do so, a clear awareness of the current states 

of the sub-units is required, so a suitable state estimator has to be defined. With all the inputs 

described, the preferred circuit is analyzed and parametrized in detail. Here, also the costs and 

feasibility play an important role. After the results are demonstrated, some general considera-

tions towards the implementation of such a system are given. In the end, the best-case realistic 

benefits of an active interconnection can be highlighted. 

Not within the scope of this dissertation are the aspects of the overall efficiency, detailed cost 

comparison, battery aging under the focus of a different modulation and the reliability of the 

electronics. These are covered in the complementary dissertation of Mr. Fengqi Chang [32]. For 

the efficiency, he focused on the functionality of the smallest subcomponents, the switches, and 

put them in comparison with currently used components and other future potential technologies. 

In his cost analysis, he conducted a detailed cost breakdown of all the involved components and 

cost contributors with comparisons to current costs and future alternatives. He analyzed the bat-

tery aging in extensive experiments to verify that the high frequency modulated discharge is not 

causing additional aging. In his reliability studies, he showed with a methodical approach that 

the new circuits have the potential to outperform conventional circuits. Wherever the present 

dissertation leverages on his research or skips the investigation of a question due to the existing 

coverage, it is mentioned in the text. 
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The contribution and novelty value of this dissertation is the definition of the possible improve-

ments to the battery pack achieved by using a cell interconnection approach compared to a 

conventional electric powertrain. It can be used as a guideline for researchers, developers, and 

engineers interested in battery technology as well as in vehicle engineering. For the batteries, 

this dissertation shows the potential of improved battery utilization by investigating the existing 

tolerances for different cell types. Different methods to access an increased amount of energy 

from a pack are presented and evaluated. The most promising topology is then investigated in 

detail to parametrize it in an optimal way, including an economic consideration. The results are 

shown including recommendations of the overall configuration within an automotive use case. In 

conclusion it shows, to which extend it is worth to increase the efforts on reducing the battery 

tolerances, especially from a monetary perspective. Moreover, for vehicle engineering, it indi-

cates the potential gains on implementations of active interconnection systems. This research 

gives answers, which additional considerations are necessary to access the full potential of the 

battery and therefore increase the vehicle value. 

1.4 Structure of the Dissertation 

The structure of this research follows an adaption of the “V-Model”, which is often used in mech-

atronic and software development [33], [34]. For that, the different work packages are placed in 

a way that it is shaping a “V”. On the left side of the “V” with each package downwards, the 

system is further decomposed and the work steps are described in a deeper layer and detail, 

starting from high-level questions down to detailed queries about individual components. On the 

right side of the “V”, the re-composition, integration, and verification steps are sorted in a way 

that they answer the respective questions on the corresponding layer. 

In this dissertation, the first step is the definition of the high-level relevance of the topic. This 

includes the motivation behind the research, the definition of the problem and a depiction of the 

aim and objectives. In addition, the structure of the thesis is explained. This is described in Chap-

ter 1 and in Figure 1.2 it can be found as the first work packages in the V-Model. 

In Chapter 2, firstly some fundamental aspects of BEV and their relevant components are dis-

cussed to introduce a common terminology for the rest of the thesis. A focus is laid on the energy 

storage systems and the power electronics of the powertrain. Later, currently existing solutions 

to handle battery variations in packs are described. Here, both commercial and research ap-

proaches are investigated, and the limitations of these technologies are discussed. The most 

promising solution is determined, for which the current disadvantages are highlighted as well. 

With this, the research gap is identified. 

In the following Chapter 3, the methodology is described, which represents the lowest level of 

the V-Model, where the details of the implementations are explained. This work package is di-

vided in four subchapters: Battery Tolerance Analysis (Subchapter 3.1), Control Strategy 

(Subchapter 3.2), Module State Estimation (Subchapter 3.3), and Optimization of the Inverter 

Configuration (Subchapter 3.4). In the first part, an extensive review of the current understanding 

of battery parameter variations and tolerances is given and evaluated. This enables a good in-

sight of the magnitude of the problem and therefore the maximum potential capacity gain of any 

solution. The second part conducts an investigation, how the selected circuit can be controlled 

in the best way to achieve an individual load on the submodules of the battery pack. Different 

modulations are compared to each other in terms of their efficiency, overall implementation of 
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motor control and their ability to achieve a balance between the cells. A preferred one is selected 

and is then further used for the third subchapter, which looks into the topic that balancing of the 

modules requires an awareness of their current states. This is a challenging task for active cell 

interconnections, since there is no way to measure the states and parameters of battery cells 

directly, but this information is required with high sampling rates. Current state estimators and 

new ideas are compared to identify a solution to be able to balance the modules as close as 

possible. The selected estimator is then used in the fourth subchapter, where the optimal con-

figuration of the selected circuit is identified. To conduct this, various configurations are simulated 

and compared to each other in regards of their efficiency and costs. 

Beginning with Chapter 4, a re-composition of the system details is started to define the overall 

system and therefore benefits. It merges all the results from the previous work packages. There-

fore, it firstly evaluates and describes the real variations found in the review of current batteries 

parameters. Then, it indicates the results for the system optimization, where optimal sorting and 

state estimations are presented. With these results, the possible utilization improvements are 

possible to be quantified. That in turn leads to the results of the overall configuration optimization 

and its improvements compared to a conventional BEV powertrain. 

In Chapter 5, the presented results are discussed to indicate the probability of an actual com-

mercial vehicle implementation including the limits and feasibility. In the first part, the different 

results of the four subtopics presented in the methodology are discussed separately to identify 

influencing factors and their impact on the results. In the second part, recommendations are 

given, which lessons can be drawn from the results. This is started from the smallest unit, the 

cell, and then is re-composed to module level, pack level, and in the end recommendations on 

novel applications on networks of packs featuring the increased utilization circuit including their 

first life in vehicles and second life applications. In the end, challenges of the presented active 

cell implementation are presented and an outlook suggests the direction of further research that 

would complement the present dissertation. 

The final Chapter 6 presents an overall conclusion and summary of the conducted research. It 

rounds up, which of the questions from the first chapter can be answered with the proposed 

approach and which problems can be solved. 

Figure 1.2: Structure of the dissertation showcased in a V-Model 
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2 State of the Art 

This chapter gives an overview of how the problem related to the battery cell variations is cur-

rently handled in literature and commercial applications. First, some fundamental aspects of BEV 

with a strong focus on the powertrain and the electrical energy storage (EES) system are spec-

ified. After that, the current commercial solution of this problem, battery cell balancing, is 

described and discussed in detail. It is followed by a description of different alternative solutions 

proposed in literature. For each, the advantages and disadvantages are discussed and summa-

rized in a ranking. The preferred method is selected, which is then investigated in detail for the 

rest of the dissertation. The state of the art chapter concludes with a definition of the research 

gap, which the current literature cannot answer until now and therefore it highlights the necessity 

of the conducted research of this dissertation. This chapter refers to the second work package 

in the V-Model described in Subchapter 1.4, and the structure is shown in Figure 2.1. 

Figure 2.1: Structure of Chapter 2 

2.1 Fundamentals of Battery Electric Vehicles 

BEV are a specific subcategory of electric vehicles (EV), which are defined as vehicles with an 

electrified powertrain. “Vehicle” in these definitions is a machine that transports people or cargo 

and ranges from small micro-mobility solutions, such as e-scooters and bicycles until large vehi-

cles like busses, trains, or even airplanes. In this dissertation, “vehicle” only refers to road-based 

cars, since they are responsible for 52 % of all transportation related energy consumption and 

they therefore have the greatest relevance [35, pp. 605–610]. In addition, smaller vehicles such 

as micro-mobility vehicles have much less battery cells in their packs and therefore the issues 

with tolerances are less severe. Nevertheless, the described approach is not limited to medium 

sized road-based cars, because especially for bigger vehicles, for example heavy-duty vehicles, 

busses, etc. with larger battery packs, a higher utilization rate could be even more beneficial. 
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Other examples of EV would be the fuel cell electric vehicle (FCEV), which is using hydrogen as 

an energy storage, or the hybrid electric vehicle (HEV), where different forms of energy storage 

are combined [36]. For this dissertation, only pure BEV are considered where a battery pack is 

the sole source of energy supply for an electric motor that drives the car. The reason for that are 

the advantages of BEV compared to HEV, which requires at least two storages and conversion 

systems. That in return increases the costs and decreases the reliability of such a vehicle. Addi-

tionally, FCEV have a larger carbon footprint compared to BEV, since the source of the hydrogen 

gas is either fossil fuels or generated with significant losses [4]. However, the solutions investi-

gated in this dissertation can be applicable for alternative architectures as well, since many of 

them still use batteries: HEV as one of the storage systems and FCEV as a buffer for high power 

demand periods. 

2.1.1 Electric Vehicle 

In general, an EV powertrain consists of four major components: the EES system, which will be 

explained in Section 2.1.2, a converter implemented with power electronics, which will be ex-

plained further in Section 2.1.3, an electric motor, and a drivetrain. The connection between them 

can be seen in an exemplary configuration in Figure 2.2. Each component has its specific losses, 

which have to be considered for the overall vehicle efficiency. In the following sections these 

loses will be explained in detail for the power electronics and EES. The losses of other compo-

nents are shortly mentioned as a reference. 

Figure 2.2: Exemplary configuration of an EV powertrain 

The electric motor converts the electrical energy into mechanical energy with a rotating force 

vector using the principle of electromagnetism. While these motors can be powered by direct 

current (DC), most motors used for EV are running with alternating current (AC) [37]. Two differ-

ent types are most commonly used in EV: permanent magnet synchronous motors (PSM) and 

asynchronous motors (ASM) [37]. Both can be designed with multiple numbers of phases, but 

three-phase motors are used in almost all applications. Each technology has its own advantages, 

but since the control is the same, for this dissertation the details are not relevant. A common 

feature is the ability to reverse the energy flow direction and generate electrical energy, when an 

external torque is applied. This is called recuperation or regenerative braking and is used during 

deceleration phases of the vehicle. It contributes majorly to the high energy efficiency of EV [9]. 
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The drivetrain sometimes includes a gearbox with a gear reduction, but can also directly connect 

the motor to the wheels over the drive shafts. There can be more than one powertrain system, 

with several car models having two motors, one for each axle, or even four independent motors, 

where each wheel is driven separately. If two wheels are driven from the same motor, normally 

a differential gear is used to split the torque evenly.  

The input and therefore the load on the system depends on the driver and traffic situation and is 

different compared to static power conversion applications. There can be high peak demands 

for short times, and even the direction of energy flow can change fast in a stop-and-go traffic 

situation with a lot of recuperation. The energy demand pattern also depends on which road the 

vehicle is driven, e.g., urban and expressway driving. To be able to compare vehicles and com-

ponents, standardized driving cycles are defined. In such a cycle, speed over time profiles are 

specified with a fixed resolution. In the more relevant transient driving cycles, the patterns try to 

mimic a human driver on average roads as close as possible in the contrary to a modal driving 

cycle, where different constant speed levels are used one after another. Driving cycles can be 

used as an input to simulations or test benches and have a big impact on the overall rating of 

the efficiency. They can be generated specific for a single city and vehicle type or more general, 

e.g., for homologation purposes. Especially, when the vehicles are tested in an urban driving 

cycle, the efficiency values can be way lower than the rated efficiency [38]. Examples of com-

monly used cycles are summarized in Table 2.1 [39]. 

Table 2.1: Selection of common driving cycles [39]  

2.1.2 Electrical Energy Storage System 

In this section, the fundamental aspects about EES systems are described. Therefore, first the 

smallest units, the cells are explained. In the next part, the cells are combined to form a battery 

pack and the necessity of this combination is illustrated. Additionally required hardware to oper-

ate a battery pack is mentioned as well. The last part gives a summary of the battery aging 

process. 

Type Name 
Distance 

in m 

Duration 

in s 

Avg. speed  

in km/h 

Max. speed  

in km/h 

Urban 

 

New York City Cycle (NYCC)  1903 598 11.5 44.6 

Urban Driving Cycle ECE 15 995 195 18.4 50 

Com-

bined 

 

New European Driving Cycle (NEDC) 11,017 1180 33.6 120 

Federal Test Procedure (FTP)-75 17,787 1874 34.2 91.25 

Worldwide Harmonized Light Vehi-

cles Test Procedure (WLTP) C3 
23,266 1800 46.5 131.3 

Highway 

Artemis 130 28,737 1068 96.9 131.4 

Artemis 150 29,547 1068 99.6 150.4 
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Battery Cell Technology 

BEV have high requirements on their EES in regards of energy content, lifetime, gravimetric/vol-

umetric energy density, and safety. Therefore, the used technology has a major impact on these 

factors, and it influences the cost for the storage considerably. The basic structure of the smallest 

component of a battery pack, the battery cell, is independent from the selected technology [40]. 

It represents an electrochemical cell, which consists of two electrodes, the cathode (“plus pole”) 

and the anode (“minus pole”) that are isolated from each other by an electrically isolating sepa-

rator. Due to an electrochemical redox reaction, which involves the two electrodes and the 

electrolyte, an electric potential is built up between the electrodes. During discharging, this po-

tential is dissipated by an electrical conducting path between the two poles. The reaction 

continues until the active material is fully converted into another stage. If the cell afterwards has 

to be discarded as some of the reactions cannot be reversed, it is called a primary cell. In contrary, 

in secondary cells, the reaction can be reversed, which is then re-forming the initial chemical 

material and therefore charging the cell. The maximum available potential mainly depends on 

the used active materials and their individual electronegativity potential, but also changes de-

pending on the ratio of remaining available unconverted active material. Only secondary cells 

are further considered in this work, as primary cells have no relevance for BEV. 

For the used chemicals, different combinations are possible with different benefits and limitations. 

The most common categories, which are relevant for automotive applications, are lead–acid 

batteries, nickel–cadmium batteries (NiCd), nickel–metal hydride batteries (NiMH), and lithium-

ion batteries (Li-ion) [27]. In the past years, the Li-ion battery technology almost totally replaced 

all the other categories due to its higher energy density and other beneficial behaviors [41], which 

is why this thesis will only focus on it. There is a lot of research conducted about future battery 

technologies based on different chemistries. However, it will still take more time until it is com-

mercially available [42]. Nevertheless, the in this dissertation investigated problem and solution 

is not specifically bound to the battery technology and still can be used for other batteries. The 

benefit might be not as significant, but it will not become obsolete. 

Within the category of Li-ion batteries, several sub-groups are commercially established, which 

are normally characterized by the chemical compound of the cathode, since the anode is graph-

ite in most cases [43]. The active material of the cathode in common batteries is made with 

lithium metal oxides, such as lithium cobalt oxide (LiCoO2 or LCO), lithium manganese oxide 

(LiMn2O4 or LMO), lithium nickel manganese cobalt oxide (LiNiMnCoO2 or NMC), lithium nickel 

cobalt aluminum oxide (LiNiCoAlO2 or NCA), and lithium iron phosphate (LiFePO4 or LFP) [44]. 

These materials are causing different properties, such as nominal voltage, energy density, safety, 

aging, and cost, which makes them suitable for different applications as described in Table 2.2. 

The safety is of particular importance, since large battery packs form a safety hazard due to their 

high energy content. Additionally, materials used in Li-ion cells may be highly flammable, as 

some of them even supply their own oxygen and are therefore hard to extinguish once ablaze 

[26]. If a certain temperature is reached, side reactions in the cell cause the temperature to rise 

further from within, which is called thermal runaway. For some chemistries, this runaway tem-

perature can be as low as 150 °C (LCO) [45]. It therefore has to be ensured at all times that the 

temperatures of the cells remain within the permitted range by avoiding internal (too high cur-

rents) or external (hot components) heat sources. 

The electrochemical potential between the two electrodes, referred to as the cell voltage 𝑢cell, 

depends beside on the already mentioned cathode chemistry also on the state of charge (SOC), 

current load, and, with limited effects, the temperature of the cell. If there is no external load and 
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therefore no current for an extended time, the open-circuit voltage (OCV) 𝑢OCV is a characteristic 

indicator for the SOC, as there is an increasing, non-linear trend of the voltage with the SOC, the 

so called OCV curve [40]. If the cell is discharged beyond a certain voltage value, the cutoff 

voltage 𝑢cell,min, irreversible damaging effects occur, so this must be strictly avoided [46]. Same 

applies for charging, where the end-of-charge voltage, 𝑢cell,max, must not be exceeded, as oth-

erwise harmful side reactions start to damage the cell, even up to levels where a thermal 

runaway can happen [46]. Both values are defined by the cell manufacturers and stated in the 

datasheets. To charge the battery, normally a constant current (CC) is applied, until the end-of-

charge voltage is reached. Sometimes, to increase the usable capacity, a constant voltage (CV) 

charging phase is added afterwards. This is mostly done in experiments and on cell level, where 

also CC or CC/CV discharges are performed to measure the capacity. 

Table 2.2: Different cathode materials and their properties [44], [47], [48]. 

The capacity of the cell 𝑐cell is the amount of electric charge it can deliver starting from the end-

of-charge voltage until the cutoff voltage at a certain temperature and with a certain current [49]. 

This capacity 𝑐cell is measured in ampere-hour (A h) and it depends on the size of the cell and 

its specific capacity of the used materials. The nominal capacity 𝑐nom, sometimes also referred 

to as the rated capacity, defines the capacity declared by the manufacturer of a new cell with 

defined conditions of current, temperature and voltages [50, p. F-8]. The density of the charge 

and discharge current can be expressed as the C-rate, which is the ratio between the nominal 

capacity and the time of fully charging/discharging the cell. This allows to characterize batteries 

with different sizes and to compare the obtained results [49]. Since the cell has an internal re-

sistance, there is a limit on the maximum allowed C-rate to avoid exceeding the temperature limit 

or degrade the cell too fast. The maximum allowed C-rate can be increased by reinforcing the 

internal structures of the cell like conductors and chemical composition of the active materials, 

which reduces the internal resistance – at the cost of the energy density. Because of this limit, 

there are medium powered cells available with optimized energy content and, for special use 

cases, high power cells with higher possible C-rates and lower capacity. To define the remaining 

energy content, the SOC value is used. While there is no general accepted SOC definition [26], 

a common way to describe it is the ratio of the remaining (or residual) electric charge 𝑐res and 

Type 

Nominal 

Cell 

Voltage 

Specific 

capacity 

in mAh/g 

Advantage Disadvantage Application 

LCO 3.60 V 155 
High specific energy 

and good cycle life 

Limited specific power 

and thermal stability 

Consumer electron-

ics 

LMO 3.70 V 120 

Good thermal stabil-

ity and power 

capability 

Moderate cycle life and 

lower energy density 

High power applica-

tions (power tools) 

NMC 3.65 V 160 

Specific energy, 

power, cycle life, and 

thermal stability 

Patent issues and high 

cost 

EV (BMW, VW) and 

high power applica-

tions 

LFP 3.2 V 160 
Excellent thermal 

stability and cycle life 

Lower energy and diffi-

cult state estimation 

High power applica-

tions, EV (BYD) 

NCA 3.60 V 180 
Good energy, power, 

and cycle life 

Thermal stability and 

high cost 
EV (Tesla) 
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actual capacity 𝑐act [51], as shown in Eq. (2.1). The remaining electric charge is the integrated 

current 𝑖(𝑡) subtracted from the actual capacity. 

𝑆𝑂𝐶 =
𝑐res

𝑐act
 100 % = (1 −

∫ 𝑖𝑑𝑡

𝑐act
) 100 % (2.1) 

Independent from other parameters, the cells come in different packages. Until now, mainly three 

packages are used in automotive applications: the cylindrical cell, prismatic cell, and pouch cell 

[45], as depicted in Figure 2.3. In a cylindrical cell, the stacked layers of anode, separator, and 

cathode, typically around 1 m long, are rolled up and then the roll is put in a metallic cylindrical 

enclosure. The top and bottom of the cylinder are functioning as the two connection poles. It 

makes the cell rather simple to manufacture and therefore achieves lower costs, but the energy 

density of the battery pack is not the best due to the round shape and the cooling of the cells is 

challenging [41]. The prismatic cells are also made of coiled layers, but here the winding is done 

around a flat core, so that the flat wrap can be inserted in a rectangular cuboid case. The two 

poles are normally connected internally to two contact areas on the top of the case. This is more 

challenging to manufacture and therefore increases the cell production costs. However, the pack 

manufacturing and cooling is good and the energy density can be maximized [52]. For the last 

package, the pouch cell, the layers are normally stacked, or sometimes z-folded, and then the 

stack is sealed with a foil made of a deep-drawn aluminum-polymer-compound, a so-called 

pouch foil. This again is an inexpensive method compared to the other two packages, but leaves 

the cell vulnerable for impacts or even penetrations, which is a safety concern. The cooling can 

be handled in an efficient way due to the large surface area and the energy density for the pack 

is moderate compared to the other packages, as the cells can be stacked, but have an unusable 

area around the package, where the top and bottom foils are sealed together [43]. 

 

Figure 2.3: Commercial Li-ion cells in the three common packages, adapted from [53, p. 5] 

The size of the individual cells is not directly related to the packaging. A range of miniature cells 

with a capacity of just a few mA h for hearing aids up to enormous cells of 1 kA h is possible [54]. 

Cells, which are too small for their application have the problem of a low efficiency and low en-

ergy density in a battery pack due to the multiple contacts and individual cell packaging. Battery 

packs with oversized cells, however, can be difficult to be cooled, since the cooling cannot di-

rectly reach the inside of a cell, and cell defects have more severe consequences. For a detailed 

investigation of the optimum cells size the research work of Mr. Matthias Kerler [55] is recom-

mended. 

Prismatic cell 

Cylindrical cell 

Pouch cell 
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Many of the cell parameters mentioned here are affected by tolerances [56]. Of main concern 

are the individual cell capacities and the internal resistances, since they affect the overall behav-

ior of the vehicle. The tolerances can be minimized with additional effort during manufacturing, 

but this results in higher production costs. The cell size is a factor for the tolerance consideration, 

since an increased amount of cells in a pack leads to a higher chance of bad cells. However, the 

impact of tolerances for the vehicle is worse for larger cells. A detailed analysis of these varia-

tions and their consequences is missing in current literature and therefore conducted in 

Subchapter 3.1. 

Battery Pack Configuration 

A single cell is not sufficient to supply power to the motor in vehicle applications. Firstly, the cell 

voltage 𝑢cell is insufficient to drive a car, as extremely high currents would be required to achieve 

the power in the magnitude of several kW. That is why 𝑚 cells are connected in series to in-

crease the voltage of the pack 𝑢pack, as shown in Eq. (2.2): 

𝑢pack = ∑ 𝑢cell,𝑙

𝑚

𝑙=1

 (2.2) 

Typically, voltages of around 200 V to 800 V are considered for EV where a majority of vehicles 

uses around 400 V [57]. This requires around 100 cells connected in series. Since these voltages 

are above 60 V, costly high voltage (HV) protection measures are required [58].  

Secondly, the capacity of a single cell cannot be increased to infinite. To reach the required 

capacity 𝑐parallel, 𝑛 equal cells are connected in parallel, as shown in Eq. (2.3): 

𝑐parallel = ∑ 𝑐cell,𝑗

𝑛

𝑗=1

= 𝑛 𝑐c̅ell (2.3) 

To increase both capacity and voltage, 𝑛 𝑚 cells are connected to a battery pack. There exist 

two ways of implementation, which are depicted in Figure 2.4. For the 𝑚s𝑛p-topology, 𝑚 cells 

are connected in strings, which are then connected in 𝑛 parallel connections - whereas for the 

𝑛p𝑚s-topology, 𝑛 cells are connected in parallel modules, which are then connected in 𝑚 series 

strings. Both topologies can be used with different advantages and disadvantages, but the 

𝑛p𝑚s-topology has a slightly better fault-tolerance behavior and is less costly to be implemented 

[59]. 

Beside of all the cells, a battery management system (BMS) is required in a battery pack. The 

main function is monitoring all voltages, so that no cell would be operated outside of the allowed 

range [26]. Additionally, the BMS uses a current sensor to monitor 𝑖pack to guarantee the maxi-

mum C-rate is not exceeded during charging and discharging. Temperature sensors are used to 

ensure the thermal limits are kept, control the cooling and heating system, and their values are 

communicated by the BMS to the motor control so it can limit the power in case the temperatures 

are getting close to critical. Another important aspect is the state estimation of values like the 

SOC and the communication of all the relevant parameters to the rest of the vehicle. Additional 

sensors, for example moisture, acceleration, and internal self-checkups can be integrated as 

well. In case of a critical fault, or when the vehicle is not used, two contactors are used to dis-

connect the positive and the negative HV potential of the battery from the rest of the vehicle. As 

a last resort, mainly for critical over currents, a fuse is normally integrated as well. 
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Figure 2.4: Two different battery pack topologies. (a) 𝑚s𝑛p-topology (b) 𝑛p𝑚s-topology 

Battery Aging 

A critical aspect, especially considering the high initial costs of the battery, is battery aging. The 

term summarizes different forms of degradation of active material in the cell due to irreversible 

side reactions. This effect is already extensively covered in the literature, e.g., in [60]–[62], so in 

this section only the basic principles, which are relevant for the further dissertation, shall be 

mentioned.  

Aging can be separated in two aspects: calendar aging and cycle aging. The first one describes 

aging effects over time, independent of the actual usage of the battery. It is influenced by the 

storage temperature, where a low temperature is beneficial and the SOC during the storage, 

which also should be low, but mainly on the time itself [63]. The cycle aging refers to how many 

cycles the battery has experienced and is mainly influenced by the amount for charge throughput, 

but is also sensitive to the temperature and depth of discharge (DOD) [61]. Both aging effects 

are superimposed and cause the capacity to decline and the internal resistance to increase. It 

can be expressed as the state of health (SOH), which is mostly calculated with the capacity 

reduction [49], as seen in Eq. (2.4):  

𝑆𝑂𝐻 =
𝑐act

𝑐nom
 100 % (2.4) 

Once the SOH has reached a certain decline, the battery is considered insufficient for the in-

tended application. This is because on the one hand, the vehicle specifications are then reduced 

to a level where the user would directly notice the difference, and on the other hand, there is a 

point, where the aging rate accelerates. This point is referred to as the aging knee [64]. Especially 

with the consideration of a second life use case, it is difficult to define an end of life [65], but is 

commonly considered between 70 % to 80 % [60], [64]. 
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2.1.3 Power Electronics 

To drive the motor with the energy from the EES system, a power electronic converter is required, 

which converts the DC of the battery pack to three-phased AC required by motors used for EV. 

Since the main energy flow direction through the power electronics is from DC to AC, the word 

“inverter” is widely used, while a description as “converter” is also applicable. The currently most 

common structure is the voltage source inverter (VSI) as depicted in Figure 2.5. It contains six 

active switches to generate a three-phase modified sine wave voltage with variable magnitude 

and frequency [66]. Two switches form what is known as a half bridge, which can be switched 

complementarily to apply either a positive or a negative voltage to the connected motor coil. 

     

-𝑢pack /2 

+𝑢pack /2 

𝑢pack  𝑖b  

𝑖c  

𝑖a  

EES Voltage Source Inverter Motor

0 V

 

Figure 2.5: Simplified conventional voltage source inverter 

The symbolic switches in Figure 2.5 are placeholders for active power electronic semiconductors. 

Switches for vehicle applications can be metal-oxide-semiconductor field-effect transistor 

(MOSFET) or insulated-gate bipolar transistor (IGBT), where the later one is most commonly 

used in cars due to its better ability to handle HV [67, pp. 10–14]. To create the required modified 

sine wave voltage, most commonly the switching sequence is determined by pulse width modu-

lation (PWM). There, the desired sinusoidal AC voltage waveform, also known as the reference 

voltage, is compared to a triangular carrier waveform. This method and others are explained in 

detail in Section 3.2.1. 

A common issue with this inverter is the low partial load efficiency [38], as the powertrain is 

designed to handle high peak load conditions, but vehicles are often driven in partial load condi-

tions, i.e., city traffic. This can lead to inverters rated at 97 % efficiency achieving only 80 %, 

depending on the driving cycle [68]. Additionally, electromagnetic interferences (EMI) can appear 

due to the switching of the whole voltage 𝑢pack in short times. A required dead time between half 

bridge switching brings distortion to the AC output current, which results in torque ripples. More-

over, total harmonic distortions (THD), which is caused by the PMW generation of the sine wave, 

is causing losses and higher stress for the components. To achieve a reduction of electromag-

netic interferences, THD, and pulsing current, filtering is necessary [69], [70]. One component to 

do so is the input capacitor of the inverter, which alone can amount up to 30 % of total inverter 

volume and cost, respectively [71]. A more comprehensive analysis of the common IGBT VSI 

including its efficiency and drawbacks is conducted by the complementary dissertation of Chang 

[32]. 
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2.2 Cell Balancing 

As indicated in Subchapter 1.2 and 2.1.2, the cell tolerances in both parameters, capacity and 

resistance, cause the SOC of the in series connected cells to drift apart within a few cycles. Since 

an over-(dis-)charge destroys lithium-based batteries immediately and even bears a big safety 

risk, it must be avoided at any time. The most common way to work with this issue is the imple-

mentation of a cell balancing system, which tries to equalize the energy among the cells. This 

feature is integrated in the BMS and it extends its basic functionalities explained in Section 2.1.2. 

In common literature, there is a differentiation about the way the balancing is executed. It is either 

possible by dissipating the unbalanced energy (passive balancing), or, at least partially, by shift-

ing it to other cells (active balancing) [72]. 

2.2.1 Passive Cell Balancing 

The principle of passive balancing is to remove excess energy from selected cells. This is mainly 

done by dissipating heat using resistors to radiate the energy surplus [73]. Each shunt resistor 

needs its own switch and is connected in parallel to the cell or parallel cells it is balancing. If the 

switch is on, a current is drawn from the connected cells discharging them or, if applied, limiting 

the charging current. Therefore, the resistor needs the ability to handle the heat generated by 

the current and must be dimensioned accordingly. Often the printed circuit boards (PCB) are 

equipped with thermal sensors to ensure the components are not overheating and therefore 

pausing the balancing if the temperature gets too high. As the balancing dissipates energy, this 

solution is normally only activated during charging, and then usually towards the end. This is 

because close to the end of the charging cycle, the internal resistance values are stable and 

therefore the additional expected drift is lower. The cell voltage is used to equalize them, which 

indicates the different SOC. Analog dissipative shunting works with the same principle, just that 

instead of resistors, it uses transistors [74]. It therefore is able to control the current, compared 

to the normal resistor, which is switched either on or off. 

While it is an effective way to minimize the drift in a simple and therefore cost effective way with 

a small amount of additionally required components, the balanced energy is wasted and the 

system needs to be able to dissipate the generated heat. Depending on the design, there is a 

maximum capacity spread such a system can handle. The cell with the smallest capacity/SOC 

limits the overall usable amount of energy. A defective circuit leads to the inability to balance the 

connected cells and causes the states to drift apart during cycling resulting in a decreasing usa-

ble capacity of the pack over a few cycles. 

2.2.2 Active Cell Balancing 

In contrast to passive balancing, active cell balancing uses various methods to move energy 

from cells with higher SOC to cells with a lower SOC. For this dissertation, active cell balancing 

only refers to methods, where additional circuits are connected to otherwise conventional static 

battery packs. Different to some literature, other methods, which separate the pack into modules 

and introduce additional electronics in between them, are mentioned in the following sections to 

be able to distinguish their (dis-)advantages. To move the energy for active cell balancing, it has 

to be stored temporarily. In general, two different variants are described in literature: either based 

on capacitors or on inductors/transformers [73]. Switches on each in series connected cell con-

trol, if the temporary energy storage is either charged or discharged by this cell. Since the 
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capacity of this temporary energy storage is microscopic, the switches work with high frequen-

cies. The cell voltages are used again to determine source and sink of the energy shifting. A 

central controller or individual cell management is possible [75]. There are many different circuits 

available, which are not discussed here in detail, since their principle and therefore properties 

are similar. 

Many of the active balancing methods have in common that they only can share the energy with 

the neighboring series connected cells [76]. All methods require additional hardware, in general 

one additional circuit per cell/module in series [75], which increases the cost of the battery pack. 

Since the energy is shifted, there is an additional aging for the cells due to additional charging 

and discharging. Most circuits only allow a balancing during charging and have limited balancing 

capabilities [73]. Additionally, there are always efficiency losses occurring due to the involved 

switches and capacitors/inductors [72]. Publications indicate losses of around half of the bal-

anced energy [77]. A defective circuit has the same effects on the vehicle as a malfunctioning 

passive balancing circuit. 

2.3 Voltage Decoupling of Cells or Modules 

Decoupling the voltage of the individual cells or modules from the battery pack is a subcategory 

of active balancing in many publications. However, it shall be described separately in this disser-

tation, because on the one hand, it requires a major change in the circuit of the pack, but on the 

other hand, it enables additional possibilities beyond active balancing, especially in regard of the 

overall vehicle efficiency. It has been shown that conventional powertrains have low partial load 

efficiency [68] and that such an efficiency can be increased with an adaptable DC link voltage 

[78]. Additionally, the SOC depended battery voltage results in changing vehicle performance 

depending on the SOC [79]. Because of these two effects, an SOC independent and adjustable 

DC link voltage is desirable. 

Voltage decoupling of cells or modules can achieve this and on top of that, an individual utiliza-

tion and therefore balancing is possible. It is done by equipping either each cell [80] or each 

module [81] of a battery pack with converters to decouple their voltages. This approach allows 

an adaptable load on the connected cells and additionally delivers a constant output voltage that 

can be optimized to keep the inverter in the best efficiency range for the respective driving situ-

ation. The differences of the battery parameters like voltage, SOC etc. can be in orders of several 

magnitudes, so that decoupling can be used for hybrid energy storage as well, for example the 

combination of batteries with super capacitors [82]. Also different capacities, chemistries, self-

discharge rates, states of health, and aging behavior can be combined [83], which makes this 

technology a preferred candidate for second life applications [84]. 

The technologies used for decoupling can be based on individual DC/DC converters [80], multi-

ple input DC/DC converter [85], or based on transformers [86]. For the first one, each cell or 

module is equipped with a bidirectional buck/boost converter, which can adapt the output voltage 

and therefore the drawn power independent from the actual cell/module voltage and SOC. The 

second one follows the same principle with the difference that expensive components such as 

the inductor and filter capacitor only have to be integrated once for the whole pack. The third 

option integrates a transformer for each module including an inverter and a rectifier on each side 

to provide the necessary AC for the transformer. 
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While the decoupling has many benefits especially for hybrid energy storage solutions, for the 

usage as a battery balancing and utilization measure it has to be highlighted that it introduces 

additional losses, as the conventional inverter to drive the motor is still required and the DC/DC 

solutions introduce an additional loss of around 7 % depending on the technology [84]. On top 

of that it also introduces additional costs for the EES, as the decoupling electronics must be 

dimensioned in a way that they are able to carry the maximum load of the powertrain [82]. The 

additional hardware increases the overall system complexity, which also rises the difficulty of 

control and costs [87]. In addition, it is important to mention that the defect of a single component 

leads to a total failure of the system, since the cells/modules are connected in series. Additionally, 

no literature was found that critically assesses the module size with an efficiency and cost eval-

uation. In general, it can be concluded that the decoupling approach might have benefits for the 

application in certain consumer electronics rather than in an automotive implementation. 

2.4 Reconfiguration of Cells or Modules 

In this subchapter, solutions are summarized, which enable a dynamic interconnection between 

the battery cells/modules. This means that individual elements can be connected either in series, 

parallel, or bypassed. The principle is derived from the earlier in Section 2.2.2 mentioned active 

balancing with the difference that here switches are able to alter the way the cells are connected 

to each other and not just shift energy between them [88]. It therefore allows for temporary par-

allel connections, during which the cells are balancing themselves as the voltage is equalized 

[89]. An additional function is that individual cells or modules can be deactivated and bypassed 

[90]. This increases the safety and reliability of the whole battery pack, as cell failures can be 

excluded from the pack, independent of whether it is an open-circuit or closed-circuit cell failure. 

Moreover, as a side effect, reconfigurable batteries can adapt their DC link voltages to increase 

the partial load efficiency [91]. Such an individual control enables stronger cells to be used more 

often and therefore increase the utilization [92] or at least achieve a constant balancing by par-

allelization, which drains larger and smaller cells more equally [93].  

There are multiple methods and circuits described in literature. Normally, they vary with the 

amount of switches used with more switches enabling more functionalities but also increasing 

the costs and decreasing the efficiency. For this dissertation, they are not all explained in detail, 

but representative examples are mentioned.  

Simpler solutions modularize the battery pack with the main purpose to be able to adapt the DC 

link voltage and to increase the reliability [78]. Few switches are required, which reduces the 

complexity and costs of the system, but also the possibilities are limited. The simplest approach 

to have increased flexibility on each cell is to equip all cells with an additional switch [89]. One 

additional switch is needed to bypass the parallel modules, which results in a 𝑚𝑛 + 𝑚 switch 

count, if implemented on a single cell level as proposed in the literature [89]. A lower switch count 

is possible, if several parallel cells are clustered. A balancing and utilization is challenging with 

such circuits, as the power and voltage is limited once cells are excluded. A commonly found 

circuit is to add three switches between each cell, resulting in a 3𝑚𝑛 − 3 switch count as it can 

be seen in Figure 2.6 [91]. This circuit allows a bypassing of cells and a parallelization of neigh-

boring cells when a reduced DC link voltage is beneficial.  
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Figure 2.6: Exemplary representation of a reconfigurable battery pack. Cell 1 and 2 are connected 

in parallel. Cell 3 is bypassed. Cell 4 is connected in series with Cells 1 and 2. Adapted 

from [91]. 

With four switches per cell, it is already possible to parallel series strings of cells [94]. Such a 

circuit needs 4𝑚𝑛 − 2 switches for the whole circuit. Even larger circuits with for example six 

switches per cell ensure that if a large amount of cells are skipped, the losses due to a big 

number of series connected bypassing switches are not too high [92]. It therefore is then even 

possible to design reconfigurable modules, which are placed in reconfigurable battery packs to 

ensure full freedom [93]. More complex solutions include additional passive electric components 

and therefore combine reconfiguration circuits with DC/DC converters and the active balancing 

approach mentioned in Section 2.2.2 [95], [96]. 

The main problem of the reconfiguration approach is similar with the problem of decoupling: 

Additional losses and costs are introduced into the battery, which have to be at least compen-

sated with the higher utilization and increased efficiency of the still required conventional inverter. 

A lot of the literature found also did not properly investigate the efficiency due to switch conduc-

tion losses, where some of them explicitly neglected those losses [89]. The costs are also not 

mentioned in any of the presented sources. Several circuits are proposed, but a central question, 

if the pack should be split up until cell level or how big the modules should be is not investigated. 

Bypassing of cells allows an increased reliability, but a failure of a switch still can cause the EES 

to become dysfunctional, if it is operating in a series connection. A critical aspect is also the dead 

time between the switching, which either causes a short interruption of the power delivery [78], 

or has to be buffered with a big DC link capacitor, which is costly and voluminous component 

[71]. In general it can be concluded that the reconfiguration approach is more relevant for appli-

cations with increased reliability requirements [90]. Examples are medical equipment and 

computer server infrastructure, where cost and losses of the EES are of secondary priority. 

2.5 Multilevel Inverter 

Similar to the reconfiguration methods in the previous subchapter, the multilevel inverter (ML) 

concept includes circuits in between the modules, which enable a dynamic reconfiguration to the 

extent that the load on the cells or modules can be individually controlled. The major difference 

for ML is that the reconfiguration now can be done in a highly dynamic way, which enables the 

battery to output voltages, which are almost identical to AC voltages. This feature can be used 

to drive an electric motor directly or to couple the battery to the electrical grid without the usage 

of an additional inverter. Using such method, the circuit does not introduce additional losses to 

the system. 
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An early mention of the concept appears in a patent from 1975 by cascading switched energy 

elements to produce an output with a similar shape of an AC voltage consisting of several 

stacked levels of DC voltages [97]. From there onwards, there have been multiple publications 

and patents to develop the idea further [98]. The main intended application can be found in me-

dium to high power grid applications, for example reactive power compensation [99] and flexible 

AC transmission systems [100], with a mentioning for driving electric motors as well [101]. How-

ever, the initial main purpose of multilevel inverters was more focused on their other benefits like 

the lower common mode voltage and therefore lower voltage stress on the switches, lower 𝑑𝑢/𝑑𝑡 

ratio to supply lower harmonic contents in the output voltage/current and lower electromagnetic 

interference outputs [100]. Only in more recent research outputs the ability to balance batteries 

is mentioned [102] with some even mentioning an automotive application [103]. 

There are multiple different approaches available in literature, which shall be only summarized 

in this subchapter. Several multilevel converter topologies are based on single DC sources [104], 

which are not considered for this dissertation, as they do not provide the direct ability to put 

individual loads on different modules to increase the utilization. Four different ML inverter topol-

ogies are usually the most common found in literature: the diode clamped inverter, the flying 

capacitor inverter, the modular multilevel converter, and the Cascaded H-Bridge converter. 

The diode clamped multilevel topology, also called neutral point converter, was intentionally a 

single DC source circuit to drive high voltage (10kV or above) industrial motors with less har-

monic distortions [105]. Although it is possible to use it as a multi-source topology by replacing 

the necessary capacitors with battery modules, a big amount of components is required to ena-

ble a higher number of modules, as component count rises quadratic with the amount of modules 

[106]. Therefore, this circuit is considered not suitable, if several modules are desired. A similar 

conclusion can be drawn for a second topology of ML inverter, the flying capacitor ML inverters. 

They work in a comparable way as the diode clamped ML inverter with the difference that instead 

of diodes it uses capacitors to clamp the voltage to the individual levels [107]. Here, not the 

overall amount of components is the critical factor, as the number of required parts only rises 

linear with the amount of modules, but the required capacitors make the circuit less reliable and 

more expensive [100].  

The concept of the modular multilevel converter (MMC) as an alternative can be scaled linearly 

since it only consists of a half bridge chopper module for each battery module, as it can be seen 

in Figure 2.7 [108]. Each submodule (SM) can be either bypassed or enabled, and therefore a 

flexible load can be implemented easily [109]. If both switches are open, the battery modules are 

fully disconnected from each other and therefore there is no high voltage present anywhere in 

the system. The required inductors to stabilize the circulating current [110] pose a disadvantage 

since they increase cost and volume while reducing the efficiency [111]. 

An analogous topology of the MMC is the Cascaded H-Bridge (CHB) converter, where, instead 

of the half bridge, a full H-bridge is used in each cascaded sub module as it is shown in Figure 

2.8 [69]. Full H-bridges with a unipolar behavior enable a reverse polarization on each module 

and therefore only half of the modules are required compared to a MMC with the same amount 

of levels. Therefore, to achieve an n-level output voltage, (𝑛 − 1)/2 H-bridge modules are re-

quired per phase, which results in 2𝑛 − 2 switches per phase. The inductors compared to a MMC 

are not required and the CHB topology is considered superior to MMC due to a better balancing 

possibility, component count and efficiency in low and mixed speed motors of electric vehicles 

[100], [112]–[114]. The main disadvantage of CHB mentioned in various literature is the require-

ment of isolated DC sources for each SM [106], [115]. However, this is actually beneficial to the 
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mentioned problem of battery tolerances, as it enables an individual control and balancing/utili-

zation. The various benefits of the CHB circuit compared to a conventional voltage source 

inverter are investigated in detail in the complementary thesis of Chang [32]. 
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Figure 2.7: Simplified layout of a three-phase MMC to directly drive a motor, where the number of 

submodules can be scaled, adapted from [108].  
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Figure 2.8: Simplified layout of a three-phased CHB inverter, where the number of submodules 

can be scaled  

Another interesting solution worth to be mentioned is the Modular Multilevel Battery (M2B) in-

verter, which is based on the CHB principle, but with nine instead of four switches per module 

[116]. This enables a parallelization of neighboring modules with the main intention of balancing 

and increasing the power capability [117]. However, it has to be considered that such a circuit 

almost doubles the cost of the system, which makes it more suitable for stationary applications 

with different priorities [118]. Additionally, there are various other circuits and hybrid multilevel 
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converter circuits described in literature with different main purposes [106], [119]–[122]. They 

tend to be more complex with more involved components and commonly they are customized 

for other specific applications, hence not direct applicable for automotive usages and are there-

fore not mentioned here. 

The multilevel inverter comes with specific disadvantages and uncertainties. The control of a 

high number of switches is challenging and the reliability has to be considered due to the high 

amount of components [100]. However, it can be mentioned that a bypassing of a faulty module 

is normally possible if cells are dysfunctional or even if a single switch is damaged. One by-

passed module has only a rather limited effect on the performance of the vehicle. Depending on 

the overall amount of modules in the pack and the number of bypassed modules, the peak volt-

age and therefore acceleration are reduced and the capacity and therefore range are limited as 

well, but beside of that the vehicle remains operational. In general, the multilevel inverter can be 

competitive concerning efficiency and costs compared to a conventional powertrain, as no addi-

tional inverter is required. Not adequately discussed topics in current literature are the detailed 

efficiencies in relation to the module size. More small modules would enable a better balanc-

ing/utilization compared to fewer big ones, but this also would increase the losses, as the current 

has to pass through more modules with more conduction losses. An optimization also has to 

consider the costs, as the improvement could be rising disproportional to the cost of the system. 

2.6 Discussions and Gap in the Literature 

As shown in Section 2.1.2, batteries in EV are currently not fully utilized due to their parameter 

variations and the way current packs are interconnected. They therefore have some potential for 

improvement. The magnitude of the potential and therefore the relevance is not clearly visible in 

current literature. As the previous four subchapters have shown, there are already various meth-

ods available to address this issue. However, if additional hardware is introduced in an otherwise 

conventional powertrain, it adds additional costs and losses, which are reducing the positive 

effects from the higher utilization. As the battery variations only occur in small magnitudes, such 

a solution could make the overall efficiency worse or increase the costs to the extent that it is not 

viable in a commercial EV. This subchapter shall give a brief evaluation of the mentioned avail-

able methods including a rating to select the most promising one. Subsequently, the gaps in 

literature are identified and the contribution of this dissertation to the state of knowledge is ex-

plained. 

2.6.1 Discussion on the Current State of the Art 

To select the most promising method for further investigation, a qualitative comparison of the 

attributes of all presented methods has been conducted. A quantitative comparison is not possi-

ble since the attributes found in literature are not directly comparable, and not all values of the 

different methods are known. However, a qualitative comparison is found sufficient for this re-

search, since only an indicator is required, which method should be investigated in detail. Other 

methods might deliver similar, but not significantly better results. A qualitative scoring system is 

used, where the scores range from “1” to “10” with “10” being the best given by the author based 

on the literature mentioned in the previous four subchapters. Seven attribute categories are com-

pared. The utilization potential compares the ability to access not utilized energy in the cells. The 
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intrinsic efficiency evaluates the efficiency of the circuit itself, while the system efficiency evalu-

ates the efficiency of the combined powertrain. Costs compare the monetary benefit based on 

the used components and their quantity. Reliability considers the impact, if single components 

including battery cells fail. The complexity analyzes the difficulty of control with the number of 

required control signals and requirements for alignment. The final category considers the usabil-

ity for EV, which considers how comprehensive the system alternations are necessary to 

implement the proposed method in a vehicle. All attributes are summarized and averaged for 

each method in Table 2.3. The numbers are assigned in comparison to the other methods. It 

also has to be mentioned that the comparison only holds for EV applications and could be differ-

ent for other use-cases. 

Table 2.3: Rating of the existing solutions for battery balancing and increased utilization with a 1 to 

10 score with 10 as the top score 

Table 2.3 shows that for EV applications the multilevel method achieves the highest overall score 

despite the high complexity in terms of circuit control. It is closely followed by the active balancing 

method, which allows a higher utilization with reasonable costs and low complexity, as the 

changes to current battery systems would be marginal.  

Within the multilevel inverter method, there are also several topologies available, where again 

the most relevant are compared against each other in a qualitative way. For this comparison, 

five attribute categories are compared: the ability to increase the utilization, the system efficiency, 

the capability to modularize the battery pack, the amount of components required, and a cost 

comparison based on the components and their required quantity. Identical to the qualitative 

rating of the balancing methods, a scoring system is applied with “1” being the lowest score and 

“10” being the highest. The scores are given in a comparing way based on the literature ex-

plained in Subchapter 2.5. Table 2.4 shows the comparison between the selected ML topologies 

including an average value of each topology. It can be seen that for a pure utilization optimization 

the MMC would be the best selection, as it breaks the battery pack in even smaller modules with 

the same amount of switches and similar losses. However, due to the required inductors with 

their extra losses and costs, in total the CHB topology is considered the best alternative. There 

are some additional arguments in favor of this circuit worked out in the concurrent thesis of 

Chang [32] as an inverter with improved partial load efficiency. Due to all these advantages, the 

CHB topology was selected for both dissertations as the preferred topology. 

Method 
Utilization 

potential 

Intrinsic 

efficiency 

System 

efficiency 
Costs 

Relia-

bility 

Com-

plexity 

EV     

usability 
Avg. 

Passive Balancing 1 1 5 10 7 10 10 6.3 

Active Balancing 6 8 6 7 6 7 8 6.9 

Decoupling 8 7 3 4 2 6 5 5.0 

Reconfiguration 8 7 2 3 7 2 5 4.9 

Multilevel inverter 8 10 10 8 8 2 5 7.3 
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Table 2.4: Rating of the existing multilevel inverter topologies with a 1 to 10 score (with 10 as the 

highest) 

2.6.2 Gap in the Current State of the Art 

What is not found in current literature is a quantitative investigation of the actual possible gains 

from the battery using an active battery interconnection like the CHB inverter, especially with the 

requirements for an application in automotive industry and with an economical consideration.  

To determine the actual possible gains, first, the theoretical possible gains have to be indicated 

and if they are influenced by the battery technology. Investigations of tolerances of individual 

batteries are not widely available and the few that can be found do not allow direct comparisons. 

Secondly, a definition of the most suitable control for optimized battery utilization is required. 

Several different alternatives of these control strategy can be found. Most of them focus on the 

objective to reduce the harmonic distortions or the complexity, but not to increase the utilization.  

Another missing investigation is the obtainment of the states of the individual battery modules to 

determine the individual loads that should be assigned to each module. Since the state of the 

battery pack is crucial for the functionality of an EV and other battery applications, methods for 

whole battery packs are available in literature in large variety. However, an increased accuracy 

and a much higher sampling rate is required for balancing, which can increase the complexity 

and therefore costs. Additionally, the state of each SM has to be known, which increases the 

cost of complex methods, so a suitable state estimator and its achievable accuracy is required. 

Finally, current work does not include a comprehensive and holistic analysis of the efficiency and 

costs associated with different configurations of the CHB inverter, e.g., the number of levels, 

selection of switches, etc. Hence, it is currently not possible to determine if an active battery 

connection can actually bring benefits, which in the end can be converted into cost savings that 

help to decrease the total cost of ownership of a battery electric vehicle and hence potentially 

increase the user acceptance for the benefit of the environment. 

The above-mentioned gaps in the literature lead to the derivation of the working hypotheses of 

this dissertation: With the usage of a Cascaded H-Bridge inverter for modularized batteries in an 

automotive application, there is more energy extractable with a lower total cost of ownership for 

the entire electric powertrain. 

As a summary of this chapter, it can be concluded that a CHB inverter potentially has the best 

possibility to increase the battery utilization in an EV due to parameter tolerances and therefore 

decrease the costs. To which extend and in which implementation is examined in the following 

chapters.

Topology 
Utilization 

potential 
Efficiency Modularity 

Comp. 

count 
Cost Avg. 

Diode clamped ML inverter 8 7 3 5 3 5.2 

Flying capacitor ML inverter 8 8 8 5 5 6.8 

MMC  10 8 10 5 7 8.0 

CHB converter  9 9 8 8 8 8.4 

M2B inverter 9 7 8 4 7 7.0 
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3 Methodology 

To investigate the feasibility of a CHB inverter in a battery pack of an EV, the already indicated 

open points in the research gap presented in the previous section are organized into four major 

subchapters for the methodology chapter to get a holistic, yet structured coverage. For each 

work package, results from the previous packages are incorporated as indicated in Figure 3.1 

as a part of the V-Model, which defines the order. While the actual research work of some sub-

chapters was done in parallel or in iterative steps, the description here follows this order and 

therefore in a few occasions has to anticipate results from later subchapters. Each part can be 

seen as a small own research project with a more detailed state-of-the-art part and an own meth-

odology resulting in own results, that contribute to the overall research results of this dissertation. 

Research of some subchapters was investigated together with the support of students, who con-

ducted master theses about their findings. Their contribution will be highlighted in each section. 

The four parts are starting with the problem that the magnitude of the battery tolerances is not 

clearly available in literature, especially with an overview of potential correlations with other bat-

tery parameters. So in the first part, Subchapter 3.1, the tolerances are analyzed from a larger 

selection of available data. The next challenge is to define a way, how the modules within a CHB 

inverter should be prioritized to enable a full capacity contribution of each one. This sorting is 

conceptualized in Subchapter 3.2. To conduct the sorting in an automotive operation, the states 

of the modules have to be monitored during operation to an extent, where the accuracy is dis-

tinctly higher than the actual tolerances. To make sure that such a state estimator is also 

economical feasible, Subchapter 3.3 describes the method to find the most suitable one. The 

last subchapter of the methodology, Subchapter 3.4 investigates the problem that the best struc-

ture of the CHB inverter is not known, as different configurations lead to different efficiencies, 

utilizations, and costs.  

 

Figure 3.1: Structure of Chapter 3 
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3.1 Battery Tolerance Analysis 

To describe the magnitude of the problem regarding the unused energy due to battery tolerances, 

the first subchapter investigates the actual cell variations. The cell variations are obtained from 

two sources, literature and self-collected data on battery cell variations, and a dataset was de-

veloped using both. The obtained results are then used as an input for the following work 

package to indicate the magnitude of most common variations. For that, first some general in-

troduction is given to provide an insight of the variations. In the second step, it is explained how 

to calculate and analyze the data, which gives an overview of relevant statistical methods. Then 

a pool of different sources is explained in detail including data extraction and evaluation, which 

is summarized as well. The last part presents the conclusions on the cell variations, which are 

then used in the remaining dissertation. The results of the tolerance analysis is presented in the 

Results Chapter in the corresponding Subchapter 4.1. 

3.1.1 Theory of Battery Tolerances 

Most cell parameters indicate variations, for example also the weight and volume of the cell [56]. 

This dissertation however focuses on the cell capacity and the internal resistance, since only 

these influence the pack behavior and have the capability to improve the pack performance by 

utilizing current inaccessible potential. A variation in cell capacity causes the cells with a smaller 

capacity in a series connection to limit the overall usable pack capacity. In parallel connections, 

they cause balancing currents, which may affect the aging [123]. Additionally, it has to be con-

sidered that in a series connection with an equal current but a smaller capacity for a specific cell, 

the C-rate is higher. This is one of the main influences for the aging of the cell (Section 2.1.2). 

The variation of the internal resistance, in multiple publications more accurately described with 

impedance to include the reactive behavior of the capacitance, plays an important role as well. 

It causes inhomogeneous losses, which heat up the cells differently, and therefore increases the 

aging spread and the capacity variations as well [25].  

The manufacturing process of battery cells includes several working steps, which may cause 

variations in the parameters of the cell. Initial variations are caused by the properties of the base 

materials, where the grain size distribution of the active materials, or their surface properties may 

vary [30]. In addition, process parameters, such as film thicknesses or drying times and cutting 

tolerances, electrolyte filling, and packaging variations contribute to further divergence of param-

eters [30]. The next step, the initial charging, where the initial solid electrolyte interphase (SEI) 

is formed, also adds more variation [124] due to electrical equipment tolerances. After manufac-

turing, varying shipping or storage conditions may further influence the variation [24]. During 

manufacturing of the battery pack, cells from different batches might be mixed [24], even though 

this is tried to be minimized with cell matching, where cells with similar properties are grouped 

together [125]. When the cells are connected together, tolerances in the contact resistances of 

the connections add to the resistance variations [126]. 

Beyond the initial variations, during usage there are additional influences that may further in-

crease the overall variations. Ineffective cooling strategies may cause inhomogeneous thermal 

distributions and therefore a diverging aging rate [127]. External heat sources in the proximity of 

the pack may cause similar effects [128]. Another majorly influencing factor on the pack utiliza-

tion is the unequal aging due to intrinsic variation of aging rates [129]. Yet another concern is the 

idea of self-propagation of the variations, where cells experience unequal loads and therefore 

some cells age faster [57]. While there is a scientific debate if variations in parallel connection is 
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causing the initial variations to directly increase [123], [130] or decrease [131], [132], it has been 

shown, that the overall spread of variations of the cells in a pack is in general increasing over 

the time [30]. 

The direct effect of the cell capacity variations is an overall reduction of the usable capacity for 

the whole pack. The capacity of a pack without active interconnections or active balancing for 

the cells in series connection can be calculated with Eq. (3.1) [26]:  

𝑐pack = min
𝑙=1,2,..,𝑚

(𝑆𝑂𝐶parallel,𝑙𝑐parallel,𝑙)

+ min
𝑙=1,2,..,𝑚

((1 − 𝑆𝑂𝐶parallel,𝑙)𝑐parallel,𝑙) 
(3.1) 

It is shown with Eq. (3.1) that the capacity of the whole battery pack is equal or even smaller 

than that of the smallest parallel capacity. Therefore, the parallel capacities should be as similar 

as possible and the SOC should be equalized to ensure the highest possible utilization in a static 

battery pack/module interconnection. 

3.1.2 Parameters to Analyze the Tolerance Data 

To analyze the variations, the first parameter of interest is the mean value 𝜇𝑥, which can be 

calculated with Eq. (3.2): 

𝜇𝑥 =
1

𝑁
∑ 𝑥𝑜

𝑁

𝑜=1

, (3.2) 

where 𝑥 can be either the capacity or the internal resistance/impedance, 𝑁 is the population size 

(sample size), and 𝑜 is the sample number. By using the Kolmogorov-Smirnov test (KS-test) 

[133, pp. 161–168], it can be shown that not all entries in the dataset follow a normal distribution, 

even though most publications assume this [25], [134], [135]. However, for the comparability, the 

results for normal distributions are given for the whole dataset independent from the result of the 

KS-test. 

With the mean defined, the standard deviation 𝜎𝑥 can be calculated, which is a representative 

value to describe the spread and is calculated with Eq. (3.3): 

𝜎𝑥 = √
1

𝑁 − 1
∑(𝑥𝑜 − 𝜇𝑥)2

𝑁

𝑜=1

  (3.3) 

To bring the standard deviation in relation with the mean, the relative coefficient of variation is 

defined as 𝐶𝑉𝑥 = 𝜎𝑥/𝜇𝑥 in % [24].  

Another factor to evaluate the magnitude of the variations is the maximum range, which is shown 

in Eq. (3.4): 

∆𝑥minmax = max
𝑜=1,2,..,𝑁

(𝑥𝑜) − min
𝑜=1,2,..,𝑁

(𝑥𝑜) (3.4) 

While in general a maximum range can be heavily influenced by outliners, in the case of batteries, 

a pre-selection by the manufacturer is assumed and the value indicates the quality of this pro-

cess. It also indicates a worst-case scenario. To bring it in relation to the size of the cell, the 

spread ratio 𝑠𝑝𝑥 = ∆𝑥minmax/𝜇𝑥 in % is used as the relative maximum range. 
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The maximum usable potential considers the fact that the smallest capacity in a series connec-

tion limits the maximum usable capacity. It is therefore a measure specifically for the problem of 

this dissertation. It calculates the maximum potential gain of the capacity that is possible if all 

cells are used to their full potential compared to the capacity in a series connection with the 

smallest cell limiting, as shown in Eq. (3.5): 

𝑝c = (
𝜇c

min
𝑜=1,2,..,𝑁

(𝑐𝑜)
− 1) 100%  (3.5) 

Yet another method to describe the variations is the state of inhomogeneity (SOI) introduced by 

Campestrini et al. [135], as shown in Eq. (3.6): 

𝑆𝑂𝐼𝑥 =
∆𝑥minmax

max
𝑜=1,2,..,𝑁

(𝑥𝑜)
=

max
𝑜=1,2,..,𝑁

(𝑥𝑜) − min
𝑜=1,2,..,𝑁

(𝑥𝑜)

max
𝑜=1,2,..,𝑁

(𝑥𝑜)
 (3.6) 

For some data sets, the distribution does not follow a normal distribution. This indicates irregu-

larities during the production, which causes the probability not to follow the normal distribution 

anymore. In that case, factors can be calculated to describe the shape of the distribution in a 

better way. One way can be an asymmetric shift around the mean value in the histogram, which 

is described by the skewness, as indicated by Chang et al. [31]. It can be calculated by Eq. (3.7) 

with the expected value 𝐸 [25]: 

𝑠𝑥 =
𝐸(𝑥𝑜 − 𝜇𝑥)3

𝜎𝑥
3  (3.7) 

If 𝑠𝑥 < 0 , the distribution is left-skewed, which means that the data is more spread to the left, for 

𝑠𝑥 > 0, the distribution is right-skewed, and for 𝑠𝑥 = 0 it is a symmetrical distribution like the nor-

mal distribution. A right-skewed distribution for example can be explained with a manufacturer 

preselection of cells to ensure a minimum value of a parameter. A left-skewed distribution for 

example may indicate some cells aging much faster than the average. 

In a similar way, the kurtosis of a distribution is used to describe its tail extremity with a diver-

gence in how likely a value is found within the standard deviation, as shown in Eq. (3.8): 

𝑘𝑥 =
𝐸(𝑥𝑜 − 𝜇𝑥)4

𝜎𝑥
4  (3.8) 

If 𝑘𝑥 < 3, there are less extreme values expected, 𝑘𝑥 > 3 stands for more extreme values, and 

𝑘𝑥 = 3 indicates a normal distribution. A kurtosis smaller than three indicates for example a pre-

selection during manufacturing of the cells with a removal of both higher and lower outliers, while 

a kurtosis larger than three may be explained with unusual outliers, both better and worse than 

the average.  

3.1.3 Collection of Battery Tolerance Data 

The data presented here comes from two different origins: one is information found in various 

scientific publications and the other part is self-gathered from various research projects the au-

thor has been involved. Only larger sample sizes with more than 40 samples for new cells and 

at least 10 samples for aged cells were considered due to their less frequent availability. It should 
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be mentioned that individual cell data or statistical evaluation of the variations is not readily avail-

able in most of the literature. However, they are presented in terms of bar plots where it is 

possible to retrieve the variation values. Whenever this approach was used, the information in 

this dissertation is marked accordingly to differentiate between direct available data and ex-

tracted information. It also has to be mentioned that for both capacity and resistance/impedance, 

different methods of data acquisition exist. The methods are explained here to the extent what 

is mentioned in the literature, but the values are still directly compared in the overview due to the 

lack of more existing data. If several methods are used in one publication, the most similar ones 

compared to the other publications are selected. 

Data in Literature 

The oldest usable data found was published by Dubarry et al. [23] in 2008, where 100 new 

cylindrical cells in the nowadays uncommon “AAA” format (10440 according to currently common 

notation) with a nominal capacity of 0.3 A h were analyzed. The selected chemistry of the com-

mercial cells is LCO, and only capacity test data is available. The for this dissertation used data 

is based on 0.2 C discharge rate with a 100 % DOD after a CC/CV charge with 0.5 C charge rate 

followed by CV until 0.005 C charge rate is reached. Accumulated test data indicates that three 

cells were not used for the capacity tests. 

In 2012, Paul et al. [134] conducted an extensive analysis of 20,000 cylindrical LFP cells with a 

nominal capacity of 4.4 A h. No further information is given about the cells or how the tests were 

conducted, but capacity and internal resistance values are stated. Since no raw data can be 

accessed, only the values stated in the publication can be used. 

The first comparison of new and aged cells was performed by Baumhoefer et al. [30] in 2013. 

They therefore acquired 48 cylindrical Sanyo/Panasonic UR18650E cells with NMC chemistry 

and a nominal capacity of 2.05 A h. The capacity tests were conducted with a CC/CV charge 

with a constant current of 2 A until 4.1 V (80 % SOC) and then a constant voltage until the charg-

ing current was less than 40 mA h. The following discharge was conducted with constant 2 A 

until 3 V (20 % SOC). The cycling and therefore aging of the cells was performed with 30 min 

discharging to 3.5 V and 30 min charging to 3.9 V, both with a current of 4 A. Within around 1000 

cycles, the EOL was reached, which is defined as 84 % in this publication. This data point is used 

as the aged data for this dissertation, while the cycling was continued until around 1600 cycles 

down to an SOH of 60 %. Resistance and impedance was measured, but is not present in the 

publication in a usable form. 

A different packaging was firstly tested by Rothgang et al. [136] in 2014 with 700 new prismatic 

automotive NMC cells of 5 A h nominal capacity. Capacity tests were performed with a defined 

DOD of 4.1 V until 2.7 V with different C-rates, where 1 C data was taken for the data set. Internal 

resistances where tested with a single pulsed current of 4 C with different durations, where the 

data from 10 s was used to calculate the DC equivalent internal resistance. Even though the 

cells were delivered as one charge, clearly two different batches with different performance can 

be distinguished from the data. Twenty cells seem to be excluded from the analysis, as they do 

not appear in the histograms. 

Another data set from 2015 was generated by Keil et al. [60], where two clusters of identical new 

cylindrical NCA Panasonic NCR18650PD cells of 2.8 A h nominal capacity got evaluated regard-

ing their capacity and AC resistance at 1 kHz. The first cluster of 105 cells was charged with 1 A 

until 4.2 V and then discharged until 2.75 V with 2.75 A. The second cluster of 175 cells was 
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charged in the same way, but discharged with 3 A until 2.5 V, which explains the difference be-

tween the two clusters. In total three cells were excluded from the tests. 

Also in 2015, an extensive data set including real aged cells was generated by Schuster et al. 

[25] with three batches of IHR18650A cylindrical NMC cells produced by E-One Moli Energy 

Corp. The three batches of batteries with a nominal capacity of 1.95 A h are either new (484 

units), or from two different vehicles (954 units each). One of the aged batches is used for ap-

proximately 123 cycles/21,000 km and the other one for 174 cycles/27,000 km. Capacity is 

measured by a CC charge with 0.5 C until 4.2 V followed by a CV charge until the current is less 

than 0.1 C. CC/CV discharge is conducted with 1 C until 3 V is reached and again continued until 

a current less than 0.05 C terminated the test. A proper impedance spectroscopy is carried out 

at an SOC of 50 %, where the real part of the impedance at zero crossing is used for this work 

as the DC equivalent internal resistance. Similar to the earlier datasets it was noticeable that in 

total five cells were excluded for the measurements. 

The cells from a Tesla vehicle, the cylindrical NCA Panasonic NCR18650B cells, were analyzed 

by Devie et al. [124] in 2016. The nominal capacity of the 100 cells was 3.35 A h and they were 

assessed during a CC/CV charge cycle (0.5 C until 4.2 V and then until 65 mA) and a discharge 

with 0.5 C until 2.5 V. The resistance is calculated by a voltage drop, and three cells were ex-

cluded in the results. 

A big sample size of 5473 prismatic NMC Swing 5300 cells from Boston-power (BPI) was gath-

ered by An et al. [137] in 2016. With a nominal capacity of 5.3 A h the cells were cycled with a 

CC/CV charge until 4.2 V with 0.3 C and then until 0.02 A and CC discharged with 0.2 C until 

2.5 V to get the real capacities. The resistance is only tested for some cells and is therefore not 

included in this dissertation. 

Same cell type as for Keil was tested by Campestrini et al. [135] in 2016. They looked into 250 

units and conducted capacity tests with CC/CV charge and discharge with a charge of 0.7 A until 

4.2 V and then until 0.1 A and a discharge with 3 A until 2.5 V and then again until 0.1 A. AC 

resistance at 1 kHz was measured at 50 % SOC. 

In 2017, Rumpf et al. [24] acquired two batches of in total 1100 Sony US26650FTC1 cylindrical 

LFP cells with a nominal capacity of 3 A h. They also followed the CC/CV charging approach 

with 1 C until 3.6 V and then until 100 mA. For discharge, they did several different measure-

ments, where for this dissertation the CC capacity was selected with 1 C until 2 V. Also for the 

impedance, they collected several data sets, where for this work the 10 s DC pulse resistance 

was selected. Three cells were not included in the results. 

The only pouch cell variation data found in literature comes from Barreras et al. [138] in 2017. 

Their 208 NMC Kokam SLPB 120216216 cells with a nominal capacity of 53 A h are also among 

the largest. Their capacity was tested with a CC/CV charge with 1 C until 4.05 V and then until 

0.05 C. Discharge was conducted with 1 C CC until 2.7 V. DC resistance is estimated by a 10 s 

1 C current pulse. 

Baumann et al. [29] were able to compare two different cell types in 2017. One batch consisted 

of 164 new cylindrical NMC Panasonic NCR18650PF cells with 2.9 A h nominal capacity and the 

other one consisted of 192 aged (from a BEV with 30,000 km) prismatic LMO GS Yuasa LEV50 

cells with 50 A h nominal capacity. The real capacities are measured by a CC/CV charge with 

1 C until 4.2 V and then until 0.05 A followed by a CC/CV discharge until 2.5 V and then until 

0.05 A again. DC resistance is calculated by a 2 s 1 C current pulse. This publication sorted out 

nine cells for their final results. 
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The publication from Devie et al. [139] from 2018 is one of the few sources, where an aging of 

the same cell batch is conducted. Here, 51 new LG ICR18650 C2 NMC cells in a cylindrical 

packaging and a nominal capacity of 2.8 A h are tested, and then 15 cells are aged with 1000 

1.5 C cycles and tested again. Their test methods for the capacity was a discharge down to 3.0 V 

with 0.5 C after a charge until 4.3 V with 0.5 C. The DC resistance was calculated after a 0.2 C 

pulse discharge measuring the voltage drop. Two cells were excluded from the initial 51 cells. 

The latest analysis found was conducted by Lin et al. [140] in 2018. For that, they acquired 64 

new cylindrical IFR26650P cells with LFP chemistry. The experimental setup is not described, 

but two batches are visible from the test data. 

Data from Experiments 

The first data set was gathered while working on the prototype of an electric taxi for tropical 

megacities called EVA in 2012 [141]. To build up the battery pack, 368 new Dow Kokam Model 

F900-0002 pouch cells with NMC chemistry were tested for matching purpose. Their nominal 

capacity was 60 A h and the real capacity was tested with 1 C discharges according to the 

datasheet. Eight cells were sorted out due to unfitting behavior. No resistance tests were rec-

orded. After the completion of the vehicle it was identified that one cell had a much higher self-

discharge rate, which limited the usability of the whole pack significantly and initiated the idea of 

the research for this dissertation. 

Another analysis was conducted in 2018, where 74 new cylindrical Panasonic NCR18650PF 

NMC cells with a nominal capacity of 2.9 A h were tested. The results were partly published by 

Chang et al. [31], where the author of this dissertation also co-authored. Testing methods were 

the same as in [29]. The cells were unused at the time, but already had a calendar age of three 

years. In total, 24 cells were excluded due to outlier behavior seemingly from another batch. 

The latest data comes directly from the manufacturer Melasta for their LCO SLPBB042126HD 

pouch cells with a nominal capacity of 6.6 A h. The test configurations are unknown, but for the 

delivery of 367 cells, a clear indication of each cells capacity and internal resistance was included 

in the delivery for pack matching purpose. 

Contact Resistance 

Brand et al. [126] conducted experiments to describe the variations and magnitudes in contact 

resistances. They therefore analyzed spot welding, ultrasonic welding, laser welding, press con-

tacting, and soldering. A distribution of values is clearly visible. The results can be superimposed 

twice on the variations of the internal cell resistances for the two poles. 

3.1.4 Summary of Battery Tolerances 

A summary of the relevant results from the analysis of all available capacity data sets is given in 

Table 3.1. The numbers in bold font are derived from extracted histogram data in literature. Dif-

ferent batches are noted separately. In Table 3.2, the same is done for the available results of 

internal resistance or impedance values and, with a separation, the different contact resistance 

values are added as well. 
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As a conclusion, in this subchapter, an extensive as possible dataset of different battery cell 

variations is collected. For that, first some theoretical aspects are considered about what is caus-

ing the variations and how to analyze them. Afterwards, the different data is presented, first as 

a description of the sources and then as detailed summarizing tables. The results of this method 

deliver an input, which additional capacities theoretically can be extracted with an active inter-

connection depending on the battery pack configuration. This finding is used to evaluate the CHB 

inverter efficiency on making this additional capacity accessible. 

Table 3.1: Summary of cell capacity variations and statistical results (C: Cylindrical, P: Prismatic, 

Po: Pouch, N: New, A: Aged, Bold: derived from histogram data). 

Author Yr Chem 
Pack

/Age 

𝑐nom 

in A h 

𝜇c     

in A h 

𝜎c     

in A h 

𝐶𝑉c    

in % 

𝑆𝑂𝐼c 

in % 

𝑝c  

in % 
𝑠c 𝑘c 

Dubarry [23] ‘08 NMC C/N 0.3 0.299 0.004 1.48 7.73 4.27 -0.26 2.95 

Paul [134] ‘12 LFP C/N 4.4 4.564 0.059 1.31 - - - - 

EVA ‘12 NMC Po/N 60 58.97 0.665 1.13 10.78 2.97 1.25 12.9 

Baumhoefer 

[30] 
‘13 NMC C/N 2.05 1.850 0.005 0.25 1.06 0.52 0.38 2.56 

Baumhoefer 

[30] 
‘13 NMC C/A 2.05 1.550 0.028 1.81 7.32 4.56 -0.18 2.07 

Rothgang [136] ‘14 NMC P/N 5 5.060 0.119 2.42 8.66 5.65 -0.45 1.66 

Keil [60] ‘14 NCA C/N 2.8 2.678 0.014 0.52 2.56 1.25 0.39 2.98 

Keil [60] ‘14 NCA C/N 2.8 2.775 0.014 0.50 2.49 1.47 0.00 2.94 

Schuster [25] ‘15 NCA C/N 1.95 1.970 0.016 0.80 4.43 2.42 0.18 2.86 

Schuster [25] ‘15 NCA C/A 1.95 1.910 0.043 2.25 10.97 8.31 -0.17 2.24 

Schuster [25] ‘15 NCA C/A 1.95 1.850 0.029 1.57 9.67 6.85 -0.58 3.97 

Devie [124] ‘16 NCA C/N 3.35 3.177 0.025 0.80 2.80 1.52 0.02 2.36 

An [137] ‘16 NCA P/N 5.3 5.410 0.061 1.12 5.70 2.27 0.95 3.52 

Campestrini 

[135] 
‘16 NCA C/N 2.8 2.880 0.005 0.16 0.84 0.27 0.03 2.59 

Rumpf [24] ‘17 LFP C/N 3.0 2.911 0.012 0.41 1.96 0.96 -0.14 2.56 

Rumpf [24] ‘17 LFP C/N 3.0 2.914 0.014 0.48 2.69 1.44 -0.13 2.85 

Barreras [138] ‘17 NMC Po/N 53 51.79 0.18 0.35 1.68 0.65 0.24 2.41 

Baumann [29] ‘17 NMC C/N 2.9 2.879 0.010 0.35 1.72 0.85 0.12 2.74 

Baumann [29] ‘17 LMO P/A 50 46.07 0.506 1.10 4.56 1.39 0.92 3.47 

Devie [139] ‘18 NMC C/N 2.8 2.842 0.009 0.30 1.36 - - - 

Devie [139] ‘18 NMC C/A 2.8 1.862 0.052 2.80 8.35 - - - 

Chang [31] ‘18 NMC C/N 2.9 2.913 0.007 0.25 1.23 0.65 0.25 2.85 

Lin [140] ‘18 LFP C/N 2.3 2.072 0.139 6.69 17.39 9.85 0.55 2.01 

Melasta ‘19 - Po/N 6.6 7.028 0.039 0.56 2.87 2.17 -1.53 5.37 
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Table 3.2: Summary of cell resistance variations and statistical results (C: Cylindrical, P: Prismatic, 

Po: Pouch, N: New, A: Aged, Bold: derived from histogram data). Separated: contact 

resistances. 

3.2 Control Strategy 

The second subchapter investigates which strategies should be used to control the CHB inverter. 

Since this circuit works as the motor driver, the normal motor control has to be modified so that 

individual loads on the cells or modules are possible without inflicting the operation of the motor 

and therefore the driving behavior of the vehicle. A single motor configuration is assumed. A 

multiple motor configuration would be possible as well, but would require further hardware and 

therefore results in an increased complexity of the control strategy, as discussed in Section 5.2.3. 

Author Year Chem 
Pack/ 

Age 

𝜇r          

in mΩ 

𝜎r         

in mΩ 

𝐶𝑉r     

in % 

𝑆𝑂𝐼r    

in % 
𝑠r 𝑘r 

Paul [134] ‘12 LFP C/N 5.03 0.29 5.77 - - - 

Rothgang [136] ‘14 NMC P/N 3 0.086 2.90 14.06 0.15 3.06 

Keil [60] ‘14 NCA C/N 22.5 0.3 1.30 6.83 0.79 4.22 

Keil [60] ‘14 NCA C/N 21 0.2 1.00 3.78 0.52 3.48 

Schuster [25] ‘15 NCA C/N 71.15 1.474 1.94 16.12 0.60 5.89 

Schuster [25] ‘15 NCA C/A 74.08 1.983 2.56 20.63 0.63 5.35 

Schuster [25] ‘15 NCA C/A 78.64 2.601 3.19 23.98 0.74 4.33 

Devie [124] ‘16 NCA C/N 59.6 1.758 2.95 16.44 1.52 6.51 

Campestrini [135] ‘16 NCA C/N 21.67 0.155 0.72 3.43 -0.18 2.50 

Rumpf [24] ‘17 LFP C/N 28.49 0.407 1.43 7.13 -0.17 2.65 

Rumpf [24] ‘17 LFP C/N 28.74 0.352 1.23 5.94 0.09 2.39 

Barreras [138] ‘17 NMC Po/N 1.64 0.08 4.88 26.83 0.05 2.33 

Baumann [29] ‘17 NMC C/N 36.04 0.312 0.92 4.5 0.16 3.04 

Baumann [29] ‘17 LMO P/A 1.01 0.045 4.40 20.36 0.14 2.99 

Devie [139] ‘18 NMC C/N 73.2 2.625 3.60 15.64 - - 

Devie [139] ‘18 NMC C/A 112.5 5.625 5.00 14.27 - - 

Chang [31] ‘18 NMC C/N 39.96 10.34 25.9 67.12 2.40 10.8 

Lin [140] ‘18 LFP C/N 24.97 5.730 22.9 52.63 0.69 2.36 

Melasta ‘19 - Po/N 1.26 0.039 3.15 17.99 -0.11 2.69 

Brand [126] ‘17 Spot welding 0.355 0.059 16.76 - - - 

Brand [126] ‘17 Ultrasonic welding 0.471 0.164 34.88 - - - 

Brand [126] ‘17 Laser welding 0.281 0.040 14.33 - - - 

Brand [126] ‘17 Press contact 0.284 0.048 16.93 - - - 

Brand [126] ‘17 Soldering 0.195 0.054 27.80 - - - 
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Firstly, the theory behind the control of a conventional and a CHB inverter is explained. Then the 

possible adjustments to shift the individual loads during charging and discharging are examined. 

The two most promising balancing approaches are compared and a preferred concept is se-

lected, which is implemented as a simulation and used for the remaining dissertation. 

The described approach was developed with the support of Kakrinska [142], who contributed to 

the implementation of the methodology. It is assumed in this subchapter that the status of the 

imbalance is known exactly at any time. The method to acquire this value and the actual accu-

racy are explained in the following Subchapter 3.3. 

3.2.1 Theory of General Inverter Control 

As mentioned in Section 2.1.3, for both VSI and CHB inverter the main task is to drive the motor 

by supplying the required three-phase AC voltage. An overview of the inverter control structure 

is given in Figure 3.2, where the white blocks indicate the conventional functionality of an inverter 

control and the gray blocks represent the additional required functions for the active battery uti-

lization with a CHB inverter. An overall supervisory controller converts the present driving 

demands like speed and torque demand under consideration of the current motor feedback 

(mainly the pole positions) into the commanded voltages 𝑢as
∗ , 𝑢bs

∗ , and 𝑢cs
∗ , also called the refer-

ence voltages [143]. These commanded voltages have to be modulated into transistor controlling 

signals in a way that the inverter output corresponds to the desired phase voltages 𝑢as, 𝑢bs, and 

𝑢cs with the proportional amplitude and equal frequency. The closer the sinusoidal shape is 

matched for the phase voltages, the lower are the harmonic losses and the higher is the effi-

ciency that can be achieved. The three commanded voltages have the same amplitude and 

frequency, but they are shifted by a phase angle of 2𝜋/3. The frequency is hereby determined 

by the motor speed and the amplitude regulates the requested torque. The generation and con-

trol of the commanded voltages 𝑢as
∗ , 𝑢bs

∗ , and 𝑢cs
∗  are determined by the upper-level motor control 

algorithm and this algorithm has no influence on the battery utilization, which is why it is not 

further investigated for this dissertation. A basic introduction can be found for example in [66]. 

Figure 3.2: Inverter control structure. Gray blocks represent the required add-ons and modifica-

tions to enable increased battery utilization with CHB inverter. 
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For the modulation of the reference voltages, the PWM method is the most common method and 

is implemented with different variants. Because of this, it is solely considered in this dissertation. 

In general, PWM is a modulation technique, which encodes the amplitude of an analog signal 

into discrete chopped digital pulses. The PWM switching frequency is invariable and therefore 

the period of the modulated signal has a fixed duration. During one period, the signal is in the 

high state for a variable time. The ratio between high and low state duration is called the duty-

cycle, which also represents on average the ratio the analogue signal amplitude is reduced from 

its maximum value. To modulate a sinusoidal phase voltage, the PWM switching frequency has 

to be much higher than the modulated frequency to avoid distortions. However, due to switching 

losses for each cycle, it also should not be set too high. Typical PWM switching frequency are in 

the range of 1 kHz to 20 kHz [67]. 

Common ways to generate a PWM signal for VSI and ML inverter are space vector modulation 

(SVM), or carrier-based PWM generation [144]. A third one, the hysteresis PWM (bang-bang 

PWM) can be found in some older publications as well [145]: 

1. SVM is a powerful modulation scheme, where the switching states are represented 

by space vectors. They can be indicated in a space vector diagram in a hexagonal 

shape, as indicated in Figure 3.3a). Eight vectors represent the eight different pos-

sible switch pattern combinations. Each of the six active vectors make up a spoke 

of the diagram and the two inactive vectors, where all switches are either on or off, 

are plotted as null vectors in the center of the diagram. The desired output voltage 

vector 𝑢ref is also based in the center and is sampled with the rotation frequency 

around it. Its concurrent location within the diagram and therefore the position in 

relation to the active vectors determines the switching time of each switch. SVM 

can be adapted for ML inverter control by adding the respective additional possible 

switch states caused by the additional switches in the state diagram, while the 

method remains the same [146].  

2. Carrier-based PWM works with the comparison of the intended reference sinus 

wave with a carrier wave, as shown in Figure 3.3b). If the reference wave is higher 

than the carrier wave, the corresponding switch is in a conducting state and vice 

versa. The carrier signal hereby is best to be selected in a triangular shape [147] 

and its period defines the switching frequency. Carrier-based PWM in a ML inverter 

can be realized by various ways of introducing multiple carriers, so that the levels 

can be controlled in an aligned way.  

3. A hysteresis PWM is based on the scheme where the output is allowed to oscillate 

between the upper and lower limit of the reference, as represented in Figure 3.3c). 

Its use case in ML inverter is limited due to the missing alignment of the SM. 

Figure 3.3: Simplified representation of PWM generation methods for s single half bridge, in detail 

a) SVM PWM, b) carrier-based PWM, and c) hysteresis PWM. 
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For the control of the active interconnection in this dissertation, the carrier-based solution is se-

lected. The main reason for that is its common usage for CHB inverters due to simpler design 

considerations [100], which enables easier modifications for balancing and utilization. This is 

especially the case with an increased number of output levels [148], even though SVM are re-

ported to be more efficient in avoiding harmonic distortions, as the signal can be optimized [145]. 

However, SVM based modulations can be transformed into carrier-based PWM, which enables 

carrier-based solutions to achieve the same advantages [149]. 

3.2.2 Theory of CHB Inverter Control 

For controlling a ML inverter like a CHB inverter with a carrier-based PWM, each submodule 

must get its individual control signal. In this case, with a carrier-based approach selected, a multi-

carrier wave comparison is required. In general, there are two possible carrier-based PWM meth-

ods commonly mentioned in the literature for ML inverters: phase disposition PWM (PDPWM) 

and phase-shifted carrier PWM (PSCPWM) [150], as shown simplified in Figure 3.4. For both 

methods, it has to be considered that the base structure of a CHB inverter, the H-bridge, has in 

total four usable switch configurations: the two bypassing configurations, and either a positive or 

negative module voltage connection. It therefore needs two separate PWM signals, one for each 

polarity. 

Figure 3.4: Simplified ML inverter PWM methods for a single phase and three submodules with 

reduced carrier frequency. (a) Phase disposition (b) Phase shift 

Phase disposition PWM, originally developed by Carrara et al. [151] in 1992 and depicted in 

Figure 3.4a), is based on the principle that for each SM there are two triangular carriers with the 

same frequency, one for the positive and one for the negative polarity. The switching frequency 

of the carriers has to be significantly higher than depicted in the simplified figure. The amplitude 

of each carrier is the available voltage of the SM. The carriers are stacked on top of each other, 

the positive on the upper half of the reference wave and the negative on the lower half. Three 
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sinusoidal references, one for each phase and with their respective phase shifts, are then com-

pared with the individual carriers to determine the individual switch states.  

Three alternatives are commonly mentioned:  

1. in phase disposition (IPD), where all carriers are in the same phase and which is 

shown in Figure 3.4a); 

2. phase opposition disposition (POD), where the negative carriers are inverse com-

pared to the positive ones; 

3. and alternative phase opposition disposition (APOD), where each carrier is inverse 

from its adjacent carriers. 

Based on their similarity and the suggested superiority of the IPD due to its better harmonic 

performance [152], only this scheme is considered for this dissertation. The major disadvantage 

of phase disposition PWM is that it introduces a substantial additional imbalance between the 

modules, because the average duty cycles of the different SM PWM during one period of the 

reference wave are disparate and depend on the location within the stack. As visible in Figure 

3.4a), in this example SM 1 sees permanently a much higher load compared to SM 2 and SM 3 

sees an even further reduced load. 

Due to this big disadvantage of phase disposition PWM, the alternative scheme phase-shifted 

carrier PWM was introduced especially for the use case of CHB [153], which is shown in Figure 

3.4b). To allow an identical load on the SM, but to avoid simultaneous change of their output 

voltage causing high THD, each carrier is phase shifted by 180° divided by the number of SM in 

each cascaded inverter phase leg. To control the negative switching state of the H-bridges, an 

inverse duplication of either the carriers or the reference has to be added with the latter one 

depicted in the example figure. The amplitudes of the carriers are all the SM voltages combined. 

Phase-shifted carrier PWM has no more intrinsic own unbalance of the SM, however, an in-

creased THD can be noticed [154]. 

3.2.3 Balancing Principle 

To achieve an equal utilization, the first step is to determine the state that should be equalized. 

There are two different unbalancing effects. First, due to tolerances, the cells have differentiating 

capacities and therefore can hold different amount of charges. Second and caused by the toler-

ances, but also additionally caused by other intrinsic and extrinsic differences between cells, 

their currently held charge differs due to drift in states over time. Both effects are causing a 

considerable amount of charge to remain unused in series connected cells when the first one 

reaches the cut-off-voltage and there is unused capacity left after the first series cell is fully 

charged as well. This leads to the conclusion that the charge should be the state of interest for 

optimized utilization. However, as it will be discussed in detail in Subchapter 3.3, the charge and 

remaining charge capacity are hard to determine. Furthermore, an equal charge level during 

charging would still result in unused capacity. To solve that, both the remaining charge and the 

overall usable capacity needs to be known. Two factors with two inaccuracies make the estima-

tion even harder to achieve. 

However, as by definition, an SOC of 0 % equals an available charge of 0 A h and an SOC of 

100 % equals a maximum charged battery. So the SOC can be used as a single balancing cri-

terion. An example case is shown in Figure 3.5, where initially SOC and remaining charges are 

different for four series cascaded SM of a phase in a CHB inverter. During discharge, until the 
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time 𝑡1, the SOC are equalized. However, due to varying capacities of the SM, the available 

amount of charge is still not equalized and SM 4 would still limit the usable amount of energy 

from the pack. Nevertheless, if the SOC are kept aligned during the remaining discharge until 𝑡2, 

the charge amounts are equalizing themselves and therefore the four SM reach the empty state 

at the same time, being all fully depleted. It only has to be ensured that 𝑡1 < 𝑡2. The same prin-

ciple applies for charging, which enables a full utilization of all capacities of the modules at any 

time. The real value of the SOC is not required, as long as a ranking between the SM SOC can 

be stated and an update on this ranking is conducted with a high enough frequency.  

Figure 3.5: SOC balancing principle: a) SOC and b) remaining charge 𝑄 for a full discharge, 

adapted from [155] 

3.2.4 Control Approach 

With the knowledge about the states, which is explained in the following subchapter, firstly a 

sorting has to be conducted. This sorting is defined in a priority list, in which the states are ranked 

according to which SM have a higher SOC than the others. For charging, the priority list is re-

versed. This balancing information is then used to manipulate the PWM generation. There are 

two necessary balancing mechanisms required for a CHB inverter: The SM within each phase 

and the three phases between each other have to be balanced. 

Intra-phase Balancing 

Both of the two mentioned carrier-based PWM generation methods can be modified to enable 

different loads according to the priority list: 

Phase Disposition PWM 

To be able to control individual loads in a ML inverter with phase disposition PWM, first the 

problem of the intrinsic imbalance has to be solved. For that, the idea of module rotation was 

shown suitable [156]. Here, the positions of the carriers are rotated in a specific order to achieve 
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an equal participation in the energy contribution in one sorting cycle for the scenario of equal SM. 

A “sorting cycle” is defined as the amount of changes made in the switching priority list until the 

initial order is reached again and each SM is discharged for the same amount. As shown in 

Figure 3.4a), the current order is “SM 1-2-3”. The two other sorting orders within one sorting 

cycle therefore would be “2-3-1” and “3-1-2”. The resorting frequency should be kept as high as 

possible to have the best balancing results, as the energy demand for driving is fluctuating and 

therefore a too low resorting frequency could cause additional imbalance [157]. However, the 

vehicle speed profile and therefore the motor speed does not change significantly during the 

duration of a few periods of the engine voltage. Therefore, with updating the order of the modules 

in the priority list after each half-wave, additional imbalance can be minimized. A higher resorting 

frequency would enable an even more equal load, but at the same time would increase the 

switching losses, as it would add for the motor control unnecessary switch state changes. For 

this dissertation, different rotating schemes where explored, where the different modules are 

either rotated, exchanged with their neighbors, or randomly resorted. In the theoretical case of 

the current amplitude not changing during one sorting cycle and the presence of identical mod-

ules, this rotation would cause the phase disposition PWM to discharge the battery pack 

homogeneous.  

To achieve a balancing between unequal SM, the simplest way is to adapt the rotating scheme 

in a way that they are sorted in descending/ascending SOC order for discharging/charging and 

no automatic rotation is applied. After every half-wave, the order is updated. It therefore firstly 

balances the SOC and then keeps them in equal ranges, as the SOC is not changing significantly 

in one sorting cycle. 

Phase-Shifted Carrier PWM 

When using a phase-shifted carrier PWM generation, there is no intrinsic unbalancing occurring 

and all SM are utilized with the same charge. The method to achieve individual loads on the SM 

is to adapt the carrier wave signals of the individual SM according to its SOC. Individual carriers 

can be mirrored, which leaves the overall output signal identical, while the energy contribution of 

the SM differs [158]. 

Inter-phase Balancing 

To ensure a balancing between the phases, the neutral point shift method is selected [159], since 

it is direct compatible with the previously mentioned intra-phase balancing methods. The term 

“neutral point shift” refers to shifting the potential of the ungrounded and therefore floating neutral 

point of the star-configured converter away from the physical neutral point of the battery pack 

[160]. This is not only useful for drifts in capacity, but also, if a whole SM is disabled and bypassed 

due to a fault, the motor still is able to drive the vehicle. The output voltage amplitude is then 

reduced for each phase to the lowest summed up DC voltage. The line-to-line voltage of each 

phase is limited by the sum of the added up SM voltages, as shown in Eq. (3.9): 

|𝑢𝑧𝑦| < 𝑢sum𝑧
+ 𝑢sum𝑦

, (3.9) 

where 𝑢𝑠𝑢𝑚𝑥
 is the sum of all available SM voltages of the x phase. The neutral point 𝑢n then is 

calculated by Eq. (3.10), in which only one term is non-zero. 

𝑢n = −max(𝑢𝑥 − 𝑢sum𝑥
, 0) − min(𝑢𝑥 + 𝑢sum𝑥

, 0) (3.10) 
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The reference voltages for each phase are then shifted by the neutral voltage (𝑢𝑥 + 𝑢n). This 

neutral voltage is not necessarily a constant value, but can be a high frequency, cyclic value. 

The new phase references can be directly used in the intra-phase balancing methods mentioned 

earlier. 

3.2.5 Control Implementation 

The described approaches are directly able to balance the modules and utilize them fully with 

the prerequisite that the SOC is known at any time and with a perfect accuracy. As this is not 

given, in the following work package, simulations of the here mentioned control strategies are 

implemented together with a comparison of selected state estimators to be able to compare the 

actual possible equalizations. For that, phase disposition PWM is selected due to the mentioned 

better THD behavior and effective balancing method by altering the sorting cycles. 

As a conclusion, in this subchapter, the different ways to modulate the control of the CHB inverter 

are presented, which enable a differentiated load on the modules. For that, first some theory is 

introduced to indicate the best way to modify the motor control. In addition, a definition is given, 

which parameter has to be balanced to enable a full equalization. After that, several different 

methods are presented. Since the different methods indicate to have no direct influence on the 

quality of the increased utilization, the most suitable variants are selected depending on other, 

for this thesis irrelevant aspects retrieved from literature. 

3.3 Module State Estimation 

The knowledge about the SOC of the SM is an essential point of the sorting methods in the 

previous subchapter. However, there is no direct access to this state. It belongs to the typical 

functionalities of the BMS to estimate a value for the whole pack, which is mainly used for a 

range estimation. Nonetheless, other uncertainties, for example the selected route and driving 

profile, add another big indeterminacy on the calculated remaining range [161]. Therefore, a too 

high accuracy is normally not required.  

For an increased utilization, where the cell tolerances are just a few percent, as visible in Sub-

chapter 3.1, a much higher accuracy of the state estimation is required. The estimation error 

must be lower than the lowest expected tolerances for the system to function. Additionally, in-

stead of one estimation for the whole pack, an estimation for each SM is required to achieve an 

increased utilization. Because of this, the cost of the system is more relevant compared to state 

estimators for conventional packs. 

The following section first gives a short overview of existing SOC methods and summarizes them. 

An increased focus is put on methods, which are direct useful for the sorting in the CHB inverter. 

The most promising ones are selected and simulated in a holistic environment to verify their 

effectiveness and to quantify, how much more energy can be extracted with the selected control 

strategy. The best option is evaluated and its possible results regarding the increased battery 

utilization are then used in the following section to parametrize the CHB inverter configuration. 

The work in this subchapter was developed with the support of Fundneider [155], who contrib-

uted to the implementation of the simulation including its parametrization and the evaluation of 

the direct results. In most parts of the simulation, a 9-level/4 SM per phase inverter is used as 

an example or reference, as it is a main result of the methodology in Subchapter 3.4. 
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3.3.1 Evaluation of Different Estimation Methods 

The critical part of SOC estimation is that there are no parameters available, which can be di-

rectly measured. A cell from the outside can be regarded as a black box and only has its voltage 

and current accessible, which do not directly relate to the SOC. However, since the SOC is an 

important parameter, a significant amount of research has been conducted in this area with nu-

merous review studies summarizing different SOC estimating methods [162]. For this work, 

principles with high relative accuracy between the individual SM as a sorting criteria are more 

important than the actual accuracy. Another aspect is the complexity, since the method should 

be applicable and economical in current and near future EV. All SM have to be tracked with a 

high sampling rate compared to just one estimation for a conventional pack with low sampling 

requirements. To consider the complexity, it mainly has to be evaluated, what kind of hardware 

is required for the necessary calculations. Another consideration must be the applicability on a 

high number of battery packs, as it would not be possible for a commercial vehicle manufacturer 

to newly parametrize the simulation model for each vehicle. It therefore has to be mentioned that 

this section does not give a comprehensive overview of state estimators, which already can be 

found in literature, but a pre-selection of methods that seem fitting for the required result. Each 

selected method is shortly explained, before a summarizing evaluation is given, which leads to 

the selection of the further investigated methods. 

Open-Circuit Voltage  

As mentioned before in Section 2.1.2, the OCV is a characteristic indicator for the SOC depend-

ing on the cathode chemistry following a non-linear correlation [40]. It is the most cost-efficient 

method, because voltage sensors come at minimal costs and are a strict requirement to deter-

mine the cutoff voltage and end-of-charge voltage for each parallel string anyways. This method 

also operates mostly with a high accuracy, where for some chemistries, for example LFP, a flat 

voltage curve can be a more challenging parameter. The main disadvantage are long waiting 

times until all distorting effects fully fade away, which takes up to 3 h [163]. It therefore only can 

be used as a periodic recalibration of other methods during longer inactive periods of the vehicle. 

Closed-Circuit Voltage  

The closed-circuit voltage (CCV) is the actual voltage present at the SM while a load is attached. 

It works with the same requirements as the OCV method, but additionally it can be measured at 

any time during the vehicle usage. However, due to the over potentials of the cells and the losses, 

the values are strongly distorted by the current, the temperature, and the SOH [51]. Due to the 

tolerances in the cells, especially among the internal and external resistance, even a scaled 

value is not directly able to indicate a SOC sorting order. In a CHB inverter, the measurement 

can be conducted during the current zero crossings to at least remove the ohmic over-voltages. 

In addition, the reverse current pulses caused by reactive power demand of the electric motor 

help to reduce the over-voltages making this method still being a valid option compared to con-

ventional battery packs [164]. 
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Pseudo-Open-Circuit Voltage 

The Pseudo-OCV method takes advantage of the principle of the CHB inverter in an automotive 

application, where, depending on the current driving conditions, not all SM have to be active all 

the time to reach the required line-to-line voltage [165]. This enables timeslots, where a SM is 

excluded from the PWM and therefore the ohmic over-voltages are eliminated. If a SM can be 

excluded for a longer waiting time, also the fast transient over-voltages, which are caused by 

SEI layer and charge transfer with time constants of typically in the range of 0.1 s to 10 s [165], 

[166], can be eliminated from the measurement. This settling time enables more accurate OCV 

estimations compared to the CCV method. The minimum waiting time is a critical parameter, 

since too short times result in insufficient relaxation, while too long waiting time cause additional 

unbalancing, or might not even be allowed by the driving profile. In the exemplary power grid 

application of [165] the waiting time is chosen so that modules will not unbalance for more than 

1 % SOC, resulting in a waiting period of 3 s. 

Coulomb Counting  

Coulomb counting (CoC) works with the bookkeeping principle by integrating the current over 

the time and therefore calculating the amount of charge that should be in the battery [51], [167]–

[169]. With the additional information of end of charge and end of discharge, the capacity can be 

retrieved during a full cycle, which also delivers SOC and SOH information. The method works 

efficient, as only a current sensor is required, which is part of the BMS anyways to limit the 

maximum currents. Because of this, it is a solution often found in current commercial applications. 

The main limitation for its accuracy is that since it is an open-loop system, its results are prone 

to drift due to signal noise, sensor inaccuracy, and coulombic efficiency. To achieve higher ac-

curacy, coulomb counting is often combined with or part of other methods [168]. For a CHB 

inverter, a sensor is required for each SM. However, such sensors are available at low costs.  

State Observer 

A state observer is a control system that estimates unmeasurable internal states based on a 

simulation model and feeds the error between the real system output and the simulated output 

back to the observer [170]. This causes the observer output state to converge eventually to the 

actual system state. The observer dynamics define the speed of the convergence, where a too 

fast adaption makes it more sensitive to noise [171], so parameter tuning is required. The key 

element for the SOC estimation is a battery model, where simple models lack accuracy, but 

highly sophisticated models increase the computational effort. 

A common application and a favorite amongst the state observer for the SOC estimation in both 

industry and research is the Kalman filter (KF) [172], [173]. However, Kalman filters use a large 

number of operations and therefore result in an increased computational complexity. An alterna-

tive can be the Luenberger observer (LO), which might be less accurate, but has a lower 

complexity. If directly compared for the same use case of SOC estimation, the Luenberger ob-

server requires less than half the time for one calculation step compared to the Kalman filter, but 

achieves a similar accuracy for the results [174]. 
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Impulse Response 

The idea of impulse response (IR) is to drain the battery with a pulse current and measure the 

voltage response during that time [175]. This proposal seems promising since the individual SM 

are drained by individual pulses of the PWM. However, the duration of the pulse is defined by 

the large time constants of electrochemical batteries, which imposes a restriction on the PWM 

switching frequency. Due to this, IR can be considered unsuitable for the SOC estimation of CHB 

inverters. 

Artificial Neuronal Network 

Artificial neuronal network (ANN) is a machine learning approach, where training data is used to 

determine the SOC without knowing the underlying mechanisms in the battery, but just using the 

measurable input parameters like voltage and current [176]. One or more hidden layers are used 

to process the output with the advantage that it can operate in non-linear conditions and adapt 

itself to factors like aging or other influences. High accuracies are achievable. However, ANN 

have increased requirements of the computational complexity and require significant amount of 

training data, which is difficult to acquire, since the ground truth has to be defined in lengthy 

experiments and is not directly transferable to different battery packs. 

Summary of Estimation Methods 

In Table 3.3 a summary of the mentioned SOC estimation methods is given with a highlight of 

their main advantages and disadvantages. The typical accuracy is stated as obtained from liter-

ature. With all information combined, a qualitative relevance comparison for the intended use-

case of SOC sorting in a CHB inverter is derived. 

Table 3.3: Comparison of preselected SOC estimation methods 

Method Pros Cons Accuracy Relevance 

OCV  High accuracy possible 

 Simple measurement 

 Long relaxation time required 

 Unsuitable for flat OCV-SOC 

curves 

≤ ±2 % [177],     

≤ ±3.2 % [178] 

o 

CCV  Simple measurement 

 Comparison less sensitive  

 Measurement strongly influ-

enced by over-voltages 
≤ ±2 % [164] ++ 

Pseudo-

OCV 

 Simple measurement 

 Comparison less sensitive 

 Uses CHB for higher accu-

racy 

 Relaxing time duration un-

clear 

 Benefit compared to CCV un-

clear 

≤ ±3.5 % [165] ++ 

CoC  Simple measurement 

 Current in one phase equal 

 Integration drift 

 Capacity unknown since its 

aging 

≤ ±4 % [179],     

≤ ±1 % [180] 

o 

LO  Lowest computational effort 

among SO 

 Sensor noise not considered 

 Model fit required 

≤ ±1 % [172],     

≤ ±3 % [181] 
++ 

KF  More accurate SO, insensi-

tive to Gaussian noise 

 Higher computational effort 

 Model fit required 

≤ ±0.49 % [176], 

≤ ±5 % [162] 
+ 

IR  Fast and simple measure-

ment with extended 

information 

 Hard to interpret 

 CHB pulses too short 
≤ ±0.3 % [175] - 

ANN  High accuracy 

 Adaptive 

 Highest computational effort 

 Lack of training data 

≤ ±0.25 % [176], 

≤ ±1.25 % [162] 

- 
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The relevance indicates a preference on CCV, Pseudo-OCV as simple methods and Luenberger 

observer as a more complex, but more accurate method. Luenberger observer is selected over 

the more common Kalman filter and other state observers, because it has the lowest computa-

tion complexity among other model-based SOC estimation methods [181].  

With three solutions remaining, it is still unclear, which one would be the most preferred solution. 

The accuracy is only given for an absolute SOC estimation in literature, and not as sorting criteria. 

It has to be considered that the mentioned methods have to be optimal parametrized to be com-

parable. In addition, the quantified accuracy for sorting and therefore additional extractable 

energy remains unknown. Therefore, additional considerations are required, which are con-

ducted in the following sections. 

3.3.2 Approach of State Estimation Method Comparison 

To identify the most suitable SOC method and to quantify it, a simulation approach is selected 

where a battery pack is cycled in a simulated vehicle using a CHB inverter with the different state 

estimators to generate the priority lists for the CHB inverter. MATLAB/Simulink is used for the 

simulation. Figure 3.6 gives an overview of the sub-functions of the overall model with a gray 

indication of components that are adapted from previous publications. Existing and validated 

sub-models from other publications are used whenever available to reduce the model implemen-

tation effort and to increase the universality. 

Figure 3.6: Structure of the model to compare different state estimators. Gray sub-models are 

based on existing models. Arrows indicate information direction. 

Vehicle Model 

The vehicle model consists of all relevant BEV components excluding the inverter and the battery, 

because these are modelled in more detail in separate models. The main input for the vehicle 

model is the driving cycle as explained in Section 2.1.1. For this dissertation, the worldwide har-

monized light vehicle test procedure (WLTP) Class 3 transient driving cycle pictured in Figure 

3.7 is used. It is selected because many countries applied it as a reference, since it includes low, 

medium, high and extra high speeds, which depict realistic average driving conditions [182]. The 

driving cycle is passed to the vehicle model as a speed profile. 
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Figure 3.7: Speed vs time profile of WLTP C3 

The vehicle model has to convert the speed profile into the electrical power requirements. To do 

so, it is separated into two sub-models: the car body model and the motor model. Both are 

adapted from [68], where they are described in detail and validated. The body model is based 

on the BMW i3 B-segment hatchback car with the 60 Ah battery, as it is a good example for an 

urban vehicle with many parameters publicly available [183]. This BEV is still considered one of 

the most efficient EV despite being on the market for many years [184]. Factors like the vehicle 

mass, transmission ratio and transmission losses are considered and taken from the vehicle 

datasheets. With this, the model determines the torque and rotational speed requirements for 

the electric machine, which is the input for the motor model. This model is also based on the 

motor of the same reference vehicle BMW i3, which has a permanent magnet synchronous ma-

chine (PSM) with a rated power of 125 kW installed. It determines the required voltage, current 

and power factor from the inverter to operate at the defined conditions. 

To increase simulation speed, the vehicle model is pre-simulated and only the necessary outputs 

are saved. The requested power output is independent from the battery voltage and is saved 

directly in a lookup table. The voltage profile, which is topped at maximum battery voltage in the 

CHB model, is stored directly as well. For the phase shift data, however, the voltage is increased 

from 120 V to 235 V in 5 V steps and each corresponding output is saved individually in a lookup 

table. 

CHB Inverter Model without Losses 

For the state estimation approach, the model of the inverter is strongly simplified, because it is 

not the main focus of this subchapter to evaluate the inverter functionality. No losses or waiting 

times are implemented. Only one phase is considered, since the phase balancing method works 

on a different principle, but would use the same input for load shifting as within one phase, as 

described in Section 3.2.4. The output of the motor model delivers phase-to-phase root mean 

square (RMS) values instead of single-phase sine wave signals. The current is not directly avail-

able and calculated from the power profile and the voltage profile. In order to obtain the actual 

sine waves, the RMS values are multiplied by √2/√3 to obtain the peak value and phase shifted 

by 𝜃/(2𝜋𝑓) with 𝑐𝑜𝑠𝜃 and 𝑓 as the power factor and the sine frequency, respectively. The fre-

quency normally is direct proportional to the vehicle speed, but in this simplification is set 
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constantly to 32 Hz, as it sets the pulse widths equal and has little effect on the lossless simula-

tion. The value is selected as it is with the range of possible frequencies, but it is low enough to 

enable executable simulation times. 

The resulting voltage signal is used as a reference and is compared with the triangular carriers 

in order to generate the PWM signal as shown in Figure 3.8. Only absolute values of the voltages 

are used, which reduces the carriers by half. The carriers are generated by a triangular signal 

generator, multiplied by the SM voltages, offset for the cascading, and ordered by one of the 

selected sorting mechanisms as discussed in Section 3.2.5. The PWM signal is used to switch 

the reference current on the respective SM. 

Figure 3.8: Structure of the CHB inverter model, adapted from [155] 

Battery Model 

To simulate the battery, several different methods are common. One is the electrochemical 

model based on the chemical processes happening in the cell. While these models are highly 

accurate, they are usually complex to simulate and are therefore too computationally intensive. 

Alternatives are empirical models, which are based on measurements from reference cells. Em-

pirical models can be expressed with mathematical equations, which describe the 

electrochemical behavior and directly calculate required parameters, such as SOC and voltage. 

These models are fast to simulate, but lack in accuracy. A compromise of accuracy and simula-

tion complexity are the equivalent circuit models (ECM), which use theoretical ideal electric circuit 

elements such as voltage sources, current sources, resistors, capacitors, etc. to model the bat-

tery. The parameters of the components are determined from experiments. The speed and 

accuracy of the simulation can be adapted with the number of theoretical elements included in 

the circuit, which is why it is selected for the state estimation approach. 

The implemented battery model is based on an ECM with two RC circuits. The references are 

taken from the cylindrical NCR18650PD cell made by Panasonic with a minimum guaranteed 

cell capacity of 2.75 A h. The model was originally developed for lead acid batteries by Karl [185] 

and was further extended and parametrized by Ni [186] for Li-Ion batteries. The aging is excluded 

from this approach, where instead battery parameters for new and already aged cells are used 

to evaluate the SOC estimators as sorting mechanisms. It is a current controlled model, where 

the temperature is assumed constant at 35 °C, which is sufficient for a comparing evaluation. 

To simulate a whole pack or in this case a SM instead of a single cell, different approaches are 

possible. In a discrete model, the actual circuit of the SM is rebuilt with the individual cell models. 

While this gives the most accurate results, especially considering the variances, it is also intense 
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to compute, because the reference cell has a rather small capacity and therefore there are thou-

sands of cells in the pack. Another option is to have a direct model of the whole SM, which is 

parametrized using a reference module. For this dissertation, this is not possible, as there is no 

physical reference module available to derive the required parameters. Therefore, a scaled 

model is used, which linearly scales the parameters from a single cell to a hypothetical cell in the 

size of a whole SM. This ensures suitable simulation efforts with an accuracy that is sufficient for 

a comparison of the state estimators. 

For the further model description, equations are used to calculate the parameters of the SM. 

While the equations are universally, for numeric examples a configuration of four SM per phase 

is used. This is because this configuration is identified as the most suitable one in Section 4.4.1 

and therefore it is used as a reference configuration. The approach to extrapolate the results for 

different configurations is explained in Section 3.3.3. 

The specifications of the overall battery pack are matched to that of the reference vehicle. It is 

rated with a nominal voltage of 𝑢pack,nom = 360 V and a capacity of 𝑐pack = 60 A h, which results 

in a nominal pack energy of 21.6 kW h. The selected modeled cell is rated with a nominal voltage 

of 𝑢cell,nom  = 3.6 V. Since each H-bridge can switch the polarity, the voltage reference point is 

half of the pack voltage. The total number of series connected cells per phase can be calculated 

as shown in Eq. (3.11): 

𝑚 = ⌈
𝑢pack,nom

2𝑢cell,nom
⌉. (3.11) 

Therefore, each phase leg of the CHB battery has to provide 180 V, which corresponds 50 cells 

in series per leg. The amounts of SM per phase leg now can vary between 1 and 50 depending 

on the size of the SM, and is selected as four as explained earlier. The amount of cells in series 

per SM can be calculated as shown in Eq. (3.12): 

𝑚SM = ⌈
𝑢pack,nom

2𝑁𝑢cell,nom
⌉, (3.12) 

with 𝑁 being the amount of SM per phase leg. In the mentioned example of four SM, it results in 

13 cells in series in all 12 SM with a nominal module voltage of 46.8 V. The number of parallel 

cells per module 𝑛SM is calculated in a way that the overall pack energy is equal to the reference 

vehicle, and is calculated as shown in Eq. (3.13): 

𝑛SM = ⌈
2𝐸pack

3𝑐cell𝑢pack,nom
⌉. (3.13) 

With a minimum cell capacity of 2.75 A h for the modeled cell, this results in 15 cells in parallel 

in each SM. Due to the ceiling functions, the derived pack has a higher capacity than the pack 

of the reference vehicle. However, if a DOD of 0.85 is assumed with an end of discharge voltage 

of 3 V and an end of charge voltage of 4 V, the CHB pack can store 19.1 kW h compared to the 

18.8 kW h of the BMW i3. 

To parametrize a scaled model of a SM, the variations have to be included as well. The inversion 

method is used to generate the parameters for each individual cell for each SM using distribu-

tions from literature mentioned in Section 3.1.3 [133, Ch. 2]. These cells are then randomly 

combined to SM. A 𝑛p𝑚s configuration is used for the sub modules to avoid an increased num-

ber of BMS, as each string requires an own unit. There is no matching used, since it is not clear, 
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to which extend a battery pack assembler has the ability to perform that. With matched cells 

within a SM, an even greater utilization would be possible, as the homogeneity within the SM 

could be increased. No defect cells or outliers are included either, as the real rate and the ability 

to avoid them during manufacturing is not clear as well. To define an approximation of the scaled 

capacity of the SM, the smallest parallel branch has to be found, as it will limit the usable capacity 

as shown in Eq. (3.14): 

𝑐SM = min
𝑙=1…𝑚

∑ 𝑐cell,𝑙,𝑗 

𝑛

𝑗=1

. (3.14) 

Each SM is considered to have its own BMS, which monitors the states and stops the discharg-

ing of the module once its smallest parallel string is considered empty. It is also considered that 

the BMS passively balances the SOC within the SM at the end of each charging cycle, as it is 

realized in current conventional packs. The real minimum capacity value for a parallel string 

would be even lower due to self-balancing currents between cells in parallel, their resulting cou-

lombic efficiency losses, the balancing losses, and additionally SOC variations as indicated with 

Eq. (3.1). However, the effects on the SM capacity are considered too insignificant to be included. 

To define the total inner resistance of the scaled SM, the individual resistances are combined 

according to their interconnection, as shown in Eq. (3.15): 

𝑟SM = ∑
1

∑
1

𝑟cell,𝑗,𝑙

𝑛
𝑗=1

 

𝑚

𝑙=1

. (3.15) 

For the remaining parameters of the ECM model, there are no variations available and therefore 

they are the same for each SM. With this equations and the evaluation of existing battery toler-

ances from Subchapter 3.1, two battery variation sets are generated: a new and an aged version. 

These two sets are then used in the battery model to simulate the pack behavior including the 

individual SM. 

State Estimators 

The selected three different state estimators are implemented in the simulation environment and 

used for a battery cycle simulation, so that they can be compared to a theoretical sorting. A short 

description shall be given here about the implementation of each. 

Closed-Circuit Voltage Comparison 

The CCV method measures the SM voltages directly and compares them to generate the current 

priority list. The voltage measurement is conducted during the zero crossing of the motor current 

to minimize the influences of the over-voltages. To reduce the distortion impacts on the OCV 

estimation further, an infinite impulse response (IIR) single pole digital low-pass filter is used, as 

shown in Eq. (3.16): 

𝑢SM =  𝑢SM,sense + 𝑒−
𝑇s
𝜏 (𝑢SM−1 − 𝑢SM,sense), (3.16) 

where 𝑢SM is the filtered voltage of the SM, 𝑢SM,sense is the measured sensor input, 𝑇s is the sam-

ple time and 𝜏 is the desired smoothing time constant [187, pp. 322–326]. The time constant is 

selected as 0.5 s. After each measurement, the new priority list is calculated and after the next 
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zero-crossing of the motor voltage applied to the SM. Since the performance of the CCV method 

was found insufficient during times where all four SM are active, the CCV method was modified 

in a way that theoretical sorting was used during these periods. 

Pseudo-OCV 

The implementation of the Pseudo-OCV method follows the principles of the CCV method with 

the difference that there is a waiting period, before the measurement is conducted. For the im-

plementation, only one SM is measured, even if more SM are inactive at that time. Once the 

waiting period is over, the measured voltage is used to generate an updated priority list. The 

selection of the next measured SM follows the priority list as well, where the SM with the lowest 

priority is selected, unless it was not active in the previous cycle, as its states would not have 

changed in that case. If all SM have been active during one waiting period, the measurement is 

discarded, and theoretical sorting is used instead to avoid further unbalancing. The waiting time 

is a variable of interest, which is changed in order to find an optimum. It has to be sufficiently 

long to get measurements representing the OCV better, but a duration too long would result in 

the measurement being interrupted too often. 

Luenberger Observer 

The selected algorithm for this dissertation is based on [172], which requires the measurement 

of voltage and current for each SM as an input. As a first step, coulomb counting is conducted 

by integrating the current to obtain an open-loop prediction of the SM SOC with a sampling rate 

of 100 ms. The obtained SOC values are converted to OCV values using a SOC-OCV relation-

ship function, which in this case is implemented as an interpolation of values from a lookup table. 

An ECM calculates the over-voltages with the measured current as an input, which are added to 

the calculated OCV. With the SM voltage calculated in this way and the real SM voltage, an error 

can be calculated, which is used to obtain the modeled SOC estimation using the coulomb 

counted SOC, as it is shown in Eq. (3.17): 

𝑆𝑂𝐶SM = 𝑆𝑂𝐶SM|SM−1 + 𝑘B (𝑢SM − (𝑂𝐶𝑉SM + 𝑢ECMOP,SM)) , (3.17) 

where 𝑘B is the voltage correction gain and 𝑢ECMOP is the calculated over potential of the ECM. 

A 𝑘B = 0 results in a pure coulomb-counting SOC estimation including the before mentioned 

drifts. High values for 𝑘B result in fast response to fluctuations, but include a lot noise to the final 

estimation. Therefore, a parameter tuning for the best results achieving 𝑘B has to be conducted. 

An overview of the signal flow can be seen in Figure 3.9. The values of the SM SOC are directly 

used to generate the priority list. 

Figure 3.9: Signal flow diagram of the used Luenberger observer, adapted from [155] 
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A critical point of this simulation implementation is that the ECM with the same principle is used 

for the simulation of the cell as well as for the Luenberger observer. Therefore, the model has 

unrealistic high accuracies when applied to the simulation, which biases the result and opposes 

a comparison with the other methods. To compensate this, the parametrization of the Luen-

berger observer ECM is done with a different dataset, which still comes from the same battery 

cell type [60]. Only one RC circuit is used for the Luenberger observer ECM, which reduces the 

complexity and therefore the computational effort, if implemented in a commercial vehicle. More-

over, to make the simulation even more realistic, a sampling block is introduced for the 

measurement inputs. In this block, the voltage and the current are low-pass filtered with a time 

constant of 0.5 s and quantized with an interval of 10 mV and 0.5 A, respectively. Additionally, 

white Gaussian noise is added to the inputs to simulate imperfect measurements. However, this 

aspect still has to be considered critically when comparing the selected state estimators. 

3.3.3 Simulation of State Estimators 

To conduct the simulation, the battery pack is discharged with repeated driving cycles until it is 

considered fully discharged by the DOD definitions, which is selected to be 10 % SOC. Since 

the driving cycles are repeatedly used, it would be possible for harmonic patterns between fixed 

rotating schemes and driving cycles to occur. Therefore, the priority list randomly reinitializes 

after every 5 minutes of simulated driving. 

Additionally, charging is simulated to be able to depict a whole cycle, as it would indicate the 

initial conditions for dis-/charging. Charging is done by a constant RMS voltage and current in-

stead of driving cycles. Since the charging current still follows the PWM switching, this method 

is comparable to pulse charging. A DC charging would be possible as well, but would require 

additional hardware in form of an AC/DC converter like conventional charging stations, while the 

proposed AC charging is possible directly from the grid. Therefore, a charging power of 7.4 kW 

is selected, as this corresponds the three-phase 400 V grid charging possibility of the reference 

vehicle. The stopping condition for charging is 95 % SOC. 

The simulation is implemented in MATLAB Simulink. To reduce the simulation time, the inverter 

frequency is reduced to 32 Hz instead of a variable frequency of between 0 Hz and 1 kHz. The 

carrier frequency is set to 3.2 kHz and the simulation step-size to 15.625  µs, which ensures ten 

sample points for each slope of the triangle signal. This simplification allows acceptable simula-

tion durations, and has shorter steps compared to the time constants of relevant battery 

parameters. Since the results of the different methods are directly compared, the accuracy is 

sufficient. 

The simulations are conducted with four SM per phase, representing a 9-level CHB inverter. As 

a reference for the comparison, a CHB inverter with a theoretical rotational sorting without any 

load shifting is used. The result, which is used to compare the different state estimators, is the 

ability to which extend it is possible to discharge/charge all the modules until their empty state. 

This can be determined with the remaining imbalance of charge. With this, first, the different state 

estimators are optimized individually by determining their best parameters, which result in the 

smallest imbalances. Subsequently, the methods are compared to each other and the best over-

all state estimator is identified. 

With the preferred state estimation method found, it is then also possible to extrapolate the de-

crease in imbalance for other CHB inverter configurations with a different amount of SM/levels, 

where new-scaled SM battery parameters are calculated. According to the relative remaining 
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charge, the equalization potential and therefore the accessible potential of increased battery uti-

lization can be determined. These improvements of imbalances are used in the next subchapter 

as an optimization input. 

As a conclusion, in this subchapter, the problem of estimating the states and imbalances during 

vehicle operation is investigated. This is an important consideration for active battery intercon-

nections, because only known differences can be equalized. However, it is in general not a 

straightforward task to estimate the states, and for the balancing, it is even more challenging due 

to the small variations. In this subchapter, first some potential methods known from literature are 

presented and evaluated regarding their suitability. The three most suitable ones are identified 

and then a simulation environment is described, which can be used to optimize each method 

and then compare them to each other to find the best fitting estimator. The results indicate the 

actually accessible potential of the battery, which is a required input for the configuration optimi-

zation in the following subchapter. 

3.4 Optimization of the Inverter Configuration 

Optimization is required to define the best configuration of the CHB inverter. This is because a 

too high modularization would cause additional losses due to the series connection of the sub-

modules. However, a too small number of levels would not enable significant improvement of 

the limited capacity due to tolerances, as in this case still too many cells are connected in series 

in each SM, where the smallest cell defines the usable capacity. An additional concern is the 

cost of the hardware, as the amount of required components increases linearly with the number 

of SM. Therefore, an optimal efficient inverter might not be economically feasible. In the pre-

sented method, different configurations are systematically simulated. The cost of each 

configuration is assessed as well and included in the optimization. The results are sorted to 

identify the configuration with the highest efficiency and lowest costs. 

The structure of this work package is clustered in an initial state of the art part followed by a 

description of the simulation model. Each part of this model is explained with a stronger focus 

on the costs and switch model. In the end, the evaluation is described, which defines the most 

efficient and economical configuration. 

The content of this subchapter was developed with assistance of Ahmad [188], who contributed 

an initial implementation of the model including a first gathering of suitable switches. Parts of the 

implementation and their results are also found in a concurrent publication [189]. 

3.4.1 Initial Considerations for the Configuration Optimization 

While the overall approach of CHB inverter is already described in literature, as mentioned in 

Subchapter 2.5, not too many configuration considerations can be found. Often, the only config-

uration consideration is depending on the actual use case, especially for grid connections, where 

a smooth output is required. The smallest CHB converter found only utilizes three levels [184], 

which results in three SM. On the other extreme, publications present CHB inverter with eleven 

[101], [190], twenty-one [191], [192] or even twenty-three levels [99], [193], which results in up 

to 33 SM. The most common configuration is the seven level/nine SM CHB inverter [31], [160], 

[194]–[198], which is also used in the concurrent dissertation by Chang [32]. Most publications 

mention that the configuration is adjustable, but indicate in their results that they worked with a 
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specific selection without mentioning a reason for their choice. Only one publication was found 

comparing different amounts of levels [199]. It concluded that a seven level/nine SM CHB in-

verter is the most efficient and correlated increased losses with a higher number of SM. However, 

the configuration within the SM was static and did not consider the system costs. 

The power electronic circuit configuration within one SM mainly depends on the selected 

MOSFET switches. First, the selected switch has to be able to handle the applied voltage. The 

more levels there are in the CHB inverter, the lower the voltage per module, which results in a 

reduced blocking voltage requirement of the switch. Lower voltage rated switches tend to be less 

expensive and more efficient due to their decreased on-state resistance and switching losses. 

The current is independent from the amount of levels, but defined by the vehicle, motor, and 

driving profile. The maximum allowed current for a circuit is mainly limited by the thermal capa-

bilities of the switch. To increase the current, either bigger switches with a higher possible current 

can be used, or switches can be connected in parallel to share the current. In other work, mostly 

a configuration is arbitrarily defined, and then a seemingly suitable switch is selected. This was 

also the approach in the concurrent dissertation [32].  

The costs are an important input for a configuration optimization, as the most efficient solution 

might cause too high hardware costs, which counter-balance the possible gains from the higher 

efficiency and utilization. No quantitative cost considerations have been found for CHB inverters. 

The concurrent thesis considered the costs, but only to be able to compare the selected config-

uration with a conventional inverter, and not as a configuration optimization [32]. 

3.4.2 Approach 

To be able to compare different configurations, a simulation model is developed, which can com-

pare the efficiency in a sufficient accurate manner. The used inverter model from Section 3.3.2 

is not capable of that, since it does not include efficiencies. Therefore, by reusing the vehicle 

model, the longitudinal simulation model of an EV is implemented, where all the involved com-

ponents of a conventional electric powertrain are modelled to be able to assess the energy 

conversion efficiency. The required input parameters are defined to represent a specific com-

mercially available EV as a reference to generate real world applicable results and to conduct 

validations. This conventional reference vehicle is then simulated to determine the overall energy 

consumption and efficiency. The costs for relevant parts, which would not be required in a CHB 

powertrain vehicle anymore, are approximated. 

In the next step, this model is adapted for a CHB powertrain, where the different inverter config-

urations can be changed. Again, the costs for the relevant parts are approximated, and a more 

detailed model of the most critical components, the switches, is implemented. This allows a direct 

comparison between the conventional inverter and CHB inverter vehicle concerning efficiency 

and costs. The comparison is conducted in three different ways: either without any cost consid-

eration to find the overall most efficient configuration, with different price ranges for the switches, 

or with a theoretical optimal switch. This theoretical optimal switch is an electrical component, 

which is not directly available on the market and for which the electrical parameters are fitted 

exactly to the requirements. This can be interesting, since commercially available switches al-

ways have their parameters defined with discrete levels, which sometimes might just be below 

the requirements for the selected configuration and therefore the next bigger one has to be se-

lected. This could influence the costs or efficiency disproportionally. 
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The implemented simulation model mainly consists of three major components: the vehicle 

model, the inverter model, and the cost model. The vehicle model takes a driving cycle as an 

input and calculates the power requirement, the motor voltage, and the power factor. These 

inputs together with the switch parameters from the switch database are used in the variable 

inverter model, where different configurations can be simulated. The actual used energy for a 

driving cycle and the losses are forwarded from the inverter model to the cost model. Together 

with the selected switch and the configuration, which includes information about the possible 

utilization, the cost model can calculate a cost depending on which cost consideration is selected. 

The costs of the different configurations are sorted to create a ranking.  

Wherever possible, existing sub-models or parts of simulations from previous research have 

been used to simplify the implementation and validation. This ensures that the results are com-

parable. A block diagram with the forwarded variables can be seen in Figure 3.10. The details of 

the relevant models are explained in the following sections. 

Figure 3.10: Block diagram of the simulation model indicating the sub-models and variables. Gray 

sub-models are based on existing models. Arrows indicate information direction.  

3.4.3 Vehicle Model and Switch Database 

The vehicle model consists of two main parts, the body model and the motor model, and is 

identical to the one used in Section 3.3.2. The same driving cycle and reference vehicle is used 

to ensure comparability. The other required inputs for modeling the CHB inverter are the switch 

parameters. For that, a database of in total 63 different MOSFET is created. The selection rep-

resents an overview of current automotive and consumer electric switches with a wide range of 

blocking voltages, conduction/switching losses, costs, and manufacturers. Only silicon based, 

discrete MOSFET switches are considered mainly because the relevant parameters are availa-

ble as indicated in the concurrent dissertation [32]. Datasheets are gathered and the values of 

the switch parameters, which are explained in the following section, are extracted. The database 

consists of a detailed overview of switches from Infineon, complimented by examples from other 

manufacturers. Therefore, switches from Infineon are overrepresented in this database. Infineon 

was selected for this, as their published information seemed the most comprehensive. Two of 

the obtained parameters, the maximum current and voltage, represent absolute maximum val-

ues, where the component would be under large stress and therefore could show earlier fatigue, 

if operated at these values. A higher value would even destroy the component. Therefore, a de-

rating is introduced. This is selected as 0.8 for the maximum blocking voltage and 0.75 for the 
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maximum current, following the IPC9592 standard [200, p. 55]. The switch database also in-

cludes the different possible switch costs, which are explained in Section 3.4.5. 

3.4.4 Switch Parameters for CHB Inverter Model with Losses 

With the outputs of the vehicle model and the switch database, the energy flows in the inverter 

can be directly calculated. The only relevant component is the actual switch in its selected con-

figuration. Each switch is causing conduction losses and switching losses. The calculation is 

based on the principle described in [201], where twelve parameters, which are normally either 

directly available or derivable from the datasheet, are used to calculate the two losses including 

the consideration of the anti-paralleled diode and the reverse conduction. These twelve param-

eters are drain-source voltage 𝑉DS, drain current 𝐼D, temperature coefficient 𝛼, drain-source on 

resistance 𝑅DS(on), dynamic resistance of the anti-paralleled diode 𝑅D, diode on-state zero-cur-

rent voltage 𝑈D0 , recovered charge of the anti-paralleled diode 𝑄rr , gate-drain 

capacitance 𝐶GD1 = 𝐶GD(𝑈DD), gate-drain capacitance 𝐶GD2 = 𝐶GD(𝑅DS(on)𝐼on), plateau voltage 

𝑈P, current rise-time during turn-on 𝑡ri, and current fall-time during turn-off 𝑡fi. A simple thermal 

model is included as well with a constant heatsink temperature of 30 °C to take a cooling of the 

inverter into account. A detailed description of the single switch simulation can be found in [32]. 

The individual switch simulation is then included in an inverter simulation, where all three phases 

are considered. The configuration depends on the selected battery parameters. With a rated 

battery voltage of 360 V and a rated cell voltage of 3.6 V, anything between 3 to 101 levels (cor-

responding to from 1 to 50 modules per phase) is possible and considered in the simulation. The 

maximum current is defined to be 400 A, same as in the reference vehicle. Because the maxi-

mum number of paralleled connections is not limited by the configuration, it is manually limited 

to 30 to reduce the simulation time, as it is also considered impractical to have too many paral-

leled switches. 

As the parameters of the switches are retrievable from the datasheets, a simulation of all possible 

configurations is directly possible. The parameters of the theoretical optimal switch, however, 

have to be defined for each configuration individually. As there is no correlation of the twelve 

parameters known, first, a sensitivity analysis of the used switch model is conducted to identify 

those parameters, which have a significant impact on the efficiency. The maximum voltage 𝑉DS 

and current 𝐼D are directly defined by the number of series- and parallel-connected switches, and 

are therefore excluded from the sensitivity analysis. The remaining ten parameters are individu-

ally multiplied with a sensitivity factor starting from 0 until 2 in 0.2 steps. The base configuration 

used for the sensitivity analysis is the IPT020N10N3 MOSFET from Infineon with three modules 

per phase and two parallel switches each, which is an optimum configuration within its cost cat-

egory. 

The result of the sensitivity analysis is shown in Figure 3.11. It is visible that the all the parameters, 

apart from the diode on-state zero-current voltage for small values, have a linear influence on 

the efficiency. A threshold of 10 % slope is defined as a relevance criterion. With that, 

only 𝑅DS(on) (46.3 % slope), 𝑡ri (15.9 % slope), and 𝐶GD2 (19.2 % slope) have a significant influ-

ence and therefore have to be considered for the theoretical optimal switch, while the other 

parameters remain fixed. To find the correlations of these three parameters with the maximum 

voltage and current, all possible combinations of the parameters for all switches in the database 

were investigated for interrelationships. 
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Figure 3.11: Sensitivity analysis of switch parameters and their influence on the efficiency. Adapted 

from [189] 

The efficiency is mostly influenced by the drain-source on resistance 𝑅DS(on), where the losses 

are increased by almost 1.5, if the parameter is doubled. This is the case, because this resistance 

is almost solely responsible for the conduction loss. The resistance is influenced by a multitude 

of different conditions and compromises during the design of the switch, which cannot be directly 

modelled here. However, a medium linear relation with the drain-source voltage 𝑉DS was found 

within the switch database. This can be explained with a higher breakdown voltage, which needs 

thicker semiconducting layers resulting in an increased resistance [67]. The coefficient of deter-

mination for this relation is in a medium range with 50.39 %, as shown in Figure 3.12. 

Figure 3.12: Relation between the voltage 𝑉DS and the resistance 𝑅DS(on) of the selected switches. 

Adapted from [189] 

The switching loss, in contrary to the conduction loss, is mainly caused by the gate-drain capac-

itance 𝐶GD2 and the current rise-time 𝑡ri. In each switching cycle, a certain amount of energy is 

lost due to capacitive charging effects in the switch. Therefore, the switching loss majorly de-

pends on the switching frequency. For the CHB inverter in this research a switching frequency 

of 20 kHz was selected as a compromise between switching losses and harmonic distortions. 

The switching losses depend on multiple design parameters [67], which are not directly available 

in the datasheets. Yet, for both parameters, linear approximations are possible with the drain 

current 𝐼D. For the gate-drain capacitance 𝐶GD2 the approximation is shown in Figure 3.13 and 
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results in a medium coefficient of determination of 46.0 %. A few outlier are visible, which indicate 

that there are individual reasons, why parameters of specific switch models have a bad correla-

tion to the linear approximation. 

Figure 3.13: Relation between the current 𝐼D and the capacitance 𝐶GD2 of the selected switches. 

Adapted from [189] 

The current rise-time shows a rather low coefficient of determination of 29.21 %, as shown in 

Figure 3.14. Also no obvious outliers are visible, which indicates a general weak relation between 

the two parameters. However, this is still the strongest correlation found amongst all available 

parameters. On top of that, the sensitivity analysis indicates a rather weak influence of this pa-

rameter just above the threshold, which is why this approximation is still considered for the 

determination of the theoretical optimal switch. 

Figure 3.14: Relation between the current 𝐼D and the capacitance 𝐶GD2 of the selected switches. 

Adapted from [189] 

3.4.5 Cost Model 

The costs are an important factor to consider for an optimization, if the system should be con-

sidered for a commercial implementation. First, the system has to bring a monetary benefit 

compared to the conventional electric powertrain system. This is already considered and shown 

in the concurrent dissertation, where a common, but arbitrary configuration was used [32]. For 

the configuration optimization, a compromise of high efficiency and economical advantage is 

required. The inclusion of costs in the evaluation is not trivial, as the prices of components are 
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not directly available. Especially original equipment manufacturer (OEM) can have special con-

ditions due to the high purchasing volume. Prices, which are available, may include other 

influencing factors, for example the demand, supply, promotions, etc., which do not allow a direct 

comparison.  

For the cost model used in this dissertation it is not the intention to determine the final cost or 

even price of the overall hardware and use this for the optimization. There are several additional 

uncertainties, for example the additional components, PCB manufacturing, enclosure, handling, 

etc., which could influence the accuracy of such a cost evaluation significantly. Therefore, the 

selected approach focuses on a comparative approach with the conventional inverter from the 

reference vehicle. This approach is selected, because it is considered that the overall effort to 

produce the powertrain will be the same with just a few components replaced. Therefore, by 

defining the costs for the removed and newly added components, a cost difference can be de-

termined, which is then an input for the optimization. Additionally, not just the hardware changes 

are considered, as this just influences the initial purchasing price of the vehicle. Since there is a 

higher efficiency and utilization possible, additional savings are generated during the life cycle, 

which have to be included in the optimization as well. Even if the hardware costs initially increase, 

the lifetime savings still could compensate this and lead to a lower TCO. 

The prices are identified and added to the database directly or modeled with input from the da-

tabase. All prices are converted to USD as a common base currency, using the exchange rates 

stated in [5]. The biggest attention is put on the actual switches, since they are considered the 

major cost contributor of a powertrain [202], [203] and additionally they are the major elements 

to be replaced in a CHB inverter. Since their accurate costs cannot be confidently determined, 

five different approaches are used to get different cost categories, which help to get a better 

understanding and comparability. 

“High” Cost Model 

The “high” cost model uses component distributor prices. These are considered to be in the 

higher possible price range, since small quantities are sold with significant additional efforts on 

logistics and marketing. Prices can be heavily influenced by supply and demand and additional 

reasons. To get an overview among different distributors, a comparing service was used [204]. 

The price for the quantity of 1,000 pieces is used, since not all components have a further price 

reduction for 10,000 pieces. The highest price is selected amongst the different supplier, unless 

it is an outlier compared to the other distributors. This is done to avoid any special promotions or 

stock clearances, and to avoid any extra high prices due to low stocks or any other individual 

factors. 

“Low” Cost Model 

For the opposite, the “low” cost model, the lowest possible prices found anywhere are used. 

There is no restriction or quantity requirements set and the prices can be as low as only a few 

USD cents for smaller switches. Only assumed clickbait offers, mostly recognizable by a price 

indication using the smallest denomination of the used currency or by similar indicators, were 

not considered. Most of these low price range prices are found on various far-east e-commerce 

platforms. The originality, availability, or new-status cannot be confirmed for these components. 

Therefore, the prices have to be considered with care, but indicate a low range. It is possible that 

big OEM can get even lower prices than the ones indicated in the “low” cost model, but since 
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there is no confirmation possible, especially not for all selected switches from the database, this 

is not considered for the cost modeling. It is also possible that the prices are unrealistically low if 

they for example are sold below market value due to an insolvency or other reasons. 

“Die Size” Cost Model 

Both previously mentioned models might include a high independency of costs and actual spec-

ifications. Therefore, a method is required, which brings their attributes in relation with their 

potential costs. A promising approach is available from Burkart et al. [202], who linked the costs 

of power electronic semiconductors to the surface area of the die plus the packaging costs, as it 

is shown in Eq. (3.18):  

𝐶SC = 𝐶die + 𝐶package = ( ∑ 𝜎die(𝑛)𝑛 𝐴die,𝑛) + 𝐶package, (3.18) 

where 𝜎die is the specific price per die area 𝐴die depending on the die technology and 𝐶package 

is the package price including die integration and bonding. Burkart et al. did not indicate a specific 

price factor for Si MOSFET, so instead the 600 V Si PIN diode value (2.46 EUR/cm2) is used, 

since its semiconductor structure and manufacturing process are the closest. The package price 

𝐶package stated in [202] only has values for rather large modules. However, a power trend line 

depending on the package surface area with a coefficient of determination of 99.56 % can be 

noticed and is therefore used to extrapolate the packaging costs for smaller modules with the 

surface area from the datasheets. This model is named “die size” cost model. 

A problem for this model is that normally the die dimensions are not stated in the datasheet, as 

it is an irrelevant parameter for normal applications. For 21 MOSFET switches from Infineon the 

die surface area was mentioned in the corresponding bare die datasheets. For seven more 

switches, which were considered most relevant, the surface area was measured from purchased 

and opened samples, as shown in Figure 3.15. However, it was not possible to acquire samples 

for all the switches in the database and therefore this model only can compare some of the 

selected switches. 

Figure 3.15: Opened MOSFET from different manufacturers and with different electric parameters. 

Adapted from [189] 
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“Voltage-Current” Cost Model 

To overcome the limitations of the “die size” cost model, a method was searched to link the costs 

with other, in the datasheet available, parameters. For that, the 28 switches, where the die size 

is known, were analyzed. The best fit with a coefficient of determination of 88.55 % and an ab-

solute average error of 7.46 % was found between the product of the drain-to-source voltage 𝑉DS 

multiplied with the drain current 𝐼D and the die surface area, as shown in Figure 3.16. 

Figure 3.16: Relation between the Drain-to-Source Voltage 𝑉DS multiplied with the Drain Current 

𝐼D and the die surface area. Adapted from [189] 

Since both values are essential and therefore always available in the datasheet, it is possible to 

approximate the die area, which can then be used to calculate the switch cost according to [202] 

as mentioned in the previous subsection. The packaging costs are calculated in the same way 

as in the “die size” cost model. This model is named “voltage-current” cost model. 

“Theoretical Optimal Switch” Cost Model 

Beside of the cost models for the switches of the database, a model is required for the theoretical 

optimal switch. Since such a switch does not exist, no price data can be collected and a cost 

model is required, which brings the cost in relation to the actual parameters. The most straight-

forward approach is to use the relation presented for the “voltage-current” cost model, where a 

relation between the product of drain current and drain source voltage, and the die size is indi-

cated. It is assumed that the other parameters of the switch do not influence the cost significantly. 

With the die size and Eq. (3.18), a cost for the semiconductor of the switch can be determined. 

The packaging costs cannot be derived from the switch database, as no trends are visible. This 

is because the packaging rather follows manufacturing concerns, soldering/mounting require-

ments, and cooling necessities than the electrical parameters. No relation is also indicated in 

Figure 3.15, where identical packages have different die sizes. Therefore, the packaging for the 

theoretical optimal switch is defined to be bigger than the die, so that the semiconductor is safely 

capsuled. Within the switch database with available die sizes, package-to-die ratios of 3 % to 

44 % with an average of 20 % can be found. The highest value of 44 % is considered for the 

theoretical optimal switch, as it indicates its feasibility for a commercial switch and follows the 

idea of an optimal fitted component. Additionally, the switch from the database with this ratio is 

rated with 𝑉DS = 250 V, which indicates that the voltage rating is not limiting such a package ratio. 

Higher ratios of 80 % using a DirectFET packaging [205] and even up to 100 % using a chip 
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scale packaging (CSP) [206] would be possible as well. However, they are not considered, be-

cause this would make the results not directly comparable to the other cost models based on the 

switch database, as no switch within it is using such a technology. The presented approach is 

labelled as “theoretical optimal switch” cost model. 

The possible switch costs models are summarized in Figure 3.17 to give an overview over the 

possible cost ranges. All values besides of the “theoretical optimal switch” cost model are from 

the database. For the “theoretical optimal switch” cost model, the costs are gathered from all 

considered configurations, as the values in general can adapt to any values depending on the 

configuration of the CHB inverter. 

Figure 3.17: Summary of possible switch costs depending on the switch cost model 

Other Components 

Some other components beside of the switches would be different in a CHB inverter compared 

to a conventional IGBT inverter. They are considered as well and described here individually. 

Online distributor price comparisons are used similar to the “high cost” model with the difference 

that here overall lowest prices independent from any quantity requirements are selected exclud-

ing unrealistic false advertisement and rounded down to two decimal places [204]. To ensure 

the comparability, the same components and costs are used for both this work and the concur-

rent dissertation [32]. 

A challenge for CHB inverters is that each SM is connected in series. Therefore, no reference 

ground is possible, as this would short-circuit the SM. To solve this, each SM needs its own 

isolated power supply. This can be implemented with separated isolated DC/DC converters. The 

±15 V DC power supply MEA1D0515DC from Murata is selected and a cost of USD 4.5 is esti-

mated. Each SM needs one of them. Furthermore, the MOSFET switches need a driver, which 

can source and sink the controlling current to enable a fast switching, which reduces the switch-

ing losses. The 1ED020I12-F2 from Infineon is selected with a cost estimation of USD 2. Each 

SM needs four of them. 

The controlling effort is assumed to be increased, since a high speed, isolated communication 

is required between the modules. This is especially necessary for the required alignment of the 

signals shown in Section 3.2.5. To be on the safe side, an additional cost of USD 150 is assumed 

to implement such enhanced communication. 

Despite the high efficiency of the MOSFET switches, there is still a cooling system considered. 

A liquid cooling system is assumed for both the conventional and the novel inverter, so that the 

costs are equaled out. However, since the power electronics are more distributed in the CHB 
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inverter, an additional USD 0.45 is assumed for each SM [202]. This is a worst case scenario for 

the CHB and could be improved with integrated design of the module cooling [32, Ch. 8.3.2]. 

With the implementation of the CHB inverter, several components of the conventional powertrain 

are not necessary anymore. The most costly components are the IGBT switches. With the “die 

size” cost model based on [202] and the die size found in [207], the costs can be derived as 

USD 296.61. In addition, the IGBT switches require a driver to enable fast switching. The same 

drivers as for the MOSFET are considered, but with a reduced and fixed quantity of six units. 

Other components, which are not required in the CHB inverter anymore, are the input filter ca-

pacitors. The size is given for the reference vehicle [207] and can be calculated with the model 

stated in [202]. It results in a cost of USD 30.30. 

The last components, which are different with the new powertrain, are the contactors for the 

battery pack in the reference vehicle. These contactors are a safety requirement, since the bat-

tery voltage is higher than the defined DC safety voltage of 60 V [58]. Therefore, each pole of 

the pack is equipped with a HV contactor, so that the pack can be potential-free once it is disa-

bled either for standby or due to emergency reasons. Within the pack, however, the HV is still 

prevalent and still poses a safety risk especially for accident situations, where the integrity of the 

pack is damaged. With a CHB inverter, these contactors are not considered as required anymore. 

Firstly, this is because the batteries within the individual SM are potential free, once the switches 

are disabled, which is intrinsic the case once the controller is switched off. The MOSFET there-

fore work in a comparable way as dual solid-state contactors for each SM. Secondly, for most 

SM configurations, the SM voltage is below 60 V and therefore considered safe to handle any-

ways. Consequently, the CHB inverter can be considered safer while the hardware cost for the 

contactors can be omitted. This cost is assumed as USD 37 for each contactor. 

Finally, the manufacturing overhead needs to be considered for both the removed and added 

costs. This is for the logistics and actual handling of the manufacturing and comes as a multiply-

ing factor for the costs. For this work it is taken as 1.25 for power electronics converter production 

according to [203]. 

In total, the cost difference between the conventional IGBT inverter and the novel CHB inverter 

can be calculated with Eq. (3.19): 

∆𝐶components =  𝛴𝐶IGBT + 𝐶contactors − 𝛴𝐶CHB, (3.19) 

where Σ𝐶IGBT is the sum of all relevant costs of the IGBT inverter, 𝐶contactors is the costs for both 

contactors and Σ𝐶CHB is the sum of all relevant costs for a CHB inverter including the switches. 

Σ𝐶IGBT is taken with USD 666.5 in this dissertation, and 𝛴𝐶CHB depends on the configuration and 

is calculated newly in each iteration. 

Battery Costs 

Beside of the different component costs of the inverter, there is an additional factor for the overall 

initial vehicle costs, if the powertrain is adapted from a conventional form to the proposed CHB 

inverter. Because of the higher efficiency and increased utilization of a CHB inverter driven ve-

hicle, more of the energy stored in the battery is used for propulsion and therefore the car can 

drive further with the same battery capacity. Such a non-monetary benefit makes the powertrains 

hard to compare. Therefore, it is assumed that the range remains the same, which allows for a 

smaller battery pack with a more efficient and higher utilized powertrain. This reduced capacity 
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has a direct cost associated and therefore reduces the initial costs, which is used as an optimi-

zation factor. A smaller battery would have additional benefits such as reduced weight and 

volume and improved environmental impact, but they are not considered here, as they are not 

simply convertible into monetary benefits. Especially the battery weight would have an iterative 

benefit for the efficiency of the vehicle. However, as the results will show, it has an impact of 

around 1 % on the overall vehicle weight and is therefore considered insignificant to be incorpo-

rated. Additionally, it has to be considered that such a capacity reduction might not be feasible, 

since the cells are only available in discrete sizes. However, it allows a comparative optimization. 

The cost difference Δ𝐶pack can be calculated with Eq. (3.20): 

Δ𝐶pack = ((𝐸
Loss,IGBT

− 𝐸Loss,CHB)𝑅 +
𝑎𝑝c𝑐pack𝑢pack,nom

1+𝑎𝑝c

 ) 𝐶relBat, 
(3.20) 

where 𝐸Loss is the average energy loss for the respective inverters, 𝑅 is the range requirement, 

𝑎𝑝c is the accessible potential capacity derived with the model from Section 3.3.3 and 𝐶relBat is 

the cost per kWh for the battery on pack level. The loss of the IGBT inverter of the reference 

vehicle is calculated with IGBT inverter model as 1.22 kWh/100 km with the WLTP driving cycle. 

The loss of the CHB inverter depends on the CHB configuration. The range of the reference 

vehicle affects this cost calculation linearly, and is freely adaptable. It indicates that for vehicles 

with larger batteries, a different configuration can be a better option, since a larger saving on the 

battery costs is possible. For the calculations of the results (Subchapter 4.4), a range of 300 km 

is used as it is the official declaration of the reference vehicle [208] and such a magnitude of 

range is also supported by the desired daily range of the customers, even though the actual 

demand is lower [17]. The accessible potential capacity is the additional charge that can be 

utilized depending on the maximum usable potential 𝑝c and the utilization factor, which depends 

on the quality of the state estimator and the control strategy, as it is shown in Subchapter 4.3. 

The battery cost is considered with USD 164.28 per kWh for Lithium based 18650 battery packs 

cells [5, Sec. 2017]. 

Energy Costs 

An additional monetary difference besides of the initial costs are the changed energy costs due 

to the altered efficiency. Over the lifetime of the vehicle, the total accumulated costs for energy 

are therefore different. Such a total cost of ownership (TCO) consideration can enable a config-

uration with a higher initial cost, but with a lower operational cost that compensates the increased 

initial cost, if the increased efficiency compensates the more complex configuration. The running 

cost difference can be calculated with the average energy consumption difference multiplied with 

the costs for electricity and the estimated lifetime driven distance as shown in Eq. (3.21): 

Δ𝐶Energy = (𝐸Consum,IGBT − 𝐸Consum,CHB)𝐷𝐶relEnergy, (3.21) 

where 𝐸Consum is the average energy consumption for the respective inverters, 𝐷 the total dis-

tance driven over the lifetime and 𝐶relEnergy the cost for the electric energy. The vehicle energy 

consumption can be simulated with the model, where the IGBT inverter is calculated with 

13.26 kWh/100 km for the reference vehicle in the WLTP driving cycle and the CHB inverter 

again depends on the configuration. The total distance driven over the lifetime defines the range 

until the vehicle is damaged and aged at a stage, where it is not worth to repair it anymore. For 

BEV, often the battery is the limiting factor since here the aging is the fastest and a replacement 

might not be economical [5]. The value depends on several external factors, such as climate, 
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charging/driving behaviour, etc., so only an approximation is possible. The reference vehicle 

comes with a warranty of 100,000 miles (=160,934.4 km) [209], which can be considered a min-

imum value. However, it is not realistic, as multiple commercial BEV already have proven a 

higher possible mileage. Current research suggest that even up to 1 million miles of total lifetime 

can be possible [209]. For the reference vehicle, Samsung SDI 94 Ah cells are used [210]. In its 

datasheet a cycle life of at least 3,200, but up to 4,600 cycles is stated to reach an EOL of 80 % 

[211]. The lower value of 3,200 cycles is used for this dissertation, which results in a total driven 

distance of 960,000 km until end of life of the battery. The cost for the electric energy depends 

on external factors, for example availability of resources, political influence, incentives, etc., and 

therefore can vary a lot amongst different countries and regions. For this dissertation, the Ger-

many 2015 price of USD 0.26 per kWh is selected [5]. It represents a rather high price compared 

to other countries, but as a high developed country without much access to own natural re-

sources and a high share of renewable energy, the price is considered to include low incentives 

and can be seen as a future indicator for energy costs in other countries as well. 

3.4.6 Cost Evaluation 

The three mentioned possible cost differences can be summarized to an overall possible saving 

as shown in Eq. (3.22): 

𝐶saving = ∆𝐶components + 𝛥𝐶pack + 𝛥𝐶Energy. (3.22) 

It has to be mentioned that some of the three cost differences can be negative, especially for the 

components, but still represent an optimum for the overall savings. The optimal configuration for 

the CHB inverter is found by sweeping the configuration parameters within their possible limits 

and calculating the individual overall savings. These savings are then sorted and the highest 

cost saving indicates the best configuration. With the set of 63 switches in the database, from 

one to 50 modules per phase and from one to 30 parallel MOSFET for each switch, 94,500 

possible configurations are evaluated. These include the most commonly mentioned seven-level 

configuration from Section 3.4.1 with single MOSFET per switch as well as the selected config-

uration from the concurrent thesis [32] with six paralleled MOSFET. For the evaluation, the best 

100 configurations are considered for each switch cost model. Taking only the best or just a few 

best configurations could result in selecting outliers, which are caused by a specific interaction 

of components or outliers in the cost models due to unrealistic switch price selections. The com-

binations considered also include scenarios, when the overall savings are negative or when the 

configuration results in an invalid combination. 

The comparison to investigate the influence of the switch costs is conducted separately in three 

ways: either without cost consideration, with the best switch selected from the database, or with 

the theoretical optimal switch model. Alternatively, the range requirement and the energy costs 

are varied to highlight the sensitivity of the model towards these parameters.  

As a conclusion, in this subchapter, the method is described which is used to find the optimal 

CHB inverter configuration. As optimization factors the efficiency and the costs of the system, 

both for initial and running costs, are considered. A switch database is created including switch 

costs following five different cost models. Additionally to the switches from the database, the 

theoretical optimal switch model is introduced, which requires a more thorough examination of 

the switch parameters to be able to simulate exactly fitting switches in each SM configuration 

and to derive its potential costs. For the overall powertrain, not the total cost, but just the cost 
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difference compared to a conventional electric powertrain is calculated to avoid having to derive 

hard to determine costs of components and manufacturing. Finally, it is described how the sim-

ulation can be conducted to simulate all possible configurations and sort the results to find the 

optimal ones. The results indicate the best possible configuration and quantifies the actual ca-

pacity gain of the battery, cost, and efficiency of the proposed system. 

As an overall conclusion of the methodology, it can be stated that the proposed separation of 

problem into four subchapters enables a clear structuring of the required tasks, which outcomes 

in the end lead to identify the potential benefit and to evaluate the fulfilment of the stated working 

hypothesis. For that, first, with an extensive compilation of battery research, the magnitude of 

the cell variation problem can be outlined. In a next step, ways are shown how the CHB inverter 

can be controlled to access the unutilized capacities. To do so, a measurement of the states 

during operation is required, which is defined in the next step. Finally, the best configuration and 

therefore the magnitude of the improvement can be simulated. The detailed descriptions of the 

implementations for the simulations and tasks define the bottom of the V-Model used to describe 

the structure of this dissertation. This is therefore the end of the decomposition, where from now 

on a re-composition is required to be able to answer the questions of this research in an ascend-

ing way, starting with low-level details until in the end the overall research question can be 

answered. 
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4 Results 

In this chapter, as a first low-level re-composition working package of the V-Model, the results of 

the four different Methodology Subchapters are presented. It does not strictly follow the four 

individual steps indicated in the previous chapter, since some results are gained from iterative 

loops and are the output of several combined methods. However, it is still based on the same 

logic.  

First, statistical results of the battery tolerances obtained from the battery dataset are presented 

and summarized to highlight the maximum usable potential of increased battery utilization clearly. 

This data is also used to parametrize the simulated battery packs and SM. In the next part, 

results from the control strategy and state estimation optimization are shown to indicate, which 

approach for each task should be selected and which parameters indicate the best performance 

and therefore should be used to configure the subsequent simulations. With the optimized sim-

ulation system defined, the utilization simulation can be conducted, which results in the 

determination of the accessible potential for all investigated configurations. In the next subchap-

ter, the results of the configuration optimization are presented, depending on the various inputs 

of different cost models, cost factors inclusion, and other variables. A finalizing subchapter is 

summarizing the gained results, shows the actual best configurations, and indicates to which 

extend the proposed active interconnection fulfills the working hypothesis. 

Figure 4.1: Structure of Chapter 4 

4.1 Results of Battery Tolerances Potential 

The first Results subchapter gives a statistical evaluation of the cell tolerance dataset created in 

Subchapter 3.1, which allows deriving several relevant aspects regarding the currently unused 

potential in conventional BEV. A special focus is put on the investigation of potential dependen-

cies for different cell parameters, as this could give some recommendations regarding the 

selection of cells. Additionally, the results from analyzing the dataset are used to parametrize the 

reference cell, SM, and pack simulations, which are required for the subsequent simulations. 
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4.1.1 Capacity Tolerance 

For the capacity, it was noted from the available data that state of inhomogeneity of the capacity 

𝑆𝑂𝐼c and relative spread 𝑠𝑝c are almost the same with an R-square value of 98 %. The coeffi-

cient of variance 𝐶𝑉c is correlating linearly with both 𝑆𝑂𝐼c and maximum spread with an R-square 

value of 79 %. In addition, the maximum usable potential 𝑝c has a linear correlation with the 𝐶𝑉c 

with an R-square value of 74 %. Therefore, it is considered that these parameters can be used 

interchangeably. Following observations are conducted with a focus on the maximum usable 

potential, as this value provides a direct input for the potentially increased utilization. 

In total, an average 𝐶𝑉c of 1.22 % is found with 1.03 % on average for new cell sets and 1.91 % 

for aged cell sets, as shown in Figure 4.2a). The average relative spread is 5.61 % and the 

average 𝑆𝑂𝐼c is 5.16 %. The maximum usable potential varies between minimum 0.27 %, maxi-

mum 9.85 %, and on average 2.87 % with a new average of 2.30 % and an aged average of 

5.28 %. 

There is no correlation noticeable between the variations and the year the data was generated, 

which is assumed to indicate the age of the cell technology approximately. There is no trend 

regarding the cell packaging compared to the capacity variations, either. In addition, the theory 

of a correlation between the nominal capacity and therefore the cell size and the coefficient of 

variation is also not valid within the dataset, as shown in Figure 4.2b). The packaging data is 

limited as there are only three prismatic and pouch data sets available. Regarding the different 

chemistries, some influence is seen on the 𝐶𝑉c, as shown in Figure 4.2c). However, the sample 

size is small for LCO and even smaller for LMO, and the LFP values are influenced by one strong 

outlier. For new cell sets, the mean capacity is up to 10 % lower than the nominal capacity and 

on average 1.1 % lower. Nevertheless, eight out of 19 data sets of new cells have a higher mean 

capacity then their nominal value. 

 

Figure 4.2: Statistical representation of a) 𝐶𝑉c distribution of all, new, and aged cell sets, b) relation 

of nominal capacity with 𝐶𝑉c, c) 𝐶𝑉c distribution depending on the cell chemistry 

The skewness indicates a preselection of the new cells, as for eleven out of 17 sets the capacity 

distributions are right skewed. For aged cells, three out of four sets are considered left skewed, 

as their skewness is negative. This indicates that a few cells are aging disproportional faster than 
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others, causing the skewness to invert. Because of this, the maximum usable potential 𝑝c is in-

creasing with the age of the pack. It also highlights that a pack is aging faster than the individual 

cells due to a few outliers. A calendric aging during storage could explain the few left skewed 

“new” cell sets. There is no correlation between the skewness 𝑠c and the 𝐶𝑉c. The kurtoses of 

the parameters show a similar behavior with 14 out of 17 new cell sets showing a 𝑘c value below 

three, while for aged cell sets, two out of four are above three. This indicates the correctness of 

the theory that new cells are preselected with outliers removed, while for aged cells, new outliers 

become prevalent. Again, there is no correlation between the kurtosis 𝑘c and the 𝐶𝑉c noticeable. 

4.1.2 Internal Resistance Tolerance 

For the internal resistance/impedance results, it first must be highlighted that the measurement 

methods vary even more than the capacity measurements. However, it is also evident that the 

tolerances of the resistance are much more severe compared to the capacity variations. The 𝐶𝑉r 

reaches from 0.7 % to 25.9 % with an average of 5.0 %, where the average of new cell sets is 

5.3 % and of aged cell sets is 3.8 %, as shown in Figure 4.3a). It again can be seen that relative 

maximum spread, 𝑆𝑂𝐼r and 𝐶𝑉r are correlating with high R-square values of above 90 % and 

therefore again these parameters can be used interchangeably. The average total relative 

spread is 18.9 % and the average total 𝑆𝑂𝐼r is 18.8 %. 

A weak correlation of 24.7 % between capacity variation 𝐶𝑉c and resistance variation 𝐶𝑉r can be 

seen in Figure 4.3b). This indicates that manufacturing tolerances affect both parameters, but 

not mandatorily with the same impact. The year of publication, which indicates the year of man-

ufacturing for the cells, has no influence on the resistance variation. For packaging and chemistry 

analysis, the data is too limited, since not all data sets contain resistance data. The skewness 

𝑠r is for 13 out of 16 cell sets right skewed, again with the aged data too small to draw conclusions. 

It indicates random outliers from the manufacturing requirements, which seem to get worse over 

the cell life time as indicated by Schuster et al. [25]. The kurtosis data shows no trend and no 

correlation for the internal resistances. 

a)

  

b)

  

Figure 4.3: Statistical representation of a) 𝐶𝑉r distribution of all, new, and aged cells, b) correlation 

of 𝐶𝑉c with 𝐶𝑉r. 
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4.1.3 Summarizing Battery Tolerances 

In general, a wide variation of tolerances is noticeable. Expected correlations between tolerances 

and other features of the cells are limited. A detailed overview of the attributes of all the key 

parameters with a separation of new and aged cells is shown in Appendix A, Table A.1. 

An interesting and relevant aspect for this dissertation, the price of the different cells, is not taken 

into account in literature and therefore is not considered for this evaluation. It is assumed that 

lower priced cells without branding might have bigger tolerances. Even within a cell type, the 

manufacturers are conducting a preselection, which is highlighted by Baumhoefer et al. [30] with 

the usage of “C-grade” cells indicating there are at least three different quality levels available 

for that cell type. Such selections within a distribution, also visible with the right-skewness of new 

cells, additionally indicates that certain cells might be discarded if they do not fulfill the basic 

requirements. The costs of these rejects will increase the price of the sold batteries.  

Another noticeable aspect is that in most examined data sets the mentioned sample size and 

the visible sample size are different. From the cells, which were evaluated by own measurements, 

it was noticed that certain individual cells indicate an unusable behavior. Some had far too small 

capacity/high resistance or a fast self-discharging nature. Even the effect that some cells were 

delivered deep discharged beyond the cutoff voltage was noticed. Such cells are removed from 

the pack manufacturing whenever possible and again the rejects increases the price. However, 

cell defects also can happen at any time during usage with effects from reduced available ca-

pacity until a total failure of the powertrain [212]. For all entries in the battery analysis, a rejection 

of 1.23 % is visible. Since these are the rejects from previously delivered or in packs assembled 

cells, it can be assumed that the overall rejection rate is even higher. 

For some cell sets, a clear separation of batches is visible in the data, where groups of cells have 

similar properties. This increases the range of the values and is commonly tried to avoid by 

marking each cell individually with a (machine) readable tag. Pack manufacturers assemble bat-

tery packs by sorting the cells in certain orders using these markings combined with own 

additional measurements. Hereby parallel or serial matching can be applied, which both have 

negative effects. A preferred way is to match capacities in series to maximize the capacity utili-

zation and to match resistances in parallel, which results in more evenly distributed currents [24].  

It is shown that aging acts contrary to any efforts done during pack manufacturing to ensure a 

homogeneous pack, as the overall variations increase with time and usage without any clear 

dependency. So even by matching an initial pack and avoiding initial outliers, the parameter 

spread still increases over the battery lifetime. 

In conclusion, the dataset shows that there is always a variation found, which is increasing during 

usage. It seems rather independent from cell size and used chemistry, but deteriorates over time. 

However, the order of magnitude of the variation is a single digit percentage. The maximum 

usable potential is on average only between 2.3 % and 5.3 % for new and aged cells and can be 

as low as 0.3 % for the best cells.  

4.1.4 Cell Parametrization for the Simulation 

For all the simulations, a parametrized reference CHB battery pack including realistic tolerances 

is required. It follows the model explained in Section 3.3.2, and the submodules are parametrized 

with values gathered for the dataset described in Section 3.1.3. Two sets of samples with differ-

ent variations are generated: a new and an aged version. 
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The new cell parameter set is based on the publication of Campestrini et al. [135], as it is the 

same cell from which the ECM parameters are derived and it represents a branded, high quality 

cell used in automotive applications. It has to be mentioned that this is one of the best entries in 

the whole battery tolerances data set and therefore indicates a worst-case selection for the ben-

efits of an increased battery utilization. However, it therefore depicts a realistic representation of 

the variations expected for automotive grade cells with highest requirements. 

To enable a comparison and to highlight the utilization potential, first a set of individual cells is 

generated. No damaged cells are included, even though most sources from the battery dataset 

indicate their existence. However, their failure behavior is unknown and it is not clear how severe 

the deficiencies would be. Therefore, this effect is excluded. As the parameters of the cells are 

randomly generated following the statistical distribution, the set is generated 10,000 times and 

averaged to exclude random outlier for the reference CHB battery pack. The generated varia-

tions are shown in the Table 4.1 in the “New Cell” row and have a high similarity to the original 

data from Campestrini et al. However, they are not identical, as the sample size for the genera-

tion is much bigger than the original data sample size in the publication and the statistical 

features extracted from literature are just representing the values of their measurements. Based 

on the tolerances, the maximum usable potential of the individual cells can be calculated, which 

is slightly higher compared to the values from the source literature, but still one of the best com-

pared to the whole tolerance data set.  

In a next step, a conventional new pack is parametrized following the specifications of the refer-

ence vehicle and using the generated cells. To do so, 2,200 cells are randomly selected from 

the generated sample to form a battery pack. This pack follows a 100𝑠22𝑝 configuration, and will 

be herein referred to as the self-generated conventional reference pack. This reference pack 

results in reduced variations compared to the individual cells. This is due to the connections of 

22 cells in parallel, which evens out the tolerances within each parallel string. The detailed at-

tributes of the self-generated reference pack are shown in Table 4.1 in the “New Pack” row. The 

maximum usable potential on pack level is reduced by around 79 % compared to the maximum 

usable potential of the individual cells, which roughly amounts to factor 5. 

Table 4.1: Parameter attributes of reference pack with self-generated tolerances 

 

Battery Mean 𝑐 Min. 𝑐 Max. 𝑐 𝐶𝑉c 𝑆𝑂𝐼c 𝑠𝑝c 𝑝c 

New Cell  2.88 A h 2.87 A h 2.89 A h 0.16 % 0.81 % 0.82 % 0.41 % 

New Pack  63.36 A h 63.30 A h 63.42 A h 0.03 % 0.17 % 0.17 % 0.09 % 

New 1*4 SM  43.17 A h 43.16 A h 43.18 A h 0.02 % 0.05 % 0.05 % 0.03 % 

New 3*4 SM  43.17 A h 43.15 A h 43.18 A h 0.02 % 0.08 % 0.08 % 0.04 % 

Aged Cell  1.86 A h 1.73 A h 1.99 A h 2.78 % 13.07 % 14.00 % 7.54 % 

Aged Pack  40.96 A h 40.35 A h 41.58 A h 0.59 % 2.94 % 2.99 % 1.52 % 

Aged 1*4 SM  27.59 A h 27.47 A h 27.70 A h 0.38 % 0.84 % 0.84 % 0.44 % 

Aged 3*4 SM  27.59 A h 27.39 A h 27.76 A h 0.40 % 1.33 % 1.34 % 0.73 % 
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For the CHB inverter, the reference pack is formed in the same way. Variations observed on 

pack level depend on the configuration and in how many SM the pack is split. The attributes are 

therefore calculated for all possible configurations and the maximum usable potential as an ex-

ample attribute is plotted in Figure 4.4. In this case, the tolerances indicate the maximum 

accessible potential between the SM. Within the SM, still unusable capacity remains due to var-

iations and the static inner SM configuration. Two different calculations are made to highlight the 

difference of inter- and intra-phase utilization. Certain discontinuities are visible, which are 

caused by the ceiling function to calculate the number of cells in series per SM. The values of 

the scaled model parameters, which are picked for the four SM per phase configuration, as it is 

used to generate the following simulation model results, are shown in Table 4.2 and their attrib-

utes are indicated in Table 4.1, rows “New SM”, as well. The high number of decimal places 

hereby does not indicate spurious accuracy, since the numbers are generated from the distribu-

tions and the accuracy is required to highlight the small differences. A reduction of the maximum 

usable potential down to 6 % for intra-phase and 10 % for inter-phase utilization is visible, which 

roughly amounts to factor 10. 

Figure 4.4: Maximum usable potential of the new, scaled battery cell model dependent on the 

number of SM per phase 

For the aged cell parameter set, an identical approach is conducted to parametrize the reference 

packs. However, no ECM dataset or variation data is available for the selected reference cell. 

Therefore, an artificial cell is generated based on different sources. Some of the sources indicate 

a trend line of aged parameters compared to the number of cycles. In these cases, the value at 

an aging of 2,000 cycles is used [25]. The variation parameters of capacity and resistance are 

selected from the aged set of Devie et al. [124] in 2016, as the cell is similar to the reference cell. 

The mean value of the resistance is not directly usable since it is a different battery type. There-

fore, the mean value of new cells is increased by 40 %, while keeping the coefficient of variation 

the same [213]. The same analysis as for the new cells is conducted, where first the tolerances 

between the cells are obtained, then within a conventional pack and lastly for all the possible 

CHB configurations. The results with a selection of four SM are included in Table 4.1 in the “Aged” 

rows and the exact values for further simulations are added to Table 4.2. They indicate an iden-

tical reduction of the initial high tolerances like for the new cells, once the cells are integrated in 

the pack or SM. However, due to the higher initial variations, higher maximum usable potential 

can be found in the packs. The factors of reductions remain the same as for the new cells. 
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Table 4.2: Defined parameter sets of SM for simulations 

For the remaining ECM parameters of the cells, no distribution could be found, and therefore 

they are equal in all SM. A factor of 1.2 is applied on the aged cell data to mimic the aging [213]. 

In addition, the OCV underlies some shift due to aging. An aging model was used to get the 

shifted relation [214]. 

It can be concluded that a CHB inverter may already enable a higher utilization just by the nature 

of the circuit, which is visible through the smaller maximum usable potential for the CHB packs 

compared to the conventional packs. On top of that, the remaining inequality can be made ac-

cessible by an active control of the individual SM, which is shown in the next subchapters. 

Nevertheless, it can be seen, that the maximum usable potential within the CHB inverter is even 

smaller than the already small potentials for the individual cells. The value is smaller than 0.05 % 

for new cells and still only less than 0.8 % for aged cells. Therefore, any active interconnection 

only can bring a benefit, if the circuit does not add any additional costs or losses. The control 

must allow regulating small amounts of energy. Moreover, the measurement of the differences 

must be more accurate than the actual differences to allow access. 

4.2 Partial Aspects Optimization Results 

This subchapter describes some intermediate optimization results from both the Control Strategy 

and the Module State Estimation Subchapters of the Methodology Chapter. Those results are 

necessary inputs to conduct the final simulations. First, intermediate results of the control strat-

egy are presented, which focus on the aspect of the theoretical sorting. Subsequently, the state 

estimators are optimized individually and the results are compared to find the most suitable state 

estimator. The last part of this subchapter describes the charging to be able to simulate whole 

cycles with therefore realistic starting conditions. 

4.2.1 Theoretical Sorting Results 

Different rotating schemes where explored for the phase disposition PWM, when no specific 

sorting is applied. This is the case for the reference system, which is used as a baseline for 

comparison with the other sorting mechanisms. A rotating scheme is also required for the differ-

ent sorting mechanisms, because there are driving scenarios, where the balancing sorting 

cannot be applied, but due to the nature of phase disposition PWM, a rotation must be included 

to avoid further external unbalancing. 

Various different fixed and additional random rotation patterns were simulated. Random re-ini-

tializations where performed every 5 min of simulated driving to avoid interference of the 

repetitive driving cycles. The simulations were conducted with the new and the aged SM set. 

Parameter SM 1 SM 2 SM 3 SM 4 

𝑐SM,new 43.1707 A h 43.1688 A h 43.1686 A h 43.1537 A h 

𝑟SM,new 18.7765 mΩ 18.7544 mΩ 18.7880 mΩ 18.8020 mΩ 

𝑐SM,aged 27.6297 A h 27.8052 A h 27.4216 A h 27.5337 A h 

𝑟SM,aged 26.1405 mΩ 26.2153 mΩ 25.9998 mΩ 26.2226 mΩ 
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Both were initialized with equal SOC, as perfectly balanced modules are assumed at the begin-

ning. The simulation is continued until the first SM reaches its defined empty state. The 

investigated value for this simulation is the ∆𝑆𝑂𝐶max, which represents the maximum divergence 

between any of the SM SOC.  

It was found that the rotation sequence (1-2-3-4, 1-3-2-4, etc.) does not have an impact on 

the ∆𝑆𝑂𝐶max, as long as it follows a repeating pattern and includes all SM. Only if a random 

pattern is applied, the results are different. As it can be seen in Figure 4.5a), which shows 

the ∆𝑆𝑂𝐶max for the new SM, the first SM reaches its empty state after 14,171 s or 7.9 consecu-

tive driving cycles. The variations between the SM thereby cause a maximum SOC difference of 

0.035 % and 0.285 % for rotating and random sorting, respectively. It is visible that the rotating 

scheme performs overall much better. This is because the random scheme might select an in-

adequate order, which causes to increase the differences due to the phase disposition PWM. 

Figure 4.5: ∆𝑆𝑂𝐶max plot over time during discharge until first SM is in empty state. Rotating sort-

ing and random sorting applied for a) new modules and b) aged modules. Adapted 

from [155] 

In Figure 4.5b), the results for the aged SM is shown. Due to the decreased capacities of the 

aged SM, the empty state for the first SM is reached much faster after 8,790 s or 4.9 consecutive 

driving cycles. The increased capacity variations also cause the maximum SOC difference to 

increase to 1.17 % and 1.09 % for rotating and random sorting, respectively. It can be seen that 

for aged modules the random sorting performs similar compared to the rotating sorting, espe-

cially towards the end of each driving cycle. However, as it is a random generation, variations in 

the result can be expected. Due to the indicated results, for the rest of this work, a rotating sorting 

scheme is used whenever a theoretical sorting is required, as the random sorting is outperformed 

for new SM and only equal for aged SM.  
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4.2.2 Pseudo-OCV Sorting Results 

The Pseudo-OCV sorting significantly depends on the waiting time as described in Section 3.3.2. 

The in the literature given value of 3 s was based on considerations of the specific implementa-

tion [165], but since the waiting time has a negative impact on the overall pack behavior, a 

comparison of different values was conducted for this dissertation. Six different waiting times 

from 0.125 s to 4 s are simulated with the new and aged modules in the same way as in the 

previous section, and the ∆𝑆𝑂𝐶max is observed to evaluate the different waiting times. An initial 

SOC spread of 3 % was set to investigate the converging capability. 

An example of the results with a waiting time of 0.25 s is shown in Figure 4.6. Similar to the 

previous section, the discharging time for the aged modules is much shorter due to their reduced 

capacity. Two effects are visible: Firstly, the aged modules converge faster than the new SM. As 

their capacity is lower, their SOC can be equalized faster, as their relative load is higher. Sec-

ondly, after the SM reach an equilibrium, the difference is approximately four times higher for the 

aged SM compared to the new SM. This can be explained by increased over-voltages due to 

the increased impedance of aged cells and therefore slower kinetics, which cause a different 

fading behavior after a module is switched inactive. This results in a different optimal waiting time 

for the aged SM compared to the new SM. 

Figure 4.6: ∆𝑆𝑂𝐶max plot over time during discharge until first SM is in empty state. Pseudo-OCV 

sorting applied with waiting time of 0.25 s for new and aged modules. Adapted from 

[155]. 

To identify the optimal waiting time, the average ∆𝑆𝑂𝐶̅̅ ̅̅ ̅̅ ̅
max during the whole simulation is mini-

mized. The average difference is chosen instead of the final ∆𝑆𝑂𝐶max, as it can be seen from 

Figure 4.6 that the actual value is fluctuating a lot depending on the stages of the driving cycle. 

As the simulation is continued until the first module reaches its empty state, this could happen 

at a time of low or high demand and therefore distort the result. In Figure 4.7 the results for all 

simulated waiting times are shown for new and aged SM as well as an average of both. The 

detailed results can be found in Appendix B, Table B.1. It is visible that for both SM, aged and 

new, an optimum waiting time can be found within the simulated range of waiting times, which is 

why no shorter or longer waiting times are considered. 
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Figure 4.7: Average maximum SOC differences depending on different waiting times 

The value of 0.25 s is used for all further simulations, as it represents a good compromise for 

accuracy for both modules, new and aged. It has to be considered that this determined waiting 

time might be different for different cell types or different SM configurations. However, the 

reached accuracy of Pseudo-OCV is assumed achievable also for other configurations and 

therefore is still used for the remaining work. 

4.2.3 Luenberger Observer Results 

Similar to the previous section, for the Luenberger observer the factor 𝑘B, the voltage feedback 

correction gain, has to be optimized. The factor not only determines the possible accuracy, but 

also is responsible for the convergence speed and the noisiness of the observer’s output. Differ-

ent from the section before, the simulation was conducted with only one SM for two consecutive 

driving cycles, and the reference ∆𝑆𝑂𝐶 is the difference of the real SOC compared to the ob-

server SOC in this section. This allows a better tuning of the observer gain factor for accurate 

SOC values, which hence results in better sorting and therefore utilization. The SM SOC was 

initialized with 95 %, whereas the Luenberger observer was initialized with 90 % to indicate the 

convergence from a value outside of the accuracy range. The driving cycle is repeated twice to 

be able to see the initial forced convergence as well as the behavior with the intrinsic misalign-

ment. Five different parameters were tested from 0.0001 to 0.1 for new and aged SM. 

For the new SM, the behavior is shown in Figure 4.8. The vertical line indicates the transition 

between the two driving cycles. It shows a certain offset error for all parameters, which is caused 

by the coulomb counting. It could be corrected, but it is not relevant for the sorting, since all SM 

would have the same offset, if the same Luenberger observer is used for all of them. Much more 

interesting for a proper utilization is the convergence behavior. Small observer gain factors indi-

cate a too slow convergence from the initial error. In contrast, with larger 𝑘B, the convergence is 

fast, but the output then fluctuates a lot. Especially towards the ends of both driving cycles, where 

the higher speed results in increased currents, for the largest simulated gain, the error gets even 

bigger than the initial set difference. 
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Figure 4.8: ∆𝑆𝑂𝐶 plot over time during discharge of single new SM for two driving cycles with dif-

ferent 𝑘B. Adapted from [155]. 

The same simulation is repeated with an aged SM, which is shown in Figure 4.9. Since the 

Luenberger observer is not adapted to the aged cell parameters, the estimation errors are in-

creased independent from the observer gain. Especially for low 𝑘B, the Luenberger observer 

cannot compensate the drift of the coulomb counting, which in this case even causes the SOC 

to spread even further. 

Figure 4.9: ∆𝑆𝑂𝐶 plot over time during discharge of single aged SM for two driving cycles with dif-

ferent 𝑘B. Adapted from [155] 

To define the optimum gain, an average ∆𝑆𝑂𝐶 is calculated. Only values after 1000 s are con-

sidered for this, since then all the outputs have converged. Since the values can be negative as 

well, the absolute value is considered, as shown in Figure 4.10. The detailed values can be found 
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in Appendix B, Table B.2. Both values of new and aged modules are averaged, which indicates 

an optimum for the gain factors between 0.001 and 0.003. For the remaining work, the factor 𝑘B 

of 0.003 is selected, since it indicates the best compromise of accuracy and convergence speed 

by converging in less than 10 min. Using the Luenberger observer for a different CHB inverter 

configuration might require adapting the Luenberger observer itself, so that the included ECM is 

correctly parametrized. Nevertheless, the observer gain and the magnitude of the output is as-

sumed the same, so that it will be used in the remaining thesis. 

Figure 4.10: Average maximum SOC differences depending on different parameter 𝑘B 

4.2.4 State Estimator Comparison 

Having defined the optimum configuration for all the state estimators, a comparison between 

them is possible to identify the overall best solution. This is conducted in the same way as in the 

previous sections, where the four defined modules are discharged with driving cycles until the 

first SM reaches its empty state and the maximum SOC difference between the SM is tracked. 

An initial SOC spread of 3 % is set to be able to compare the speed of convergence.  

The comparison is done separately for new and aged modules and both results are shown in 

Figure 4.11. Overall, it can be seen that the aged cells converge faster than the new cells. This 

can be explained with the reduced capacity and therefore increased load. It is noticeable that 

Pseudo-OCV converges the fastest, where a stable state can be reached in around 15 min for 

new cells and around 13 min for aged. CCV requires a bit longer (approximately 30 min for new 

and 17 min for aged) and the Luenberger observer method needs the longest with almost 50 min 

for new modules and more than 20 min for aged. The averaged maximum SOC differences are 

summarized in Figure 4.12.  

The overall average indicates the Luenberger observer as a sorting criterion with the best po-

tential to equalize the SM. However, the second best is Pseudo-OCV, whose result only differs 

by 34 % and therefore is in a similar magnitude. Additionally, Pseudo-OCV shows the fastest 

convergence and comes with a simple and therefore cost effective implementation as well, which 

can be scaled with no extra costs. In principle, just a timer, the anyways-necessary voltage 

measurement, and a comparing unit are required. In contradiction, Luenberger observer requires 

more computational power to perform the arithmetic ECM operations and a memory unit for the 

lookup table for each SM. Another consideration is a possible overestimation of the Luenberger 

observer accuracy in the simulation because the in principal same ECM is used for both the 
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Luenberger observer and the actual SM model. Therefore, Pseudo-OCV state estimation as a 

sorting criterion is considered the most suitable solution for the indicated problem and used for 

the remaining work. 

Figure 4.11: Comparison of different state estimators as balancing inputs for a) new SM and b) 

aged SM. Adapted from [155] 

Figure 4.12: Comparison of average maximum SOC differences between different state estimators 

4.2.5 Remaining Imbalance after Charging 

With the most suitable state estimator defined, the initial discharging condition remains as un-

known. This information is necessary to be able to compare the system to a conventional 

powertrain under realistic conditions. In the previous sections, this initial condition, the SOC dif-

ference at the start, was defined manually to a large value to be able to compare the convergence, 

but the real value can only be derived by defining and simulating the charging profile as well. 
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To do so, AC charging from the three-phase 400 V grid is simulated. To adapt the voltage, a 

2.2:1 transformer is assumed to match the voltages for the individual phases. This means that 

in the beginning of a charging process for an empty battery pack all SM are active to provide the 

required voltage. Therefore, the Pseudo-OCV method is not possible and theoretical sorting is 

applied, which keeps the current imbalance rather stable. After a certain time depending on the 

charging current, the SM reach a charge level and therefore a voltage, where not all SM are 

required anymore to follow the charging voltage. After this point, one module can be excluded 

and therefore the Pseudo-OCV sorting and balancing method can be applied. This enables the 

SOC differences to be minimized within the convergence time. This approach is implemented in 

the simulation and it shows a maximum SOC difference as depicted in Figure 4.13a) and Figure 

4.13b) for new and aged cells, respectively.  

Figure 4.13: ∆𝑆𝑂𝐶max plot over time during charge until first SM is in full state. Start of charge with 

theoretical sorting after a driving cycle discharge at first vertical line. Pseudo-OCV sort-

ing applied at second vertical line for a) new and b) aged modules. Adapted from [155] 

The charging starts directly after a discharging of all SM with driving cycles until the first SM 

reaches its empty state, which is defined with 10 % to limit the DOD. The start of charging is 

indicated with the first vertical line in the figures. For the aged SM it can be seen that the theo-

retical sorting is not able to keep the differences equal. Instead, the differences first get slightly 

better, after which they increase significantly. A similar behavior is noticeable for the new mod-

ules as well, just in a much smaller magnitude and therefore hardly visible. It can be explained 

by the specific order of the SM, when the charging starts. The SOC of SM with a smaller capacity 

are rising faster, as they see higher C-rates due equal currents. Depending on the initial SOC 

differences, this is causing the indicated behavior. Nevertheless, when the phase voltage 

reaches the level where not all SM are required to reach the charging voltage anymore, Pseudo-

OCV balancing can be used, which start is indicated with the second vertical line. In this phase, 

the differences are balanced within minutes and reach their final maximum SOC spreads of 
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0.004 % and 0.25 % for new and aged modules, respectively. The exact final values of all SM 

are used in the following simulations as initial conditions for discharging. 

The optimization of partial simulation aspects can be concluded with the following definitions for 

the simulation configuration: The rotation scheme for theoretical sorting is irrelevant as long as 

it is done in a repeating order and not randomly. The compared state estimators are optimized 

and compared, where the Luenberger Observer obtains the best results. However, it is closely 

followed by the Pseudo-OCV method, which is much easier to implement, faster to converge, 

and easier to scale. Therefore, Pseudo-OCV method is used, also because it is not confirmed 

that the high accuracy of the Luenberger Observer still can be achieved in a non-simulated en-

vironment. A full charging cycle is simulated with the selected balancing methods to obtain the 

initial SOC differences for the simulation of discharge cycle. With this aspects defined, the pos-

sible increase of utilization can be simulated. 

4.3 Increased Utilization Results 

In this subchapter, the accessible potential, and therefore a utilization factor for the SM is ob-

tained by simulation. First, the real increased utilization for the simulated configuration of four 

SM is determined. The resulting accessible potential is then brought in relation with the maximum 

usable potential of the SM in form of a utilization factor, which can be used to extrapolate the 

increased utilization for different CHB configurations. 

4.3.1 Improved CHB Battery Utilization  

The utilization of the optimized CHB system is compared to a conventional battery pack/VSI for 

new and aged SM. To enable a direct comparison, the conventional battery pack is simulated 

consisting of SM as well, but with fixed interconnections. The initial conditions are defined as 

perfectly balanced batteries for the VSI and the end of charge conditions mentioned in Section 

4.2.5 for the CHB system. They are then discharged with the same driving cycles. The end of 

the simulation is defined with the first paralleled cells and therefore SM reaching their empty 

state, even though the CHB inverter driven vehicle actually still could continue its journey with 

reduced power by bypassing the empty SM. The number of interest is the real SOC from the 

simulation for all the individual modules. 

As visible in Figure 4.14, in all cases the spread caused by the variations results in the situation, 

where the SM with the lowest SOC triggers the simulation to end. Due to the higher spread of 

the VSI system, this end is happening earlier with a higher remaining energy in the other SM. In 

case of the new SM, as shown in Figure 4.14a), the final spread is similar, since the initial spread 

is kept rather equal during the discharge, while the VSI system is slowly diverging. It causes the 

CHB simulation to run for 1.09 s longer due to the increased energy utilization in this lossless 

simulation. This duration converts in an accessible potential of 0.008 % for a single phase. Cal-

culated for the three-phase system, an accessible potential of 0.013 % is visible, which means 

the maximum usable potential is accessed with a utilization factor of 30.9 %. 

For the aged SM shown in Figure 4.14b), due to the aged cell parameters, an increased SOC 

spread of more than 1 % for the modules used in the VSI system is visible. The spread for the 

aged CHB SM is increased as well due to the other aged parameters, but because of the nar-

rower distribution, the pack can be used for 13.84 s longer compared to the conventional system. 
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This can be converted in an accessible potential of 0.16 %, which results in an accessible poten-

tial of 0.26 % for the three-phase system. Here, a utilization factor of 35.8 % of the maximum 

usable potential can be seen. 

Figure 4.14: 𝑆𝑂𝐶𝑖 plot over time during discharge of both CHB and VSI powertrain until first SM is in 

empty state for a) new and b) aged modules. Adapted from [155] 

4.3.2 Utilization Extrapolation for other Configurations 

The simulated increased utilization and therefore accessible potential is only calculated for the 

four SM configuration to keep the simulation efforts manageable. Since the maximum usable 

potential is known for all considered reference CHB configurations (Figure 4.4), the ratio of the 

increased utilization can be extrapolated using the utilization factor to indicate the possible ac-

cessible potential for all configurations. This is an important input for finding the optimal 

configuration in the next subchapter, as an increased utilization reduces the battery size and 

therefore costs. 

The extrapolation is based on the finding that the utilization factor is similar between new and 

aged modules, which have different variations in capacity and internal resistance. This can be 

explained by the other parameters, which are aging as well. Therefore, the sorting gets less 

accurate and the spread is larger compared to new cells resulting in a roughly equal utilization 

factor. It is therefore assumed that the accessible potential 𝑎𝑝c is directly correlating with the 

maximum usable potential 𝑝c, and is independent on other cell parameters. To not overestimate 

the gain, the lower value of 30.9 % utilization of the maximum usable potential is taken and con-

sidered for all the three-phase configurations. The results are shown in Figure 4.15 for both new 

and aged modules in all possible configurations. Due to the visible discontinuity, no equation fit, 

but a lookup table is generated and used for the configuration optimization in the next subchapter. 
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Figure 4.15: Accessible potential of new and aged three-phased CHB battery dependent on the 

number of SM per phase 

As a conclusion, in this subchapter it is shown that the maximum usable potential of the SM can 

be made partially accessible with the mentioned optimized controlling and state estimations of 

the CHB modules. This utilization is simulated in detail for the four SM configuration and indicates 

a utilization factor of around 30 %. This factor can be used to extrapolate the accessible potential 

for all configurations. The result indicates the amount of battery capacity, which can be reduced 

in each individual configuration and therefore it shows the cost reduction potential of the battery 

pack. This is used as an input in the next subchapter to find the optimal configuration. 

4.4 Results of the Configuration Optimization 

With all the cost-influencing factors defined, now the results of the simulations regarding the best 

configuration, as explained in Section 3.4.6, can be given. This is conducted with a focus on four 

different categories: how many modules are selected, which switch constellation is preferred, 

which efficiency results from this configuration, and which costs are caused and reduced by the 

selected implementation. For each aspect, the results have to be differentiated regarding the 

underlying switch cost models, as they generate diverging configurations. The last section then 

gives a summary of the optimization results and defines the overall optimal configuration and its 

benefits. It also includes a table with the detailed results, so that they can be compared directly. 

4.4.1 Number of Modules 

The amount of SM per phase is a dominant question of this research, as a high number allows 

a better utilization, but increases the costs and losses due to the switches. In general it is found, 

that there are between two and eight modules possible for all switch cost models excluding the 
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model, where no costs are considered. In that case, a much higher number of 10 to 28 modules 

with an average of 17.79 is found. It therefore can be said that for efficiency and utilization max-

imization, a medium number of SM is preferred. Is the number even further increased down to 

almost cell level per SM, efficiency losses are much higher than the gains from increased utili-

zation. However, if the switch costs play a role, rather independent from their cost impact, 

solutions of around 4 SM per phase are preferred with the die size relating costs indicating 

slightly less SM (on average 3.62) and the research based and theoretical optimal switches 

slightly more (on average 4.13). Without the no cost model, it results in an average of 3.92, which 

leads to the conclusion, that four SM per phase and therefore 12 SM in total with a 9-level CHB 

configuration can be considered the best. 

4.4.2 Switch constellation 

The switch constellation firstly looks into the amount of switches in parallel. Again, the model 

with no cost consideration results in different parameters compared to the other cost models. 

High number of switches are preferred here ranging from 19 to the maximum number of 30. 

Would the simulation limit be set higher then 30, even larger number of parallel switches would 

be selected, as the conduction losses can be even further reduced. The average of 26.7 however 

indicates that the switching losses also increase with the amount of parallel switches, which 

leads to the conclusion, that there is a theoretical optimum, which is less then infinity. Since such 

a hypothetical result is not relevant for this dissertation, the results with considered switch costs 

are the relevant part. Here, across the switch cost models, numbers from 2 to 30 can be found 

with averages of between 7.16 and 15.12. The highest number of 30 is only found in a few cases 

in the low cost model and this might be caused by unrealistic low prices for some switches. A 

total average of 11.27 is found leading to the conclusion that a configuration of 11 switches in 

general works best.  

Another question of the switch constellation is the type of switch selected. With no costs consid-

ered, the switch BUK9J0R9-40H made by Nexperia is the preferred choice for 88 out of 100 

configurations, indicating this as a highly efficient switch. For high and low cost models, different 

preferences can be found based on the different prices associated with them. The die size based 

models both prefer the IPD90N10S4L-06 from Infineon indicating a good price/efficiency ratio. 

For the theoretical optimal switch, the switch voltage 𝑉DS and the maximum current 𝐼D with their 

according de-rating are directly defined by the number of modules and parallel switches. They 

therefore match perfectly for each configuration. For the remaining switch parameters, a rather 

high conduction resistance of on average 3.89 mΩ with values from 2.11 mΩ to 7.08 mΩ can be 

found. Due to this, the switch prices are in lower ranks from USD 0.35 to USD 1.03 with an av-

erage of USD 0.50. 

4.4.3 Efficiency 

The efficiencies are in general substantial higher compared to conventional inverters, which is 

an outcome discussed in the concurrent thesis as well [32, p. 37]. The highest efficiencies can 

be found when the costs are not considered. A value of up to 99.80 % and on average still 

99.78 % are simulated in this category and therefore define the benchmark. In comparison, the 

reference IGBT powertrain only reaches efficiencies of 93.65 % for the same driving cycle load 

in the same reference vehicle. This optimum configuration and its increased efficiency would 

reduce the required battery energy content up to 3.56 kWh. 
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With the cost consideration, the low cost model generates the highest results with an efficiency 

of on average 99.12 % and the high cost model the lowest with on average 98.98 %. Only the 

theoretical optimal switch is slightly lower with on average 98.69 %, which indicates that this 

model is not able to find better configurations then models with actual switches. The total average 

without the no cost category is found at 98.96 %. It shows an improvement of 5.31 % compared 

to the conventional inverter and reaches the maximum benchmark closely. 

4.4.4 Cost 

The results of the simulation indicate that the configuration without cost considerations would 

have high additional hardware costs of between USD 3,847 and up to USD 13,500 and therefore 

on average USD 6,806 more than the reference IGBT inverter due to the high number of parallel 

switches and number of SM. The savings of battery capacity reduction and reduced running 

costs without any hardware costs are rather independent from the configuration with an average 

of USD 3,477, which indicates the cost benchmark. It also means that even with the most efficient 

powertrain, such an implementation on average would cost the user USD 4,070 more during the 

lifetime compared to the reference vehicle. This highlights the necessity to include cost consid-

erations for finding the optimum CHB inverter configuration. 

For all the other cost models it is visible that the inverter itself on average is always more expen-

sive compared to the conventional inverter. Even with the low cost switches, an additional cost 

of USD 205 is expected on average and this can range up to USD 630 on average for the high 

cost switches. Altogether, on average, increased hardware costs of USD 398 have to be ex-

pected. However, due to the decreased battery size and the saved running costs, between 

USD 2,474 (theoretical optimum switch) and USD 2,926 (low cost switch model) can be saved 

in a TCO comparison. The average value is USD 2,647, which is only USD 842 below the max-

imum benchmark of the most efficient configuration and this difference can be as low as USD 424 

in the best case. 

4.4.5 Summary of Configuration Optimization 

In Table 4.3, a summary of the main results for the different switch cost models is given. The 

values are averaged excluding the maximum savings with no cost consideration, since these 

results are not feasible in an economic way and maybe even hard to integrate into the package. 

They therefore would distort the results. In Figure 4.16, the cost saving for the best 100 configu-

rations of the different cost models are depicted. The data entry “No cost” shows the savings 

due to reduced battery capacity and decreased energy costs, but without any hardware costs. 

Otherwise, its values would all be in the negative range. Also included in Figure 4.16 is a total 

average and an average excluding the maximum savings to highlight the possibilities without the 

distortion from infeasible results. It can be seen that certain cost models, especially the high cost 

model and the voltage current model, have a few outliers, which indicates a certain combination 

of parameters achieve a unregularly high efficiency due to interacting factors. This outlier behav-

ior also can be seen in a less obvious way for the other cost models, which is why the top 100 

configurations where averaged to filter out this effect. 
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Figure 4.16: Cost savings in USD for the top 100 ranked results for the different switch cost models 

 

Table 4.3: Summary of the main results for the different switch cost models 

     

Cost Model 
No 

Cost 
“High” „Low“ 

“Die 

Size” 

“Voltage-

Current” 

“Theo. 

Optimal” 

Avg. of 

Models 

Min. Number of Modules 10 3 3 2 2 2 2.40 

Max. Number of Modules 28 8 5 5 5 7 6.00 

Avg. Number of Modules 17.79 4.08 4.12 3.62 3.62 4.18 3.92 

Best Number of Modules 17 3 4 3 3 3 3.20 

Most Number of Modules 13 3 5 3 3 3 3.40 

Freq. of Most Module 12 43 44 54 48 25 42.80 

Min. Num. of Parallel Sw. 19 2 2 2 2 4 2.40 

Max. Num. of Parallel Sw. 30 30 30 24 20 26 26.00 

Avg. Num. of Parallel Sw. 26.69 11.67 15.12 9.09 7.16 13.33 11.27 

Most Num. of Parallel Sw. 30 7 7 6 6 10 7.20 

Max. Efficiency in % 99.80 99.40 99.44 99.33 99.35 99.20 99.34 

Avg. Efficiency in % 99.78 98.98 99.12 99.00 99.02 98.69 98.96 

Avg. Inv. Cost Dif. in USD - 630 205 361 366 426 398 

Max. Cost Save. in USD 3,489 2,776 3,065 2,911 2,998 2,635 2,877 

Avg. Cost Savings in USD 3,477 2,422 2,926 2,705 2,709 2,474 2,647 
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4.5 Overall Results 

This subchapter is summarizing the results. With an increased utilization of the energy stored in 

automotive battery packs, first the magnitude of the problem was analyzed. Only small toler-

ances of a few percent where found for new cells. These tolerances increase over time with the 

aging of the cells. On an individual cell basis, this results on average in a currently unused po-

tential of 2.30 % for new cells and 5.28 % for aged cells. However, this unused potential is 

reduced in a static pack like in the reference vehicle due to the parallel connection roughly by a 

factor of 5. In a CHB pack, this unused potential is split into the still unusable potential within the 

SM and the theoretical usable potential. Its value depends on the number of SM, where more 

SM are better. The maximum usable potential for a four SM/nine level CHB inverter is reduced 

from the initial value approximately by factor 10. To access this potential, a control strategy is 

required. A level shifted PWM is indicated as the most practical control strategy. It is theoretically 

able to utilize the full potential within a short time of several minutes, depending on the initial 

SOC differences. However, to do so, the sorting needs accurate information with respect to 

which module to prioritize. Current SOC estimators struggle with this task, as normally their ac-

curacy is in a similar magnitude as the tolerances. On top of that, since each SM needs its own 

state estimator, the costs for these systems have to be considered as well. A cost effective 

method with a high relative accuracy (qualitative defining which SM has a higher charge without 

defining the quantitative result) is found with the Pseudo-OCV method. With optimized parame-

ters, it is found that this method can access around 30 % of the maximum usable potential, which 

results in a utilization factor of 30 for the initial individual cell capacity tolerance. It therefore can 

be seen that the increased utilization has little impact on the overall battery behavior. Especially 

for rather consistent cells like the ones selected for the simulation with no defect cells, it results 

in minor, almost irrelevant gains in the per mille magnitude. Results that are slightly more signif-

icant can be expected if less homogeneous cells are used. 

However, the CHB enables other benefits as well, which can be summed up to an overall mon-

etary benefit. This becomes clear during an overall optimization of the configuration. Firstly, when 

the initial inverter costs are compared, the CHB inverter is on average USD 398 more expensive 

than a conventional inverter, even in its best configurations. However, there are some configu-

rations, where the CHB inverter hardware can cost less than the reference inverter, especially 

when using the “low” cost model. A different perspective is indicated, when the efficiency gains 

with a CHB inverter are considered, and therefore the initial vehicle price is reduced by the costs 

for the decreased battery capacity. In this case, even with the “high cost” model, the first top 30 

configurations indicate a cost saving compared to the reference vehicle and for less expensive 

cost models the initial vehicle costs can be even less. If now the running costs are considered 

as well, where energy cost savings are possible with the reduced energy requirements, a total 

average saving of USD 2,647 can be obtained with an on average reduced initial vehicle costs 

of USD 120.  

As a summary, it can be concluded that a close to optimum CHB inverter configuration for the 

selected scenario would consist of four SM in each phase, where each switch comprises of 11 

switches in parallel with each SM consisting of 13𝑠15𝑝 battery cells. Such a configuration is 

shown in Figure 4.17. 
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Figure 4.17: Simplified layout of the optimal CHB inverter configuration as a result of the conducted 

simulations using the defined scenario. 
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5 Discussion 

The presented results in the previous chapter indicate the CHB inverter as a suitable solution to 

access the unused tolerances in a vehicle battery. With an optimized configuration, this will 

mainly increase the efficiency and additionally enable an increased battery utilization, even 

though this effect has limited impact on the overall benefit. Following the V-Model re-composition 

as shown in Figure 5.1, this chapter firstly aims to highlight the plausibility of the indicated results 

by critically discussing them. It thereby orientates the discussion of the results on the four steps 

indicated in the Methodology Subchapters. As a next step, recommendations on a commercial 

implementation are given, starting from cell level and then increasing the scope to module, pack, 

and eventually system level. In the end of this chapter, future challenges and limitations are 

discussed and an outlook is given. 

Figure 5.1: Structure of Chapter 5 

5.1 Discussion of Results 

The results presented in Chapter 4 are solely based on the methods introduced in Chapter 3 

including the mentioned assumptions and simplifications. This subchapter highlights the depend-

encies of the results on the selected methods and indicates the sensitivities of selected 

parameters and interpretations. 

5.1.1 Discussion of Battery Data 

A big effort was made to compile the battery dataset of different cell variation data as extensive 

as possible by combining data collected from literature and own experiments. However, the da-

taset is still limited in its size. Collecting own data requires extensive experiments. The first 

challenge is the acquisition of a relevant amount of sample cells. While individual cells are avail-

able on the aftersales market, larger batches are difficult to procure. These aftermarket cells 

often originate from mixed batches and with unknown history/age. Especially the relevant cells 

from automotive battery manufacturers are hardly sold in the magnitude of a few hundred sam-

ples for research. A considered alternative is to buy automotive aftermarket replacement battery 
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packs and disassemble them. Apart from the issue of the already conducted matching, the big-

gest challenge would be the disassembly process, since, as explained in Section 3.1.3, the cells 

are normally welded together, and an un-welding adds additional stress on the cells. In addition, 

the aging status of such a pack is mostly unknown. Independent from the source, such an ac-

quisition would require substantial funding, since a minimum sample size is required to be able 

to discuss the variations. This is especially the case for larger cell sizes, since the costs are 

linearly correlating with the capacity, but the requirements for the sample size remains the same. 

Even after the cells are available, the tests are time and equipment intensive, which again is a 

financial challenge.  

All these reasons combined explain, why the literature about battery variations is so sparse. 

Other researchers are assumed to face similar challenges. On top of that, in the literature, dif-

ferent publications have unrelated research priorities, so the available data varies and the 

methods to acquire data are not identical, which makes them not ideal for comparison. Various 

sources have different experimental methods, especially in how they define a “full” and an “empty” 

cell with deviating end of charge and end of discharge voltages, other DOD and alternative 

charging/discharging modes (CC/CCCV). The commonly used CCCV charging and sometimes 

even discharging method, which is unrealistic in vehicle applications, is found to reduce the 

measured variations [24]. Finally, for most publications, no raw data is available, and therefore 

that data was extracted from the plots, which especially for the sources with large sample sizes 

of a few thousand cells reduces the accuracy. 

The limited amount of data restricts the usage to evaluate certain correlations like packaging or 

cell size, if the sample size is too low. The available data shows no clear relations, but this could 

be different with more entries in the dataset. The main problem for all the cell data are the missing 

cost details that are needed to estimate the quality level. The cell quality and cost would be an 

interesting input for the optimization. It would indicate, to which extend it makes sense to use 

cells with worse tolerances but lower costs in a CHB inverter. 

5.1.2 Discussion of the Control Strategy 

The definition of the reference modules, which are used for simulations that implement the con-

trol strategy, indicates an important drawback. Even though there are initial tolerances with an 

apparent maximum usable potential for the individual cells, this is strongly reduced due to the 

configuration of the cells within the CHB inverter. This is mainly caused by the usage of cells 

with small individual capacity and therefore the requirement to connect them in parallel. This 

parallelization is causing two unwanted effects: firstly, the capacity of this parallel string is aver-

aged from all the cells. Therefore, the variations between the different parallel strings are reduced, 

which causes the cell tolerances to be inaccessible even with a CHB inverter. The second aspect 

is the possible aggravation of the cell conditions in parallel connections mentioned in Section 

3.1.1 [123], [130]. The small cells used to configure the reference SM were selected due to the 

availability of a well parametrized and validated model that suited the computational require-

ments. Another fact, which is not included in the definition of the reference SM, are the faulty 

cells. While such excluded cells were noticed for many entries in the battery tolerance dataset, 

the selected cell type did not directly indicate such behavior and the failure mechanisms are 

unclear. An inclusion would have increased the variations and therefore the maximum usable 

potential of the modules. 

 



5 Discussion 

89 

The control strategy was evaluated build on the premise to only implement the load shifting 

based on the modulation of the commanded voltages 𝑢as
∗ , 𝑢bs

∗ , and 𝑢cs
∗ , but not of an alternation 

for those voltages. For the equal utilization, relatively less important topics of the control strategy, 

such as the THD minimization, have not been considered, since there is no conflict expected. In 

addition, the question of an optimal switching frequency was not evaluated due to the considered 

irrelevance for the utilization. However, it is important to optimize these topics as well, since they 

influence the efficiency, the reliability, and the compatibility with other components. 

5.1.3 Discussion of State Estimation 

A point of concern is that the selected state estimation method Pseudo-OCV only works on the 

prerequisite that there are times, where not all modules have to participate in the generation of 

the desired phase voltages and currents equally. It is shown that this assumption can be consid-

ered applicable for urban driving cycles, but shows limitations for longer high demand phases, 

such as continuous high speed driving on highways. It therefore works well for vehicles used in 

mixed or pure urban scenarios like passenger cars and public transportation. These are also the 

scenarios, where the current IGBT based inverters show their largest disadvantages. On the 

contrary, for vehicles like trucks or even more for ships, planes, or grid applications, long periods 

of equal and high power demand are required. Here, the SOC estimation using the Pseudo-OCV 

method may not be the preferred selection.  

For charging, it is shown that until medium SOC, all modules are fully required to participate and 

therefore no balancing based on the Pseudo-OCV method is possible. Only if the battery is 

charged beyond that SOC level, the load balancing can function. Such a scenario again is appli-

cable for passenger cars and similar vehicles, which are often fully charged during standing times, 

but not useful to the same extent for vehicles, which are repeatedly charged for short times and 

therefore constantly operated with a medium SOC. 

Beside of the already strongly reduced maximum usable potential, a rather low utilization factor 

of the maximum usable potential of only around 30 % is noticeable. This is majorly caused by 

the miniscule accessible potential, which is in the same range than the accuracy of the state 

estimator. The increased accessible potential for aged cells is challenged by the increased inac-

curacy of the state estimation due to the other deteriorated cell parameters. Another reason is 

that the utilization factor depends on the ∆𝑆𝑂𝐶 at the end of discharge. This value fluctuates 

during the discharge depending on the driving conditions, and the driving cycle stops during a 

random time step. The utilization factor therefore becomes a random value between the minimal 

and maximum range. Such a behavior is avoided as much as possible by averaging the value, 

but this still defines an unrealistic scenario, as typically the vehicle would not drive with regular 

demand pattern until the battery suddenly switches itself off. As the last part of a real driving 

cycle with an empty battery, a low-demand parking maneuver should be common, which would 

allow an increased equalization. However, this is not applicable for comparing in simulations, 

which is why the described approach is selected. 

5.1.4 Discussion of Configuration Optimization 

From the range of results for the configuration optimization, it can be seen that the configuration 

and even more the selection of the switches have significant impact on the efficiency of the CHB 

inverter. Even within one cost model, there are significant differences between the individual 

savings of different configurations. The main impact comes from the actual selection of the 
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switches, which can be seen in the no cost consideration, where the savings and efficiencies are 

stable over a wide range of configurations.  

A further point to acknowledge is that the evaluation only considered the top 100 configurations. 

A smaller sample size could overemphasize the outliers. A bigger sample size on the contrary 

includes less efficient results and therefore it might underestimate the potential cost savings. If 

the ranking for a larger amount of results is inspected, it is seen that the top 50 to top 100 con-

figurations show an increased improved result, while the remaining savings indicate a 

proportional decrease over the rankings. An example is shown in Figure 5.2 for the “low” cost 

model, where the overall and initial savings for the top 10,000 results are shown. 

Figure 5.2: Cost savings in USD for the top 10,000 ranked results for low switch cost models 

The results of the theoretical optimal switch show a rather low efficiency and rather high cost 

compared to the other cost models, even though it matches the requirements accurately. An 

initial explanation for the subpar fitness of the model are the multiple assumptions and approxi-

mations with mediocre coefficients of determination. However, it is visible that the other cost 

models show outlier results for their top 10 configurations, which is not the case for the “theoret-

ical optimal switch” cost model. This can be explained with the hypothesis that with real switches, 

certain configurations reach an increased benefit due to interacting parameters, which is not 

possible for the generic “theoretical optimal switch” cost model. Therefore, it can be concluded 

that with the “theoretical optimal switch” cost model, the right magnitude for a specific input set-

ting can be found, but for finding the real optimum configurations, real switch parameters are 

required. 

Another considerable aspect is that due to the increased efficiency, a reduction of the battery 

capacity is calculated to convert the range gain into a monetary benefit for comparison. While 

such a reduction might not be possible due to the discrete parameters of the cells and cell con-

figuration requirements, it allows an evaluation of the magnitude of the benefit. On overall 

average, a capacity reduction of 8.94 A h amongst all cost models can be seen with a range of 

19.4 % between the lowest and highest possible reduction. Such a reduction could be converted 

into a weight reduction of 18.5 kg and a volume reduction of 9.2 dm3 of the battery pack. 
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The results of the optimization of the configuration show a high sensitivity for several simulation 

input parameters. The most prominent shall be explained in the following paragraphs. 

A sensitive parameter to calculate the cost savings are the energy costs, as they leverage the 

total savings in larger magnitudes and therefore influence the selected configuration. Within the 

energy cost consideration, two factors have to be assumed: the costs for electric energy and the 

total driven lifetime distance:  

For the energy costs, a reference country with rather high energy costs was selected compared 

to other countries [5]. To indicate the impact of the energy costs, a sensitivity analysis was con-

ducted. It includes the energy costs of other countries: the United States of America, Peoples 

Republic of China, Argentina, and hypothetical free electric energy. A linear correlation of the 

energy savings with the overall cost savings can be noticed. If the energy costs are changed by 

the factor 𝜀, the total cost savings over lifetime are changing with the factors 0.84 𝜀 +0.15. Due 

to the changed savings, different configurations are preferred. However, they remain in compa-

rable ranges. For example, with the energy cost of the US, which are 40 % lower, a reduction on 

the average number of modules of 4 % can be obtained. It is therefore assumed that the energy 

costs influence the cost savings, but not so much the configuration optimization. 

For the second sensitive parameter of the energy cost calculation, the total driven lifetime dis-

tance, some might argue that the selected distance of 960,000 km is too high. This is a valid 

argument considering some current smaller passenger cars reach their EOL with less mileage, 

even though the amounts of cycles until EOL is a constant matter of improvement. For this factor, 

the sensitivity analysis concluded a direct correlation with a factor close to 1. It is therefore im-

portant to select a matching mileage to conduct the optimization. 

The actual battery variations influence the optimal configuration only insignificantly, if they vary 

in the indicated ranges. For the concurrent publication of the configuration optimization, the mod-

els were simulated without cell tolerances and the increased utilization [189]. It can be seen that 

there is almost no difference in the results, especially since the costs are rounded to cent values. 

Also in the configurations, only minor deferrals can be seen. This majorly can be explained with 

the strongly reduced accessible potential for new cells, which only has a small contribution to the 

cost savings and therefore influences the optimization only on insignificant levels. 

5.2 Recommendations on System Configuration and 

Commercial Application 

This subchapter shall give some indications and recommendations with respect to how the pre-

sented CHB inverter as an active battery interconnection can be commercially implemented. It 

combines the findings of the results and discussions presented in the previous chapters. A defi-

nition of the overall energy storage as a system is given. For this purpose, the considerations 

are explained starting with the smallest element, the cell, and continuing on incrementing levels 

until the whole vehicle environment is considered. 

5.2.1 Cell Level 

The results of this dissertation indicate a recommendation of using larger cells independent from 

other vehicle relevant considerations in CHB inverter driven vehicles. Current counter arguments, 
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which are decreased reliability and the better averaging of the capacities in parallel strings with 

a high number of cells, are not relevant anymore for the CHB inverter. Regarding the reliability, 

the concurrent dissertation already has shown a decreased failure probability due to the used 

circuits and components [32]. Additionally, within this research, it is shown that not all modules 

are required to operate the vehicle, as they can be bypassed. Both arguments put together indi-

cate an increased vehicle reliability. Regarding the other argument, the increased averaging of 

more cells in parallel strings, in a CHB inverter, larger differences between the SM actually in-

crease the accessible potential and reduced parallel averaging is therefore beneficial. Within a 

SM, the cells should be as equal as possible to decrease the limitations by the conventional 

circuit and balancing, just as in a conventional battery pack. With less, bigger cells, the possibility 

of less variance is increased. 

Packaging for larger cells prioritizes pouch and prismatic cells, because with them a higher pack 

density is achievable with larger cells. However, also cylindrical cell size in automotive use cases 

are indicating an increasing trend since larger cells have multiple benefits in general [215]. Be-

side of that, no packaging preference is visible. The argument is similar for the selected cell 

chemistry, as within the limited sample size, no preference is visible as well. The overall varia-

tions of the cells could be less strict, if that is beneficial for the cell costs, as long as no other 

aspect like safety is compromised. 

The aging of the cells is not significantly influenced by the CHB inverter, even though there are 

high frequency discharge pulses. This is investigated in detail in a publication, where the author 

is a co-author [216] and also in the concurrent thesis [32]. 

A further battery manufacturing improvement and therefore reduction of the cell tolerances would 

not conflict with the concept of the CHB inverter. Its main benefit, even with current cells, comes 

from the increased efficiency, and not from the increased utilization. 

5.2.2 Module Level 

The results of the configuration optimization indicate that the modules should have 13 cells or 

alternatively 13 batches of parallel cells in series. This results in nominal voltage of 46.8 V and 

even during charging guarantees the voltage to be below the critical 60 V at any time. Therefore, 

no high voltage precautions are required when the vehicle is deactivated. No contactors are 

required either as the switches function as solid-state contactors. A normal battery pack module 

BMS can be used to balance the cells within the SM. An active balancing in the SM can increase 

the utilization further. This can function even more efficient due to the reduced series connections 

per SM and therefore downscaled charge transfer. The number of parallel cells depends on the 

capacity of them, where larger cells are assumed beneficial as mentioned in the previous section. 

An adapted theoretical maximum accessible potential depending on the number of parallel cells 

is visible as depicted in Figure 5.3., if the variations of the reference cell are just extrapolated on 

different cell sizes. It indicates a visible increase in the maximum usable potential, if less, bigger 

cells are connected in parallel, which supports the arguments in the previous discussion section. 

A matching within the SM is still favorable, as it would decrease losses and aging between par-

allel strings and increase usable charge of the series connected batches. This matching is 

simpler compared to conventional packs. Less cells have to be matched, and the matching of 

modules is not critical anymore, as the CHB inverter control can adapt the individual loads. 

For each of the four switches of the H-bridge 11 MOSFET should be connected in parallel, be-

cause switches with higher current ratings tend to have unproportioned higher costs. As an 
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alternative, switch modules can be used as well, where only the dies internally are connected in 

parallel. This could reduce the packaging costs and manufacturing/cooling efforts. The switch 

parameters of voltage 𝑉DS and current 𝐼D should only over fulfil the requirements as close as 

possible to minimize the costs. Other factors, which influence the efficiency, have to be optimized 

with the mentioned methods with regards to the costs. 

Figure 5.3: Maximum usable potential between the SM depending on the number of parallel cells 

in each SM 

5.2.3 Pack Level 

The result of the configuration optimization indicates that the whole pack ideally should consist 

of four modules per phase and therefore 12 SM in total. A higher number of SM would increase 

the accessible usable potential, but also would raise the costs disproportional due to the in-

creased number of required components. An even further increased number of modules would 

also reduce the efficiency of the system. 

A failing module can be easily excluded without limiting the vehicle functionality much. The faulty 

SM is completely detached with both negative and positive terminal disconnected. The switches 

have to bypass the SM, but even if one switch is damaged, due to the circuit of the H-bridge, the 

second pair works as a redundant bypass. In the proposed configuration, the failure of a single 

SM results in a reduction of 8.3 % of overall capacity and maximum available power, while the 

vehicle remains fully drivable. 

The modularity requires a defined amount of modules where the vehicle can fulfill all the require-

ments and specifications. Damaged modules result in the previously discussed reduction in 

capacity and vehicle performance. On the contrary, it is no problem to add additional modules. 

These for example could be spare modules for high reliability applications. Adding spare mod-

ules also improves the Pseudo-OCV sorting method, since then a module is always available to 

be excluded, so that the SOC can be determined more accurately due to reduced overpotential. 

It has to be considered that adding additional modules would increase the overall usable capacity 

by the capacity of those modules. However, since they are connected in series, it would also 

increase the losses due to the increased circuit resistance. 
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Another relevant consideration is the communication between the modules. A master controller 

is required to control the individual SM, where the control strategy is implemented. The SM act 

as slaves communicating their individual states, for example SOC and other important parame-

ters back to the master. Especially under the consideration of possible spare modules and a 

simple replacement of individual aged or faulty modules, a modular addressing of the modules 

is required. Communication between automotive components is still commonly done with the 

Controller Area Network bus (CAN bus), where several nodes exchange information with a multi-

master serial bus protocol [217]. Each node is thereby addressed with a unique message ID. 

Each message ID must not be used multiple times to avoid conflicting information, and it is there-

fore normally permanently defined and programmed into the nodes. For the idea of identical and 

easy replaceable SM, the idea of a self-assignation of CAN bus identifiers was therefore imple-

mented and published [218]. 

5.2.4 System Level 

On a system level, a big consideration is the required charger. Normally, charging electronics 

are required to convert the three-phase voltage of the grid into DC voltage required by the battery. 

For lower charging powers, common electric vehicles include an integrated converter, so that 

the vehicle can be charged from a normal power outlet. For increased charging power, normally 

above 11 kW, such power electronics get too bulky to be integrated into the vehicle. Therefore, 

external chargers provide the required DC for the conventional battery. For the CHB battery, it 

already includes the required power electronics to provide and accept (recuperation) three-

phased AC voltage. It is therefore possible to connect the CHB battery directly to the AC grid, 

just using the mentioned voltage transformer. Nevertheless, already existing DC charging sta-

tions still can be used to charge vehicles with a CHB battery, as the SM also can be switched in 

a forwarding mode, where they can be charged with DC conventionally. Therefore, an interop-

erability is ensured and no specific changes in the existing charging infrastructure are required. 

Another system level relevant consideration is the second life application of the modules and 

packs. Since the CHB inverter is able to provide the required AC voltage, such recycled packs 

can be directly connected to the grid without the effort of setting up a new interface. Additionally, 

packs and modules from differently aged vehicles can be combined. 

5.3 Further Challenges and Outlook 

With all the benefits of a CHB inverter as an active battery interconnection explained and dis-

cussed, a few points should be mentioned, where the proposed system has restrictions and 

therefore requires more effort to find suitable solutions. In addition, an outlook of the research is 

given, where further investigation and optimization could build on the presented work. 

5.3.1 Challenges for CHB Inverter Implementation 

If a CHB Inverter is implemented in a vehicle, some technical solutions cannot be used the same 

way as they are currently integrated in BEV. The two most outstanding ones shall be mentioned 

here including some potential solutions, without investigating them deeper, as they are not part 

of this research. 
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Multiple Propulsion Motors 

A currently increasing trend visible for several different BEV is the integration of several motors 

[219]. This dissertation focuses on a single motor implementation, but multiple current and future 

vehicle models feature two motors, one for each axle [220]. Due to the small space requirement 

of the electric powertrain compared to an ICE, the disadvantages of two motors are small, but it 

adds benefits to the vehicle, such as improved traction and optimized recuperation. High perfor-

mance vehicles may even have four motors, so that each wheel can be controlled individually 

and therefore options like torque vectoring are possible [221]. In conventional EV with multi-

motor configuration, a dedicated inverter is required for each motor, while the battery pack only 

has to ensure it can handle the maximum power demands of all motors. 

With the configuration investigated in this dissertation, a multi motor control is not directly possi-

ble, since each motor needs its own control. However, there are theoretical modifications 

possible, which enable handling of one or more additional motors. The simplest way would be 

to include extra CHB inverters including their own battery SM for each motor. This could be done 

by limiting the SM size for each motor, so that the CHB inverter capacities add up to the same 

overall capacity similar to that of the single motor version. Two full sets of electronics would be 

needed, and on top of that, the overall amount of battery material might be increased due to the 

power requirements. Another approach could be to add an additional layer of H-bridges on each 

SM. Therefore, the batteries in the SM would be unaltered, but the amount of electronics would 

double. From a hardware perspective, this is comparable to multi-motor powertrains in current 

BEV where also two independent power electronic inverters must be used. It has to be men-

tioned that this method would require a careful investigation and synchronized control, as certain 

switch states may cause an internal SM short circuit [32]. A third alternative, which would need 

to be investigated carefully regarding its feasibility, is the option to drive two motors with one set 

of power electronics and still be able to control speed and torque individually [222]. 

High Voltage Auxiliaries Energy Supply 

Another challenge is powering the remaining HV components in the vehicle besides the motor, 

which require energy from the battery. Especially the air conditioning compressor and the heat-

ing systems are critical, as they both consume high power and therefore they are normally 

implemented as HV components to keep the current low. Both can be implemented as three-

phase consumers requiring inverters, so that the problem is direct comparable with the multi-

motor configuration problem mentioned in the previous section. Therefore, the same solutions 

as mentioned there are possible. Additional hardware in form of converters is also required in 

current conventional BEV, so that no significant additional costs are expected. It only has to be 

considered that no off-the-shelf components would be suitable and new developments of the 

power electronics would be required. Alternatively, these components also can be implemented 

as low voltage (LV) auxiliary components, which are discussed in the next section.  

Low Voltage Auxiliaries Energy Supply 

A low voltage auxiliary energy supply is always required to provide electrical power for all the 

auxiliaries, for example sensors, actuators and control units. This is normally implemented as a 

12 V DC supply for cars and 24 V for trucks and busses. In a conventional BEV, a central DC/DC 

converter, implemented as a buck converter, reduces the voltage and charges an low voltage 
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buffer battery from which all the units are supplied. This buffer battery also provides the activation 

energy to wake up the vehicle from a standby state.  

As there is no HV link voltage from the battery pack available with a CHB inverter, the conven-

tional implementation is not feasible anymore. A solution can be the in the previous section 

mentioned additional layer of hardware on all SM, where an independent AC voltage is gener-

ated and converted with an AC/DC converter. Another alternative is the usage of individual 

DC/DC converters directly on the SM terminals as presented in [223]. To reduce the costs and 

efforts, this approach does not need to be implemented for all SM. The unbalance caused by the 

additional load on this one module would be compensated by the CHB inverter with the investi-

gated methods. However, this could cause the modules with the extra converters to age 

differently due to the different load. Yet another idea could be to charge the required buffer bat-

tery with a small AC/DC converter every time the vehicle is decelerating. The most feasible and 

efficient idea is still subject to be identified in further research. 

5.3.2 Outlook 

The presented research in this dissertation has a specific research question, for which the meth-

ods are defined and matching results are presented. However, while working on the topic, further 

interesting topics were discovered, which should be mentioned here as potential future work. 

Reference Vehicle 

The research is limited to the mentioned and introduced reference vehicle. Other vehicles, es-

pecially from different classes with different parameters, could produce divergent results, which 

could be compared against each other to generate further insights. This requires access to fur-

ther detailed and validated vehicle data as an input for the models. Different vehicles could be 

other passenger vehicles, but also larger and smaller vehicles to see the differences, especially 

for the configuration optimization. Beside of the vehicle itself, also different battery configurations 

could be interesting. An either increased or decreased capacity would have an impact on the 

tolerances as well as the configuration. In a similar way, different pack voltages would lead to 

different results, as a different amount of cells would be connected in series and parallel. For 

higher charging powers, some newly introduced BEV use higher voltages of 800 V and the volt-

age might be even higher in the future [224]. This results in more cells in series, and therefore 

different tolerance results. A different voltage also might change the optimal CHB configuration, 

since it would generate different conduction losses in the switches due to reduced currents. 

Mixing of different Modules 

For this dissertation, the SM are quite similar apart from the cell variations, which influence the 

SM tolerances. However, the CHB inverter idea is not limited to that, as the potential is shown 

to balance different SOC and capacities. Therefore, the mix of aged and new modules could be 

an interesting further topic. This would for example enable the use case, where an EOL battery 

does not need to be replaced completely, but just a few new modules could be added to ensure 

sufficient range, which would reduce the battery replacement costs, if still needed in the future. 

Alternatively, even new vehicles could be sold with some reused modules, which could reduce 

the initial costs. The mixing of different SM also could include joining different types, for example, 

modules with an increased current capability mixed together with modules of a higher capacity. 
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Second life 

The aspect of second life applications for CHB inverter batteries is mentioned in this work, but it 

can be investigated in detail to define an accurate use case. A reconfiguration could be consid-

ered, since the aged modules have different parameters, where a different number of SM per 

phase could be considered. A parallelization could be possible as well, if a high number of mod-

ules are connected to a bigger energy storage cluster. Additionally, an optimization for the 

configurations could be conducted, which combines the vehicle and second life use case. An 

improved second life use case could increase the resell value of the batteries and therefore be 

an additional incentive to purchase a BEV. 

Charging 

Charging directly from the AC grid is mentioned and simulated on the battery side. Further in-

vestigations and a more detailed definition of the charger could highlight the potential cost 

savings for the vehicle as well as the charging infrastructure. This cost saving for the whole 

system could be interesting for vehicle use cases such as public transportation and could be 

included in the configuration optimization. 

Further Optimization with Prototype Implementation 

The buildup of a vehicle sized prototype as a proof of concept and for further validation of the 

models was initially planned for this work. The planning and hardware implementation was final-

ized. The CHB battery was based on a prototype pack left over from a previous project [141]. 

Parts of this prototype implementation are also described in the concurrent dissertation [32]. 

Unfortunately, the available battery cells were too damaged due to deep self-discharging and 

aging, so results generated with this prototype were considered not reliable enough for this dis-

sertation. A replacement of the cells was not possible due to financial and time restrictions. For 

future work however, such a prototype could define the actual implementation in a more detailed 

way and would allow especially for the state estimation an even better tuning of the parameter. 

This would be even more meaningful if combined with other points mentioned in this outlook. 
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6 Summary 

Due to the further increased human population and the accompanying environmental degrada-

tion, a common effort is put on reducing emissions. A significant contribution is possible with 

more sustainable transportation. Battery electric vehicles have the potential to reduce air pollu-

tion and improve efficiency. Hence, they are regarded as an important step towards 

environmentally friendly mobility. However, their market penetration is relatively low due to their 

higher purchasing prices compared to conventional combustion engine vehicles. The battery is 

the most expensive part of an electric vehicle and therefore has a crucial leverage on the public 

adoption. Cells for automotive battery packs incorporate certain variations due to manufacturing 

tolerances, especially with regard to their capacity. Due to the way the cells are interconnected 

in the pack, cells with smaller capacity may limit the overall useable energy. Therefore, this study 

aims to evaluate an increased battery utilization using active cell interconnection in order to re-

duce costs and hence to increase the prevalence of BEV. 

First, a literature review is conducted to evaluate different available battery interconnection so-

lutions in research and commercial applications to minimize the impacts of the cell tolerances. 

After the evaluation of the benefits and disadvantages of each solution, the CHB inverter is iden-

tified as the most promising solution to increase the utilization of batteries without adding 

additional hardware and therefore increasing the costs. However, current literature does not 

state, which CHB configuration is the most suitable one and what are the possible accessible 

potentials of increased utilization from monetary and efficiency perspective. 

The dissertation therefore develops a method using a CHB inverter to increase the utilization of 

the cell tolerances without increasing the costs of the vehicle for extra hardware. It evaluates 

what are the actual benefits in terms of costs with an optimized CHB configuration in a BEV. 

To achieve this, first an overview of the actual cell tolerances is presented based on own exper-

iments and literature. For this overview, a focus is put on any possible correlations of cell 

variation parameters, e.g., cell size/chemistry and capacity tolerances. This would allow propos-

ing recommendations for the pack design and cell selection to increase the utilization. However, 

no systematic correlations between the different cell variation parameters are found, indicating 

that the main reason for increased variations seems to be a lower production quality and there-

fore decreased cell costs. An output of the tolerances overview are reference variations of 

automotive cells, which are used as an input in the remaining work packages. 

In the next step, a control strategy is developed, which is necessary to control the CHB modules 

in a way they individually contribute power to the load depending on their current available po-

tential. PWM is used, as it is the most common way to control switches in a converter. With a 

modified phase disposition PWM, where the modules are sorted according to their current SOC, 

a balancing and full utilization between the modules within a phase is possible. Between the 

phases, the neutral point shift method enables a continuous drivable condition for the vehicle 

with proportional discharge, even if whole modules are excluded. 
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The following work package considers the requirement to estimate the module states accurately 

enough to be able to sort and control them accordingly. Hereby, not the absolute SOC value is 

required with high accuracy, but an accurate sorting according to their relative states. Multiple 

different state estimators available from literature are reviewed and summarized. Three state 

estimators indicate a good compromise of being able to conduct the sorting, yet being affordable 

due to simple implementations. To be able to parametrize and compare these methods, a sim-

ulation tool is used with reference modules based on the results from the cell variation review. 

For each method, the best parameters are found for the specific use case, and then these opti-

mal method results are compared against each other. It is shown that the Pseudo-OCV method 

makes the different module SOC converge the fastest and then keep them comparably equal. 

Its implementation is cost effective, as it only relies on simple voltage measurements, waiting 

periods and value comparisons. However, even with the optimized method, only about 30 % of 

the maximum theoretical potential is accessible with the presented methods, whereas the re-

maining potential is left unutilized. 

The final step requires the optimization of the CHB inverter configuration with respect to the 

number of modules, switch model, and parallel switch configurations. Those configurations are 

compared to each other regarding their efficiency, and additionally their system costs, since the 

most efficient solution might not be economical feasible. To find this best configuration, an elec-

tric vehicle simulation is used as a reference platform for the comparison. The costs are included 

with different cost models for the switches, as their real costs are not directly available. It is found 

that on average, the best TCO benefit is achieved with a configuration of four modules per phase 

and therefore 12 SM in total, where each switch comprises of 11 parallel MOSFET and with each 

SM comprising of 13𝑠15𝑝 battery cells. In this case, the hardware cost for the inverter is slightly 

more expensive than for a conventional inverter. However, due to the savings of the reduced 

battery capacity, the initial vehicles cost is already lower. Combined with the increased efficiency 

and therefore resulting energy cost savings, this leads to a smaller TCO of the vehicle. The 

investigated reference vehicle shows an initial vehicle cost reduction of USD 120 and a TCO 

saving of USD 2,647. The increased utilization only plays a minor role in the cost savings, as the 

parallel connection of cells reduces the accessible tolerances, and the utilization factor is small 

due to challenges in balancing the small variations. 

As an overall conclusion, it is shown that the CHB inverter has the capability to access some of 

the unused capacity caused by the cell tolerances in an automotive battery pack. However, as 

the tolerances within new and rather homogeneous cells are minuscule and only partially acces-

sible, this benefit is negligible. Nonetheless, even if the tolerances would be infinitesimal small, 

the CHB inverter with its increased efficiency still would bring the mentioned monetary benefit 

for the whole vehicle, initially and over the lifetime. Since it has the potential to reduce the costs 

and enables possible other benefits, such as increased reliability and the ability to replace mod-

ules, an implementation is still recommendable. Additionally, it would enable the usage of cells 

with greater variations and therefore potentially reduced battery costs. The lower initial costs and 

decreased TCO due to increased efficiency facilitates the adoption of electric vehicles. It there-

fore can further increase the market penetration of EV. With this improved prevalence and other 

concurrent factors, such as less polluting production of vehicle components and cleaner energy 

sources, a contribution to reduce the impact of mobility on the environment is possible. 
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  Battery Cell Variations 

In this appendix, the detailed results of the cell variations are given. In Table A.1, a summary of 

all the key parameters of the cell variations of both capacity and internal resistance are given, as 

it is discussed in Subsection 4.1 

Table A.1 Summary of key parameters and their attributes for both capacity and internal resistance 

 

Attributes 
𝐶𝑉c    

in % 

𝑆𝑂𝐼c 

in % 

𝑠𝑝c in 

% 

𝑝c in 

% 
𝑠c 𝑘c 

𝐶𝑉r    

in % 

𝑆𝑂𝐼r 

in % 

𝑠𝑝𝑟 in 

% 
𝑠r 𝑘r 

Min 0.16 0.84 0.84 0.27 -1.53 1.66 0.72 3.43 3.49 -0.18 2.33 

Max 6.69 17.39 19.31 9.85 1.25 13.0 25.9 67.12 80.10 2.40 10.8 

Avg 1.22 5.17 5.61 2.87 0.09 3.33 5.04 18.76 18.89 0.47 4.04 

Min (New) 0.16 0.84 0.84 0.27 -1.53 1.66 0.72 3.43 3.49 -0.18 2.33 

Max (New) 6.69 17.39 19.31 9.85 1.25 13.0 25.9 67.12 80.10 2.40 10.8 

Avg (New) 1.05 4.33 4.65 2.30 0.11 3.42 5.38 18.46 17.76 0.49 4.00 

Min (Aged) 1.10 4.56 4.71 1.39 -0.58 2.07 2.56 14.27 15.56 0.14 2.99 

Max (Aged) 2.80 10.97 11.40 8.31 0.92 3.97 5.00 23.98 27.52 0.14 5.35 

Avg (Aged) 1.91 8.17 9.09 5.28 0.00 2.94 3.79 19.81 22.57 0.14 4.22 
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  State Estimator Results 

In this appendix, the detailed results of the state estimator optimizations are presented. In Table 

B.1, the Pseudo-OCV sorting results depending on the different waiting times are shown, as 

discussed in Section 4.2.2. 

Table B.1 Average maximum SOC differences depending on different waiting times 

In Table B.2, the Luenberger observer results are shown depending on the different parameter 

values, as discussed in Section 4.2.3. 

Table B.2 Average maximum SOC differences depending on different parameter 𝑘B 

 

Waiting time ∆𝑆𝑂𝐶max,new ∆𝑆𝑂𝐶max,aged ∆𝑆𝑂𝐶max,average 

0.125 s 0.0491 % 0.1666 % 0.1079 % 

0.25 s 0.0388 % 0.1356 % 0.0872 % 

0.5 s 0.0514 % 0.1285 % 0.0901 % 

1 s 0.0749 % 0.1575 % 0.1162 % 

2 s 0.1805 % 0.2595 % 0.2200 % 

4 s 0.3294 % 0.3999 % 0.3647 % 

Parameter 𝑘B |∆𝑆𝑂𝐶new| |∆𝑆𝑂𝐶aged| |∆𝑆𝑂𝐶average| 

0.0001 4.37 % 5.27 % 4.82 % 

0.001 1.82 % 0.97 % 1.395 % 

0.003 1.55 % 1.56 % 1.555 % 

0.01 1.66 % 2.98 % 2.32 % 

0.1 1.69 % 3.91 % 2.8 % 


