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Abstract

We address the finite horizon control of a discrete time piecewise affine (PWA) system, which
is affected by an additive bounded disturbance. The goal is to robustly drive the state of the
system to some target region, while satisfying state and actuation constraints. This problem is
challenging due to the mixed discrete and continuous dynamics, requiring the exploration of
many mode sequences. We address this problem by proposing a two-step approach which is
based on designing a reference trajectory followed by a feedback controller that tries to make all
solutions adhere to the reference mode sequence. As a result, the number of considered mode
sequences can be drastically reduced. Termination is guaranteed since the time horizon and the
number of modes are finite. Key to the computational efficiency of this procedure is the choice
of the reference trajectory, which should be designed to avoid the branching of mode sequences
from the reference sequence. The resulting set-based feedback control law is simple and easy to
implement. Due to the use of reachability analysis, our results are formally correct. A quadruple-
tank benchmark example shows the effectiveness of our approach.

Keywords:
Piecewise affine systems, set-based control, constrained systems, disturbed systems,
reachability analysis.

1. Introduction

Hybrid systems, i.e., systems with both discrete and continuous dynamics, are becoming a
commonly adopted modeling framework, as there are more and more applications where dis-
crete computation tasks closely interact with the continuous, physical world. Since many safety-
critical applications are developed using hybrid models, their control design methods require
robust safety guarantees that account for uncertainties.

In this paper, we focus on the class of piecewise affine (PWA) systems that evolve accord-
ing to a different affine dynamics based on the value taken by the state in a polyhedral partition
defining the so-called modes. PWA systems are quite common since they naturally arise as mod-
els in various application contexts. They are equivalent to the class of mixed logical dynamical
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systems [1]. In addition to their capability in modeling non-smooth dynamics, they can also be
used as a model for nonlinear (smooth) systems by using hybridization methods such as those
in [2–5]. Various analysis and control problems, such as model reduction [6, 7], controllability
and observability [8], identification [9–11], fault detection and estimation, tracking, stabilization,
and control [12–16], [17, Chapters 4 and 5], have been studied for the class of PWA systems.
The vast literature on PWA systems is primarily motivated by their significant modeling capabil-
ities, but also by the fact that their description via affine equations and constraints can simplify
analysis and design.

Our goal in this paper is to design a feedback controller that drives a PWA system to some
target region in a given finite horizon, while satisfying state and actuation constraints. Since the
exact initial state of the system is unknown and its evolution is affected by some additive bounded
disturbance, the controller has to compensate for these sources of uncertainty, within its actuation
capabilities, to meet state constraints. We propose adopting set-based control design for this
purpose. As mentioned above, hybridization methods can be used to obtain PWA abstractions
for nonlinear systems, so that our newly developed method is also applicable to this class of
systems. We demonstrate this with a numerical example at the end of the paper.

1.1. Set-Based Approaches in Formal Verification

Set-based approaches have been introduced in formal verification to check if a certain prop-
erty related to the temporal evolution of a system is satisfied, see for example [18, 19]. The idea
is to compute the sets of states that the system can reach by propagating them over time. The
efficiency of set propagation depends on the adopted representation of reachable sets. Different
set representations are known in the literature, such as polytopes [20], ellipsoids [21], support
functions [22], Taylor models [23], zonotopes [24], zonotope bundles [25], polynomial zono-
topes [26], constrained zonotopes [27], and combinations of support functions and zonotopes
[28]. We propose zonotopes, which are a special class of convex polytopes that are represented
by a center and a linear combination of a finite set of generators. They are closed under linear
transformations and the Minkowski sum, so that if the system dynamics is affine and the initial
state and the system inputs take values in zonotopes, reachable sets are zonotopes as well and
easily computable, even in the case of high-dimensional systems [24, 28]. Unfortunately, zono-
topes are not closed under intersection, which makes their adoption for the formal verification
of PWA systems challenging since reachable sets can intersect with multiple modes. If this hap-
pens, different solutions have been proposed in the literature; however, all with some drawback:
one way is to split sets, which requires over-approximating the intersection of the reachable set
within each mode and starting a new set-based computation for each new set. Besides the result-
ing conservatism due to possible over-approximation of the intersections by simpler geometric
sets, the computation complexity increases with each new split [29, 30]. Alternatively, instead
of splitting the set, one can apply the combined dynamics of the intersected modes in an over-
approximative way. This strategy is used in [31], which deals with continuous time systems, and
leads to computations with interval matrices, which can be rather conservative. Another alter-
native is proposed in [32], where instead of computing geometric intersections explicitly, these
intersections are over-approximated by nonlinear maps which consider the reachable set during a
possible intersection time. While this approach has several advantages, its over-approximations
are rather conservative if the potential intersection duration is too long.
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1.2. Related Contributions on PWA System Control Design

Combinatorial problems often appear in control design for PWA systems [33], including
when there is no uncertainty affecting its evolution (see for example [34–41]). To limit the com-
plexity of solving these problems, some approaches exist which use branch-and-bound methods
to reduce the number of combinations [42]. A feedback control policy can be computed by re-
sorting to set invariance and multiparametric programming for constrained PWA systems affected
by a bounded disturbance, as proposed in [43]. The resulting PWA state feedback control law is
optimal, but quite complex to represent and apply online (a polyhedral partition of 417 regions is
required for the PWA controller for the two-dimensional example with two modes in [43]). Ro-
bust control for PWA systems is also addressed in [44] by imposing some robust mode control
restriction (see [45]) to ensure that the mode sequence of the controlled system is independent of
the disturbance realization. This restriction may limit the possibility of finding a solution. Other
optimal control approaches for hybrid systems, such as [46], require solving a Hamilton-Jacobi
equation, which is often prohibitively hard in practice. More recent techniques, on the other
hand, use hybrid control Lyapunov functions to stabilize hybrid systems [47]. Reachability and
controller synthesis for PWA systems using simplices can be found in [48], and an extension
to output feedback for general polytopes is given in [49]. An important class of formal control
algorithms are abstraction-based controllers, which discretize the state and input spaces and use
automata theory to compute controllers for the resulting finite state abstraction. They are not
only able to consider complex specifications, they can also be applied to switching dynamics
[50–55].

There is a large interest in model predictive control (MPC) [56] of PWA systems [57–59],
including those with bounded disturbances [60–62]; however, many approaches rely on min-
max optimizations which can be very costly. Tightening constraints is one method for reducing
computational costs [63]. In tube-based MPC [64] of constrained linear systems with bounded
disturbances, the optimization problem (i.e., minimization of the cost for the nominal system)
is separated from robustness issues by bounding the deviation from the nominal system by a se-
quence of invariant sets. A generalization of [64] to PWA systems is proposed in [65] under the
rather restrictive assumption that a common Lyapunov function for the affine dynamics exists.
The approach requires tightening of constraints and the online solution of a mixed integer pro-
gram (MIP), where binary variables account for mode switching. Alternatively, multiparametric
programming makes an explicit MPC solution possible, with the same drawbacks related to the
control law representation and online application as in [43]. A variant of the standard extension
of [64] to PWA systems is proposed in [66], where the actual mode of the real system is used
when defining the nominal trajectory.

1.3. Proposed Set-Based Control Approach

To tackle the present control problem at hand, we propose a new approach which is able to
provide formal guarantees while scaling better than alternative existing approaches, as shown in
Sec. 7. Our set-based control approach consists of two parts: a smart choice of the reference
trajectory, which directly takes the distances to mode boundaries into account and thereby aims
at reducing the number of splits, as demonstrated in Fig. 1, and trajectory tracking. To track the
reference trajectory, we extend the set-based control approach for purely continuous systems in
[67] to hybrid systems, and, in particular, to uncertain PWA systems subject to state and actuation
constraints. The extension is not trivial due to the hybrid dynamics of the system and the possible
occurrence of mode splitting as discussed before.
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Figure 1: Example of two reference trajectories (blue and green lines) and reachable set propagation according to the
dynamics associated with the reference mode sequence: tracking the green trajectory is much easier because reachable
sets continue to evolve within the reference mode sequence. While the reachable sets of the blue trajectory have a similar
size, they often intersect with the mode boundaries shown in gray.

In contrast to verification, however, the control input can be chosen to avoid splitting com-
pletely, or at least reduce the number of splittings. Without splits, the PWA system becomes
a time-varying affine system which drastically simplifies the set-based feedback control design.
Our approach has several more advantages:

• no need to tighten constraints and no need to compute invariant sets;

• mixed integer programs are solved offline;

• feedback control law is easy to store and apply online;

• no stability proof needed because we are addressing a finite horizon control problem for
which we check constraint satisfaction via reachability analysis;

• the possibility that the reachable set may be split is explicitly taken into account and some
countermeasures are provided when designing the reference trajectory and the feedback
controller, which is not the case in robust tube-based MPC.

1.4. Organization of the Paper
The remainder of the paper is organized as follows: We start by introducing some basic no-

tations in Section 2. The problem formulation is given in Section 3. After this, we provide an
overview of our approach in Section 4. Section 5 describes the computation of the reference tra-
jectory and Section 6 deals with the computation of the feedback controller. The effectiveness of
the proposed control design is illustrated by a numerical example of a quadruple tank benchmark
in Section 7, and some conclusions are drawn in Section 8.
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2. Basic Notations

We define a (convex) polyhedronP ⊂ Rh as the intersection of q half-spaces (H-representation
[68]), which can be expressed through PA ∈ Rq×h and PB ∈ Rq as follows: P = {z ∈ Rh|PAz ≤
PB}. For ease of notation we shall refer to (PA, PB) as the H-representation of P. The intersection
of k polyhedra P(i) ⊂ Rh with H-representation (P(i)

A , P
(i)
B ), i = 1, . . . , k, is a polyhedron P with

H-representation (PA, PB), where

PA =


P(1)

A
...

P(k)
A

 PB =


P(1)

B
...

P(k)
B

 .
For computational reasons, redundant half-spaces should be removed from the resulting H-
representation. A polytope is a (convex) closed and bounded polyhedron. Zonotopes are a special
class of centrally symmetric convex polytopes.

Definition 1 (Zonotope). A convex polytope in Z ∈ Rh is called a zonotope if it can be written
as

Z =
{
z ∈ Rh

∣∣∣∣z = c +

r∑
i=1

αigi, αi ∈ [−1, 1]
}
,

where c ∈ Rh is the center, gi ∈ Rh, i ∈ {1, . . . , r}, are called generators, and r
h is the order of the

zonotope. We use 〈c, g1, . . . , gr〉 as an interchangeable, more concise notation forZ. The gener-
ators can also be combined into the generator matrix G ∈ Rh×r, which contains the generators
as its columns, this leading to 〈c,G〉 as an alternative notation for Z. Correspondingly, the αi

coefficients are collected in a vector α.

A parallelotope is a zonotope of order 1 with h linearly independent generators. Note that in
a parallelotope, every element z ∈ Z = 〈c,G〉 is uniquely defined by the vector

α(z) = G−1(z − c) (1)

because G is invertible.

3. Problem Formulation

We consider a discrete time PWA system whose state x ∈ Rn evolves according to the fol-
lowing equation:

x(k + 1) =


A(1)x(k) + B(1)

u u(k) + B(1)
w w(k) + f (1), x(k) ∈ M(1)

...

A(s)x(k) + B(s)
u u(k) + B(s)

w w(k) + f (s), x(k) ∈ M(s)

(2)

where the control input u ∈ Rm takes values in the convex polytopeU = (UA,UB) ⊂ Rm and the
disturbance w ∈ Rp takes values in the zonotopeW = 〈cw,Gw〉 ⊂ Rp, respectively. The initial
state x(0) is uncertain and takes values in the zonotope X0 = 〈cx,0,Gx,0〉 ⊆ Rn. If the initial set
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or disturbance set is given as a convex polytope instead, we can always over-approximate these
sets with zonotopes and our methods still work. Note that no extra conservatism is added in the
most common case when X0 andW are boxes.

The system dynamics in each set M(i) representing mode i is defined by the matrices A(i),
B(i)

u , B(i)
w and vector f (i). We therefore distinguish between the continuous values of state x(k),

which evolves in discrete time, and the discrete mode i. We assume that each setM(i) ⊂ Rn is a
polyhedron with H-representation (M(i)

A ,M
(i)
B ), where M(i)

A ∈ R
q(i)×n and M(i)

B ∈ R
q(i)

. We refer to
the half-spaces defining the boundary ofM(i) as the mode boundary.

System (2) is said to be well posed if the collection of modes {M(i)}si=1 := {M(1), . . . ,M(s)}

forms a polyhedral subdivision of the state space, that is if ∪s
i=1M

(i) = Rn, each M(i) is of
dimension n, and the intersectionM(i) ∩M( j), i , j, is either empty or a common proper face of
both polyhedra. We assume that the PWA system we are dealing with is well posed.

We address finite-horizon control of system (2) over [0,N]. Specifically, we assume that
the system is subject to time-varying state constraints that are given in terms of the following
polyhedral constraints on the state:

x(k) ∈ Sk = {x ∈ Rn| S A(k)x ≤ S B(k)}, k = 1, . . . ,N. (3)

Our aim is to design a controller that robustly guarantees safety while minimizing the distance
from a given terminal state x f at time N, subject to the actuation constraint u(k) ∈ U, k =

0, . . . ,N − 1. For this purpose we consider a static state feedback control law

u(k) = µk(x(k)), k = 0, . . . ,N − 1. (4)

Let ρ : Rn → {1, . . . , s} be the map that associates the number of the corresponding active
mode to x ∈ Rn, i.e., ρ(x) = i⇔ x ∈ M(i). Then, the reachable sets can be recursively defined as

R
µ
k+1 =

{
x+ ∈ Rn

∣∣∣∃x ∈ Rk,∃w ∈ W such that x+ = A(ρ(x))x + B(ρ(x))
u µk(x) + B(ρ(x))

w w + f (ρ(x))
}
,

initialized with R0 = X0. Our control design problem can then be expressed as the following
optimization problem:

min
{µk(·)}N−1

k=0

‖R
µ
N − x f ‖1 subject to: (5)

R
µ
k ⊆ Sk, k = 1, . . . ,N,
∀x ∈ Rµk : µk(x) ∈ U, k = 0, . . . ,N − 1,

where ‖R − x f ‖1 = maxx∈R ‖x − x f ‖1 is the maximum 1-norm to the desired final state x f of any
state in the set R ⊂ Rn.

In addition to its numerical advantages, the reason for using the `1 norm for our cost function
is that many target sets are axis-aligned boxes. Therefore, we prefer a set whose bounding axis-
aligned box is as small as possible. When using the `1 norm, we minimize the sum of the side
lengths of this bounding box. If we used, for example, the `2 norm instead, we would minimize
the sum of the squared sides, therefore not appropriately considering smaller dimensions. The
extreme case would be using the infinity norm, which would result in only minimizing the largest
side of the bounding box and thereby neglecting the other dimensions. In the next section, we
present an overview of our approach to solving (5).
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Figure 2: Overview of the overall approach with prediction horizon M = 2 and horizon after splits Msplit = 2. (a)
Computation of the reference trajectory and main switching sequence M0, . . . ,MN . (b) Computation of the first M
predicted reachable sets R1, . . . ,RM starting from the initial set. (c) Application of the first control law and computation
of a new collection of M sets R2, . . . ,RM+1, starting from R1. The set R1 has now been reached (orange solid line). (d)
Application of the first control law and computation of M new sets R3, . . . ,RM+2 starting from R2 ∩M2. (e) Case I: The
split set is steered back inside the main reachable set in Msplit steps. No branching is needed. (f) Case II: The split set is
not steered back inside the main reachable set in Msplit steps: it will be used as a new initial set.

4. Overview of the Approach

Let us introduce our approach based on Fig. 2, which illustrates the following steps:
Step 1. Compute reference trajectory (Fig. 2(a)). We start by computing a reference

trajectory for the nominal PWA system (i.e., without uncertainties, see Sec. 5), which at time
N should be close to the desired final state x f while satisfying the input and state constraints as
well as considering the distance to the mode boundaries to avoid splitting of reachable sets. The
sequence of modes M0, . . . ,MN followed by the reference trajectory is called the main mode
sequence. EachMk takes values in the set of the PWA system modes {M(i)}si=1.

Step 2. Compute reachable sets along mode sequence (Fig. 2(b)). At each iteration k,
we design a control law for a prediction horizon of M steps ahead, which steers all the states
of the reachable sets close to the corresponding reference trajectory. We minimize the size of
reachable sets and weight their distance to the boundaries of the main mode sequence so that,
where possible, splits are avoided. At the same time, the controller ensures that the input and state
constraints are satisfied despite the presence of disturbances. The result of this optimization is a
sequence of reachable sets Rk+1, . . .Rk+M together with the corresponding time-varying control
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law.
Step 3. Apply the first input (Fig. 2(c)). At each iteration, we only retain the control law

at time k and the reachable set Rk+1. We only use the portion of the reachable set that lies inside
the main mode as an initial set for each iteration, i.e., R∗k = Rk ∩Mk. We repeat the procedure
of Steps 2 and 3 for all k’s until we reach the final time step. A sequence of sets R∗1, . . . ,R

∗
N is

determined that is called the main reachable set sequence.
Step 4. Check for splitting (Fig. 2(d)). If the main reachable set is completely inside the

modes of the reference trajectory (no split occurred) and the state and input constraint have been
satisfied, the problem is solved. If not, we start from the first time step k0 where a split has been
detected (k0 = 2 in Fig. 2(d)).

Step 5a. Easy recovery possible (Fig. 2(e)). If we can steer the sets Rk0 ∩ M(i) , ∅ with
M(i) ,Mk0 (i.e., those parts of the main reachable set outside of the main mode sequence) back
to the main reachable set in Msplit time steps, we only have to consider the main reachable set, as
it contains the split set.

Step 5b. Easy recovery not possible (Fig. 2(f)). If Step 5a is not possible, we branch
the split set and treat it as a new initial set for which we compute a new reference trajectory
(computed as in Step 1) for the residual time horizon [k0,N]. It is also necessary to recompute
the reachable sets along the mode sequence at Step 2 starting from Rk0 ∩Mk0 at time k0.

Next, we explain the algorithms for the reference trajectory computation and the set-based
control design.

5. Reference Trajectory Computation

We now explain how to build the main reference trajectory (Fig. 2(a)) over the time horizon
[0,N]; the computation for [k0,N] when splitting occurs (Fig. 2(f)) is done analogously. We
consider the PWA system operating in nominal conditions, i.e., disturbance is w(k) = cw, k =

0, . . . ,N − 1, and the initial state is x(0) = cx,0, with cw and cx,0 denoting the centers of the
disturbance set and the initial set, respectively. We design a trajectory that satisfies the actuation
constraint u(k) ∈ U, k = 0, . . . ,N − 1, and the state constraints (3), while getting as close as
possible to the desired final state x f and while keeping the state evolution as distant as possible
from the mode and state constraints boundaries for each time step.

The computation of the reference trajectory is formulated as a Mixed Integer Linear Program
(MILP) and makes use of the following equivalent Mixed Logical Dynamical (MLD) form of the
(nominal) PWA system (2):

x(k + 1) = Ax(k) + Buu(k) + Bδδ(k) + Bzz(k) + Bwcw, (6)
Exx(k) + Euu(k) + Eδδ(k) + Ezz(k) ≤ Ea f f ,

where δ(k) ∈ [0, 1]nδ is a binary vector that determines which of the s modes is active at time k
and z(k) ∈ Rnz is an auxiliary real-valued variable (see [1] for details). Each modeM(i) in (2) is
encoded via a binary vector δ(i), so that δ(k) = δ(i) if and only if x(k) ∈ M(i). Linear actuation
constraints are encoded in the MLD representation via Eu and Ea f f . The idea behind the MLD
reformulation can be understood as follows: inequalities in (6) express in a compact form the
different dynamics of the original PWA system (2) and, via big-M technique, can be structured
so that when δ(k) = δ(i) they collapse in z(k) = A(i)x(k) + B(i)

u u(k) + f (i) and M(i)
A x(k) ≤ M(i)

B . The
original PWA dynamics can then be retrieved by simply choosing A = 0, Bu = 0, Bδ = 0, Bw = 0
and Bz = I in (6).
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We start by considering a single time step k and a single mode i. Recall that Sk is the state
constraint at k appearing in (5). The intersection between the state constraint set Sk and mode
M(i) is denoted as P(i)(k) and has H-representation (P(i)

A (k), P(i)
B (k)).

Let dist(x(k),P(i)
j (k)) denote the signed Euclidean distance of point x(k) from the j−th hyper-

plane P(i)
A, j(k)x(k) = P(i)

B, j, j = 1, . . . , J(i)
k given by

dist
(
x(k),P(i)

j (k)
)

=
−P(i)

A, j(k)x(k) + P(i)
B, j(k)

‖P(i)
A, j(k)‖2

, (7)

which is positive if and only if x(k) lies inside P(i)(k). Then we can introduce the auxiliary
variable d(i)(k):

d(i)(k) =


min

j=1,...,J(i)
k

dist
(
x(k),P(i)

j (k)
)
, x(k) ∈ M(i)

0, otherwise,
(8)

and rephrase the condition x(k) ∈ P(i)(k) as d(i)(k) > 0.
Using (7), definition (8) can be translated via the big-M technique (see [8], [1]) to the follow-

ing mixed integer inequalities (in the following we drop the dependence on time k to simplify
the notation):

‖P(1)
A,1‖2d(i)≤−Γ(2δ(i)−1)Tδ−P(i)

A,1x+P(i)
B,1+Γ‖δ(i)‖1

...
...

‖P(1)
A,J‖2d(i)≤−Γ(2δ(i)−1)Tδ−P(i)

A,J x+P(i)
B,J +Γ‖δ(i)‖1

(9)

d(i) ≤ Γ(2δ(i)
1 − 1)δ1 − Γδ(i)

1 + Γ

d(i) ≥ −Γ(2δ(i)
1 − 1)δ1 + Γδ(i)

1 − Γ
...

...

d(i) ≤ Γ(2δ(i)
nδ − 1)δnδ − Γδ(i)

nδ + Γ

d(i) ≥ −Γ(2δ(i)
nδ − 1)δnδ + Γδ(i)

nδ − Γ,

(10)

where Γ is a large enough constant that can be computed exactly (see [8]) and 1 is a column vector
of nδ ones. It is easy to verify that the first (second) set of inequalities becomes tight if and only
if the state x belongs (does not belong) to mode M(i), i.e., when the binary variable δ is (not)
equal to δ(i). Take, for example, the right hand side of equation (9): the term −Γ(2δ(i) − 1)Tδ =

−Γ
∑nδ

j=1(2δ(i)
j − 1)δ j is always equal to or greater than −Γ‖δ(i)‖1, and, in particular, is equal to

−Γ‖δ(i)‖1 if and only if δ = δ(i). This makes the sum −Γ(2δ(i)−1)Tδ+Γ‖δ(i)‖1 equal to 0 if and only
if δ = δ(i) (tight constraint), and in all other cases greater than Γ (loose constraint). A similar
reasoning can be applied to (10): for them to become tight, and therefore enforce d(i) = 0,
it suffices that only one element of the vector δ differs from the corresponding element in the
vector δ(i). Therefore, if we consider the set of constraints (9) and (10) for all modes i = 1, . . . , s,
we obtain the condition that all the scalars d(i) are equal to 0, except the one corresponding to
the mode containing the state x, which assumes the value of the minimum distance of x from the
closest boundary.

We determine the input u(0), . . . , u(N − 1) by maximizing the sum of all d(i)(k), i = 1, . . . , s,
at all time steps k = 1, . . . ,N − 1 to stay far from mode and constraint set boundaries, while
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imposing that x(N) gets close to the desired final state x f according to the 1-norm:

max
u(1),...,u(N−1)

N−1∑
k=0

s∑
i=1

d(i)(k) − γ f ‖x(N) − x f ‖1

subject to: (11)

V(k)



x(k)
d(1)(k)
...

d(s)(k)
δ(k)


≤ R(k), k = 1, . . . ,N,

MLD dynamics (6), k = 0, . . . ,N − 1,with x(0) = cx,0,

state constraints (3),

with V(k) and R(k) as

V =



[
P(1)

A
02nδ,n

]
H(1) 0 D(1)

...
. . .

...[
P(s)

A
02nδ,n

]
0 H(s) D(s)


, R =


R(1)

R(2)

...
R(s)


with

H(i) =



‖P(i)
A,1‖2

‖P(i)
A,2‖2
...

‖P(i)
A,J‖2

1
−1
1
−1
...
1
−1



, R(i) =



P(i)
B,1 + Γ‖δ(i)‖

P(i)
B,2 + Γ‖δ(i)‖

...

P(i)
B,J + Γ‖δ(i)‖

Γ − Γδ(i)
1

Γ − Γδ(i)
1

Γ − Γδ(i)
2

Γ − Γδ(i)
2

...

Γ − Γδ(i)
nδ

Γ − Γδ(i)
nδ



,
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and

D(i) =



Γ(2δ(i) − 1)T

Γ(2δ(i) − 1)T

...
Γ(2δ(i) − 1)T

Γ(1 − 2δ(i)
1 1) 0 . . . 0

Γ(1 − 2δ(i)
1 ) 0 . . . 0

0 Γ(1 − 2δ(i)
2 ) . . . 0

0 Γ(1 − 2δ(i)
2 ) . . . 0

...
...

. . .
...

0 0 . . . Γ(1 − 2δ(i)
nδ )

0 0 . . . Γ(1 − 2δ(i)
nδ )



.

Since the 1-norm can be rewritten as a linear term by introducing auxiliary variables and
linear constraints [69, 70], problem (11) is a MILP.

We shall denote the reference trajectory that results from solving the MILP problem (11) by
xre f (k), k = 0, . . . ,N, where xre f (0) = cx,0. Note that to compute the reference trajectory we
are not adding extra binary variables other than the δ variables that are already embedded in the
MLD formulation to represent the modes structure.

Remark 1. It is always possible to minimize the use of the control inputs in (11), e.g., for saving
energy, by adding a term of the form −‖u(k)‖l, for each time step, in the cost function. Choosing
l = 2 would lead to a Mixed Integer Quadratic Program, whereas choosing l = 1 would still lead
to a MILP.

6. Set-Based Control Design

In this section, we address the synthesis of the state feedback control law (4) (Fig. 2(b)–(d)).
The idea is to operate according to a receding horizon strategy, i.e., we design the control input
u(h + k) = µ̄k(x), µ̄k(·) : Zx(h) → Rm, k = 0, . . . ,M − 1 that makes the system robustly track
the reference trajectory along the look-ahead time-horizon [h, h + M], starting from x ∈ Zx(h) at
time h, and then set

µh(·) = µ̄0(·). (12)

Let us now consider the computation of the control law for one time instance. For a simpler
notation and without loss of generality, we consider the computation at time h = 0. We assume
that the zonotopeZx(0) = 〈cx, gx,1, . . . , gx,rx〉 of possible values for x(0) belongs to a single mode.

Let us start by expressing the evolution of a single state x(0) ∈ Zx(0) as a function of the
control input, based on our assumption that x(k) ⊆ Mρ(cx(k)), k = 0, . . . ,M, i.e., it stays in the
main mode sequence. For ease of notation, we denote by Al, Bu,l, Bw,l, fl matrices and vectors
active in the mode ρ(xre f (l)). Now, we can write the trajectory starting from x(0) ∈ Zx(0) at time
k as:

x(k) = Āx(0) +

k−1∑
j=0

(
B̄u, ju( j) + B̄w, jw( j) + Ā f , j f j

)
(13)
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for k = 1, . . . ,M, where we use the shorthand notations:

Ā = Ak−1 . . . A0,

Ā f , j = Ak−1 . . . A j+1, j = 0, · · · , k − 2,

with Ā f ,k−1 = I, i.e., the identity matrix,

B̄u, j = Ak−1 . . . A j+1Bu, j, j = 0, · · · , k − 2,

with B̄u,k−1 = Bu,k−1, and B̄w, j being defined analogously to B̄u, j. Using the zonotope representa-
tion of the initial setZx(0) = 〈cx, gx,1, . . . , gx,rx〉 and of the disturbance setZw = 〈cw, gw,1, . . . , gw,rw〉,
we can express (13) as

x(k) = Ā

cx +

rx∑
i=1

αi(x(0))gx,i

 +

k−1∑
j=0

B̄u, ju( j) + B̄w, j

cw +

rw∑
i=1

βi( j)gw,i

 + Ā f , j f j

 , (14)

where αi(x(0)) is such that x(0) = cx +
∑rx

i=1 αi(x(0))gx,i and βi( j) is such that w( j) = cw +∑rw
i=1 βi( j)gw,i. The structure of zonotopes as a superposition of generators for the initial state

and disturbances allows us to express the evolution of any state as a weighted combination of
the generator vectors. Therefore, if we choose a similar structure for the control input of the
auxiliary finite horizon problem, we are able to control every trajectory starting from Zx(0) for
any disturbance trajectory by simply finding input trajectories for the generators and interpolating
between them:

u
(
α, β(·), j

)
= uc( j) +

rx∑
i=1

αi
(
x(0)

)
ux,i( j) +

j−1∑
l=0

rw∑
i=1

βi(l)uw,i,l( j). (15)

We find the input trajectories uc(·), ux,1(·), . . . , ux,rx (·) and uw,1,·(·), . . . , uw,rw,·(·) along the finite
horizon [0,M − 1] by solving an optimization problem, where we use (·) to refer to the whole
trajectory. In the receding horizon implementation, only the first sample of this input trajectory
is applied, which depends only on the initial state and involves only uc(0) and ux,1(0), ..., ux,rx (0).
When computing the input trajectory, an upper bound on the distance of the reach set from the
reference trajectory is minimized while taking the constraints into account. The upper bound
for the distance of any state in the reachable set to the reference trajectory can be obtained as
follows:

Theorem 1. Let Zx(k) denote the reachable set resulting from control law (15) at time k, then
the following inequality holds:∥∥∥Zx(k) − xre f (k)

∥∥∥
1

≤

∥∥∥∥∥∥Ācx − xre f (k) +

k−1∑
j=0

(
Ā f , j f j + B̄w, jcw + B̄u, juc( j)

) ∥∥∥∥∥∥
1

+

rx∑
i=1

∥∥∥∥∥∥Āgx,i +

k−1∑
j=0

B̄u, jux,i( j)

∥∥∥∥∥∥
1

+

k−1∑
j=0

j−1∑
l=0

rw∑
i=1

∥∥∥∥∥∥B̄w, jgw,i + B̄u, juw,i,l( j)

∥∥∥∥∥∥
.

(16)
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Proof.∥∥∥Zx(k) − xre f (k)
∥∥∥

1

= max
x∈Zx(k)

∥∥∥x − xre f (k)
∥∥∥

1

(14)
= max

αi,βi(·)∈[−1,1]

∥∥∥∥∥∥Ā

cx +

rx∑
i=1

αi(x(0))gx,i


+

k−1∑
j=0

(
B̄u, ju(α, β(·), j) + B̄w, j

cw +

rw∑
i=1

βi( j)gw,i

 + Ā f , j f j

)
− xre f (k)

∥∥∥∥∥∥
1

(15)
= max

αi,βi(·)∈[−1,1]

∥∥∥∥∥∥Ācx +

k−1∑
j=0

B̄u, juc( j) +

rx∑
i=1

Āαi(x(0))gx,i +

k−1∑
j=0

B̄u, jαi(x(0))ux,i( j)


+

k−1∑
j=0

j−1∑
l=0

rw∑
i=1

(
B̄w, jβi(l)gw,i + B̄u, jβi(l)uw,i,l( j)

)
+

k−1∑
j=0

(
B̄w, jcw + Ā f , j f j

)
− xre f (k)

∥∥∥∥∥∥
1

≤ max
αi,βi(·)∈[−1,1]

∥∥∥∥∥∥Ācx − xre f (k) +

k−1∑
j=0

(
Ā f , j f j + B̄w, jcw + B̄u, juc( j)

) ∥∥∥∥∥∥
1

+

rx∑
i=1

∥∥∥∥∥∥αi(x(0))

Āgx,i +

k−1∑
j=0

B̄u, jux,i( j)


∥∥∥∥∥∥

1
+

k−1∑
j=0

j−1∑
l=0

rw∑
i=1

∥∥∥∥∥∥βi(l)
(
B̄w, jgw,i + B̄u, juw,i,l( j)

) ∥∥∥∥∥∥
1

≤

∥∥∥∥∥∥Ācx − xre f (k) +

k−1∑
j=0

(
Ā f , j f j + B̄w, jcw + B̄u, juc( j)

) ∥∥∥∥∥∥
1

+

rx∑
i=1

∥∥∥∥∥∥Āgx,i +

k−1∑
j=0

B̄u, jux,i( j)

∥∥∥∥∥∥
1

+

k−1∑
j=0

j−1∑
l=0

rw∑
i=1

∥∥∥∥∥∥B̄w, jgw,i + B̄u, juw,i,l( j)

∥∥∥∥∥∥
1

We use cost(Zx(k)) to refer to the upper bound of the cost function (16). This result can
be interpreted graphically: as shown in Fig. 3, we exploit the available control capabilities and
steer the center of the initial set towards the reference state and the generators towards the origin,
thereby aiming at bringing all states close to xre f (k). Using this upper bound allows us to solve
the problem by only considering the generators of a zonotope, which scale linearly with the di-
mension (for a fixed zonotope order). Using other set representations, such as polytopes, would
be computationally much more expensive, e.g., the number of extreme points scales exponen-
tially.

In the next step, we must ensure that all possible trajectories remain inside the state constraint
Sk. Checking if the reachable set in the form of a zonotope is inside some convex set can be
performed efficiently using the following result:

Theorem 2. A zonotope Z = 〈c, g(1), . . . , g(p)〉 satisfies convex constraints of the form S = {x ∈
Rn|S Ax ≤ S B} if

S Ac +

p∑
i=1

|S Ag(i)| ≤ S B, (17)
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gx,2 gx,1

xref

cx

effect of input for center

A gx,1

A gx,2

Bw,2 gw

Bw,1 gw

A cx

effects of inputs 
for generators

Figure 3: We obtain a small reachable set close to xre f (k) by steering the center of the initial set to xre f (k), and the
generators of the initial set and those resulting from disturbances to the origin.

where the absolute value and less than or equal operators are both performed element-wise.

Proof. Using the zonotope representation results in

S Ax ≤ S B,∀x ∈ S ⇔ S Ac +

p∑
i=1

αiS Ag(i) ≤ S B,∀αi ∈ [−1, 1].

The left side of the above inequality can be further bounded by

S Ac +

p∑
i=1

αiS Ag(i) ≤ S Ac +

p∑
i=1

|αiS Ag(i)| ≤ S Ac +

p∑
i=1

|αi|︸︷︷︸
≤1

|S Ag(i)| ≤ S Ac +

p∑
i=1

|S Ag(i)|.

In fact, there exists an α with αi = ±1, such that the computed bound is touched.

We must also ensure that the sum of all possible inputs for the center and generators does not
exceed the input bounds:

Corollary 1. The zonotope control law u(α, β(·), j) from (15) satisfies the input constraint U =

{u ∈ Rm|UAu ≤ UB} if and only if

UAuc( j) +

rx∑
i=1

|UAux,i( j)| +
j−1∑
l=0

rw∑
i=1

|UAuw,i,l( j)| ≤ UB, ∀ j ∈ {0, . . . ,M − 1}. (18)

Proof. Using the same proof concept as in Theorem 2, it follows that

uc( j) +

rx∑
i=1

αi(x(0))ux,i( j) +

j−1∑
l=0

rw∑
i=1

βi(l)uw,i,l( j) ∈ U,

∀α ∈ [−1, 1]rx , β ∈ [−1, 1]rw ,∀ j ∈ {0, . . .M − 1}

⇔ UAuc( j) +

rx∑
i=1

|UAux,i( j)| +
j−1∑
l=0

rw∑
i=1

|UAuw,i,l( j)| ≤ UB, ∀ j ∈ {0, . . . ,M − 1}.
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Lastly, we also wish to stay away from the mode boundaries to minimize the number of splits.
To achieve this, we weight the minimal distance of the reachable sets to the mode boundaries,
similarly to what we do in the optimization of the reference trajectory in (9):

cost(d) := −
M∑

k=1

d(k) (19)

subject to

‖MA, j(k)‖2d(k) ≤ MA, j(k)cZ(k) +

rZ(k)∑
i=1

|MA, j(k)gZ,i(k)| − MB, j(k), (20)

where MA, j(k) and MB, j(k) represent the j-th row of the matrices defining the half-space repre-
sentation of the mode in the main switching sequence at time k and cZ(k), gZ,1(k), . . . , gZ,rZ(k)(k)
denote the center and generators of the reachable sets Zk. Since additional generators from the
disturbance effects are added in every time step, the order rZ(k) of the reachable sets increases
over time.

Using (19) together with the results from Theorem 1, Theorem 2, and Corollary 1, allows us
to express everything in a single optimization problem:

min
uc(·),ux(·),uw(·)

M∑
k=1

cost(Zx(k)) + γd cost(d) (21)

s.t.Zk ⊆ Sk using (17), (18), (20), k = 1, . . . ,M,

where γd ∈ R+
0 is a weight used to adjust the importance of being close to the reference trajectory

relative to being far away from the mode boundaries. It is shown in [69, Ch. 6] and [70] that the
norm and absolute value can be transformed to linear constraints and cost functions. Therefore,
this problem can be solved efficiently in a single linear program (LP).

Problem (21) provides the inputs u?c (·) and u?x (·), which can be used to compute

i) the feedback law (4) at time k via (12):

µk(x) = u?c (k) +

rx∑
i=1

αi(x)u?x,i(k), (22)

for x ∈ Zx(k) = 〈cx, gx,1, . . . , gx,rx〉, where αi(x), i = 1, . . . , rx, are such that

x = cx +

rx∑
i=1

αi(x)gx,i, (23)

ii) the reachable set R?k+1 = Z?
x (k + 1)

⋂
Mk+1, whereMk+1 is the mode to which xre f (k + 1)

belongs (see Step 2 in Section 4) whereZ?
x (k+1) is the reachable set obtained by applying

µk(·) at time k starting fromZx(k).
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Splits and Recovery
The procedure described above is iteratively repeated for N time steps (with a shrinking

horizon of N − k for the last M iterations). Afterwards, we check for each split that has occurred
(Fig. 2(d)) whether the split set can be steered back into the main sequence or not (Figs. 2(e)
and (f), respectively). We do this by solving optimization problem (21) for a time horizon of
Msplit, starting at the time step k0 when the split occurred and with the additional constraints
d(k) ≥ 0, k = 1, . . . ,Msplit and Rsplit

k0+Msplit
⊆ R∗k0+Msplit

. These additional constraints ensure that
the reachable set of the split set is steered back into the main switching sequence after one time
step and completely stays inside this mode sequence until it is a subset of the main reachable set
R∗k0+Msplit

. Without these constraints, we would have to consider the combinatorial problem of all
possible modes the set could enter and therefore different dynamics which could be applied. The
second constraint Rsplit

k0+Msplit
⊆ R∗k0+Msplit

can be easily checked using the formula from Theorem 2.

Note that if k0 + Msplit < N, we use the horizon N − k0 instead.
If the optimization problem is not feasible, we cannot steer the reachable set back in Msplit

steps along the main switching sequence. In this case, we start a new optimization problem with
a new reference trajectory and with a reduced time horizon of N − k0 steps.

Computational Complexity of the Algorithm
The algorithm described in Section 4 solves a MILP every time we compute a reference tra-

jectory, for which efficient solvers exist (see, e.g., CPLEX); nonetheless, the complexity of a
MILP is in the worst case exponential in the number of binary variables. In our case, the binary
variables are represented by the vector δ(k) for each time step (indeed, the extra requirement
of staying far from mode boundaries does not require the addition of extra binary variables),
and therefore their number increases linearly with the problem horizon and also linearly with
the number of modes. The dimension of states does not directly influence the number of binary
variables; however, higher dimensional systems often have more modes. To reduce the compu-
tational effort, since the state constraints have to be satisfied at each time step, it is possible to
prune the exploration tree by removing any switching sequence that contains modes that do not
intersect the state constraint sets at some time step.

For the set-based controller design, if all reachable sets stay within the main mode sequence,
we have to solve N linear programs whose variables scale linearly in the prediction horizon M
and linearly in the state and input dimension, if we fix the zonotope order. This can be done
by applying zonotope reduction methods [71] which reduce the number of generators in the
considered zonotopes to lower the computational effort.

Note that we cannot give a fixed bound on the number of splits; however, we expect that splits
do not occur too frequently in practical examples, especially because we try to avoid them by
maximizing the distance to the mode boundaries. If the split set can be steered back in the main
mode after Msplit time steps, then this adds only a single linear program to the computational
effort. If we cannot steer it back in Msplit time steps, then a new reference trajectory has to be
computed, which requires solving a new MILP.

The computation of the reference trajectory is the main bottleneck, as the overall complexity
of the proposed algorithm is governed by the complexity of the MILP. This is because the com-
putational effort for solving a MILP scales exponentially with the number of binary variables
appearing in it, and in our case, this number grows linearly with the time horizon. On the other
hand, the computational effort for solving linear programs only scales polynomially (see [72]) in
the size of the problem; moreover, the size of our LPs is smaller than the size of the reference
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trajectory computation problem (see (21)). Therefore, if we denote the number of splits which
cannot be steered back by S , the overall complexity is (S + 1)O(MILP).

Obtaining the Online Control Law

The solution of the MILP for the reference trajectory and all the following computations can
be computationally demanding and therefore are performed offline, as it is hard to guarantee
finding a feasible solution fast enough online. As the outcome of the overall offline control
design procedure described in this section, we obtain a collection of zonotopes per time step
representing the reachable set (possibly split over different modes and over-approximated) and
the associated set-based controllers. Both of them are finitely parameterized and have a low
space complexity (which scales linearly with the number of states, time steps, and splits). Once
the value x of the state at time k is available, it is possible to determine the input µk(x) using (22).
Several possibilities exist for obtaining the parameters αi in (22): the easiest way is by solving
the system of inequalities (23). Since this is a linear feasibility program, it can be solved fast
online.

If faster computation times are required, then we can take advantage of the fact that param-
eters for expressing a state in a polytope can be computed in a closed-form expression [73]. By
interpolating the α values of the extreme points of our zonotope, we can use the same technique
to obtain them through a closed-form expression. In the case of a parallelotope, we can obtain
the α values by simply inverting the generator matrix, see (1). This allows us to obtain linear
controllers, which work analogously to the disturbance feedback controllers discussed in [74].

7. Numerical Example

We demonstrate the effectiveness of our approach on the quadruple tank benchmark described
in [75]. The system is nonlinear with 4 states h1, . . . , h4 and 2 control inputs v1, v2, that respec-
tively denote the tank levels and the voltage inputs to the two pumps. The equations of the
systems are

ḣ1 = −
a1

A1

√
2gh1 +

a3

A1

√
2gh3 +

γ1k1

A1
v1,

ḣ2 = −
a2

A2

√
2gh2 +

a4

A2

√
2gh4 +

γ2k2

A2
v2,

ḣ3 = −
a3

A3

√
2gh3 +

(1 − γ2)k2

A3
v2,

ḣ4 = −
a4

A4

√
2gh4 +

(1 − γ1)k1

A4
v1,

where the values of the various parameters can be found in [75]. The states are constrained
between 0 and 20, and the inputs are bounded between 0 and 12. To obtain a PWA system,
we linearize the dynamics around different points and consider the approximation error as an
additive disturbance that we want to counteract (one disturbance for each dynamics equation).
The state space is therefore partitioned into 16 modes obtained by splitting each axis into the
two intervals [0, 3] and (3, 20]. For each mode, a linear approximation is obtained by Taylor
expansion around the centers of the intervals.
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Figure 4: Results from numerical example: Reference trajectory (black), initial set (green), main reachable sets (blue),
and state constraints (gray) at all time steps, projected on the (h1, h2) plane (left) and (h3, h4) plane (right). The mode
edges are plotted in magenta. At time k = 5, a split set originates from an intersection with the edge h2 = 3 (in red). The
corresponding reachable sets (in red) merge back with the main reachable set after Msplit = 7 steps.

We choose a sampling time of 1 second, N = 20 for the time horizon, and M = 3 for the
prediction horizon. The time-varying state constraints are

0.55k ≤ hi(k) ≤ 5 + 0.55k, i = 1

0.15k ≤ hi(k) ≤ 2 +
k2

16
, i = 2

4 ≤ hi(k) ≤ 13, i = 3
4 ≤ hi(k) ≤ 11, i = 4


k = 1, . . . , 10

3 ≤ hi(k) ≤ 10, i = 1, . . . , 4
}

k = 11, . . . , 20.

The initial set X0 is given as a box with edges of lengths [0.6, 0.6, 0.2, 0.2] around its center
x(0) = [1, 1, 12, 7]T and the terminal state x f is set to [9, 6.5, 6.5, 6.5]T . The disturbances vary
freely in a box of sizeW = [−1, 2]4, which contains the linearization errors as well as external
disturbances. We model the disturbances acting on the system through the same input matrix as
the inputs, i.e., B(s)

w = B(s)
u , s = 1, . . . , 16.

This example also demonstrates the idea of hybridization of nonlinear systems to obtain a
PWA system. Note that due to the discrete-time nature of the PWA dynamics, we check the
constraints only at sampling times. Under the assumption of convex state constraints it is even
possible to ensure the constraint satisfaction at inter-sampling times by tightening the constraints
(or equivalently increasing the size of the reachable) sets by the maximum curvature the trajecto-
ries can have in this time interval. As this is beyond the focus of the paper, we refer the interested
reader to [76] and focus on the PWA dynamics in this example.

7.1. Results
We run our algorithm on a computer equipped with an Intel Core i7 @3.1GHz processor and

16GB of RAM; the MILP for reference trajectory computation is solved via CPLEX, whereas the
linear programming problems for the set-based controller computation run on CVX [77] with the
solver SDPT3 [78]. We use the CORA toolbox for the zonotope computations [79]. The overall
computations take 2.5 minutes.

The results are presented in Fig. 4, where we project the resulting sets on the (h1, h2) and
(h3, h4) planes. Here, we show the reference trajectory in black, the initial set in green, the
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reachable sets at different time steps in blue, and the state constraints at different points in time
in gray. We see that the initial set is steered along the reference trajectory and always stays
inside the state constraints. It can also be seen that both the reference trajectory and the sets stay
away from the mode edges, if possible. In particular, this can be seen in Fig. 4 (left) where the
reachable set at the second time step is entirely maintained below the mode boundary h1 = 3
(magenta), and is entirely steered above the boundary at the third time step to prevent splitting.
This is not possible for k = 5, as can be seen in Fig. 4 (left) when h2 crosses the line h2 = 3,
so that a split occurs. However, the split set is rather small (shown in red). Due to the different
dynamics and disturbances, the evolution of the split set over time is different from the evolution
of the main set (red sets propagating); however, we are able to steer the split set inside the main
reachable set in Msplit = 7 time steps, thus avoiding branching. As a result, we can compute the
controller via one MILP for the reference trajectory, 20 linear programs for the main reachable
set, and a single linear program to steer the split set back to the main reachable set.

In addition, we also present the results for 5,000 simulations of the controller with random
initial states and random disturbances in Fig. 5. We see that all state trajectories are indeed inside
the reachable sets and therefore also satisfy the state constraints. The same is true for the input
trajectories, which all satisfy the input constraints despite disturbances.

Figure 5: 5,000 simulation runs for the resulting controller with random initial states and random disturbances. Top:
Resulting state trajectories and reachable sets from Fig. 4. Bottom: Corresponding input trajectories with inputs bounds
plotted in red.
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7.2. Comparison with Other Implementation

For comparison, we also solve the problem with a similar implementation, but without
weighting the distance to the boundaries of modes or state constraints in the cost function when
computing the reference trajectory. The resulting reference trajectory stays close to the lower
boundaries of the time-varying state constraints, while just barely satisfying them. The set-based
controller tries to stay close to this trajectory, while still satisfying the state constraints. This
works for a few steps; however, after that, the MPC optimization problem becomes infeasible,
and it is impossible to find a set-based controller which steers the whole reachable set inside the
state constraints of the next time step because the lower bound of the state constraints increases
faster than the controller can steer all states from the current reachable set.

We also consider another variant of our algorithm, where we weight the distances to the
state constraints boundaries for the reference trajectory and the set-based controller, but we do
not weight the distances d(k) to the mode boundaries, i.e., we set γd = 0 in (21). In this case,
we obtain a feasible solution for the main reachable set; however, we have to split two times.
Moreover, it is not possible to steer any of these split sets into the main reachable set sequence
after Msplit = 7 time steps. This therefore leads to two additional MILP and 27 additional linear
programs and more than twice the computation time. Even if we consider the distance d(k) to the
mode boundaries during the computation of the reference trajectory, we end up with two splits,
one of which cannot be steered back into the main sequence if we do not consider the distance
to the mode boundaries during the computation of the set-based controller. While decreasing the
computation time, our approach increases the costs for the size of the reachable set cost(Zx(k))
by only 10%, compared to the approach where we ignore the costs for the distance to the mode
boundaries. This shows how directly considering the distance to the boundaries of the mode sets
and the state constraints is crucial for obtaining good controller results and how we are able to
minimize the overall computational effort and time by carefully choosing the cost functions.

7.3. Comparison with Other Tools

For comparison, we try to solve the problem at hand with Pessoa [80], a tool which first builds
a discrete abstraction of the state and input set and afterwards computes a discrete controller using
this abstraction. The advantage of this correct-by-construction method is that one obtains a finite
state machine and can use tools which are able to handle linear temporal logic specifications.
The general bottleneck of these approaches is the requirement to compute an abstraction, which
scales exponentially in the state and input dimensions. To reduce the size of the abstraction, we
confine the considered state space to the set S = [0, 10]× [0, 10]× [3, 15]× [3, 11]. We discretize
the states with a resolution of 0.5 and the inputs with a resolution of 3 and thereby obtain a
discrete abstraction with 187,425 states and 25 inputs. For simplicity, we do not include any
time-dependence in the problem, i.e., we do not consider the time-varying state constraints nor
we specify at what time the final set has to be reached. We could include this time-dependency by
adding the time as an additional state, which would increase the number of states and therefore
the computation time by a factor of 20. Since Pessoa synthesizes controllers of the form “stay
in set A” or “reach set A while staying in set B”, we change the task to “reach set G while
staying in set S”. Even if we choose the goal set to be the whole final state constraint, i.e.,
G = [3, 10] × [3, 10] × [3, 10] × [3, 10], we are not able to find a controller which works for all
states of the initial set, not even if we ignore disturbances. We have also tried it with a state and
input resolution of 1 each, which also leads to the same result that no controller exists which
satisfies the specifications for all initial states with the abstracted model. With a finer resolution
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of the abstraction, e.g., a state resolution of 0.5 and an input resolution of 1, it might be possible
to find a controller. However, with a resolution of 1 for states and inputs, for which we could
not find a controller, the computation of the abstraction already takes around 8 hours. If we
use an input resolution of 1, we need 2.6 times as many inputs per state compared to the input
resolution of 3, which would lead to a computation time of over 54 hours. If we also include the
time-dependencies, we would even have a computation time of 1.5 months. This shows that for
this example our approach scales much better. Please note that if one obtains a controller with
Pessoa, one can reuse it for different initial states, while we need to recompute everything for a
new initial state.

We also compare our approach with the one proposed in [81]. There, the authors reformulate
the robust control as a MILP problem that simultaneously takes into account all the possible
(unknown) switching sequences that the system may follow while satisfying the specification.
We tested the approach on our case study and were not able to find a solution after several hours
of computation: this is not unexpected since the number of binary variables appearing in the
MILP used in [81] scales exponentially with the number of time instants. The computational
burden of a time horizon of 20 steps is therefore already too high. The approach proposed in this
paper also resorts to MILP, but the number of binary variables required in our case only scales
linearly with the time horizon – thus, our approach is able to cope with larger instances of the
problem.

8. Conclusion

We consider the problem of driving a PWA system with additive disturbances to some target
set in a given finite horizon, while satisfying state and actuation constraints. To this purpose, we
develop a set-based control design approach for a hybrid setting. In our approach, we account
for the possible increase of the (offline) computation effort of the state feedback controller by
explicitly aiming to prevent the disturbance from activating too many modes. If we are able
to avoid splitting, our synthesis method reduces to a single MILP for the reference trajectory
computation and N LPs, where N is the horizon length. Otherwise a mode recovery procedure
(LP problem) and, possibly, a branching of the reference trajectory (MILP on the residual time
horizon) are activated.

Notably, most computations are performed offline. The resulting control law is very simple to
store and apply online. This is a main advantage of our approach in comparison with alternative
methods that either require the online solving of computationally intensive problems or have
explicit forms that are complex to store and to apply.
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