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Abstract

Augmented Reality (AR) and Virtual Reality (VR) are truly exciting technologies for artificial
sensory stimulation. Especially because they can provide immersive and interactive experiences
(closed-loop). We have observed rapid progress in the development of these technologies
in the last three decades, especially in the domain of visual stimulation. AR/VR solutions
have been proposed for a wide range of tasks, from military training to health care and
from industrial manufacturing to animal behavior studies. Although such applications are
proven to be useful and cost-effective, many do not make it beyond the scope of research labs.
Lack of attention towards workflow integration is considered one of the major causes behind
lower acceptance of AR/VR applications. This is especially true when users intend to use the
technology to create a tool for a specific purpose, e.g. a visualization or a measurement device.
In such cases, it is extremely important to understand the application domain and to work
with the end-users for developing useful AR/VR solutions. In this thesis, we will discuss the
importance of developing workflow specific solutions for the application of AR/VR.

Our research focuses on two very different application domains of AR/VR: industrial manufac-
turing and animal behavior studies. We show that closed-loop visual stimulation techniques of
AR and VR are used in these domains as interactive visualization tools. However, the users
of both domains have very specific requirements and expect the tools to be compatible with
existing workflows. Our research shows that working closely with the users, understanding
their practices, and the environment is essential to design workflow specific solutions.

Industrial users intend to use AR visualization tools for various industrial processes without
losing reliability and accuracy provided by existing techniques. We developed Spatial Aug-
mented Reality(SAR) solutions for two industrial processes: part alignment and marking.
We worked closely with industrial partners to understand the working principle of existing
methods and proposed an alternative AR solution while maintaining the same principles. The
methods are developed with the intention of replacing the existing methods to save production
costs and time.

Similarly, biologists intend to build novel AR/VR visualizations tools with live animals to study
animal behavior. Biologists have been using Virtual Environments to study behavior but the
existing tools have many limitations e.g. limited tracking methods, small setups, etc. We
identified that technology experts and biologists have to work together to overcome these
limitations. In this spirit, we prepared a literature review to introduce technology experts
to the field of sensory stimulation based behavior studies. Taking a step further, we worked
closely with biologists to develop a novel experimental setup suitable for conducting novel
AR/VR experiments with a group of animals.






Zusammenfassung

Augmented Reality (AR) und Virtuelle Realitdt (VR) sind sehr aufregende Technologien
zur kiinstlichen Stimulation der Sinne. Immersive und interaktive Erfahrungen (Closed-
Loop) ermoglichen konnen. Wir haben in den letzten drei Jahrzehnten rasche Fortschritte
in der Entwicklung dieser Technologien beobachtet, insbesondere im Bereich der visuellen
Stimulation. AR/VR-Loésungen wurden fiir ein breites Spektrum von Aufgaben vorgeschlagen:
von der militérischen Ausbildung bis zur Gesundheitsversorgung und von der industriellen
Fertigung bis zu Verhaltensstudien an Tieren. Obwohl sich diese Anwendungen als niitzlich
und kosteneffektiv erwiesen haben, verlassen viele nicht die Forschungslabore. Die mangelnde
Aufmerksamkeit in der Integration von Arbeitsabldufen gilt als eine der Hauptursachen
fiir die geringere Akzeptanz von AR/VR-Anwendungen. Dies gilt insbesondere dann, wenn
Benutzer beabsichtigen, die Anwendung als Werkzeug fiir einen bestimmten Zweck, z.B.
eine Visualisierung oder ein Messgeriét, einzusetzen. In solchen Fillen ist es dusserst wichtig,
das Anwendungsgebiet zu verstehen und mit den Endnutzern zusammenzuarbeiten, um
niitzliche AR/VR-Loésungen zu entwickeln.In dieser Doktorarbeit werden wir die Bedeutung
der Entwicklung von arbeitsablauf-spezifischen Losungen fiir die Anwendung von AR/VR
diskutieren.

Unsere Forschung konzentriert sich auf zwei sehr unterschiedliche Anwendungsbereiche
der AR/VR: industrielle Fertigung und Tierverhaltensstudien. Wir zeigen, dass Closed-Loop-
Techniken der visuellen Stimulation von AR und VR fiir diese Bereiche zum Zweck der
interaktiven Visualisierung niitzlich sind. Die Benutzer beider Bereiche haben jedoch sehr
spezifische Anforderungen. Sie wollen AR/VR-Werkzeuge als Unterstiitzung ihrer Aufgaben
einsetzen und erwarten, dass die Werkzeuge mit bestehenden Arbeitsabldufen kompatibel sind.
Wir zeigen, dass es moglich ist, massgeschneiderte Losungen zu entwerfen, indem wir eng mit
den Nutzen zusammenarbeiten, und um ihre Praktiken und die Umgebung zu verstehen.

Industrielle Nutzer méchten interaktive Visualisierungstools fiir industrielle Prozesse nutzen,
ohne die Zuverléssigkeit und Genauigkeit der vorhandenen Techniken zu verlieren. Wir haben
eng mit Industriepartnern zusammengearbeitet und alternative Loesungen mit AR-Techniken
vorgeschlagen, wobei das Arbeitsprinzip der bestehenden Methoden beibehalten wurde. Wir
haben auf Spatial Augmented Reality basierende Loesungen fuer den Prozess der Ausrichtung
und Markierung entwickelt. Unsere Methoden sind so konzipiert, dass sie die bestehenden
Methoden ersetzen und gleichzeitig haben wir deren Arbeitsprinzip replizieren, um den
Anforderungen der Endnutzer gerecht zu werden.

Auf dhnliche Weise wollen Biologen interaktive Visualisierungstools bei lebenden Tieren ein-
setzen, um neue experimentelle Techniken zur Untersuchung von Tierverhalten zu entwerfen.
Biologen verwenden bereits VR-Setups, die auf ihre Bediirfnisse zugeschnitten sind. Jedoch
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haben die bestehenden Techniken viele Einschrdnkungen, z.B. begrenzte Trackingmetho-
den, kleine Setups, usw. Wir haben festgestellt, dass eine enge Zusammenarbeit zwischen
Technologieexperten und Biologen erforderlich ist, um viele dieses Einschrankungen zu behe-
ben. In diesem Sinne haben wir eine Literaturiibersicht fiir die Technologieexperten erstellt,
um ihren Beitrag zum Thema zu unterstiitzen. Wir entwickelten ausserdem neue Metho-
den zur Verfolgung mehrerer Tiere in groflen Gebieten. Dariiber hinaus entwickelten wir
verschiedene Designkonzepte unter Verwendung unserer Tracking-Losungen wie z.B. als An-
wendungsfaelle fiir die Motivation der ndchsten Generation von Verhaltensexperimenten mit
XR-Technologien.
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Introduction

Man is a tool-making animal

— Benjamin Franklin

The art of tool making is considered to be one of the greatest achievements of humans as a
species. Our journey started from primitive tools made of stones and now we build complex
tools such as satellites and smartphones. Tools primarily allow us to accomplish certain tasks
or to build products which make our life easier. Modern-day humans have reached the digital
age in which we are creating breakthrough innovations with use of computers. Some of these
novel ideas and technologies enable us to investigate the laws of nature and gain a deeper
understanding of our environment.

One of the primary topics in this direction is related to our understanding of the world through
our sensory experiences. Over the years we have built many tools to study humans and other
animals. We learned that each animal can only sense a limited amount of information from its
environment. Humans can not hear ultrasonic sounds like bats or see an ultraviolet spectrum
of light like insects. Understanding of sensory organs lead to many questions such as: can
we build tools to experience “non-human” sensory experiences, e.g. UV vision? Can we
enhance our sensory experience, e.g. visualize microscopic objects? Or can we create novel
experiences detached from our immediate environment, e.g. deep-sea diving or floating in
space? These questions have captured the imagination of many. This curiosity to extend the
limits of our sensory experience vision possibly contributed to inventions such as a telescope,
the microscope for visual enhancement and speakers, microphones for auditory enhancement.
Now in the digital age, we are trying to create interactive and immersive sensory experiences
using technologies like Augmented Reality (AR) and Virtual Reality (VR).

In the past few decades, AR/VR researchers have designed tools and methods that add
virtual content to the real world or replace the real world and "teleport" humans into a
virtual world. AR/VR tools are considered useful for both curiosity-driven (fundamental)
research and application-driven research. Fundamental research for investigating sensory-
motor mechanisms involve question-related to functional aspects of the sensory organs. For
example, how do the sensory systems (e.g. vision, auditory) function? And how can we
design artificial stimulations to create desired motor responses? This field of research is
not only limited to humans but also pursued with other animals [149]. The fundamental
knowledge gained by understanding the sensory systems inherently drives the application-
driven research which focuses on creating synthetic sensory experiences e.g. television or
radio. Application-driven research specific to AR/VR broadly focuses on two aspects. The first
aspect is to create novel tools and experimental setups to support fundamental research and to
validate its findings. The second aspect is to create a useful set of applications for improving
human sensory experiences for tasks in various fields such as education, entertainment,
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manufacturing, etc. Our research presented in this thesis will deal with both of these aspects
of application-oriented AR/VR research.

1.1 Motivation

The motivation for promoting AR/VR research and developing AR/VR tools are broadly defined
in the previous section with their suitability for curiosity and application-driven research.
These goals are broad and often not in direct perspective while researchers are working
on problems in AR/VR. This is because designing virtual sensory experiences is a complex
problem. The state-of-the-art AR and VR systems are the product of years of research in
various fields such as vision, perception, psychology, computer vision, software engineering,
display technology, computational algorithms, etc [149]. Many technological components
come together and function seamlessly to design and produce artificial sensory stimulation.
Designing each component presents its challenges and research questions. Often the intention
to find a mathematically elegant solution or aesthetically pleasing solution drifts the inventors
far from the overall objective. As a result, we may end up creating solutions for problems that
do not exist or do not fit into the scope of the problem.

It is extremely important to keep an eye on the final objective because a tool is ultimately
developed for a specific user who would use it in a specific scenario e.g. a teacher in a
classroom or a worker in a factory. Therefore, the tool designer must have an insight into
the user’s working methods and the working environment to understand all aspects of the
problem. It is ideal to claim that the objective must always solve the problems with the
simplest possible solution that meets the requirements of the user without adding unnecessary
or complex operational hurdles. AR/VR tools and applications are often developed without
close cooperation between end-users and the researchers. As a consequence, many tools are
rejected by their intended end-users and they are not used to solve real world problems.

The central argument made in this thesis is that AR/VR developers have to gain a complete
understanding of the user environment and practices to create a solution that the user can
appreciate. This argument is true especially where strict working practices are already in place
e.g. industrial manufacturing [70, 153]. A new practice or a tool is introduced after evaluating
its performance for multiple factors including its compatibility with existing workflows. Other
factors may include accuracy, efficiency, cost, time or effort, etc. The solutions or practice that
do not meet these criteria are rejected because it impedes the existing process.

Similar rules apply to the fields where novel AR/VR approaches are required for conducting
fundamental research. For example, virtual environments are used with insects, mammals, and
fish for studying animal behavior (ethology) [149, 195, 205]. The technical development is
done by biologists rather than computer scientists. Biologists have designed customized setups
for working with animals using existing AR/VR methods and tools designed for humans. We
argue that the direct involvement of technology experts is required for improving the existing
technology and to make it more suitable for animal behavior experiments. These developments
are not possible without working with biologists to understand their problems.

Chapter 1 Introduction



Taking these examples as main motivation this thesis covers work done by the author in both
of these fields, industrial manufacturing, and animal behavior studies, to emphasize the need
for inclusive development. Keeping in mind the diverse nature of applications presented in
this thesis, the author has written this thesis with the hope that readers from both industrial
and biology backgrounds will appreciate our understanding of their problems and will be
able to replicate the methods. Additionally, the readers from computer science (developers of
AR/VR) may benefit from the insights presented in this thesis.

1.2 Structure

The thesis is divided into 5 parts: Part 1 contains an introduction to the topic of sensory
stimulation and brief background of sensory stimulation techniques. After that, we will
introduce virtual stimulation techniques using AR and VR. This chapter includes details of
technical concepts, mainly visualization and tracking, that are required to design AR and VR
tools. Both, AR and VR, have thriving research communities and many active directions of
research application. Therefore, we have limited our discussions to material that is relevant
for understanding and replicating our research.

In part 2, we start with a discussion on the desired properties of industrial AR (IAR) solutions
that are outlined in Chapter 3. We will present two processes in industrial manufacturing i.e.
part alignment and marking process and mentioned existing practices. Further, we propose
the idea of designing new solutions for these processes using Spatial Augmented Reality (SAR)
and discuss relevant challenges. Chapter 4 includes the implementation details of the IAR
solution developed by the author and industrial collaborators. The chapter will conclude with
closing remarks related to this work and the author’s learning from this project. This research
is done in collaboration with Extend3D GmbH and other industrial partners. The funding for
this project was supported by the German Federal Ministry of Education and Research under
the ARVIDA initiative (grant no. 01IM13001N).

In part 3, we will discuss applications of virtual environments as interactive sensory stimu-
lation tools in fundamental research, more specifically for studying animal behavior. These
applications are currently underrepresented in AR/VR research community and therefore we
dedicate chapter 5 to provide a detailed understanding of the use of artificial stimulation in
fundamental research and the impact of such studies in other fields of research such as robotics,
Al, medicine. We will conclude the chapter by highlighting the need for developing novel
AR/VR solutions for studying animal behavior. In chapter 6, we propose a novel experimental
setup that allows setting up interactive sensory stimulation experiments with different types
of animals i.e. humans, dogs, birds, or insects. We will present this idea as "XR for all" and
outline some novel use cases that are not yet explored in behavior studies. The author has
focused on developing real-time tracking solution (marker and marker-less) for tracking the
head movement of birds. Finally, the chapter is concluded with two example applications with
the head tracking approach. The research proposed in this part is done in collaboration with
an interdisciplinary team of scientists at the collective behavior at the Max Planck Institute of
Animal Behavior. The research presented is supported by the DFG center of excellence 2117
Center of the Advanced Study of Collective Behavior (ID: 422037984).

1.2 Structure
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In part 4, we will conclude both the projects in chapter 7. The author provides highlights of
the importance of working with the domain experts for the development of AR/VR solutions.

The research presented in this thesis is conducted with the help of many collaborators from

both industry and academic institutions. The author has used we-form throughout the thesis
to give credit to all of the collaborators.

Chapter 1 Introduction



Fig. 2.1.

Artificial Sensory Stimulation with
AR and VR

In this chapter, we begin with a short background on the methods and tools developed to
enhance or alter sensory experiences. We will move on to digital methods for sensory stimula-
tion (virtual environments) and explain the concept of real and virtual world continuum. At
this point, we will define the scope of our research in the context of the virtual continuum.
Visual stimulation is central topic of this thesis and therefore we have included discussion on
vision properties.

After introducing virtual environments we will focus specifically on Augmented Reality (AR)
in section 2.2 and Virtual Reality (VR) in section 2.3. AR and VR have a long history
of research [39, 137], therefore we will limit the discussions to a brief introduction with
some example applications. The presented examples will provide a general overview of
different visualization schemes used in AR and VR applications. Finally, we will explain core
technological concepts for designing of AR/VR tools in section 2.4. This section will include
technical considerations required for designing the AR/VR tools. Overall this chapter will
provide a reasonable background for research presented in this thesis.

An Tllustration of The Allegory of the Cave, from Plato’s Republic [171]. The concept explains that
perception of the real world for the prisoners is manufactured by shadows on the wall. The concept was
originally used for making philosophical arguments on "the effect of education and lack of it on our
nature". This concept is valid even today because we know that artificial sensory stimulation presented
in the right manner can indeed create illusions of an alternative reality.

Author: 4edges, Source: Wikimedia commons, License: CC-BY


https://commons.wikimedia.org/wiki/Main_Page
https://creativecommons.org/licenses/by-sa/4.0/deed.en
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2.1 Background

Humans have designed many tools for the artificial stimulation of sensory organs with the
objective of modifying the sensory information available to us from our environment. Such
ideas and tools for manipulation of senses are invented by entertainers, artists, thinkers, and
scientists for various purposes. Some ideas require the use of a particular tool or an apparatus,
such as a lens or a mirror. Lenses are widely used to make simple tools for modifying visual
information or creating an optical illusion. For example, lenses are used with wearable glasses
to alter the appearances of real-world objects in terms of distance, shape, or color. Similarly,
lenses are also used for making scientific apparatus (e.g. microscopes and telescopes) that
allow us to enhance our visual abilities by several orders of magnitude in terms of scale and
distances. Some ideas of sensory stimulation rather involve modification of the environment
itself to create an alternative form of reality, e.g. theatrical performances. Theatrical events
are generally performed in specially designed arenas, such as an opera hall or a black box
theater, to enhance the auditory and visual experiences while detaching the viewer from
the outside world. Viewers are subject to intense experiences with the help of carefully
designed manipulation of lights and sound using techniques like shadowing, echo, music,
etc. Entertainers consider sensory manipulation a vital part of the storytelling as it allows the
viewer to become part of the story during the show. Artists working with static forms of art
(sculptures and paintings) often chose to exploit the limitations of human sensory organs to
design the illusion of motion or depth. Some of the most exciting examples of such art form
can be seen in works of Rembrandt or Cezanne and M.C. Escher [65].

Scientists design sensory stimulation based experiments to understand the functional capa-
bilities and limitations of human sensory organs [149]. The knowledge of the functional
properties of human sensory organs is used in various fields of sciences e.g. biology, psychology,
engineering, etc. For example, the visual illusion displayed in figure 2.2 is used to study depth
perception and an illusion displayed figure 2.3 is used for understanding motion perception.
The mechanism of sensory organs is replicated to design tools that mimic sensory organs. For
example, recorders are designed to record sounds and speakers are designed reproduce sounds
for auditory stimulation. Such tools become vital in designing the next generation of scientific
experiments that depend on artificial means of sensory stimulation. For example, biologists
conduct sensory stimulation based experiments with animals having completely different sen-
sory modalities than humans (details in part 3). Artificial stimulation based animals behavior
studies are useful for fundamental research (e.g. vision, neurology and medicine) and applied
research for technology development (e.g. bio-inspired robotics, artificial intelligence) [7, 97,
149, 202]. Such experiments not only provide a deeper understanding of our environment
but also provide means to design sensory experiences beyond the limitations of our sensory
organs e.g. recorders that sense ultrasound waves.

Over the years, extensive research in sensory modalities has led to the invention of digital
technologies which in turn have reshaped the idea of sensory stimulation. The invention of
faster computers, high-resolution display technologies, and high-speed cameras have triggered
a new wave for artificial stimulation based experiments. For example, display technology has
improved dramatically in the last few decades, from CRT screen to LCD screens and more
recently 4K screens, to produce realistic images. It is now possible to design sensory stimulation
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Fig. 2.2. Fraser’s Spiral is an optical illusion described by British psychologist Sir James Fraser in 1908. The
picture contains a series of concentric circles which give false illusion of a spiral. This illusion is created
by combining lines with misaligned color patterns [73].
Author: Mysid, Source: Wikimedia commons, License: CC-BY

Fig. 2.3. The image creates an illusion of motion even though the image is static. The circles appear to be moving
due to the retinal effects of opposing edge contrasts and size variations.
Author: Fiestoforo, Source: Wikimedia commons, License: CC-3.0
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techniques in an interactive (closed-loop) manner such that stimulation is context-dependent,
personalized, and react to the behavior of the observer e.g. augmented reality and virtual
reality. Such technologies have given way to a new set of tools and applications using dynamic
sensory stimulation. For example, AR equipped microscopes may have virtually embedded text
or color schemes that make scientific studies easier. Similarly, artificial stimulation techniques
are getting closer to real-world simulations. The idea behind virtual reality applications is
to design artificial stimulations that are indistinguishable from real-world stimulations. This
also includes designing completely artificial experiences that may seem unnatural and yet
believable e.g. teleportation. The research presented in this thesis focuses on the topic of
interactive sensory stimulation of humans and other animals.

Arguably true virtual experiences can not be provided without stimulation of multiple senses
in addition to vision i.e. auditory, tactile. Multiple attempts have been made in the direction of
multi-sensory stimulation in humans [132] and other animals [83, 205]. However, it is still not
possible to design rich multi-sensory experiences due to a lack of complete understanding of
sensory-motor mechanisms and a lack of a technological tool to support such stimulations. As
a result, most applications of artificial stimulation are focused on specific sensory organs. The
research discussed this thesis will focus on the topic of visual stimulation. The readers should
assume vision as default sensory modality for any text referring to generic terms such as
virtual simulation or artificial stimulation. In the following text, we will first discuss important
biological factors to be considered while designing visual stimulation.

2.1.1 Vision Properties

Many animals possess the ability to visually obtain information about their surrounding
environment. Each these animals possesses specific visual properties that are quite different
from another in terms of depth, color, motion, etc. These properties affects the way in which
information is captured by the visual organs. It is crucial to learn the important properties of
the sensory organs to create realistic simulations. The vision properties of humans and other
animals have been studied extensively in biology. We have outlined some key vision properties
which play a major role in designing visual stimulations for humans. The same properties in
context of other animals are covered separately in chapter 6.

* Field of view: It is the area/volume of the environment observed by the eyes at any
given moment. It is usually defined in terms of degrees and varies widely between
different animals. The human field of vision is, for example, 210° horizontal range and
150° vertical range.

* Spectral resolution: It is defined as the ability to visualize different spectrum of light.
Humans have trichromatic vision, which means human can see in combination of Red,
Blue, and Green.

* Spatial resolution: It is defined as the ability to see spatial detail ans it is measured in
degrees. This property is comparable to a term used to define image detail i.e. resolution.
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* Depth perception: It is the ability to perceive depth. Different animals use different cues
such as stereopsis, motion parallax or focusing, overlap, shadow, vertical distance to the
horizon, retina to image size ratio, perspective and texture [149].

* Motion perception: It is the ability to perceive motion. There is a critical threshold value
beyond which a flickering pattern appears as a continuous motion to the observer. The
technical term is called Flicker Fusion Frequency and it is measured in Hz, for humans it
is approximately 25 Hz.

Modern display technologies such as screens or projectors are designed to meet requirements
of the human visual properties e.g. spectral or spatial resolution. Earlier we mentioned
that artists used the knowledge of visual properties for creating illusions. They were able to
create perception of motion (Fig. 2.3) and depth (Fig. 2.3) by using two dimensional surfaces.
Nowadays, digital technology is used to display dynamic stimuli using 2D screens or projection
surfaces. The stimuli are designed to be consistent with the visual properties of the observer
i.e. to create the desired illusion of depth, color, and motion. It is even more challenging
to design interactive stimuli using 2D display technologies. Vision properties are cleverly
exploited for creating illusions of life like visual experience in three dimensions. In the next
sections, we will discuss such techniques and their technological components required.

2.1.2 Real and Virtual World

Over the years many concepts are designed to provide artificial visual stimulations using display
technologies. Some of the first approaches include the use of simple slide based projectors
or cathode ray tubes for displaying static or dynamic scenes [88]. These technologies were
used to display real-world scenery captured via a still camera or video camera. These were
mostly open loop approaches where stimulus is displayed in fixed manner. After that the
concept of "Virtual Environments" (VE) was introduced with the intention of providing a closed-
loop method for visual stimulation [199]. The stimuli are constantly updated to respond
to the viewer with the goal of mimicking the sensory experiences of the real world. The
content displayed as stimuli includes artificially edited recordings of video sequences [88] or
synthetically rendered images using computer graphics [11, 149]. VEs are divided into many
categories and subcategories in the technical literature. The divisions are based on the content
or the techniques used for presentation of the stimuli.

Reality-Virtuality Continuum

All different categories of VE are defined as some form of reality [132, 140, 193] e.g. Aug-
mented Reality, Virtual Reality. The nomenclature is consistent with the motivation of creating
an alternative form of reality using virtual content. The categorical distinctions are mainly
dictated by the extent of virtual content displayed to the observer. For easier understanding,
we present these categories in a simplified version of real-virtual world continuum. Figure 2.4
presents a pictorial view of the reality-virtuality continuum where real world and virtual world
are displayed at two ends. The left end represents real world where the observer does not see
any artificial stimulation. The extreme right end represent a completely Virtual Reality (VR)
where the observer is blocked from reality and only the virtual content is displayed. Between
the two realities we have two broadly defined categories called Augmented Reality (AR) and
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A simple depiction of Realiy-virtuality continuum.
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Reptiles M.C.Escher, 1943. Humans are able to infer three dimensional information from two dimensional
scenes using their experience and imagination. Escher has carefully introduced depth cues (e.g. perspec-
tive, shadow, scale) that lead the viewers to a conclusion that the image is a pictorial representation
(2D) of a real world (3D) scene. The reptile creates a conflict for the viewer as it appears both as a three
dimensional entity and a two dimensional drawing. (Source: [61] This way Esher is successfully able to
create a paradox for the viewer by using imagination of the viewer. License: CC-BY)

Augmented Virtuality (AV) where the observer is able to see both real world and virtual world
embedded in same space. In the technical literature often the term Mixed Reality (MR) is
used to represent mixed environments. Recently, a more generic term XR (extended reality) is
being used as an umbrella term to represent AR, AV, MR and VR.

It is important to point out that the research in VE is ongoing and there are many variations
of virtual continuum presented in the literature. Milgram and Kishino presented [140] the
virtual continuum with focus on Mixed Reality. Stapleton [193] highlighted the importance
of having imagination added to the real-virtual continuum. The role of imagination in the
context of creating believable artificial stimulations is discussed later in this section. More
recently, Mann et al. [132] discussed a need for creating new terminology and presented a
time line of introduction of different terminologies. The authors have presented a new concept
of All Reality, which may serve as an umbrella term to represent all different forms of realities
in the future. The readers should refer to these publications for detailed understanding of the
terminologies and ideas behind offering such distinctions.
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Role of Imagination

Imagination performs a big role in the acceptance of sensory stimulations, here we limit the
discussion about sensory stimulation of humans. Stapleton and Davies [193] have discussed
this topic in length in context of reality-virtuality continuum. The observer is aware of the
artificial nature of the stimulus and yet imagination of the observer, if triggered correctly, is
able provide a sense of immersion through artificial stimulation [193]. This is especially true
for applications of VE that require a sense of immersion e.g. story telling. It allows the observer
to ignore conflicting sensory experiences and especially when multi-sensory experiences are
not available. It should be noted that imagination plays an important role in acceptance and
application of the tool. As an example see figure 2.5 made by renowned artist M.C.Esher
[61, 65]. Esher has brilliantly introduced a sense of wonder into a two dimensional image
using imagination of the viewer. Even today simple sensory augmentation techniques used
in cinemas and theaters are able to provide the viewers a good sense of immersion without
being interactive. Similarly, videos games although are interactive medium of stimulation
where the sense of immersion for the player is enhanced by provoking imagination with
rich interactive visuals. In conclusion, we can say that interactive stimulation technique for
humans must consider the aspect of capturing user’s imagination to enhance the acceptance
of the application.

2.2 Augmented Reality

Augmented Reality is a variation of VE in which virtual content is augmented over the real
world. The goal is to present the virtual content such that it appears and behaves as objects
present in the real world. All Augmented Reality applications must have three inherent
properties,

¢ Real and virtual worlds are combined
¢ The virtual content is interactive in real-time
* Virtual content is registered in 3D

which were first described by Azuma [11] in one of the most influential survey paper on AR
applications.

The idea of augmenting virtual content in the real world is mainly to provide enhanced
information about the real world (Fig. 2.7 and Fig. 2.6). The augmentations are designed to
assist the user to perform a specific task such as surgery [11, 81], manufacturing [175, 184]
or to provide entertaining interactive experiences [23, 27]. Augmented reality is considered
very useful because it can provide both shared and personalized experiences. This means
that multiple users can look at the same scene and get customized visualizations [26] or

many people have displayed the same visualizations simultaneously for shared experiences e.g.

projection mapping [173]. The augmented content can be simple geometrical shapes and texts
or complex three-dimensional objects [11, 74]. The users can interact with the virtual content
while the augmentations remain registered to the real world. Accurate registration means
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Fig. 2.6.

Fig. 2.7.
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Left: Magic mirror is an augmented reality system displaying augmented content on the user’s body for
educational purpose [30] ©2012 IEEE

Right: The image shows another example of medical AR application where 3D model is augmented
with informative text for educational purpose. Author: zedinteractive, Source: Wikimedia commons,
License: CCO

Left: Image shows 3D model of industrial part augmented in front of the presenter Author: Eawentling
Source: Wikimedia commons License: CC-SA-3.0

Right: Application of AR in museum where additional information about the art piece is augmented in
the tablet screen. Author: Kippelboy, Source: Wikimedia commons, License: CC-BY-3.0

that the augmented content "sticks" to the real world and new images are rendered to match
the perspective of the viewer. In AR applications, it is more important to present accurately
registered virtual content rather than realistic-looking virtual content [11]. The realistic
appearance of the virtual content is an added advantage but not an absolute necessity.

In terms of implementation, there are various ways of implementing Augmented Reality
(AR). The implementations vary based on the technology used to achieve interactivity and
the methods used to display the augmented content. Design variations are motivated by the
requirements of the application domain. Complete information on different technologies
and methods used in AR is beyond the scope of this thesis. In this section, we will present
major design concepts with suitable example applications. Our goal is to provide a necessary
foundation for understanding the AR research presented in this thesis. More ideas on AR
applications can be obtained from literature reviews specific to AR applications [11, 21, 27,
70].
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Fig. 2.8.

(left) A view-master model G, introduced in 1962. It is a special type of stereoscope where two images
are displayed simultaneously using transparent color film. Author: ThePassenger, Source: Wikimedia
commons, License: CC-BY-SA 3.0.

(right) Ivan Sutherland wearing the head mounted augmented reality display. © Ivan Sutherland,
reprinted with permission.

2.2.1 First designs

The first application of the concept of Augmented Reality was demonstrated by Ivan Sutherland
in 1968 [199] (Fig. 2.8). The goal of the project was to put virtual information around the
user such that it would appear as other real world objects place in the room. Sutherland
designed a head mounted display mechanism where the user can see the virtual content
in different parts of the room. The virtual information appears three dimensional because
separate images are displayed to the eyes with slightly different perspective. This idea is
similar to using a stereoscopes (see Fig. 2.8). The system is programmed to update the images
constantly to match perspective of the user. On basis of psychological studies Sutherland
argued that change of perspective imagery with movement of the head (i.e. kinetic depth
effect) is more important than disparity is important for perception of depth.

Figure 2.8 shows Sutherland wearing the head mounted display (HMD), also referred as
optical system in the paper [199]. It consists of a specially designed spectacles with two small
cathode ray tube displays (one for each eye) to render the virtual content. The displays are
reflected through a half silvered mirror arrangement which allows viewing the real world and
virtual objects simultaneously. This concept in modern designs is known as see-through head
mounted displays. The direction of the user’s perspective is inferred from the position and
orientation of the optical system. The position of the optical system is tracked in the coordinate
system of the room (i.e. reference space) using mechanical and ultrasonic sensors. Position of
the virtual objects are defined in the room coordinate system and they are transferred to the
coordinate system of the optical system using a transformation matrix. Finally, the coordinates
of the virtual content are projected from the optical system (3D) to the display screen (2D)
using principles of projective geometry [85]. The virtual content is always rendered from
perspective of the user and the appearance of virtual objects change when user goes towards
them or away from them, just like the real world objects.

Sutherland demonstrated that virtual objects can be displayed as 3D object hovering in the

air or they can be registered to the objects in the room such as a table or a wall. In the
original application the observers are displayed a virtual room around the user with numbered
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walls, ceiling and floor. In another example observers are introduced to the 3D chemical bond
structure of cyclo-hexane. The user is able to interact with the objects, move them in 3D space
and even create new objects. The virtual objects are registered correctly to the real world
objects provided that positions of real world objects are known in the reference space. Pose
computation of real world object is important in cases where virtual objects are only partially
rendered for certain perspectives as they are occluded by real world objects.

2.2.2 Design concepts

Sutherland’s ideas opened a new line of inquiry in the field of Augmented Reality. To date,
several design concepts have been proposed where augmented content is displayed using
different tracking and display technologies. We will describe them in two broad categories
based on the visualization methods i.e. head-mounted displays and spatial displays. For
the sake of simplicity, we will present spatial displays in two different categories: display
based and projection-based. In principle, the application domain (e.g. medicine, industry,
etc.) determines the selection of the design concept in terms of visualization and tracking
approach. It is common to select the visualization scheme first and then implement the best
possible tracking approach for the use case. Tracking involves the computation of the user’s
viewing direction, the position of the display screen, or the position of the objects in the
real world. Tracking methods are often interchangeable and therefore we will discuss them
separately discussed in more detail in Sec 2.4. The reader should note that the primary
research contributions of the author are related to the development of tracking approaches for
AR/VR applications.

We would like reiterate that the information given here is by no means an attempt to cover all
modes AR visualizations. The readers may refer to review papers in orders to get complete
grasp on the topic [11, 21].

AR with Head Mounted Displays (HMD)

Visualization approach with HMDs requires the user to wear a device on the head such that
the optical system is placed in front of the eyes (see sec. 2.2.1). There are two types of HMD
based approaches, optical see-through HMDs and video see-through HMDs [11, 180]. The
working principle of all HMD based methods is more or less similar to the concept demonstrate
by Sutherland. This means 3D information is transferred to the user’s perspective by tracking
the user’s perspective in 3D.

Optical see through HMDs use optical combiners to display merged view of the real and the
virtual world e.g. transparent display or mirror reflection (Fig. 2.9). Optical see-through HMD
based designs are proposed for a range of applications [11] in medicine, manufacturing, and
entertainment, etc. The main advantage of this technique is that the user does not have to
hold the device and augmentation is presented in a naturalistic way i.e. along the viewing
direction. This design allows the user to perform regular tasks while having an augmented
view. It is also possible to control or manipulate the augmentation using audio commands
or gestures [129]. In medical applications, a typical use case is for displaying medical scans
(CT, x-ray) or vital stats augmented over the patient’s body [19]. The augmentations are
useful while performing surgical procedures [19] or more generally for education and training
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Fig. 2.9.

Fig. 2.10.

Two designs of head mounted displays. Left: The image shows an optical see-through HMD where a
screen or see through mirror is placed in front of the user’s eves. Author: Shyuan1977, Source: Wikimedia
commons, License: CC-BY 4.0

Right: Visette45 SXGA Video See through head mounted display shows cameras mounted in front of the
device. Source: Cine Optics

A worker receiving visual instructions for repairing industrial part through HMD

purposes [78]. It can be argued that the doctors are used to wearing headgears for other
procedures and therefore they accept such designs. In manufacturing applications, a typical
example is training assistance for maintenance and repair as depicted in Fig. 2.10 [153, 175].
The user can see the inner working mechanism of the machine and internal components are
displayed as if the machine is transparent. The visualizations are configured to provide step
with guidance to the user such that visualizations update as the user progresses through the
maintenance job.

Optical see-through methods are considered computationally cheap because only virtual
content is rendered. However, one of the main challenges is to display virtual content without
losing the aesthetic appearance of the real world i.e. light, colors, etc. In some applications,
the special techniques are used to block a certain wavelength of light for improved vision.
This approach remains popular to this day and many commercial companies are constantly
coming up with new designs of optical see-through HMDs. Nowadays it is possible to produce
see/through HMDs with transparent displays using "holographic projection films" that show
projections diffused in to the screen e.g. Microsoft Hololens or Magic Leap. We have proposed
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an AR application to visualize the 3D movement of birds using the concept of optical-see
through HMD. The details of the application are discussed in detail in Chapter 6.

Video see-through HMDs are designed to block the real world view of the user and the
augmented view is seen through the display screens placed in the HMD (Fig. 2.9). The real
world view is captured by cameras attached in front of the HMD. The cameras are positioned
in such a way that they produce a stereoscopic view. Virtual content is added to the videos
in real-time before displaying the augmented view to the user. It is possible to remove
details of the real world using image processing techniques, also known as diminished reality.
Video see-through HMD devices are also suitable for other variations of VE i.e. Augmented
Virtuality.

This approach is computationally expensive as it requires very fast tracking and image pro-
cessing operations. Fast computational techniques and computers are required to update the
augmented view as soon as the user changes perspective. This is often challenging to achieve
and slow processing introduces a lag in the system which may lead to motion sickness [180].
Another disadvantage with such an approach is that the real world view is completely blocked
and failure of equipment may cause discomfort for users or even harm patients in case of
surgery. Such designs are considered less suitable for medical or manufacturing tasks where
unwanted accidents may occur due to technical failure.

A major limitation with HMDs is that users have to wear the equipment. Wearing HMD is
cumbersome and many users do not prefer to use it. Therefore, the weight of the HMD
is an important consideration for application designers. It is challenging to produce small
high-resolution displays that fit into the HMD. Mobility of HMDs is limited to an area if
tracking is done using external sensors i.e. outside-in approach (details in 2.4.4). To avoid
this problem modern HMDs are mounted with sensors on the HMD itself to track real-world
objects in 3D [129]. This approach requires on-board computation which comes as a trade-off
for mobility since every additional sensor increases the weight of the system. One of the most
important challenges with HMDs is to provide a realistic field of view. The peripheral vision of
the user is blocked which may make the user uncomfortable.

On a positive note, display technologies are improving rapidly and tracking sensors are
becoming smaller which is a promising sign for designing smaller and lighter hardware.
Technology companies like facebook and google are investing in the development of a new
designs for see through HMDs that resemble wearable glasses. Their vision is to bring AR in
daily life interactions for applications in entertainment and communication. It is likely that
users of specialized domains such as manufacturing or medicine will only accept novel AR
solutions if the applications solves the inherent need of the field without overheads.

AR with display screen

This concepts involves viewing the augmented view through a display screen placed in front
of the user e.g. computer monitor or cell phone display. This configuration is used for
applications where users can access the information on demand and do not always need the
augmentations. Display screen based AR approaches are designed to be in fixed or mobile
configurations as per needs of the application. We have defined four configurations based
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Different configurations of display screen based AR solutions.

on the position of display and camera 2.11. Their advantages and disadvantages are also
explained with example applications.

Fixed display and Fixed camera approach is one of the easiest to setup for AR applications.
The augmented content is displayed from the camera’s perspective. The viewpoint the camera
is fixed and this means knowledge of static objects in the real world is exploited to create rich
visualizations as some visuals are per-configured. The use of a camera can be avoided if the
real world scene is completely static [26].

A good example venue is a museum where a display can be used to provide augmented view of
an artifacts placed in front of the camera e.g. JURASCOPE !. If the camera is mounted directly
behind the display it can also be called a video see through configuration (see Fig. 2.11).
A similar application is also valid for archaeological sites where augmented views can be
displayed to digitally replace the broken or incomplete places [214]. A slight variation to
this approach is the augmented desk configuration where the camera is placed at a specific
location [3]. For this configuration the camera may not be in the immediate vicinity of the
viewer. For example, watching augmented views of a remote sport telecast or CCTV footage.
Virtual mirror configuration is used when interactive visuals are displayed on the user. The
camera is facing the user and display acts as a mirror. For example, magic mirror system [30]
is used to display medical information is augmented over the body of the user.

The main advantage of these methods is that the user does not have to carry any hardware
and can exploit wide range of augmentation options based on personal preferences. One
common problem is that stereopscopic cues can not be displayed as rendering two separate
images for two eyes is not possible. One idea to circumvent this issue is to use 3D glasses
with screens [11]. Fixed configurations do not offer mobility as the user is require to be at the
location of installation. Such installations are cost effective option for shared spaces where
many people can avail the facility (e.g. museums or work bench).

Thttps://artcom.de/en/project/jurascope/
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Fixed display and moving camera approach is used to display augmented view of the real
world seen from perspective of a moving camera. In a typical use case, the user operates a
device mounted with the camera and augmented information is available to the user via screen.
This approach is chosen in cases where viewer requires an additional view for assistance with
a specific task. For example, endoscopes mounted with cameras are used for navigation in the
body while performing surgeries [117]. Similarly, AR enabled displays are used for structural
inspection using aerial robots [166]. The augmented view is vital for decision making in such
cases. In chapter 3, we will describe the use of such configuration in manufacturing assistance
application. We have used a mobile stereo camera setup connected a display screen to show
augmented information about the task (Fig. 3.9).

The moving camera configuration is extremely useful when direct access to the real world
scene is difficult e.g. inside human body, remote locations. Unlike HMDs the displays screens
are placed at designated locations and the user has to look at the screen which can be
distracting. However, this can also be an advantage when the user can choose to perform the
main task and only use augmented views for verifications. Such designs can be supported
with powerful computers attached to the display. Fast computation and data transmission is
crucial to minimize the lag and provide real time performance.

Moving display - Fixed camera approach is an extension of the fixed display - fixed camera
approach. It is used when display locations is required to be flexible as per needs of the user for
additional mobility or collaborative tasks. For example, industrial scenarios where parts on a
conveyor belt are scanned by rigidly mounted cameras for quality check or counting purposes.
Different users are able to view the workpiece using a fixed screen or a mobile screens
e.g. tablet. The augmented display shows information about parts such as identity, number
etc. The worker is able to control the augmentations by interacting with the display. Such
configurations are helpful in collaborative environments when multiple users are consulted
for a task.

The configuration is useful where the computational requirements are really low. However,
data transmission limitations may introduce a lag. The camera perspective does not change
due to rigid design and therefore perspective based rendering is not required. In most cases,
tracking object position in the image is sufficient for 2D augmentations. Additionally, the
augmented content is independent of movement of the display. The interactivity is limited to
user interactions on the screen.

Moving camera - Moving display approach is one of the most popular spatial display based
AR configuration. The development a this approach has increased substantially due to
availability of mobile devices with good cameras and fast computing power i.e. smart phone,
tablets. A typical device has a display on one side and video camera on the other side, also
known as video-see through configuration (Fig. 2.11). The user points the camera at the
object of interest and the augmentations are displayed in the screen facing the user. This
configuration is more intuitive because it provides the user "a virtual window in the real
world" (see Fig.2.6 and Fig. 2.7). Remove viewing configurations are also possible with
camera mounted on drones. The user is able to move with the display and visualize the scene
from aerial view. Such configuration is used in sports entertainment [159], rescue operations
[118].
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Fig. 2.12.

Spatial AR application for entertainment and education at a heritage site. The picture displays, Chichen
Itza, a monument made by Mayans illuminated by artificial lights using projectors. The geometry of
monument is known and projector is calibrated to project from a pre-defined perspective. The projected
patterns are used to create visual illusions for hundreds of viewers. ©Hemal Naik.

This video see though concept is popular as it provides augmentation on demand for the
users. Nowadays, low-cost smart phones and tablets are ubiquitous and therefore very suitable
for developing AR applications for masses. Such devices already come optimized software
framework to support AR applications e.g. ARCore 2 for android and ARKit 3 for iOS. The user
do not have to carry or purchase a special device such as a HMD or wearable glasses. Most
importantly mobile configurations allows use of AR in both indoor and outdoor environments.
Applications of this concept is shown in multiple domains ranging from entertainment and
gaming to manufacturing and medicine [107, 183].

Real-time augmentations with devices having limited in size and computational power is
challenging. The choice of tracking approach is crucial for achieving real-time augmentations
(discussed in 2.4). However, video-see through configurations do not require video transmis-
sion which reduces the delay. External sensors are deployed to reduce computational needs
and to track both display and the real world objects. Tracking with external sensors often limit
mobility to a specific area (details in sec. 2.4.3).

AR with projectors

Augmented reality with projectors is also referred as Spatial Augmented Reality (SAR) tech-
niques [173]. In this approach, one or more projectors are used to directly augmented the
objects in the real world. The augmented objects can be three dimensional object [15, 174] or
a flat surfaces such as screen or a wall [24]. 3D information of the real world object is used to
accurately register the augmentations. The orientation of real world objects w.r.t projectors
are computed using tracking sensors. These setups require a one time calibration procedure
in order to transfer 3D coordinates from sensor coordinate system to projector coordinate
system [27, 173]. The projected content can be altered based on perspective of the user if
user’s movement is tracked, otherwise it is rendered from perspective of the projector [26].
The projector type is selected based on the type of application i.e. color or laser projection. AR
with projectors can be implemented in two configurations based on mobility of the projector
i.e. static and dynamic. The principle behind both approaches is the same but the application
of dynamic configurations are more complex.

Static configuration is useful when the projector is expected to provide augmentation in
a fixed region. The projector is fixed to a ceiling or a wall for indoor applications. This

2https://developers.google.com/ar
Shttps://developer.apple.com/documentation/arkit
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Spatial AR application for entertainment and manufacturing assistance. Left: sandbox installation for
teaching geoscience education. A camera-projector setup is attached rigidly to the ceiling above a table
with box of sand. The projection is limited to boundaries for the sandbox. Depth camera is used to
reconstruct surface of the sand in real-time and topographical information is projected with different
colors. Users are able to modify the surface by moving sand and the projections change accordingly.
Author: Karlbrix, Source: Wiki Commons License: CC3.0.

Right: Laser projector projecting a circle on a industrial part. This is used by the worker for manufacturing
guidance or quality inspector for verification of job © Extend3D.

configuration is relatively easier to set up in a static scene i.e. objects do not move [15]. This
concept is popularly used for projection mapping applications where one or more projectors
are used to provide vivid visual displays for entertainment purposes [27]. Visuals from
the projectors create anamorphic illusions where two dimensional surfaces appear three
dimensional (or vice-versa) [25] and static objects appear dynamic [174].

Static projector configurations are commonly used for large scale entertainment events such
as projection on large buildings or castles (see Fig. 2.12). If target object is also static, a
one time calibration is performed using the 3D model of the real-world object and real-time
tracking is not required. The augmentation remains registered as long as the target object
or the projector does not move. A calibrated camera-projector setup is used for projecting
on movable objects [15]. For projecting on 3D objects it is vital to know the geometry of the
objects for accurate registration. The advantage of such setup is that 3D reconstruction of
the scene can be done by projecting a known sequence of images on the scene [177]. In case
of dynamically changing scene or objects real-time camera tracking methods are deployed
[25, 99, 100, 115]. The perspective of the observer is tracked for some SAR applications for
personalized experiences e.g. museums [26].

Static configurations are less flexible but extremely useful in providing rich visual experiences
due to possibilities of pre-configuration. The computational power is not a limitation for
such configurations. It is cost effective approach for shared spaces e.g. museums or schools,
however multiple installations may increase overall cost for setup.

Mobile configuration is used when the application requires projectors to be used as mobile
augmentation devices. Portability increased the range of applications. There are several
mobile projection based AR applications proposed in medicine [63] and entertainment [35].
Often projections are used as input devices e.g. virtual keyboard, where user interaction is
captured using cameras [35, 142]. Often small projectors are preferred for their compact size
and less weight which makes them easier to carry. Smaller designs do not always provide
enough contrast and there are technical challenges in manufacturing such devices. Another
variation of mobile configuration uses off the shelf projectors combined with cameras in a

Chapter 2 Atrtificial Sensory Stimulation with AR and VR


https://commons.wikimedia.org/
https://creativecommons.org 

portable housing [67, 188]. We have used this configuration for our research in Industrial
Augmented Reality (TIAR) applications (details in chapter 4).

Mobile setups are useful in industrial scenarios because they can be moved around the in
the workshop for different applications. A major advantage of using spatial augmentation is
that multiple people can view the augmentation simultaneously as virtual content is directly
projected on the object. This is particularly useful in industrial scenarios where multiple
users are required for decision making. Another strong point of projection based methods
is the possibility of hands free operation. Hands-free operations are preferred in industrial
settings because users have manufacturing tasks to carry out. Augmented reality serves as
perfect companion in this scenario as the users can focus on the task at hand with help of
projections on the work part (See figure 2.13). DLP (Digital Light Processing) projectors are
used for applications which benefit from colorful visualizations e.g. rapid prototyping or data
visualization [67]. Often industrial environment is are very well lit and DLP projections do not
provide sufficient contrast. In such cases, laser projectors are used instead of DLP projectors.
Laser projectors are suitable for manufacturing guidance tasks where only limited information
is sufficient e.g. annotation or marking task as depicted in Fig. 2.13. It is useful to have the
camera-projector setup in same housing for the position between the two devices does not
change with respect to each other. This way positions remain rigid the system requires one
time calibration which hold for longer time.

In general, projections (static or dynamic) are limited to a specific area. One way to alleviate
this problem is to use multiple camera-projector setups. However, they require more complex
calibration procedures for alignment of projections and powerful computers for processing
and rendering [173]. Research in this field is extensive [23, 173] and automatic calibrations
protocols are developed for such setups [100, 222]. Line of sight is another problem and
augmentation are easily distorted when other objects or humans can occlude the projections.
This problem is more prominent in static configurations and can be partially solved to some
extent by using mobile configurations. The operating frequency of the projections must be
fast enough to provide smooth transitions between different visualizations. This limitation is
more relevant to the laser projectors as the lines drawn per second are limited. Similarly, fast
tracking is necessary if target surface or object is moving.

Special cases

There are some special cases which are used with both screen and projection based spatial AR
categories. Therefore, we are mentioning them separately.

Transparent displays are used to display augmentations in optically see-through manner.
These displays are used with fixed display and mobile display configurations. Transparent
LCD # and OLED® displays using active display components are being developed from some
years [21] for hand-held and mobile applications. Another method of creating similar affect
is by projecting information on transparent screen using a screen or a projector by using a
beam-splitter mechanism [26]. Such implementations do not require the user to wear a head
mounted gear but the user is often required to operate in a specific area. In future, small and
mobile transparent displays could be extremely useful for using AR with handheld devices.

“https://crystal-display.com/products/transparent-led/
Shttps://otilumionics.com/transparent-displays/

2.2 Augmented Reality

23



Retina projection is a technique where the images are projected directly on the retina of the
user. This is a specialized technique where small projector is integrated into head mounted
device [186]. As the image must be projected correctly on the retina. This approached requires
retina tracking method in addition to tracking of real world objects. Retina projection based
augmentations are clear and spatial resolution of such augmentation is high. Technology
required for this approach is specialized and expensive for mass production. In the near future,
such designs could become reality but as of now there are technical limitation for designing
and using such devices.
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Alternative reality experiences with VR. (left) An advert for a VR cinema experience in the Netherlands.
Author: Tero Koistinen Source: Wikimedia Commons License: CC-BY-SA-4.0

(right) An engineer navigation through four million stars in the milky way in a VR application (Point-
CloudsVR) designed for astronauts to classify star groupings. The controllers are used to navigate
Author: NASA/Chris Gunn License: CC-BY-SA-2.0

2.3 Virtual Reality

One basic property of Virtual Reality (VR) is that the user is disconnected from the real world.
Visualizations displayed to the user may reflect a fantasy world, abstract patterns or mimic
the real world. The visual cues such as depth and motion perception must be consistent
along with the aesthetic appearance of objects. Stimulus presentation plays an important
role for acceptance of the artificial world. Interactivity is another key property of VR, which
directly affects the sense of immersion. The user must be able interact with virtual world
which includes manipulation of objects and navigation in the virtual space [88, 199]. Different
mechanisms are used to provide interactive experiences in the virtual space (see Fig. 2.15)
e.g. joy stick, virtual keypad, haptic gloves or audio commands. These devices are used to
get input from user about interaction and simultaneously provide the user higher degree of
immersion by engaging multiple sensory organs [132]. Ideally, the means of navigation and
interaction in the virtual world should be as naturalistic as possible i.e. navigation by walking
and object interaction with hands. Fully mobile VR setups with gesture based interaction are
not possible yet. However, navigation by walking is partially possible with treadmill based
approaches, e.g. Virtualizer Elite ©.

The responsiveness of the visual stimuli is extremely important in the virtual space. The user’s
perception of self-motion and balance must be considered when designing the response time
of the stimuli otherwise it may cause motion sickness for the users [102, 158]. This may
discourage the users from using the technology on regular basis. Sensory mismatch is caused
by poorly designed stimuli or technological limitations of displaying the stimuli, e.g. refresh
rate of screen or rendering jitters. This problem is addressed promptly in last few years by
improving real-time tracking and graphical rendering methods. It should be noted that VR is
used extensively for studying sensory perception in humans and other animals such as insects,
fish and small mammals [149]. Through interactive experiences we are able to understand
the functional properties of sensory organs (mentioned in 2.1). Knowledge of functional

Shttps://www.cyberith.com/virtualizer-elite/
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VR design concepts for navigation and interaction. (left) Two strategies of interaction in VR using gloves
with sensors. Image on top-left shows mobile HMD and image in bottom-left shows VR headset con-
nected to robotic arm.Author: NASA National Aeronautics and Space Administration, Source: Wikimedia
Commons.

(center) VR suit A VPL Research DataSuit: a full-body outfit with sensors for measuring the movement
of arms, legs, and trunk. Developed circa 1989. Displayed at the Nissho Iwai showroom in Tokyo
Author: Dave Pape, Source: Wikimedia Commons, License: Public domain.

(right) Virtualizer Elite: VR concept for simulating naturalistic movement for navigation and handheld
controllers for interaction in the virtual world.

properties is directly useful for improving the existing methods for virtual stimulation [149].
We have introduced this topic as fundamental research earlier and more discussion on this
particular application of VR is addressed in Part 3 as one our core research contribution.

In terms of implementation, different approaches have been introduced in terms of design
(Fig. 2.15). Design configurations in VR, like in AR, have two main components i.e. tracking
and visualization. Tracking involves the mechanisms to provide interactive (closed loop)
feedback to the user. This mainly includes methods to track change of user’s perspective
(in 3D) and methods to get input from user for manipulation the virtual stimulus. Tracking
approaches for VR and AR methods are quite similar, therefore we will discuss tracking
approaches separately in Sec 2.4. In this section, first we will describe one of the earliest
demonstration of the concept of multi-sensory stimulation in human users. Following that
we will describe two popularly used VR design concepts based on the approach chosen for
visualization of the stimuli. Each will include a short discussions on advantages of using each
approach with relevant application examples.

2.3.1 First Designs

In sec 2.1, we mentioned that some of the earliest ideas of creating alternative reality using
sensory manipulations came from the art world. The act of providing immersive experiences
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Ilustration of Sensorama from U.S patent no.3050870. one of the first setup designed to provide
multisensory stimulation to the user. Morton Heiig designed the setup in 1962 and called it a "Experience
Theater". He made 5 short films which included stereoscopic visuals, stereo sound effects, olfactory cues
and haptic cues in form of vibrations. Source: Wikimedia commons License: Public domain.

the entertainment world does capture the true spirit of Virtual Reality. The first use of the term
"Virtual Reality" was mentioned in the context of theatrical performances in 1938 [9, 132].

One of the first design concepts of virtual environments was demonstrated by Morton Heilig
in 1960s (Fig. 2.16). As a filmmaker Morton’s idea was to design a rich and entertaining
cinematic experience for users. Cinema experiences are limited to two dimensional visuals
and covered only 18% of the observers visual field of view. To overcome this problem Morton
invented "Sensorama", one of the first prototype of a multi-sensory (visual, auditory, olfactory
and haptic stimulation) stimulation system for providing immersive experiences [8]. As
illustrated in the figure, the user is seated in front of the machine and head is placed in
the canopy consisting the optical system. It is designed to block the lights coming from the
surrounding environment. The viewer is only able to see the pictures presented through the
eye piece. Heilig used a custom built multiple camera setup to capture panoramic visuals
to cover the user’s field of view. Additionally, stereo sound effects are added for auditory
stimulation, fans and chemicals are used for olfactory stimulus and slight vibrations are used
for tactile stimulation. One of the films was about recreating experience a motorcycle trip
through a city. The visuals of the road journey were accompanied by other sounds on the
road, a gentle breeze bringing odors from the street and vibrations simulating movements of
motorbike on a road with occasional potholes.
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One of the first VR headset (1985), made by Jim Humphries and Mike McGreevy at NASA's Ames
Research Center in California. The system created a computer-generated image of what a pilot might
see during an actual flight. It was intended to test concepts of presenting visual information to pilots
or astronauts. Sensors tracked the movement of the wearer’s head, and the displayed images moved
accordingly. James Humphries donated this to the Museum in 1997. Picture taken at the National Air
and Space Museum’s Steven F. Udvar-Hazy Center in Chantilly, Virginia, USA. Author: Sanjay Acharya
Source: Wikimedia commons, License: CC-BY-SA 4.0.

It can be argued that Sensorama does not allow user’s to interact with stimuli and the user
can not control the stimuli. This being said, the ideas presented with Sensorama were very
influential in inspiring the development of interactive virtual experiences. Morton proposed
that the concept was capable of providing much more than just entertaining cinematic
experiences and stimulations can be used for military, education or industrial applications.
Heilig predicted that such installations will be a cost effective method for demonstrating
conceptual ideas to students or workers instead of using a text based approach book or a
manual. For example, displaying structure of molecules or working principles of complex
machines. These predictions proved to be valid and today we have several off-the shelf
products available for education and training applications in VR [87, 126, 210].

Morton also introduced the idea of creating shared virtual spaces for multiple users. The
patent includes a concept for displaying visuals to multiple users (four) at the same time.
The idea of personalized shared experiences is that each viewer is present in a shared virtual
environment and yet it is possible to manipulate visuals for each viewer individually. Taking
this concept as inspiration the modern VR systems provide unlimited opportunities to study
group behavior. Virtual spaces provide means to manipulate sensory stimuli presented to each
individual which is not possible in real world.

It is worth noting that the concept of Sensorama failed to make impression on the entertain-
ment industry as it was too expensive to produce such films. It became clear that the ideas had
great potential if developed further with special focus on interactivity. The research in VR was
pursued strongly by military, industrial users because of expensive hardware requirements.

Chapter 2 Atrtificial Sensory Stimulation with AR and VR


https://creativecommons.org
https://commons.wikimedia.org/

Fig. 2.18. Modern VR headsets designs. (left) Sony play station 4 PSVR dedicated for playing games in VR

Author: Evan-Amos, Source: Wikimedia commons, License: CC-BY-SA 4.0. (right) HTC vive pro headset
for multipurpose VR applications. Author: KKPCW, Source: Wikimedia commons, License: CC-BY-SA 4.0.

Nowadays, research in VR is pushed for entertainment application, especially by the video
game and cinema industry [8].

2.3.2 Design concepts

There are two design concepts that are popularly used for visualization in VR i.e. head mounted
display and CAVE. Head mounted displays are wearable headsets which block the outside
view for the user (Fig. 2.17 and Fig. 2.15). HMD based approach for VR was popularized
soon after Sutherland demonstrated idea of head mounted displays for Augmented Reality
(covered in sec 2.2). CAVE systems are more similar to spatial AR methods where user in
surrounded by displays and large part of the field of view is covered by the display screen or
projections. The user is surrounded by the stimuli without having to wear any device on the
head. In both methods the visuals are always generated from the perspective of the user. In
the following text we will cover both approaches, relevant tracking approaches are covered in
the next section.

VR with HMD

HMDs for VR are closely related to video-see through HMDs explained in the previous section
with AR approaches (sec. 2.2). One major difference is that HMDs are not designed to display
the outside world. HMDs provide portable and mobile means of deploying VR solutions. While
the mobility of the user in the virtual world is unlimited, the mobility of user is still restricted
in the real world due to physical constraints in the real world e.g. walls, furniture. This is a
major design challenge because ideally the interactions and navigation in the virtual spaces
should be as close as possible to real world. Most VR applications are designed to work around
this challenge and still provide meaningful experiences.

Often dedicated VR stations are designed to simulate realistic conditions. For example, roller
coaster rides in VR involve users sitting in a real roller coaster while wearing HMDs and the
seats moves in sync with the visuals. This includes dedicated spaces where user’s are provided
unique experiences such as flying [191] or underwater swimming with fishes [87]. The user
is given limited mobility and the need for complete freedom is eliminated psychologically by
creating supporting narrative. In other words, users are less likely to think about walking while
sitting in driving seat of a car or a plane. Another alternative is to use treadmill like devices,
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which allow users to walk in the virtual world while keeping them at the same location in the
real world (see Fig. 2.15). It is shown that 3D tracking methods are used effectively to extend
the mobility defined by range of tracking [87, 191]. It is typical to provide users with various
types of controllers to interact with virtual spaces.

The working principle of the HMDs based visualization is as follows. The 3D motion of the
headset is tracked with respect to a virtual reference coordinate space. All virtual objects
are represented in the same coordinate system. The location of each eye is inferred from
headset tracking, and a virtual view is computed for each eye. The eye is modeled as a
pinhole camera and therefore images are computed by projecting 3D world onto the 2D image
plane using projective geometry[85]. The complete image is rendered virtually hence VR
images are computationally expensive. Real-time rendering is challenging for highly dynamic
scenarios such as flight simulators or games. Lag in tracking or rendering can easily disrupt
the illusion.

The stimuli must always correspond with the user’s perception of motion. Each animal learns
motion cues through sensory experiences obtained while navigating in the real world. In
other words, sensory organs are calibrated to continuously sample information from the
environment such that we always have a sense of self-awareness and balance, for example,
sleeping or standing. We can focus on a moving object with the eyes and even grab it with
movement of arms i.e. hand-eye calibration. Providing accurate motion cues is a complex
problem. It is easier to design applications where the user’s perspective can be predicted
partially. This way pre-rendered images can make computational requirements cheaper [164].
New computer graphics techniques and GPU development has eliminated many problems in
real-time rendering [22, 128].

Our knowledge regarding vision bases perception is still developing. Therefore, one major use
case of HMDs based VR is in the field of psychology studies [149, 158] and the studies related
to sensory organs itself [182]. Such studies provide us insights about human perception
and affect of different types of stimulation on our perception. In this research direction VR
application are developed for non-humans as well [149]. The particular application of VR is
covered extensively in chapter 6.

Video game developers are adopting the VR technology (Fig. 2.19) for providing new experi-
ences. Gamers are accustomed to assume the role of virtual avatar and navigate in the virtual
3D world with the help of controllers (with limited buttons) and two dimensional screens.
HMD based Virtual Reality has extended this experience by providing 3D experience and more
realistic immersion as users have to physically more their perspective to inspect the scene.
Nowadays, it is also possible to detect gestures of users with motion capture methods, depth
cameras and inertial sensor based controllers (see Fig. 2.15). For example, a game of tennis
or golf can be played virtually where the users are required to really move the arms as if they
were hitting a real ball. VR presents a unique opportunity to expose the user to experiences
which are impossible to provide in the real world. The users are virtually transported to
desired locations one the planet or even visit another planets, for example space travel (see
Fig.2.20). For training applications VR is relatively cost effective and the user can train for
extreme conditions without any risk. Figure 2.20 shows one such example where pilots are
trained for using parachutes in simulated conditions.
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Fig. 2.20.

Virtual reality for gaming applications. The pictures are from a recent gaming convention in Spain where
gamers got together to try play station gamers with VR headsets. (left) The gamer is playing first person
shooting game using a mock gun as a controller in virtual world. (right) The gamer appears to be flying a
plane in the virtual world. The visuals of the gamer are displayed in the screen in front. Note that gamer
is not able to see the screen, it is for visualization of spectators in the real world. Source: Wikimedia
commons, License: CC-BY-SA 4.0.

Virtual reality applications for space travel and combat training. (left) Apollo 11 astronaut Buzz Aldrin
and Erisa Hines of NASA's Jet Propulsion Laboratory (JPL) in Pasadena, California, interacting with
Destination: Mars experience at the Kennedy Space Center Visitor Complex. Destination: Mars allows
virtual visits to Mars using real imagery from NASA’s Curiosity Mars Rover. Photo credit: NASA/Charles
Babir NASA image use policy. (right) A military personnel receiving training for operating parachute
using VR. The simulator prepares the students for rough weather conditions and equipment malfunctions.
U.S. Navy photo by Mate Chris Desmond. License: Public domain, Source: Wikimedia commons

VR experiences are equally popular for designing cultural tourism and educational applications.
It is also possible to host virtual events where multiple users from different physical locations
are able to come together and collaborate in virtual spaces. For example, recently IEEE VR
2020 conference was organized virtually on the Mozilla hubs platform 7. The participants
from different parts of the globe attended the conference in a virtual space. The participants
using HMDs and controllers had much better control of their avatar.

Mobility offered by HMD based VR is limited due to multiple reasons. One of the major
reason is real world obstacles such as walls or furniture. This can often lead to unwanted
accidents and users are scared to walk into a wall or fall. Another limitation for mobility
is requirement of cable connectors for data transmission. This limitation is currently being
solved with high-speed wireless transmission protocols, for instance HTC Vive uses bluetooth.
Tracking approaches also add limitation to movement, especially when HMD is tracked by
external sensors which have limited range. Development of high-resolution video cameras,

7https://hubs.mozilla.com/
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depth cameras and other inertial sensors are solving this problem rapidly. However, additional
sensors on the HMD require compromise in terms of weight and performance. Most systems
need a dedicated computer for rendering virtual images using the 3D tracking information.
Even with the existing limitations, VR is promoted strongly for commercial uses at home
and other indoor environments. The cost of a HMD is still relatively high, applications are
specific and therefore it is not as popular as other gadgets for personal use such as cell phones,
laptops.

It is believed that compact computers with integrated tracking sensors may solve the problem
of mobility in future and increase acceptance of VR dramatically. Many companies are have
proposed smartphone mountable HMD designs as a low cost alternative to dedicated VR
headsets like Google cardboard or Samsung gear VR. Smart phones are inexpensive, have
reasonable computation power and are versatile in use. Most are equipped with inertial
sensors and cameras which can be used for tracking headset movement. Additionally, on
board sensors are useful for tracking real world obstacles which may enhance mobility of the
user in VR. Moreover, smart phones are also useful for AR applications. So far this option
has not gained real success due to laggy performance and limited resolution. However, the
research trend is in favor of developing compact computational devices with multiple sensors
which can be used for a wide range applications of interactive visualizations.

Another major design challenge for HMDs is to match the visual properties of the human eye,
e.g. field of view and spatial resolution. Existing displays fail to match the vision capability
of the human eye. On the positive note modern displays sufficiently meet flicker fusion
frequency (motion perception) and spectral resolution (color representation) requirements.
Depth perception is better in HMDs because of stereoscopic perspective corrected images.
This technique is better than display techniques used in 3D cinema where observer wears
polarizing goggles to observe the 3D effect. At the moment, the development cost of miniature
sized high resolution displays is high. Improving field of view in HMDs is a difficult design
problem. It does add significant value to user’s experience but it is not absolutely necessary
for many applications.

CAVE

The concept of Cave Automatic Virtual Environment (CAVE) was introduced by Cruz Niera
[45]. The idea is reminiscent of Plato’s allegory of the cave [171] mentioned earlier in the
introduction (see Fig. 2.1). It is a digital space where the user completely is surrounded with
virtual stimuli. The stimulation is achieved by projecting walls, ceiling and floors of a room
using multiple projectors [45].

The working principle of the system is as follows. The users position and head movement
are tracked in 3D using tracking sensors. Projectors are rigidly placed and their location is
registered to the tracking sensors. It is also possible to use an array of large display panels as
in CAVE2 [68]. The user’s head location and distance from the wall is computed to render a
perspective corrected view. In most cases users are given polarizes glasses or shutter glasses for
stereoscopic view. Often 3D glasses are integrated with tracking sensors and user’s perspective
is inferred from position of the glasses. The user is able to move freely in the designated area
and can see their own body too. Additionally, controllers are provided to interact with the
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CAVE setup at Center of Advanced Energy Studies. The image shows a user operating in a CAVE VR
setup where visual stimulations are projected in .Author: Idaho National Laboratory,Source: Wikimedia
commons,License: CC-BY-2.0

visuals (see Fig. 2.21). Nowadays, motion capture technology is also used to allow gesture
based interactions.

This approach is less intrusive as the user does not wear cumbersome hardware. CAVE systems
fare better in terms of field of view and spatial resolution [68]. The visuals are surrounding
the user and therefore always cover the complete field of view. High resolution screens
or projectors are used and pixels are not visible because displays are not very close to the
eyes. Multiple users can access the same space and visualize 3D views, however, perspective
correction is not possible for all users at the same time. Often it is not necessary to use
sterescopic views and 2D visuals are sufficient. CAVE is used as a 3D and 2D visualization tool
depending on the need of the application.

The image displays students interacting with the CAVE setup at Max Planck Institute of Animal Behavior.
The students are displayed migration routes of various bird species on a global map. Such setups are
extremely valuable for displaying global events and corresponding changes at various time scales. This
method creates more intuitive learning experiences. © Maxcine, Max Planck Institute of Animal Behavior,
Radolfzell.
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This approach is used for many different applications in military, manufacturing and tourism
[68, 131]. It is useful for designing realistic simulators or improved visualization of geographi-
cal maps. Workers or engineers can take virtual training for operating machines in the factory
(Fig. 2.21). It is an ideal setup for students can take a virtual walk in world heritage cites to
learn about history and art with realistic visualizations(Fig. 2.22). One major advantage is
that users can navigate naturally in the virtual space.

There are certain disadvantages in terms of mobility and personalized experiences. The user
is restricted to the area and building large environments is expensive. The user’s own body
or other users can disrupt the visualizations. Personalized experience for multiple users are
difficult as all viewers see the same content. The projectors must be calibrated for accurate
registration and they must be synchronized to avoid projection lag. Overall 3D tracking and
real-time rendering of 3D views using multiple projectors is computationally expensive. Taking
overall costs in to consideration, CAVE setups are better suited for applications in shared
spaces e.g. museums, companies or schools.

The concept of CAVE was adopted in the early 2000 by biologists to make virtual environments
for studying animal behavior in insects. It inspired VR designs for insect, fish and mammals
are used for fundamental research in neurology, medicine and bio-inspired robotics [149,
195]. These applications of VR are rarely discussed in the technical community. In this thesis,
we have discussed this topic in more detail in Part 3. Our contribution includes first review
of the state of the art research in the field of animal behavior using VR 6. Further, we have
introduced a novel setup design capable of providing different sensory stimulation to a group
of animals (including humans).

2.4 Technical concepts

In this section, we will cover technical concepts required to understand functional aspects of
XR applications. 3D tracking and visualization (stimulus display and rendering) techniques are
the two crucial components for designing the closed loop visual stimulation techniques. In the
previous sections, we discussed vision properties (sec 2.1) that play an important role in the
selection of display technology and after that we discussed different visualization concepts of
AR/VR application in section 2.2 and 2.3. We learned that all XR methods require some type
of 3D tracking technology for manipulation of stimuli in interactive manner. In this section we
will focus on 3D tracking technologies.

The tracking requirements of XR applications are defined after the application designer selects
a probable visualization concept. This includes defining which objects to track, where to
place tracking sensors, which tracking sensors to use, etc. It is essential to understand
these requirements to select the best possible tracking strategy for the application. All
tracking methods have their limitations in terms of speed, range, or resolution. These
limitations must have minimal impact on the implementation as poor tracking may influence
the performance and consequently affect acceptance of the application. Eventually, both
tracking and visualization approaches must be compatible and the combined trade-offs must
be acceptable to the user.
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Fig. 2.23.

Pictorial illustration of a cube, with origin at O.s;, placed in a reference space at defined as O,..¢. Four
points P;. 4 (in red) are defined at four corners of the cube. The Position of the points (P;) can be
defined in two coordinate systems i.e. P,y and Po;. Rt defines the relationship between corresponding
points in two coordinate spaces Oop; and Or.¢ in terms of rotation and translation parameters (6-DOF
pose). Minimum 3 corresponding points are required to compute the relationship between the two
coordinate spaces. In this case, the pose Rt can be computed from P,.s and P,; using eq 2.1.

Tracking methods are developed to represent the three-dimensional information of the world
(real or virtual) in mathematical terms. This information is used to compute two-dimensional
images that are displayed to the user as visual stimuli. The position of objects in the real world
keeps changing with respect to the user’s viewpoint either due to the movement of the object
itself or movement of the user. These changes are measured and reflected in the stimuli for a
continuous experience. In the following text, we will discuss the details of tracking approaches
and their advantages and disadvantages. 3D tracking is a well-studied topic and explaining all
the details are beyond the scope of this thesis. We will focus more on concepts and methods
that support understanding the research ideas presented in Part 2 and Part 3.

2.4.1 Position and Pose

Real world or virtual world, all XR applications are represented in a Cartesian coordinate
space i.e. reference space. All tracking systems maintain location of each point or object of
interest in the reference space. Mathematical representation of points and objects is done
using position and pose respectively.

Position of a point is defined as 3D coordinates (x,y,z) along the 3 reference axis in the
reference space (see Fig. 2.23 for illustration). This is true for any point in the space and
therefore each point in space has 3 degrees of freedom. An object can be seen as a group of
rigidly connected points. If the object is relocated in reference space, the 3D coordinates of
each point on the object will change. However, the relative position between the points on the
object always remains the same unless it is a deformable object. Similarly, a local coordinate
system, i.e. object space, can be defined for each object where each point on the object always
maintains a fixed position irrespective of how the object moves in the reference space. A pose
is used to express the relationship between the same points defined in different coordinate
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systems i.e. object space and reference space. A pose has 6 degrees of freedom, 3 for the
position (x-y-z coordinates), and 3 for orientation (e.g. Euler angles). Pose parameters define
how to transfer any point from the reference space to the object space and vice versa. The
tracking methods are typically designed to compute the pose of objects in reference space.
In this way, the pose is a simple and effective way to represent information about all points
belonging to the same object.

Mathematical representation

Let us define a reference space with the origin at O,.; and place an object A with origin at
Op; in the same space. Each point P on the object is defined as P,.; in O,.;. The same point
P is represented as Py, in Ogp;.

Xref Xobj
Pref = K'ef 7Pobj = Yobj
Zraf Zobj

The pose relationship between them can be represented as RtZZ; . It is mathematically
represented with the following expression,

Pref = thlc;jc ' Pobj (21)
Ri1 Rz Rus T

Pref = |Ro1 Ros Ros| - Pobj + TS (22)
R31 R3x Rs3 T3

Application in XR

3 point correspondences are sufficient for the computation of a pose. As a general working
principle, tracking sensors compute the pose of all objects by computing the position of some
features, P,.y, in reference space. The position of those features in object space, Py;, is
used to compute object pose. Once the pose is determined the position of all points on the
same object can be transferred to reference space. For example, the pose of the user’s head is
sufficient to infer the location of the eye because the eyes are rigidly connected to the head.
Finally, the 3D representation of each object w.r.t. the user’s perspective is created using the
position of the eyes in the reference frame. This principle used in most tracking technologies
for a simplified representation of the 3D world. The strategies for computing 6-DOF (Degrees
Of Freedom) pose differ based on technology and sensory type (explained later).

In AR applications, the pose of real objects is computed in reference space, and virtual objects
are place accordingly. In VR applications, virtual objects are maintained in the reference space
and the pose of user’s head is tracked in reference space for rendering perspective correct
views. The 6-DOF pose of other objects such as controllers, tools or displays are also tracked in
the same space. In summary, pose and position parameters allow mathematical representation
of the 3 dimensional world that is used to compute interactive visual stimuli.
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2.4.2 Image Projections

The visual stimuli displayed to the user are in the form of two-dimensional images. These
images are rendered by projecting the 3D representation of the world to a 2D image plane.
Mathematical concepts for computing image projections from the 3D world are defined in the
field of projective geometry [85]. In the field of metrology [127], concepts of image formation
and image projection are also used for extracting 3D information from 2D images. In principle,
human eyes perform the same function as cameras where each eye captures an image of the
real world that is further interpreted in the brain. For XR applications, camera models provide
a mathematical foundation for generating visual stimuli.

A pin hole camera model is used to convert 3D coordinates into pixels (eq. 2.4). Each pixel,
p, in the image represents a point P projected from the 3D world. P is represented in the
coordinate system of the camera with origin as O.,.,. A 3x3 matrix (upper-triangular), K, is
used to transfer 3D space into pixel space (see eq. 2.4). The dimension Z (depth) is lost after
this transformation. K is known as the intrinsic matrix, it has 4 non-zero parameters which
define the properties of the camera i.e. focal length, sensor size etc. These parameters are
determined through a process of camera calibration (see sec. 2.4.6). The size of the image is
limited by the sensor size and field of view of the camera.

In XR applications, the views are generated from user’s perspective when HMDs or CAVE
systems are used. In such cases, the position of the human eye is treated as the origin of a
virtual camera. Tracking information is used to define the pose of objects in virtual camera
space. The display surface coincides with the image plane and 3D information is projected
onto this plane using the camera calibration parameters. In AR applications, images are often
projected using the perspective of the camera used to capture real world view. In such cases,
the cameras are calibrated separately for accurate registration of virtual stimulus with real
world projection.

p=K-P (2.3)

y/z| = [0 fy ¢ |Y (2.4)

2.4.3 Tracking configuration

Tracking configuration refers to the arrangement of the sensors for 3D tracking. We present two
types configurations for sensor placement: «. inside-out and b. outside-in. Sensor placement is
decided based on the features of the application e.g. mobility, multi-user tracking or multi-
object tracking etc. The selection of sensor type and configuration are crucial for designing
closed loop systems. Sensory modalities and their features are explained later in this section.

2.4 Technical concepts

37



Fig. 2.24.

38

Top View

™

s -
- Ouy - i

- .
Oup;

Wearable sensor Handheld sensor Semi-mobile sensors

Pictorial examples of inside-out tracking configurations with optical cameras. This configuration is
selected for on the move applications. It is suitable for indoor and outdoor environments. As depicted in
the images, the tracking range is often limited. (left) Wearable sensor: The sensor is mounted on the
body of the user, a typical use case for HMD based tracking. (center) Handheld sensor: The sensor is
operated by the user with mobile device such as a smart phone or tablet. (right) Semi-mobile sensors:
The sensors are mounted on a mobile setup. A separate view is also presented for better understanding
of sensor arrangement.

Inside-out configuration

In this configuration, the sensor is placed on an object moving in space and it measures
sensor pose w.r.t the reference coordinate system. The sensor is carried by the user as a
wearable device such as HMD, or it is operated by the user as a mobile tracking device
e.g. smartphone. The inside-out approach is compatible with all design concepts for AR
applications i.e. HMD and spatial displays. However, for VR applications it is mainly used for
HMD based applications. In Figure 2.24 few examples of the inside-out configurations are
illustrated. The final objective is to compute the pose of objects w.r.t sensor space (Osensor)
and the reference space O,.. The tracking approach can be chosen in two ways i.e. temporal
referencing and direct referencing.

Temporal Referencing: This strategy uses temporal sampling of sensor movement for com-
puting it’s 6DOF pose in reference space. As a first step, the sensor pose is initialized in the
reference frame as (Rt;o) while starting the application. After initialization, the sensor only
measures relative change in pose w.r.t it’s previous location i.e. Rt!}. This measurement is com-
bined with the initial pose to compute the relation with reference frame i.e. Rt;; = Rty - RtL).
The initial position may serve as reference frame itself, in that case initial pose of sensor would
be identity i.e. O,y is same as Osensor and Rty = 1.

This strategy is typically used for VR applications where sensors measure the movement of
the head and controllers in the virtual environment. In this case, it is easier to define the
initial starting pose in the virtual world. This approach is useful for AR applications when
augmentations are not assigned to specific real-world objects. For example, rendering virtual
objects like dinosaurs or fish in a living room. For such cases, the temporal referencing is
used to create an ad hoc 3D representation of the reference space (i.e. the living room in our
example). The sensor pose is computed in this space and this allows virtual elements to be
registered to the scene.

Both inertial sensors and camera-based sensors are capable of using this technique. It is known
as a dead reckoning problem in literature of inertial sensor-based tracking [40]. Optical sensor-
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Fig. 2.25.
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Pictorial illustration of marker tracking based pose computation approach with optical sensors. This
concept is used in both inside-out or outside-in tracking approach. Markers are used to compute pose
of target object. The picture shows an example marker pattern which is designed to be unique and
easily detectable in the image. The marker is placed on the object and it’s position is registered in the
local space of the object O,s;. The pattern location is not changed after registration. The position of
the sensor is registered in the reference space using a calibration procedure. This relationship is stable
until the camera position is moved. Fixed camera based tracking is used in outside-in approaches. For
inside-out approaches, the reference space is aligned with sensor space i.e. Osensor = Orcy OF Object
space i.e. Oop; = Ores. The pose between sensor and object is unknown quantity which is computed in
real-time. All other relationships are determined using registration and calibration information.

based methods often use static features in the scene ( edges, corners, etc.) and use them to
infer the 6-DOF pose of the camera. This approach is useful in unknown environments and
provides mobility. This idea suffers from the problem of drifting because each measurement
has a small error and with time the error is accumulated. Sensor measurement is limited
to its sampling rate and therefore recording pose of very fast movements is challenging,
e.g. controller motion in VR gaming scenarios. Optical sensors may fail due to fast motion
or get disoriented if the environment has symmetrical patterns. This approach is rather
popular in both AR and VR applications, especially with HMDs. It is possible to use multiple
sensors independently or to fuse information for optimized performance. Sensor fusion
is computationally expensive and increases processing time. This approach is one of the
most popular approaches with modern VR and AR applications, especially with compact and
inexpensive optical sensors, for example, HTC Vive or Microsoft Hololens.

Direct referencing: In this approach, the sensor pose w.r.t reference space is computed using
referencing objects placed in the scene. Referencing objects are registered in the common
reference space and tracking sensors compute pose of reference objects to infer it’s own
location in the reference space. Therefore, the accuracy of the placement of referencing
objects affects the overall accuracy of the application. To avoid this error, reference space
is often defined by the local coordinate space of the reference object. The objects used
for referencing are of different types depending on the sensor technology. For example,
optical sensors use known 2D or 3D geometric patterns e.g. fiducial markers or patterns (see
Fig. 2.25).
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Pictorial example of outside-in tracking configurations with optical cameras. The illustration displays
multiple objects being tracking in reference space using multiple sensors. The sensors define a specific
tracking area where object pose came be tracked. All sensors are registered in reference space using a
one-time calibration approach. The sensor position does not move and therefore the pose of sensors in
reference space remains static. In a typical application, pose moving objects are tracking in sensor space
and transferred to reference space. This information is further used to generate desired stimulations.
The illustration shows that user’s perspective is tracked along with display and cube.

Direct referencing is used in AR applications when augmentations are designed for specific
target objects (with known geometry or patterns) such as industrial AR applications. It is
possible to use multiple target objects for extending the range of application for example in
museums or factories. The local coordinate space of objects is used as a reference space to
handle moving objects. This way augmentations always remain registered to the reference
objects irrespective of movement. For VR applications, this approach is used by strategically
placing multiple referencing objects in the real world to compute the orientation of sensors in
the VR space. One such example is HTC Vive headsets which use lighthouse technology with
base stations. They are placed in the corners of a room to define reference space and sensors
on the HMD use detect the lasers emitted from the base stations to recover pose HMDs in the
reference space. The range of tracking with base stations is limited and but the accuracy is
very high.

Inside-out approaches definitely provide more mobility to the user. Mobility comes at expense
the of wearing additional sensors and carrying computational devices. However, sensors
are becoming cheaper and approaches supporting both indoor and outdoor applications
are preferred by users. The performance of inside-out tracking is boosted by sensor fusion
approaches [29]. Such applications require a calibration process to synchronize the sensor
measurements. It is also possible to combine temporal and direct referencing concepts
to provide more flexible tracking results [29]. Inside-out methods are more suitable for
personalized experience as sensors are typically operated by the user. Shared experiences
are possible in known areas where referencing is rather easier. The general trend of AR/VR
applications is moving towards use of inside-out approach [21].
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Outside-In configuration

Outside-in configurations are used when sensors are placed at a stationary location to track
moving objects in the scene such as HMD, displays, etc. This tracking strategy and range are
defined by the sensor type e.g. magnetic, optical, mechanical, etc. Outside-in configurations
are compatible with most design concepts of AR and VR applications. It is particularly useful
when perspective tracking is important for displaying the stimuli e.g. Spatial AR, CAVE. HMD
based methods may or may not use this configuration depending on the requirements.

Unlike the inside-out approaches, the reference coordinate system is defined by the sensors.
The configuration almost always requires multiple sensors to be used and thus the calibration
process is performed to register measurements of all sensors in the same space i.e. Rt%¢/ .
The pose of moving objects is computed by one or more sensors in sensor space and transferred
to reference space using calibration information i.e. Rt") = Rtref . Rtzgeer. Ultimately,

obj sensor
tracking information is used to create visual stimuli.

The tracking method in outside-in configurations can be contact-based on contact less. Some
methods require physical contact e.g. mechanical tracking with robotic arms (Fig. 2.15).
Physical constraints restrict the movement and therefore contact less methods, such as mag-
netic or optical tracking, are preferred when mobility is an important criterion. Contact less
approaches require special sensors or markers to track the object of interest. The concept of
marker based tracking is illustrated in figure 2.25. Sensors tracks the markers and that is used
to infer the pose of the object. There are two types of markers i.e. active and passive. Active
markers communicate back with the tracking sensors with a signal such as light emitters or
acoustic sound emitters. Passive markers are placed on the object and their position is detected
by the scanning within the tracking range, for example visually scanned AR Tags or RFID
tags used in the super markers. Active markers are expensive and have power requirements
whereas passive markers are cheaper to produce. Both may suffer from issues like a line of
sight or signal interference.

In most XR applications, optical sensors are preferred for pose computation over other type
of sensors. Outside-in configuration is ideal for scenarios where multiple objects tracking
is required. Motion capture systems are popular for VR approaches where gesture tracking
is important for interaction. Outside-in setups are usually placed at a fixed location and
computational support for fast processing and tracking is possible for highly dynamic XR
applications. Outside-in configurations with large network of sensors is less mobile and
accessible for user’s only at the installation sites. This is suitable for facilities where fixed
installations are not hindrance of installation e.g. museums, class rooms etc. It is possible to
design mobile setups for outside-in configuration using a limited number sensors e.g. VR base
stations. This approach is largely limited to indoor environments and therefore less preferred
for modern AR applications.

2.4.4 Sensor technologies

The types of sensors mainly differ in terms of the information that they acquire from the scene
i.e. optical, acoustic. The selection of sensors depends on the need of the applications. Most
XR applications require 6-DOF pose computation of one or more objects. Not all sensors can
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Image of a dog obtained from Intel Real-sense D-435 sensor in an outdoor environment. The sensor
provides three type of images i.e. video, infrared and depth image. Video image has color information
stored as an RGB value for each pixel. Infrared images capture infrared reflection from scene and they
are represented as gray scale values. Each pixel in depth image represents depth value of the imaged
point. Depth information is displayed as color coded image to give a sense of depth i.e. blue to red.

. ©Hemal Naik.

measure the 6-DOF pose of objects but it is common to combine multiple tracking technologies
to achieve the best possible results. The sensor measures different types of information
e.g. microphones record audio information, cameras record visual information. This raw
information collected via sensors is further processed to extract the 6-DOF pose of target
objects. Over the last few years, different types of sensors have been demonstrated for XR
applications. Optical sensors are one of the most commonly used sensors in modern XR
applications. We have chosen to discuss optical sensors in detail because our research mainly
focuses on tracking approaches with optical sensors.

Optical Sensors

Optical sensors represent a family of sensors that capture light signals reflected from the scene
in the form of images. The core idea is to measure visual signals from the scene and filter the
information required for computing object pose. A wide variety of optical sensors are designed
to capture selective information from the scene. For example, video cameras capture visible
light, infrared cameras capture only IR signals. We will only discuss commonly used as optical
Sensors.

The raw information obtained by the optical sensor is represented as two-dimensional images.
Earlier we explained that images formed by projecting 3D information from sensor space to a
2D image plane using different camera models (sec 2.4.2). Similar mathematical techniques
are used to recover the 3D information in metric units in the sensor coordinate system [127].
These techniques depend on sensor configuration, the number of sensors used, and the type
of sensors used in the application. First, we will describe different types of sensors and the
information that they gather and then we will shortly discuss commonly used approaches for
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3d measurements. Figure 2.27 shows different types images obtained from different sensors
used in XR applications.

Infrared sensors measure the infrared light reflected from the scene. This is one of the most
commonly used sensors for indoor XR applications e.g. Outside-in configuration with Vicon
motion capture 8 or Mobile inside-out configuration with HTC Vive lighthouse °. Artificial
light sources commonly used in indoor environments have negligible infrared frequencies
and do not interfere with sensor’s IR light source. This fact is used as an advantage for
designing tracking approaches with IR sensors. Active markers that emit IR light or passive
markers that reflect IR light are attached to the object of interest. In the case of passive
markers, IR light sources are combined with cameras to illuminate the environment with
IR light. Generally, markers appear as bright oversaturated spots the images captured by IR
sensors. Pixel locations of these markers from one or more images are used to determine the
3D position of markers and from that pose of the object is computed [127]. This is a general
working principle with most IR based methods. However, special techniques also exist where
IR lights are used differently to obtain 3D information e.g. steamVR lighthouse or depth
cameras. Lighhouse technology uses IR sensors to emit phase-shifted infrared lights which
are detected by sensors on the headset. The sensors on the headset can compute pose based
on the difference between the signals emitted from each base station. The choice of using

active or passive markers depends on parameters such as cost, size, and weight of markers.

This approach is not suitable for outdoor approaches as natural light contains significant IR
components (see Fig. 2.27) and it is reflected from all sources present in the scene, which
makes spotting objects of interest difficult.

IR tracking with markers is considered a very reliable and accurate method for object tracking.

The complexity of image processing and computer vision operations is low. This makes the
method extremely responsive which is ideal for real time applications. Marker based methods
are limited to tracking objects with markers. However, good detection is guaranteed which
in turn provides the highest form of accuracy and therefore such methods are preferred in
industrial settings [127]. There sensors are used for both AR and VR applications, especially
when fixed number of objects are being tracking for highly interactive XR applications.

Video sensors measure the visible light reflected from the scene. Each pixel of the image is
represented by a color value in RGB format. Video cameras are used in both inside-out and
outside-in configurations. For XR methods, both single and multiple camera methods are used
to compute the pose of the target object. The scope of obtaining 3D information of all objects
in visual field is very high. All information in line of sight and withing the FOV is captured.
Therefore, it is possible to reconstruct almost all the visible points in 3D space [85, 127].

Video cameras based tracking solutions have wide range of variations [85, 127]. These
problems are studied widely in computer vision and close range photogrammetry. Single or
multiple sensors are used to compute 3D informations of the scene. Typically, markers are used
to save time and compute pose of objects faster for AR/VR applications. However, markerless
techniques are currently being developed for many 2D or 3D tracking applications.

8https://www.vicon.com/
https://www.vive.com/eu/accessory/base-station/
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Video camera-based tracking is preferred in many mobile AR applications (all design con-
cepts). Implementation wise video cameras are widely available, cost-effective, and low
maintenance sensors. Earlier we discussed the advantages of offering smartphone-based XR
solutions. For applications with a requirement of high accuracy, multi-camera based methods
are more suitable. Multiple cameras need more processing time and additional preparation
i.e. calibration, synchronization. They may not be able to support real-time applications in
highly dynamic environments. Modern machine learning methods have made real-time object
detection, posture computation, and 3d reconstruction significantly faster for both single
and multi-camera approaches [5, 157]. In summary, video sensors are useful for mobile and
lightweight indoor or outdoor application of XR.

Depth sensors measure 3D information directly from the scene and provide depth images
where 3D depth values are encoded with 2D pixels (Fig. 2.27). Depth sensors are often
designed using multiple optical sensors together and their working principle is depends on the
Sensors.

Time of Flight sensors used temporal difference between sending and receiving time of the
signal to estimate distances of objects in the scene like ultrasound or LiDAR technology.
Another type of depth sensors use IR projectors to project known patterns and synchronized
IR cameras that capture image of these patterns. The sensors are temporally synchronized
and 3d geometry of the scene is computed by observing deformation in the projected patterns.
Stereo triangulation (explained in next section) is used to compute 3D features from identical
features detected in the two images. The known patterns act as unique features that are easy
to identify and detect in the images. These depth sensors are also known as RGB-D sensors
and they come as a single sensor with predefined calibration, synchronization and inbuilt
processors for fast data fusion.

The same principle is used with a projector-camera (Pro-cam) setup for computing detailed 3D
reconstruction of the scene. It is commonly used to compute detailed 3D reconstructions with
contact less approach for industrial scenarios e.g. structured light, whitelight [127]. Structured
light is commonly used approach where a sequence of striped pattern is projected on the scene.
This allows spatial and temporal encoding which is recovered from corresponding images.
This approach is commonly used in metrology [127] for detailed 3D reconstructions with very
high accuracy.g. GOM!°. A faster approach is to project a single image with prominent features
[177]. This approach allows fast but sparse reconstruction because only distinct features can
be robustly detected and matched from the captured images.

The performance of these depth sensors vary in terms of accuracy and time. RGB-D cameras
are becoming popular for all XR applications with both HMD [129] and spatial display based
designs [30]. RGB-D sensors also have an additional video camera that is calibrated to the
infrared sensors. The overall information obtained is 2D color images, infrared images, and
a depth image where depth value is mapped to each pixel of a video camera as displayed
in Fig. 2.27. Pose computation using such information can be much faster since 3d features
can be used in addition to 2d image-based methods. Commercially available RGB-D are less
accurate but provide real-time results e.g. Microsoft Kinect or Intel RealSense. Depth sensors
have become popular for real-time gesture tracking and offer natural interactivity for XR

1Ohttps://www.gom.com/3d-software/gom-inspect.html
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applications. Research in this direction is pushed by the gaming industry because these devices
support human posture tracking [189]. It is possible to manufacture compact depth sensors
which are an advantage for HMD and smartphone-based applications. It must be noted that
such advantages come at the cost of resolution and accuracy. Industrial pro-cam sensors are
accurate (up to mm) but not suitable when extremely fast response time is required. They
are used with AR scenarios in manufacturing or projection mapping when target objects are
static and or slow moving [177]. Moreover, the accuracy of depth measurements decreased at
larger distances. Similarly, infrared-based methods fail to provide accurate representation in
outdoor environments.

Summary: Overall optical sensors are favored in XR application because they are less intrusive
and provide a contactless method for object tracking. The development of machine learning
methods is pushing the field in the direction of markerless tracking. Line of sight is a common
problem with optical sensors. The technical specification of optical sensors affects the overall
performance of the tracking application. The tracking range is limited by the field of view and
sampling rate (frame rate) of sensors determines the limitation in terms of tracking moving
objects. Sensor size and lens quality are affected by image quality in terms of resolution and
clarity. Resolution and capture rate has an inversely proportional relationship which introduces
a trade-off in terms of accuracy and real-time performance. The selection of optical sensors
requires a good understanding of application requirements because sensors ultimately define
many limitations of the system in terms of performance and experience. Their discussions will
appear throughout the thesis, especially in part 3 where we present a new setup.

2.4.5 Tracking strategies with optical sensors

Optical sensors are a widely used tracking modality for XR applications. The sensor type and
configuration are selected based on the application requirements. Different computer vision
techniques are used in different scenarios e.g. static camera or moving camera etc. Tracking
strategies are often specialized and chosen to be compatible with the application at hand. The
implementation varies based on the number of sensors used and each have their advantages
and limitations. We will explain some approaches in generic form based on the type of sensor
and number of sensors.

Monocular tracking

Monocular tracking methods use a single camera for tracking the 3D pose of the desired
objects. A camera image is formed by projecting the 3D scene in front of the camera to a 2D
image plane. The depth information is lost in this process. Recovering the depth of a single
point is not possible from a single view. However, recovering pose of a 3D object or a 2D
pattern is possible using several mathematical techniques that are developed in the field of
computer vision. As a general workflow, first features of interest are detected in the images
and then 3D pose of the object is determined [85].

It is always important to consider the tracking needs of the application. Some AR applications
only require 2D tracking and do not need 3D pose computation. Consider a simple AR
application of face detection where the objective is to draw a circle around the faces that
appear in the image. It is sufficient to detect the faces in 2D space using image processing

2.4 Technical concepts

45



Fig. 2.28.

46

zapbox

4

Image shows 2D and 3D marker patterns used by ZapBox for mixed reality applications.

draw circles around the region of interest. Tracking 3D orientation of a face is advantageous
but not necessary. The augmentation changes if the location of face moves in the image
but not if orientation changes. This approach is very fast and suitable for simple real-time
applications where the 2D location of the target object in enough for augmentation.

Depth estimation using a single image is a challenging problem. The complexity of the
approach depends on the geometry of the tracking object. Tracking the 6-DOF pose of planar
objects is easier compared to 3D objects because all points belong to the same plane. Therefore,
the geometric invariants can be extracted from the image features and the problem is reduced
to computing 3D orientation of the plane ([85]). The easiest method for monocular 6-DOF
tracking is to use custom-designed marker patterns that are easier to detect in-camera images
(see Fig. 2.28). The position of these features (P,;;) must be known in the local coordinate
system of the object. Once these features are identified in the image space (pin.q), the pose of
an object can be computed in a reliable manner using the following equation.

Pimg = k - Rt - Pobj (2.5)

where Rt is a pose of the object and k is the calibration matrix. 4 point correspondences are
sufficient to compute a unique pose [124]. Markers patterns can be 2D or 3D (Fig. 2.28),
generally 2D markers are preferred as they are easy to produce and measure. 3D markers need
to be precise to compute an accurate pose. If markers are attached to the objects, their position
is registered in the object coordinate system (explained with Fig. 2.25). This holds true for
all marker based camera tracking approaches irrespective of the tracking strategy. Many AR
applications require the users to use a predefined pattern which serves as a marker and does
not require the user to perform any registration. Markerless methods exist, however reliably
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finding features can be difficult due to various factors e.g. low light, occlusion. Machine
learning based methods have made remarkable progress in this particular direction [122, 134,
138, 157, 226]. Convolutional Neural Networks (CNN) are used to predict the pose of an
object directly from images. Marker less tracking is considered extremely useful for developing
plug and play XR applications [36, 138, 189].

Monocular approaches are most suitable for inside-out configurations with either temporal
referencing or direct referencing techniques (see 2.4.3). Marker-based methods explained
earlier are used for direct referencing. Temporal referencing techniques are often used in
combination with inertial sensors for additional accuracy. For indoor applications, the camera
is moved slowly to scan reliable features (corners, floors, etc.) in the room and a 3D feature
map is created in-camera coordinate system. These approaches are called SLAM (Simultaneous
localization and Mapping) [109, 146] where feature maps are created and simultaneously
used to track the motion of moving the camera in the space. Such approaches are useful for
AR applications in unknown environments.

Monocular tracking methods are suitable for mobile XR applications. Good quality high-
resolution cameras are compact and relatively inexpensive to produce. AR applications
with smartphones are one of the most popular use cases for monocular tracking based XR
applications. The tracking range is limited to the field of view of the cameras. Limited
computation power of mobile devices can introduce lag in the application and to circumvent
this problem inertial sensors are used in combination with this approach. Markerless methods
with supervised machine learning techniques are a promising step in this direction. Most
importantly, single camera-based applications require one-time calibration procedure to
compute intrinsic parameters and lens distortion.

Stereo-Multi camera tracking

Stereo and Multi-camera tracking strategy involve pose computation by fusing data from
multiple sensors. Stereo approaches with two cameras are preferred for inside-out tracking
and multi-sensor installations are commonly used for outside-in sensor configurations. The
cameras are placed in such a way that they have an overlapping field of view. This way
objects moving in the area are seen and detected by both cameras. Calibration is performed
to compute the camera positions relative to each other and define a reference space. The
position of cameras is not changed during the application.

Determining the pose and orientation of objects using the 3D data is easier than with the
mocular strategy. 2D features of the target object are detected in each image and then
triangulated to obtain 3D features via triangulation [85]. 3D features are directly computed in
common reference space from 2D information. Further, the pose is computed by using the 3D
correspondence between object space and reference space[92]. The accuracy of triangulation
depends on image processing and calibration accuracy.

Optical systems for XR applications consist of both IR and video sensor based methods.
Multi-camera motion capture systems prefer infrared cameras as they can perform at very
high speed with very high accuracy rates e.g. VICON'!. Infrared sensors with retro reflective

Uhttps://www.vicon.com/
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markers require less time for image processing and pose computation (discussed earlier) [127].
Reliable commercial solutions available in marker and used for many XR applications where
speed and accuracy is paramount e.g. medical, industry. We have discussed this approach for
tracking multiple animals in large environments (discussed in part 3). However, such methods
always require markers and therefore video cameras are used as alternative. Video camera
based multi-camera applications are becoming popular with both marker and markerless
approach. Processing time for video images is a huge bottleneck especially in case of the
markerless methods. Real-time performance for dynamic applications may not be possible.
However, multi-camera tracking with video cameras is possible for semi-static environments
where the position of objects does not change rapidly. We have used such a stereo system for
developing industrial AR solutions (discussed in part 2).

Multiple cameras provide larger tracking range which may be crucial for applications with
multiple users e.g. CAVE, multi-person VR. Larger area also allows more mobility for the users.
Line of sight problem can be reduced by strategic placement of sensors, however occlusion
remains a problem. Technical challenges of using optical sensors are already mentioned in
monocular approaches. Multi-camera approaches have several additional technical limitations
in terms of installation. Cameras must be synchronized i.e. capture images at the same
time. Unsynchronized data capturing may lead to error in triangulation of features and
as consequence wrong depth 3D point computation. Camera calibration process must be
performed every time the camera position is changed. Calibration routine is well established
and relatively easier to perform (see sec. 2.4.6).

Depth tracking

This strategy involves object tracking based on a 3D point cloud. It is used mostly for inside-out
configurations with static or moving sensor. Generally, depth sensors or projector-camera
setups are used to obtain 3D point cloud for depth based tracking.

The working principle of depth sensors is discussed earlier in section 2.4.4. The outcome of
each frame is a sparse or dense 3D point cloud based on projected patterns. Unlike stereo
methods, 3D information from the whole field of view is available as a point cloud. Therefore,
filtering and matching techniques are used to identify the 3D points belonging to the object of
interest. After that the 3D point cloud is compared with known geometry of 3D object and the
pose is computed.

Pose computation from 3D reconstruction is rather a challenging task. Classic 3D feature
matching technique [62] were used but now most are replaced by machine learning techniques
with arrival of depth sensors [189]. The accuracy of the pose depends on the quality of the
point cloud. Pro-cam systems provide high accuracy because resolution of point cloud is high.
Nowadays, it is possible to design customized pro-cam setups to perform 3D reconstructions
in real-time. using projectors and cameras with higher operation frequency [143, 152]. These
setups turn out to be extremely expensive and cumbersome to set up in terms of technical
requirements. As a result, the solutions requires longer time for to converge. RGB-D sensor
provide a suitable compromise when real-time performance is necessary [30]. They are a good
compromise in terms of accuracy, speed, size and cost. For VR applications, depth sensors
are used for maintaining orientation of the headset. For indoor environments with unknown
geometry static features of the room are used with temporal referencing approach.
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Spatial AR applications with projectors are a special case. In this approach, projector is used
for augmentation and therefore it is possible to use the same projector for pose computation
(discussed in sec. 2.4.4). The spatial augmentation is performed using the same pose and the
registration remains valid as long as the projector or the target object do not move. Recently,
it is also shown that augmented patterns themselves can be used for real-time referencing
[177].

2.4.6 Calibration

Calibration is the first step required for setting up any equipment for optical tracking. A
calibration process a method to compute the parameters that establish a relationship between
points in 3D space and the corresponding 2D projections. In the case of multiple sensors,
calibration also includes computing relationships between coordinate systems of different
sensors. These can be multi-camera systems or camera-projector systems. The calibration
of multiple sensors is required to combine their information in a common reference space.
Calibration process and relevant mathematical modeling is extensively studied in the field
of close range photogrammetry (metrology) [127] and computer vision [85]. We will only
provide a brief overview of the topic. There are two types of calibration: intrinsic and extrinsic.
Intrinsic parameters are sensor-specific and extrinsic parameters establish the relationship
between the camera space and the reference space.

Intrinsic parameters are used to project 3D points from camera space (O.q.,,) to 2D pixel space
(eq. 2.4). A commonly used mathematical model for both cameras and projector is the pin
hole model [85] (sec. 2.4.5). Intrinsic parameters depend on the hardware i.e. sensor type,
size, etc. In practice, while taking an image the rays of light pass through the lens before
they are projected on to the sensor. Due to the physical property of the lens, the light gets
distorted which impacts the world to image (3D to 2D) mapping. Distortion effects depend
on the physical shape of the lens e.g. wide-angle lens or fisheye lens. The distortion effect
must be removed from images to obtain the direct world to image mapping. Lens distortion
parameters (e.g. radial, tangential) are fixed and also computed with intrinsic parameters
during the calibration process. In summary, 4 parameters of camera intrinsics (k) and 5
parameters (3 radial and 2 tangential) of lens distortion are computed. It should be noted
that the distortion model must be selected based on the type of lens. For the highest form of
accuracy, all parameters must be considered, refer work of Luhmann et al. [127]. Intrinsic
parameters for the projectors are the same as cameras in the case of video projectors. In the
case of laser projectors, a different process is followed since the rotating mirrors principle is
used for projection. Generally, such a process is performed by manufacturers and need not be
computed specifically. More details on intrinsic calibration of laser calibration can be obtained
from relevant literature [64, 114, 221].

For single camera calibration, extrinsic calibration is not performed. Extrinsic calibration
for the stereo camera system is expressed in the 6-DOF relationship between the coordinate

system of two cameras i.e. Rt:2™1. For projector-camera systems, extrinsic computation

involves finding the 6-DOF pose of the projector w.r.t camera i.e. Rt;ﬁg@l. In summary, 6

extrinsic parameters have to be computed for each additional sensor.
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Single camera calibration involves taking images of a known calibration object from multiple
perspectives. The calibration object can be a 2D pattern (e.g. a checker board) [209] or 3D
geometry [178]. The position of each feature (Pgbj) in 3D space, (Op;), of the calibration
object is known. The corresponding 2D location of each features (p;,,,) is detected in the

images. Mathematical equation system is created using object points P?, . and image projection

obj
7
pimg'
7 _ cam 7
Pcam - Rtobj *Lobj
Pimg = K- Pcam
% _ cam %
Pimg = K- Rtobj "L obj (2.6)

Where Rtg;7" are known as extrinsic parameters which transfer points F,bj from the object
space to points P.am in the camera space . The image points mentioned above, i.e. p;,, , are
without considering the lens distortion. Lens distortion parameters are independent of camera
sensor parameters. For most computer vision applications images captured by the camera
are undistorted and then feature detection is performed. The equations system showing the
relationship between distorted and undistorted points is shown below,

Lcorrected = .T,‘(l + k‘17’2 + k2T4 + k3T6)

Ycorrected = y(l + k1T2 + k27"4 + k3T6) (27)
Teorrected = T + [2p12y + pa(r? + 227)]
Yeorrected = Y + [pl (T'2 + 2y2) + 2p2$y] (28)

where, k1, ko and k3 are parameters for radial distortion and p;, p» are parameters for tangen-
tial distortion.

The equation system presented in eq. 2.6 holds true for all 2D-3D point correspondences.
If 2D calibration objects are used the Z component is always 0 and therefore each 2D-3D
correspondence yields only 2 equations which are not the case with 3D calibration objects.
For n point correspondences in each image n * 2 or n * 3 equations are used to solve 6
parameters for pose (Rtg‘g;”), 4 for k and 5 for distortion. Theoretically, 8 (for 2D) and 5 (for
3D) correspondences from a single image are enough for solving all unknown parameters.
To achieve mathematical stability the larger equation system is created using many point
correspondences. For optimal lens distortion computation, it is recommended to capture
images from different perspectives such that 2D features are well distributed across the
image. This is done to compute unbiased distortion parameters since the effect of distortion is
uneven across the image (more in corners). In general, 3D calibration objects can provide the
most accurate calibration results if calibration objects are produced with very high accuracy.
However, 2D calibration objects are preferred because producing making very high accurate
3D objects is expensive.

Multi-sensor calibration the same method is used but the equations system is much larger.

The process involves taking multiple images where both the images have visible calibration
patterns. The process for computation of intrinsic parameters remains the same and the
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extrinsic parameters are computed using the pose of the calibration object. The extrinsic

parameters for stereo calibration i.e. Rt¢%"} are computed using the following equation

system.
% _ caml %
Pcaml - Rtobj "L obj
7 _ cam?2 7
cam2 — R obj "4 obj
i _ caml obj %
caml — Rtobj : tham2 "L ecam?2 (2.9)
caml __ caml obj
thamQ - Rtobj : th(an (210)

This relationship is important for triangulating the features detected in the two camera images
[85]. Projector-camera calibration is performed slightly differently but the equation system
remains the same. A sequence of known patterns is projected by the projector and the features
are detected by the camera. The corresponding points are used to create an equation system
where 3D points are also added as unknown parameters. To reduce complexity the projections
are made on planar surfaces.

The calibration process is extremely important because this determines the overall accuracy of
the system. The tracking results of the stereo or multi-camera systems depend a lot on the
accuracy of 3D triangulation which in turn depends on the accuracy of image processing and
the extrinsic calibration parameters. Error in calibration may cause pose computation and
augmentation errors, especially for spatial AR systems. It is common to use planar board with
circular markers and iterative refinement techniques for parameter optimization [48, 77, 208].

2.4 Technical concepts
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AR for manufacturing assistance

When a better tool or idea or approach comes along,
what could be better than to swap it for your old, less
useful tool?

— Charlie Munger

Industrial methods and practices are highly dependent on the availability of the right set of
tools. For decades, Augmented Reality is being touted as the next best tool for visualization of
data. Industrial researchers have been one of the strongest support groups for the development
of AR tools for various applications [70, 153] such as manufacturing, quality check, training,
rapid prototyping, etc. The industrial community has backed the development of AR solutions
by investing time, effort, and money. There is a major incentive in realizing AR as an interactive
visualization tool because it has shown great potential to save time, effort, and money in the
future. Moreover, interactive 3D visualizations can be used to create a completely new type
of workflow and replace classical approaches of displaying information i.e. 2D screen, paper
plans. It is firmly believed that tools equipped with AR will be used in the industrial practices
of the future i.e. Industry 4.0 [184].

Before going into the details of our research, I would like to highlight that research presented
in this part was part of ARVIDA initiative [184]. ARVIDA project was supported by the
German Federal Ministry of Education and Research (grant no. 01IM13001N) to promote the
development of virtual techniques for industrial scenarios. This project builds upon a successful
series of projects from the past ( ARVIKA, ARTESAS, AVILUS). As we mentioned earlier, such
projects are supported to promote innovation and research by forging collaboration between
industrial partners and academic institutions within Germany. The author worked with
Extend3D GmbH as a researcher and interacted with other industrial partners (Volkswagen
group, Thyssenkrupp, etc.) during the course of the project. ! The readers must note that
information and state of the art research provided in this thesis are in the context of the
mentioned time period. There have been several developments in the field after the conclusion
of the project which is not covered as part of this thesis. This being said, we think that

the discussions presented in this chapter are very much relevant for future IAR applications.

Especially because the solutions presented in the next chapter are successfully implemented in
the commercially available IAR products of Extend3D GmbH [67].

Even after decades of effort Industrial AR (IAR) solutions are not substantially integrated in
modern industrial practices [70, 153]. The popularity of AR is rising in other domains such
as entertainment, education, and tourism (see 2.2). There are many reasons for not having
the desired effect in the industrial domain. In this chapter, we will argue that technological

IThe project was conducted from 2014 to 2017.
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superiority is not enough and the implementation method is also crucial for successful
acceptance of AR solutions. IAR applications cannot be designed without the contribution of
all stakeholders i.e. workers, decision-makers, workflow planners and technology experts. In
the next section, we will elaborate on this point, and in the following sections we will outline
the concrete research objective undertaken by the author and collaborators.

3.1 Requirements from IAR applications

We interacted closely with our industrial partners to understand the process of adopting
new work practices. We learned that an alternative solution is always welcome, but before
developing any type of solution it is vital that we understand the acceptance criteria of the
industrial environment. All new manufacturing practices (or workflows), methods or tools,
are evaluated rigorously before being adopted into regular work practices. These evaluations
are based on performance criteria such as accuracy, reliability, repeatability, etc. and usability
criteria like scalability, cost-effectiveness, and user-friendliness. New methods or tools are
accepted only if they have an advantage over existing methods, otherwise they are rejected
irrespective of the elegance of approach or the technology being used. While these criteria
remain true for almost all types of practices, we will discuss these more in the context of AR
applications.

IAR applications, like any other technology, have to go through the stringent evaluation
before being accepted. IAR applications have been around for long but haven’t made a big
impact in the industry because many applications failed to pass the evaluation criterion for
acceptance. We draw this conclusion using the support of arguments from two research
articles specifically written to address the requirements from IAR applications. In early 2000s,
Navab started discussion about developing "killer apps" for industry. He pointed out that
many IAR applications end up being over kill. Navab stressed that AR solutions must be
scalable, user friendly, and reliable. IAR developers must study the industrial processes, it’s
requirements, end-users, user environment and consider all aspects of the problem before
developing solutions. Navab also mentioned several technological challenges such as real-time
tracking, need for on-line calibration, lack of mobile computational units, etc.. Many of these
are solved after his report but acceptance of IAR did not improve significantly. Georgel [70]
picked up this discussion again and conducted a survey of IAR applications. Georgel uses a
rubric using Navab’s comments to evaluate the success of IAR applications in the industrial
domain. This rubric considers several factors like workflow integration, scalability, cost-benefit,
out of the lab, user-tested, out of developer’s hands, and involvement of the industry. The
eventual conclusion was that very few IAR applications were successful outside the research
labs and to get a steady footing in the industry the applications needed better workflow
integration.

Our goal was to design spatial AR solutions for manufacturing assistance in the automotive
and aviation industry. We took inspiration from conclusions of both Navab [153] and Georgel
[70]. We created a list of requirements and followed them while designing our work packages
in the ARVIDA project. In our opinion, most of these requirements are generic and should be
modified as needed to suit the scope of work for other IAR applications. For this discussion we
refer the IAR application as a tool that performs measurement and visualization.
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Accuracy

Manufacturing tasks in the automotive or aviation industry require accurate tools for perform-
ing measurements. In manufacturing, a range of tolerances is provided for each part along
with its design. Tolerance is defined as the threshold of error that can be accepted between
the produced part and its design specifications. Accuracy requirement is directly related to
tolerance values. If this requirement is not met the parts may not fit together or the overall
system may malfunction. As a consequence, the parts are rejected which directly increases the
production costs in terms of effort, time, material, etc. The range of tolerances can vary from
mm to cm range depending on the importance of part and the field of application. For example,
turbines for the aviation industry or engine design for automotive manufacturing require
high accuracy and therefore allow low tolerance range. The tools used for manufacturing
assistance must be accurate enough to detect deviations specified in the tolerance range.
Accuracy requirements must be considered before deploying IAR solution in manufacturing.

Reliability

The reliability of the method is directly related to the precision requirements of the tool.
Tools that produce reliable and repeatable results are specifically necessary for manufacturing
scenarios because each part is measured multiple times at different departments for different
purposes. For example, a worker measures parts to perform drilling or welding operations, and
a quality inspector measures the same parts to evaluate the accuracy of the drilling location.
Deviation in measurements may lead to confusion and rejection of parts. For IAR applications,
it is extremely important that measurements are reliable and repeatable which guarantees
augmentations with high precision.

Scalability

It is one of the most important success factors for any manufacturing practice. If a method
or a tool is useful it must be easily replicated to achieve standardization i.e. same processes
are used between different departments and locations. In modern manufacturing practices,
all solutions need to be scalable because they save time and remove the need to define
case specific workflows. For technology based tools scalability involves ease of deployment,
maintenance and replacement. This has been a major limitation in acceptance of many IAR
solutions [70].

Workflow Integration

This requirement is specifically stressed by both Navab [153] and Georgel [70] in their report.
All manufacturing practices must be well defined and each process must function seamlessly
to establish efficient manufacturing pipeline. This is equally valid for IAR solutions that are
designed to replace an existing method or practice. Which means that the input and output of
the AR solution must be compatible with other practices and should not break the work flow.
Often, workflow incompatibility means forcing workflow change for other non-AR unrelated
practices. Industrial partners are reluctant to make such unnecessary changes. Changes to
work flow require reevaluation of the revised workflow to determine efficiency, which is a
time consuming process and must be avoided. In summary, IAR solution must be designed to
do exactly what is required without disturbing other processes.

3.1 Requirements from IAR applications
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Cost benefit

This is an important requirement for decision-makers. The investment done for the application
must be rewarding enough and add more value to the existing practices. Any IAR application
that is not able to save time and money will not be accepted. AR solutions require expensive
hardware such as cameras, projectors, or HMDs. Therefore, the cost of deployment must meet
the returns. Other requirements such as workflow integration, robustness and scalability also
affect cost benefit analysis.

User Friendliness

This requirement is important from the user’s perspective. Any new solution that is closed
to the previous solution in terms of working principle minimizes the need for training. In
manufacturing the same tools are used by workers, engineers, and designers. Each user
group must be able to use and navigate through the user interface with minimum efforts. IAR
solutions often end up being technically confusing or operate as a black box (i.e. the user does
not exactly understand working principles). This factor leads to trust issues with end-users.
Moreover, the user prefers interfaces that indicate system failures and have well-defined
methods to fix the problems easily. For example, IAR applications must be able to suggest
operational accuracy or suggest a possible error in calibration. In such cases, users must be
able to calibrate the systems fast and verify its accuracy before performing the required tasks.
Such provision increases the user’s trust in the system which leads to faster acceptance.

3.2 Alignment and marking process

In this section, we will introduce two widely used industrial practices i.e. Alignment and
Marking. These processes are the main focus of our research and they are chosen because
they are used for almost all manufacturing practices. In our opinion, finding AR solutions for
such fundamental practices will cement the position of AR in the industrial environment. In
the following text, we will explain both processes and discuss existing solutions with certain
advantages and limitations.

3.2.1 Alignment Process

The alignment process is used to position a part or a workpiece in a unique orientation
for working with it. A unique method for part orientation is important for standardization,
accuracy, tolerance management, etc. Let us understand the importance of the alignment
process with a simple example of part measurement for the task of drilling. Typically, the
worker is provided 3D coordinates of target locations in the design documents. The workers
have to find these points to perform the operation. In such cases, it is easier for the worker
if the measurement system performs measurements directly in the coordinate system of the
part. To do that the coordinate systems of the part and the measurement machine must be
aligned. Besides measurement tasks, alignment processes are also used for guiding cutting or
milling tools. The process is essential for assembly tasks, where each part having its own local
coordinate system are placed together in a global coordinate system. It is extremely useful to
have a fixed alignment strategy to simplify the process and avoid the wrong assembly.
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Fig. 3.1.
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The picture shows a jig made for guiding the drilling tool. The jig is placed on the work piece such that
holes are drilled at precise locations. ©Hemal Naik

There are multiple methods for part alignment and we will discuss two methods relevant
to our work: a. jigs and fixtures [101] b. Reference point system (RPS) [4, 144]. Both are
concepts for mechanical methods for aligning a part in a unique orientation.

Jigs and Fixtures

Jigs and fixtures are used extensively in the industrial environments, especially for mass
production units. They are particularly designed parts purely for alignment purpose. Jigs

and fixtures [101] come in various types depending on application such as drilling, marking.

Design of the part also influence choice of jig, e.g. circular, spherical, planar.

One of the simplest types is a template jig (See Fig. 3.1). The working principle of template jig
similar to stencils which are commonly used for drawing patterns on paper. Jigs and fixtures
for three-dimensional objects can be compared to a mold or a form with an exception that
very few contact points are used to place the part. These contact points are designed with
the 3-2-1 principle for unique placement (explained later). Simple criteria followed for part
placement is that all contact points must touch the part. The 3-2-1 principle ensures that there
is only one way to achieve this result. This design is foolproof as no special knowledge or skill
is required to perform the alignment. Fixtures are generally designed for placement while jigs
are also designed to avoid multiple measurements or guide tools. For example, template jigs
displayed in Fig. 3.1 has holes at a fixed distance, and drilling through the holes guarantees
equidistant holes without the need for performing measurements.

Some jigs and fixtures are standard designs while most have to be produced specifically for a
part. Jigs may be used for tolerance management but it is not their primary purpose. It is a

costly investment but proves to be cost-effective when used multiple times for mass production.

Additionally, this method saves time and ensures the accuracy of tasks at hand, which reduces
failure. The overall process is user friendly and relatively easy to execute. The user does
have to perform cumbersome steps such as physically move the jig and the part at the same
location.

3.2 Alignment and marking process
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The figure shows a work piece fixed in a unique locations using the 3-2-1 principle: 3 contact points in
the x-y plane, fix translation along the z-axis and roation around the x-axis and y-axis. 2 contact points
in the y-z plane, fix translation along y-axis and rotation around the z-axis. Finally, 1 contact point in the
x-z plane, blocks translation along the x-axis. Image ©Extend3D GmbH, published with permission.

An example of RPS points mentioned with their tolerance values. RPS1 is a main mounting point. RPS3,
RPS5 and RPS5 are all blocking motion along z-axis. This arrangement is over constrained and therefore
tolerance values are distributed. Image ©:GOM GmbH, published with permission.
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Reference Point System (RPS)

RPS is a method for alignment process which also follows the 3-2-1 principle mentioned earlier.
It is a concept that is integrated with the design process to align multiple parts without using
external components such as jigs or measurement tools. RPS features are defined on the parts
such that RPS features of different parts coincide with each other during the assembly process.
It is a clever solution to avoid complicated measurements while putting parts together. The
concept is easier to understand as the worker has to match defined features. If all features
come together successfully it implies that the assembly is correct.

Every rigid object has 6 degrees of freedom (3 rotation - 3 translation) in a three-dimensional
reference space. 3-2-1 principle is a simple method for methodically removing degrees of
freedom by adding physical constraints on movement in specific directions and thus fixing
the object in a unique orientation. Figure 3.2 shows a simple implementation of the 3-2-1
principle for part placement, where 6 contact points are used to fix the motion of the part.

RPS is a well-defined protocol for integrating the 3-2-1 alignment principle at the design
stage. As a common practice, existing features such as holes, slots, or edges (Fig.3.3) are
selected as RPS features. A fixed naming convention is followed for RPS features to define
the type of feature and fixing directions. The name also conveys priority of point i.e. main
mountings point are represented with a capital letter and supporting points with small letters.
For example, RPS1 HxyFz is the first point (RPS1), capital letters H and F convey that it is a
main mounting point, and hole (H) is fixing motion along xy direction and the surface with
the hole is fixing motion in the z-direction.

Manufactured parts often do not meet the design specifications and some surfaces may
deviate from their original CAD designs. We define this as geometric modeling problem, it
is discussed in detail in the next chapter. This problem may affect the alignment process as
well. However, the RPS positions are manufactured with high accuracy and their positions are
trusted for accurate alignment. Due to the accuracy of positions, the RPS alignment concept
also functions as a protocol for tolerance management. RPS features are strategically defined
which allow part assembly only if the manufactured parts are within the tolerance range.
Features are selected based on tolerance requirements. Features such as holes and points are
suitable for low tolerance scheme because they are defined with fixed 3D coordinates. On
the contrary, features like surfaces and long holes allow higher flexibility while fixing motion
along a defined axis. Parts that do not align as per RPS guidelines are considered faulty and
not used. In some cases, more than necessary RPS points are defined for blocking motion
along a specific direction to distribute the errors in deviations (Fig.3.3).

The readers should note that RPS is a design concept. It is also used for designing jigs to
maintain consistency in alignment protocols of the industry. RPS positions are also used
for aligning parts with measurement systems (tactile or optical) to the object coordinate
system. It is very useful for scenarios where multiple parts are assembled to make one single
product such as a car or plane. This allows easy comparisons between measurements done at
a different stage of the assembly.

In general, alignment practices with jigs and RPS are deployed successfully in most indus-
tries. The alignment processes are manual and the working principle (3-2-1) is very easy to

3.2 Alignment and marking process
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The image displays a typical use case of optical probing technique for 3D measurements. The markers
on the probe are used to track motion of probe and compute its pose. The dimensions of the probe
are known and different points are measured by touching the tip to the part. Image ©:GOM GmbH,
published with permission.

understand for workers and designers. They save time and effort because unwanted mea-
surements and subjective measurement biases are avoided. Well defined alignment practices
accommodate for manufacturing deviations which provide a certain guarantee that overall
assembly will work and parts will function as planned. Low error rates instill a high degree of
confidence in workers and engineers. The methods are repeatable and scalable for large scale
manufacturing operations. In a way, existing alignment methods fulfill all parameters defined
in the earlier section.

3.2.2 Marking Process

The marking process is used for marking locations of interest for manufacturing tasks such as
stud welding, drilling, etc. This process is almost always preceded by the alignment process.
In a typical workflow, workers are given a list of desired marking locations of the points with
the design specifications of the part in digital format as a CAD model or in paper format as
isometric-orthographic views. The worker uses measurement tools or specially designed jigs
(explained earlier) to mark these locations on to the real parts. Marking with specialized jigs
is not always possible because it is not feasible to design jigs for all cases. Especially in heavy
engineering (aviation, shipbuilding, etc.) or rapid prototyping, where parts are produced only
once and the task of producing special jigs is not cost-effective. Alternatively, the user operates
a measurement device and finds the required coordinates on the part for marking. We will
focus our discussions on measurement device based marking.

Mainly two type of measurement systems are used for marking process: tactile and optical.
Tactile systems operate on a simple working principle: mechanical motion of a probe is used
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to determine 3D location of the tip of the probe. The motion of the probe is often limited
in rotation and translation based on its design. This method is very accurate and precise
but less suitable when multiple measurements are required simultaneously. Parts have to be
brought in close vicinity of the system to perform these measurements. Tactile methods are
considered extremely reliable but they can be also cumbersome to use, due to limited mobility.
The alignment is performed by using jigs or by touching the probe at several predefined
locations, for example RPS. Once the measurement device’s coordinate system is aligned
with the coordinate system of the part, all measurements are transferred displayed in the
coordinate system of the part. Alignment concept is similar to the point correspondence based
3D pose computation explained in the previous chapter (see 2.4.1). Alignment is not necessary
for measuring relative quantities such as distances between points, diameter of a circle or
length of a part.

Optical probe-based measurement methods are more versatile in terms of use (see Fig. 3.4).
The probe is tracked in a contactless manner using a marker-based multi-camera optical
tracking system. The pose of the probe is tracked which means that the position of the tip
is always known in the sensor coordinate system. The alignment process is touch-based
similar to a tactile probe-based system. It should be noted that alignment is only necessary for
measuring points in the part’s coordinate system. Relative distances are measured without
performing alignment, for example distance between drilling holes or length of a part . Optical
probes are cost-effective and mobile alternative to tactile measurement systems. The accuracy
is very high (< mm), however not as high as the tactile methods. Both tactile and optical
marking methods are extensively used in industrial scenarios. The selection of measurement
device purely depends on the requirements of the job.

The marking process has very high accuracy requirements to handle manufacturing tolerances.
It is difficult to manufacture parts that are exactly similar to the CAD designs. Parts are often
deformed or damaged during other processes such as heat treatment or vibration on shop
floor. This results in deviation from CAD designs. Earlier, we refer to this problem as the
geometric modeling problem [151]. Parts with deviations above the tolerance values are
rejected during alignment process. However, deviated surfaced within the tolerance range
remain in the process. It is likely marking locations are affected by deviations and the desired
points cannot be marked on the surface. In such cases new marking points are defined by
transferring the old location to the surface. It is typically done by moving the point along one
of the principle axes. New points are marked using the measurement systems. It should be
noted that error in alignment can affect measurements and therefore RPS positions are used
for alignment, which guarantees that pose computation is free from deviations. Geometric
modeling problem is omnipresent in manufacturing. Marking practices with jigs are often
useful for circumventing this problem. For example, the template jig displayed earlier (Fig.3.1)
guides the drill machine to produce equidistant holes even if the part’s surface is deformed.

3.3 Spatial AR for alignment and marking

In this section, we will discuss the idea of using Spatial Augmented Reality as an IAR applica-
tion for alignment and marking process. First, we will discuss the technology, the workflow,
and compare it to existing methods. Finally, we will discuss the limitations of performing
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alignment and marking with SAR, and build up the background for our research contributions
covered in the next chapter.

Background

Schwerdtfeger et al.[188] explored the idea of using laser projectors as an alternative to
head mounted displays for AR applications. They explored different possibilities of using
laser projectors for manufacturing guidance applications. They used a rigid projector-camera
(video) setup on a tripod and laser projector mounted on helmets. This design of such
equipment is comparable to optical tracking based measurement systems. The study concludes
that tripod mounted systems are better suited for industrial environments as they are accurate
and robust. In a follow up work, Schwerdtfeger et al. [187] demonstrates versatility of the
tripod mounted SAR setup by performing augmentations without using markers.

The author promotes use of a laser projector, as the augmentations can be viewed with high
contrast on the shiny industrial parts in well lit environments. Therefore, laser projectors do
not require modification in the light conditions to highlight augmentations. Laser projectors
are also explored in other AR applications with industrial robots [176, 217] and surgery [155].
It is shown that accuracy of laser projectors is close to sub-mm range. Laser projectors work
with the rotating mirror principle and the errors in projection are due to incorrect angular
position of mirrors. Due to angular nature the error increases with distance of projection
surface [17, 188] Schwerdtfeger concludes that laser projection based SAR systems have good
potential of becoming a dynamic and portable visualization tools for industrial processes.
SAR tool that can project instructions directly on the part have many advantages to offer for
industrial applications, we will discuss them later in this section.

Schwerdtfeger [186] and Keitler [106] worked on the topic of IAR applications for their
dissertation. Based on their experience they concluded that SAR applications with projector-
camera can reliably meet requirements of the industrial scenario (Sec. 3.1) and decided to
optimize the product design for commercial IAR solutions. The concept is now turned in to
a industrial product which we used for our experiments (Fig. 3.5). The research presented
in this thesis is done entirely using this device. As of now, it is integrated in manufacturing
practices of several manufacturers across the globe 2. It is a versatile product that caters wide
range of applications in multiple industries such as automotive, aerospace, transportation and
marine [67].

3.3.1 Device specifications

The hardware consists of a stereo camera system and a laser projector rigidly mounted in
one single housing (Fig.3.5). The setup is mobile and it can be mounted on a tripod or
connected to a robotic arm. The device is always connected to a computer for computational
and hardware communication. The cameras and projectors mounted on the devices are
commercially available products. Ideally, both can be replaced and customized based on the
need of the user. Camera resolutions are up to 10 Megapixels and the working range is approx
1.3 to 3 meters. The projection area is 60 degrees with high precision and can be extended
up to 80 degrees. Additional, hardware-specific details can be found in the datasheet of the

2https://www.extend3d.de/en/
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Fig. 3.5.
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Werklicht Pro-L, consists of two stereo cameras and a laser projector. Image ©Extend3D GmbH, published
with permission.

product [67]. A software interface is designed to import the CAD design of the industrial part.
The software interface is used for planning augmentations and pose computation strategies.

3.3.2 Working principle and workflow

Here, we will explain the general working principle of the device along with the operational
workflow in industrial settings. In principle, it is a projection-based SAR device with two
optical sensors (video) for tracking. It is operated in inside-out configuration with a fixed
referencing approach (see sec. 2.4). The device is also compatible with display-based design
concepts mentioned in sec. 2.2 i.e. fixed display - moving camera and moving camera
- moving display. First, we will explain the working principle very briefly and then will
explain the different stages of the workflow. A typical workflow is divided into two stages:
planning and Execution. Additionally calibration is performed for setting up the device during
manufacturing and, therefore, it is not considered part of the typical industrial workflow.
General information on calibration is covered in the introduction.

Working principle

The working principle of the device can be explained in two steps i.e. tracking and projection.
First step is to compute object pose to align object coordinate systems with device coordinate
system. Tracking strategy is based on stereo-camera strategy (sec. 2.4) similar to optical
measurement systems discussed earlier. The second step involves using the pose information
to highlight desired locations on the object.

The 3D position of some features on the object are triangulated in the device space. These
features on tracking object are natural features such as lines, edges or holes or artificial
markers (coded or uncoded) as displayed in fig 3.6. Coded markers are attached to the part
as part of workflow for reliable enhanced tracking results. Uncoded markers are often already
attached to the part as part of photogrammetric measurement processes [150] The positions
of features or markers in object space are predefined in the CAD model during planning stage.
Using this information the object pose (6-DOF) is computed in device space. Pose is nothing
but a transformation matrix used to transfer points from object space to device space and vice
versa. This transformation matrix remains valid until object or device position is changed.

3.3 Spatial AR for alignment and marking
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Fig. 3.6.
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The image shows two types of markers used in the industrial scenario. Markers with encoded patterns
are uniquely identifiable which makes image processing and feature matching easy. The image also
shows specialized mounts used to place encoded markers on the industrial parts. These mounts are
magnetic and their design is customized to be used in a hole, surface, corner and edge. The uncoded
markers are circular rings that are easily detectable in images but do not have unique identification
code. Uncoded markers are popularly used in industrial scenario for applications of metrology [127].
Both are often used for camera calibration procedures and for object tracking [150]. ©Extedn3D GmbH,
published with permission.

After this step, position of any desired feature in object space is transferred to the projector
space. The pose of projector w.r.t device space is determined during the calibration stage.
Calibration parameters are computed as part of initial equipment set-up (covered in sec.2.4.6).
They remain consistent as long as position of cameras and projectors do not change.

Planning

This stage of the workflow involves planning the work steps for the end-users. In a typical
industrial workflow, the work steps are designed by the engineer, and a list is provided
to the worker via a paper-based or a digital medium. For example, a stud welding task
has a list of work steps with details of job number, welding positions, part number, part
dimensions, reference CAD design, etc. The work steps are generally prepared using a
software interface with CAD models (Fig. 3.8). We use a similar software interface to plan the
desired augmentation patterns at desired locations using the CAD model. Figure 3.7 displays
an example of the planning stage with the software interface and the projected contours with
special text depicting job instructions. After planning is complete the work steps are exported
and work packages are created.

The tracking strategy is also defined during the planning stage i.e. marker or marker-less.
This information is also exported with the work packages. It is useful to verify the tracking
strategy at the design stage by testing it with a prototype as shown in figure 3.7. Testing
helps to avoid unnecessary problems such as the line of sight issue for marker-based tracking
strategies. Ideally, the placement of m