A pure neural network controller for double-pendulum crane anti-sway control: Based on Lyapunov stability theory
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Abstract
Crane systems have been widely applied in logistics due to their efficiency of transportation. The parameters of a crane system may vary from each transport, therefore the anti-sway controller should be designed to be insensitive to the variation of system parameters. In this paper, we focus on pure neural network adaptive tracking controller design issue that does not require the parameters of crane systems, i.e. the trolley mass, the payload mass, the cable lengths, and etc. The proposed neural network controller only requires the output feedback signals of the trolley, i.e. the position and the velocity, which means no sway measuring equipment is needed. The Lyapunov method is utilized to design the weights update law of neural network, and the robustness of the proposed controller is proved by the Lyapunov stability theory. The results of numerical simulations show that the proposed neural network controller has excellent performance of trolley position tracking and payload anti-sway controlling.
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1 | INTRODUCTION

Crane systems with cable hoisting mechanism are typically under-actuated systems. They play an important role in logistics and are widely used in container harbors, railway container yards, and other industrial factories. As cable hoisting mechanism is adopted, the weight of the crane is reduced, but the payload swings unavoidably during the transportation as well as reaching the desired position. The sway of the payload decreases the efficiency of crane’s transportation and may result in hazards, such as collision, tip over, and etc. To improve the effectiveness and the safety of crane, researchers proposed many anti-sway control strategies to position the trolley accurately and eliminate the payload sway. All the anti-sway control strategies aim to: i) move the trolley safely, fast, and accurately to the desired position, and ii) decrease the sway of the payload as much as possible during the transportation and eliminate the residual sway when reaching the desired position.

If the parameters of crane systems are exactly known, open-loop control strategies can work effectively. Singhose et al. reviewed the command shaping/input shaping [1] and implemented the method on double-pendulum crane systems [2,3]. It shows that the method...
can eliminate the payload sway effectively and is even faster than feedback controllers. However, it cannot resist external disturbances and is sensitive to the variation of system parameters. To reject the external disturbances, hybrid controllers consisted of PID feedback control and input shaping are proposed for single-pendulum [4] and double-pendulum systems [5]. The feedback module is used for the disturbances rejecting and trolley positioning, and input shaping is used to reduce the motion-induced the payload sway. Note that all the aforementioned controllers require retuning/retraining the control parameters carefully when the parameters of crane system change. To improve the robustness to the variation of system parameters, Jaafar et al. [6] proposed a model reference command shaping approach without the prior knowledge of the system frequency and damping ratio, and implemented it on a double pendulum crane system. The method’s weakness is that the residual sway angles of the hook and the payload are approximately 1~2 degrees. Maghsoudi et al. [7] proposed an improved unity magnitude zero vibration shaper whose parameters are automatically chosen by a PSO tuner without using the natural frequencies and damping ratios of the overhead crane.

For crane systems with uncertain/unknown parameters, which are more similar to actual engineering as the payload mass and cable length vary from transport to transport, we need a controller which is insensitive to the changes of system parameters or even model-free. Many researchers proposed regulation controllers to concurrently achieve precise trolley positioning and fast payload swing eliminating. Lu et al. [8] proposed an enhanced-coupling adaptive controller with an adaption law which is designed to identify the uncertain payload mass. Sun et al. [9] designed an adaptive model-free anti-sway control strategy with an adaption law to online estimate uncertain friction. An enhanced coupling nonlinear control method [10], two sliding mode control (SMC)-based strategies [11] and a novel amplitude-saturated output feedback control approach without velocity signals [12] are robust to variation of system parameters but require the nominal values of them. Model-free control strategies [13,14] are designed to improve the robustness w.r.t uncertain parameters, such as payload mass and cable lengths. Ngo et al. [15] proposed an adaptive-gain SMC with a prediction mechanism to estimate the external disturbances. The aforementioned control strategies of this paragraph require full states feedback. However, in practical applications, the swing angles of the hook and the payload are difficult to obtain, thus the strategies are limited for the real applications. Fortunately, tracking control works well even if only partial feedback, such as the output feedback signals from the trolley, is available. It is a great advantage compared to regulation control which requires full states feedback. Trajectory plan methods [16,17] that applied in double-pendulum crane can effectively decrease both the payload and the hook sway. We find that the trajectories can be designed to be conservative so that they are robust to the changes of the cable lengths and the payload mass. Then, by designing a trajectory tracking controller, the sways will be eliminated when the tracking performance is perfect.

Since the artificial intelligence methods, such as Fuzzy, Neural Network (NN), Particle Swarm Optimization (PSO), and etc., are widely studied and used, we consider that it is necessary to open a new paragraph to illustrate the intelligent control schemes which are implemented in the field of crane control problems. We can utilize intelligent methods to improve the conventional control schemes, such as PID, SMC and/or other controllers. Choi et al. [18] and Suh et al. [19] used offline pre-trained NN self-tuner to tune PID parameters online. The results show that the controller retains the advantages of the PID controller, and improves the robustness to parameters variation and external disturbances. Saeidi et al. [20] proposed an input shaping-inspired offline training algorithm to train a NN PID controller which is combined with feedback control. Jaafar et al. [21] proposed a PID controller whose control gains are offline tuned by using PSO algorithm. The controller requires exact parameters of the system, and the control gains need to be re-tuned once the parameters vary. Shehu et al. [22] proposed a novel SMC tuned by NN and Fuzzy algorithm. The intelligent strategies in the aforementioned intelligent controllers of this paragraph are pre-trained offline before simulation or implementation. Shao et al. [23] proposed a Fuzzy model and PSO-based LQR anti-sway controller, in which PSO is used to choose the LQR weight matrices. Lee et al. [24] put forward an SMC-based training algorithm to train the NN controller and Frikha et al. [25] proposed a radial basis function neural network (RBFNN)-based adaptive neuro-sliding mode controller with full states feedback. These controllers are robustness to the variation of system parameters and behave good anti-sway performance. However, except [22,25], other controllers do not prove the stability in the sense of Lyapunov. Different from the aforementioned intelligent controllers, [26] proposed a regulation controller with a NN friction compensator without prior knowledge of friction characteristics and is tested on a self-built 3D tower crane testbed, [27–30] utilized RBFNN to estimate/compensate unknown dynamics, and [31] proposed an RBFNN controller to deal with a class of nonlinear systems with unknown parameters.
There are two motivations of this paper: i) according to the existing references, we found that NN can be used to approximate any unknown functions, so we believe that it is possible to design a NN controller to approximate the ideal control law of the crane systems, and ii) the sway angles of the hook and the payload are difficult to measure fast and accurately in the practical applications, however, tracking controllers can work well without these signals, so we can design a tracking controller to solve the anti-sway problem of crane systems. Combining these two motivations, we proposed a pure NN controller (PNNC) to solve the anti-sway problem and the positioning problem concurrently by tracking the ideal trajectory of the trolley.

In this paper, we choose a similar Lyapunov function as in [27], but we design a novel control law which is the output of a NN. The Lyapunov method is utilized to design NN weights update law, and the robustness of the proposed controller is proved by the Lyapunov stability theory. Finally, we run several numerical simulations to validate the tracking performance and the sway eliminating performance of the proposed controller.

The rest of this paper is organized as follows. In Section 2, the dynamic equations of under-actuated crane systems are provided. Then, we illustrate the choice of control law, weights update law, as well as stability analysis in Section 3 in detail. In Section 4, several numerical simulations are conducted to verify the tracking performance of the proposed approach. Finally, some conclusions are given in Section 5.

**2 | DOUBLE-PENDULUM CRANE DYNAMICS**

The planar model of a 2-D double-pendulum overhead crane is shown in Figure 1. $m_t$, $m_h$, and $m_p$ denote the trolley mass, the hook mass, and the payload mass respectively, $l_1$ and $l_2$ denote the cable lengths, $u$ denotes the control force, $x$ denotes the trolley displacement, $\alpha$ and $\beta$ denote the hook sway angle and the payload sway angle with respect to the vertical.

Several assumptions are given as follows:

i). the deflection of the crane structure can be ignored.

ii). the payload and the hook are both considered as mass points.

iii). the damping effect of the trolley running friction and the air resistance of the payload are ignored, and there is no random external disturbance.

iv). the cable is massless and the cable length is considered as constant.

v). both the hook and the payload swing near the equilibrium point.

Lagrange’s equations are widely used to establish multi-bodies dynamics function. Given generalized coordinates $q$, generalized forces $Q$ and Lagrangian function $\mathcal{L}$, the Lagrange’s equations are defined as

$$\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}_i} \right) - \frac{\partial \mathcal{L}}{\partial q_i} = Q_i$$

where $i=1,2,...,N$ labels the generalized coordinates, and $\mathcal{L} = T - V$, in which $T$ and $V$ denote the kinetic energy and potential energy of the dynamic system respectively. As shown in Figure 1, we can choose generalized coordinates $q=[q_1, q_2, q_3]^T=[x, \alpha, \beta]^T$ and generalized forces $Q=[Q_1, Q_2, Q_3]^T=[u, 0, 0]^T$. The kinetic energy is

$$T = \frac{1}{2} m_t \dot{x}^2 + \frac{1}{2} m_h \left( l_1 \dot{\alpha} \cos \alpha + \dot{x} \right)^2 + \left( l_1 \dot{\alpha} \sin \alpha \right)^2$$

$$+ \frac{1}{2} m_p \left( l_2 \dot{\beta} \cos \beta + l_1 \dot{\alpha} \cos \alpha + \dot{x} \right)^2$$

$$+ \left( l_2 \dot{\beta} \sin \beta + l_1 \dot{\alpha} \sin \alpha \right)^2$$

$$= \frac{1}{2} m_t \dot{x}^2 + \frac{1}{2} (m_h + m_p) \left( l_1 \dot{\alpha}^2 \right)^2 + \dot{x}^2 + 2 l_1 x \dot{\alpha} \cos \alpha$$

$$+ \frac{1}{2} m_p \left( l_2 \dot{\beta}^2 \right)^2 + 2 l_1 l_2 \dot{\alpha} \dot{\beta} \cos (\alpha - \beta) + 2 l_2 \dot{\beta} \dot{x} \cos \beta$$

(2)
Consider the equilibrium the position of the payload (point B in Figure 1) as the zero potential energy point, therefore we can derive the potential energy of the system

\[ V = m_l g (l_1 + l_2) + m_p g (l_1 - l_1 \cos \alpha + l_2) \]
\[ + m_p g (l_1 - l_1 \cos \alpha + l_2 + l_2 \cos \beta) \]
\[ = (m_t + m_h + m_p) (l_1 + l_2) g - (m_h + m_p) gl_1 \cos \alpha - m_p gl_2 \cos \beta \]

With equation (1)-(3), the double-pendulum crane nonlinear dynamics equations then can be derived as follows

\[
\begin{bmatrix}
\dot{x}(m_i + m_h + m_p) + m_pl_2 (\dot{\beta} \cos \beta - \dot{\beta}^2 \sin \beta) + l_1 (m_h + m_p) (\dot{\alpha} \cos \alpha - \dot{\alpha}^2 \sin \alpha)
\end{bmatrix} = u
\]
\[
\begin{bmatrix}
l_1 (m_h + m_p) (\dot{\alpha} \cos \alpha + l_2 \dot{\alpha} + g \sin \alpha) + m_pl_2 (\dot{\alpha} \cos \alpha - \dot{\alpha}^2 \sin \alpha)
\end{bmatrix} = 0
\]
\[
m_pl_2 [\dot{\beta} \cos \beta + l_2 \dot{\beta} - l_1 \dot{\alpha}^2 \sin \alpha - + g \sin \beta] = 0.
\]

With the assumption \( v \), we have

\[
\begin{cases}
\sin \alpha \approx \alpha, \cos \alpha \approx 1, \sin \beta \approx \beta, \cos \beta \approx 1 \\
\sin (\alpha - \beta) \approx \alpha - \beta, \cos (\alpha - \beta) \approx 1
\end{cases}
\]
\[
\dot{\alpha}^2 \approx 0, \dot{\beta}^2 \approx 0.
\]

then nonlinear dynamic equations equation (4) can be simplified to linear dynamic equations, and we divide the simplified equations into two subsystems: \( x \)–subsystem

\[
\dot{x} = \frac{m_h + m_p g \alpha}{m_t} + \frac{1}{m_t} u
\]

and \( \alpha \beta \)–subsystem

\[
\begin{cases}
\dot{\alpha} = -\frac{1}{l_1} \left( \ddot{x} + \frac{m_h + m_p g \alpha - m_p g \beta}{m_h} \right) \\
\dot{\beta} = \frac{g}{m_pl_2} (m_h + m_p) (\alpha - \beta).
\end{cases}
\]

3 | CONTROLLER DESIGN AND ANALYSIS

3.1 | RBFNN

Inspired by [27,31], here we proposed a novel pure RBFNN adaptive tracking controller which is utilized to control the trolley’s the position. RBFNN has 3 layers: input layer, hidden layer, and output layer, see Figure 2. The hidden-layer activation functions are radial basis functions, and each neuron in this layer include a central vector \( c_j \) whose dimension is the same as NN input vector \( X \). The Euclidean distance of \( c_j \) and \( X \) is defined as \( \|X - c_j\| \). The expression of RBFNN can be written as

\[
\begin{cases}
\varphi_j = \exp \left( \frac{\|X - c_j\|^2}{2b_j^2} \right), & j = 1, 2, \ldots, m
\end{cases}
\]
\[
y = \theta^T \varphi
\]

where \( c_j \) is the central vector of \( j \)th hidden-layer neuron, positive scalar \( b_j \) represents the width of \( j \)th hidden-layer neuron, \( \varphi = [\varphi_1, \varphi_2, \ldots, \varphi_m]^T \) represents hidden-layer output vector, \( \theta \) is the weights matrix/vector of RBFNN, and \( y \) is the final output of RBFNN.

![Architecture of RBFNN](image-url)
3.2 | Choice of Control Law

In this section, the control law of the PNCC will be designed. Here we only need the output parameters of the trolley, i.e. the position and the velocity. This means the output parameters of the hook and the payload, i.e. the sway angle and the sway velocity, are not required. As a result, no swing measuring equipment is required. Dealing with a nonlinear model of a crane is complicated, therefore, we utilize the simplified linear model (6) to design the control law and update law. This method was adopted in [32,33], too. Here we rewrite equation (6) as

\[ \ddot{x} = f + \frac{1}{m_t} u \]  
(9)

where \( f = \frac{m_h + m_p}{m_t} g \alpha \).

The trolley’s the position tracking error is defined as

\[ e = x_d - x \]  
(10)

where \( x \) and \( x_d \) denote the trolley’s actual the position and its ideal the position, respectively. Then we can derive the trolley’s the velocity tracking error

\[ \dot{e} = \dot{x}_d - \dot{x} \]  
(11)

where \( \dot{x} \) and \( \dot{x}_d \) denote the trolley’s actual velocity and its ideal velocity, respectively.

Suppose that both the trolley mass \( m_t \) and function \( f \) are known exactly. Applying model-reference adaptive control (MRAC) method [34], one can design the ideal control law, based equation (9), as

\[ u^* = -m_t \left[ f - (\ddot{x}_d + \kappa^T \epsilon) \right] \]  
(12)

where \( \ddot{x}_d \) denotes the trolley’s ideal acceleration, \( \epsilon^T = [e, \dot{e}] \), and \( \kappa^T = [k_p, k_d] \) with \( k_p \) represents proportional control gain, \( k_d \) represents differential control gain, and \( k_p = 2\sqrt{k_d} \).

However, as the trolley mass \( m_t \), the hook mass \( m_h \), the payload mass \( m_p \), and the sway angle \( \alpha \) are unknown and/or unmeasurable in the practical application, function \( f \) is unknown, therefore, the control law (12) can be hardly designed. Combining with equation (8), we choose the control law of the PNCC as

\[ u = -y = -\Theta^T \varphi \]  
(13)

3.3 | Choice of Weights Update Law and Stability Analysis

To achieve \( \ddot{x} = \ddot{x}_d \), assume that the NN weights from hidden layer to output layer are the optimal weights, denoted as \( \Theta^* \). Combining equation (12) and equation (13), we have

\[ -m_t \left[ f - (\ddot{x}_d + \kappa^T \epsilon) \right] = -\Theta^T \varphi + \Delta \]  
(14)

where \( \Delta \) is the PNCC approximation error, we then obtain

\[ f = \frac{1}{m_t} (\Theta^T \varphi - \Delta) + \ddot{x}_d + \kappa^T \epsilon \]  
(15)

By substituting the control law (13) into (9), one can derive

\[ \ddot{x} = f - \frac{1}{m_t} y \]  
(16)

Combining with (15), the acceleration tracking error is obtained as follow

\[
\begin{align*}
\dot{\epsilon} &= \ddot{x}_d - \ddot{x} - \left( f - \frac{1}{m_t} y \right) \\
&= \ddot{x}_d - \left[ \frac{1}{m_t} (\Theta^T \varphi - \Delta) + \ddot{x}_d + \kappa^T \epsilon - \frac{1}{m_t} \Theta^T \varphi \right] \\
&= \frac{1}{m_t} \Theta^T \varphi - \kappa^T \epsilon + \frac{1}{m_t} \Delta
\end{align*}
\]  
(17)

Define that

\[ A = \begin{bmatrix} 0 & 1 \\ -k_p & -k_d \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \]  
(18)

Equation (17) can be rewritten as

\[ \dot{\epsilon} = A \epsilon + B Z \]  
(19)

where \( \dot{\epsilon}^T = [\dot{\epsilon}, \ddot{\epsilon}] \), and \( Z = \frac{1}{m_t} (\Theta - \Theta^*)^T \varphi + \frac{1}{m_t} \Delta \).

Consider the globally positive definite Lyapunov function candidate

\[ L = \frac{1}{2} \epsilon^T \Phi \epsilon + \frac{1}{2ym_t} (\Theta - \Theta^*)^T (\Theta - \Theta^*) \]  
(20)

where \( y \) is a positive constant, and \( \Phi \) is a symmetric positive definite constant matrix. \( \Phi \) satisfies

\[ -\Theta = A^T \Phi + \Phi A \]  
(21)

for a chosen symmetric positive definite constant matrix \( \Theta \).

Define that \( L_1 = \frac{1}{2} \epsilon^T \Phi \epsilon \) and \( L_2 = \frac{1}{2yw} (\Theta - \Theta^*)^T (\Theta - \Theta^*) \).

The first order time derivative of \( L_1 \) and \( L_2 \) can be
calculated as follows \[ L_1 = -\frac{1}{2} \epsilon^T \Theta \epsilon + \epsilon^T \Phi B Z \]  \hspace{1cm} (22)

\[ \dot{L}_2 = \frac{1}{\gamma m_t} (\theta - \theta')^T \varphi \]

Both \( \epsilon^T \Phi B \) and \( (\theta - \theta')^T \varphi \) are 1x1 dimension matrices, therefore \( \epsilon^T \Phi B (\theta - \theta')^T \varphi = (\theta - \theta')^T \varphi \epsilon^T \Phi B \). Substitute \( Z \) into equation (22) to derive

\[ L_1 = -\frac{1}{2} \epsilon^T \Theta \epsilon + \frac{1}{m_t} \epsilon^T \Phi B (\theta - \theta')^T \varphi + \frac{1}{\gamma m_t} \epsilon^T \Phi B \Delta \]

\[ = -\frac{1}{2} \epsilon^T \Theta \epsilon + \frac{1}{m_t} (\theta - \theta')^T \varphi \epsilon^T \Phi B + \frac{1}{\gamma m_t} \epsilon^T \Phi B \Delta \]

\hspace{1cm} (24)

We then obtain

\[ \dot{\theta} = -\gamma \varphi \epsilon^T \Phi B \]

\hspace{1cm} (26)

leads to

\[ \dot{L} = L_1 + L_2 \]

\[ = -\frac{1}{2} \epsilon^T \Theta \epsilon + \frac{1}{m_t} (\theta - \theta')^T \varphi \epsilon^T \Phi B + \frac{1}{m_t} \epsilon^T \varphi B \Delta + \frac{1}{\gamma m_t} (\theta - \theta')^T \varphi \]

\[ = -\frac{1}{2} \epsilon^T \Theta \epsilon + \frac{1}{m_t} (\theta - \theta')^T \varphi \epsilon^T \Phi B + \frac{1}{\gamma m_t} \epsilon^T \Phi B \Delta \]

\hspace{1cm} (25)

Therefore, the weights update law

\[ \dot{\theta} = -\gamma \varphi \epsilon^T \Phi B \]

\hspace{1cm} (26)

leads to

\[ \dot{L} = -\frac{1}{2} \epsilon^T \Theta \epsilon + \frac{1}{m_t} \epsilon^T \Phi B \Delta \]

\hspace{1cm} (27)

Since \( \Theta \) is a symmetric positive definite matrix, we can easily find that \( -\frac{1}{2} \epsilon^T \Theta \epsilon \) is negative definite. The the position- and the velocity-tracking error of the trolley \( \epsilon \), and the approximation error of the PNNC \( \Delta \) can be made very small by chosen appropriate parameters \( k_p, k_d, \gamma, \Theta, \epsilon \) and \( \varphi \). Therefore, we can obtain

\[ \frac{1}{m_t} \epsilon^T \Phi B \Delta < \frac{1}{2} \epsilon^T \Theta \epsilon \]

\hspace{1cm} (28)

then that the derivative \( \dot{L} \) is negative definite can be guaranteed.

In addition, \( L \to \infty \) as \( \| \epsilon \| \to \infty \) and \( \| \theta - \theta' \| \to \infty \), which means positive definite function \( L \) is radially unbounded. By using Theorem 3.3 (Global Stability) in [34], we then obtain that the equilibrium at the origin of \( \epsilon \) is global asymptotically stable.

4 | NUMERICAL SIMULATION

4.1 | Reference trajectory

In these simulations, the reference trajectory, which is S-shape smooth function and aims to eliminate the residual sway angle of the payload, is chosen as \[ x_d(t) = \frac{p_d}{2} + \frac{k_v^2}{4k_a} \ln \left[ \frac{\cosh \left( \frac{2k_a t}{k_v} - \epsilon \right)}{\cosh \left( \frac{2k_a t}{k_v} - \frac{2k_a}{k_v} p_d \right)} \right] \]

\hspace{1cm} (29)

where \( p_d \) is the desired position, and other parameters, i.e. \( k_v, k_a \) and \( \epsilon \), are used to shape the trajectory.

The desired position of the trolley is chosen as

\[ p_d = 20 \text{ m} \]

and the other parameters for reference trajectory (29) are chosen as

\[ k_v = 3, \quad k_a = 0.5, \quad \epsilon = 4 \]

Note that, the following simulations and results analyses are based on the same reference trajectory.

4.2 | Simulation results

4.2.1 | Comparison study

The structure of the PNNC (13) is chosen as 2-5-1, which represent the number of input-layer, hidden-layer and output-layer neurons, respectively. The NN input vector is

\[ X = \epsilon^T \]

The parameters of hidden-layer radial basis functions are chosen as

\[ \epsilon = [c_1, c_2, c_3, c_4, c_5] = \begin{bmatrix} -2 & -1 & 0 & 1 & 2 \\ -2 & -1 & 0 & 1 & 2 \end{bmatrix} \]

\[ b = [b_1, b_2, b_3, b_4, b_5] = [20, 20, 20, 20, 20] \]

The weight between hidden layer and output layer is initialized as

\[ \Theta(0) = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T \]

The control gains and adaptive parameters of the proposed controller are tuned empirically as
Note that: i) the parameters of system, i.e. trolley mass, the hook mass, the payload mass, and the cable lengths, are not given to the NN controller, and the estimation laws of these parameters are not designed, ii) the nonlinear dynamic equations (4) of the double-pendulum crane model are implemented in these simulations, and iii) all parameters for the PNNC will not be changed among these simulations.

For a comparison study, an Adaptive Hierarchical Sliding Mode Control (AHSMC) [35] is selected. The control law of the AHSMC is written as

\[
u = -\frac{\hat{\lambda}_3 (\dot{x} - \dot{x}_d + \lambda_1 \dot{x} + \lambda_2 \dot{\beta})}{b_1 + \lambda_1 b_2 + \lambda_2 b_3} - \frac{xs + \eta \tanh(s)}{b_1 + \lambda_1 b_2 + \lambda_2 b_3} \tag{30}
\]

where \(\lambda_1, \lambda_2, x, \eta\) are positive constants selected by trial and error method. \(\lambda_3\) is a time-varying parameter with an adaptation law

\[
\dot{\lambda}_3 = -\frac{s_2 (d_1 + \lambda_1 d_2 + \lambda_2 d_3 - \dot{x}_d)}{s_2^2 + \delta}
\]

where \(\delta\) is a positive constant. \(s\) and \(s_2\) are sliding surfaces, and \(b_1, b_2, b_3, d_1, d_2\) and \(d_3\) are defined as

\[
b_i \triangleq F_i(m_t, m_h, m_p, l_1, l_2, \alpha, \beta), \quad i = 1, 2, 3
\]

\[
d_i \triangleq H_i(m_t, m_h, m_p, l_1, l_2, \alpha, \beta, \dot{x}, \dot{\beta}), \quad i = 1, 2, 3
\]

As mentioned before in Section 2, the friction force, as well as the air resistance are ignored. In these simulations, the nominal values of the trolley mass, the hook mass, the payload mass, and the cable lengths, which are inputted to the adaptive controller (30), are the actual values. For more details about the AHSMC, please refer to [35].

The control gains \(\lambda_1, \lambda_2, x, \eta, \delta\) are tuned carefully as follow

\[
\lambda_1 = 0.01, \lambda_2 = 0.01, \kappa = 200, \eta = 0.03, \delta = 0.5
\]

In this paper, the trolley mass and the hook mass, which are considered as constant values, are chosen as

\[
m_t = 2000 \text{ kg}, \quad m_h = 100 \text{ kg}
\]

The following 2 cases are considered for a comparison study.

Case I. \(m_p = 100 \text{ kg}, l_1 = 1.5 \text{ m}, l_2 = 1\text{m}\)

Case II. \(m_p = 1000 \text{ kg}, l_1 = 1.5 \text{ m}, l_2 = 1\text{m}\)

Zero initial states are considered in these simulations. The simulation results are shown in Figures 3–6.

From Figure 3 and 4, it can be found that the position tracking errors of both the PNNC and the AHSMC are eventually reduce to 0. The position tracking errors of the PNNC are nearly 0 (no more than 0.0015 m), while the maximums of the position tracking errors of the AHSMC are approximate 0.0174 m and 0.1319 m in Case I and II, respectively. Therefore, the PNNC has more robust tracking performance than the AHSMC in these cases.

From Figure 5 and 6, it can be found that the control force of the PNNC are less than that of the AHSMC, and the PNNC costs less time to stabilize the payload to a steady state. In Figure 5, it shows that both the PNNC and the AHSMC achieve perfect performance of...
eliminating the residual sway of the hook and the payload under light load condition ($m_p=100$ kg). In Figure 6, it shows that the PNNC maintains the sway eliminating performance as its tracking error keeps the same, but the AHSMC does not achieve the goal of eliminating the sway angles. The maximum residual sway angles of the hook and the payload are 0.6040° and 0.6268°, respectively. More details of the comparison study are listed in Table 1. The setting time means that, from this moment on (to the end of the simulation), the sway angles of the hook and the payload belong to $(-0.1^\circ, 0.1^\circ)$. Note that the control gains of both the AHSMC and the PNNC are not changed in this section.

In summary, we can summarize the main advantages of the PNNC compared to the AHSMC as follows:
1. the PNNC has a simple form (13), while the AHSMC has a complex one (30).
2. the PNNC is a model-free controller, i.e. the information of system parameters is not needed, while the AHSMC needs the actual values of all system parameters.
3. the PNNC requires partial feedback signals, i.e. the position and the velocity signals of the trolley, while the AHSMC requires full states feedback. Note that in the practical application, the sway angles of the hook and the payload are difficult to measure fast and accurately online. Therefore, it is difficult for AHSMC to implement in the real world.
4. the PNNC has more robust tracking performance than the AHSMC, so it leads to the PNNC has better sway eliminating performance than the AHSMC.

### 4.2.2 Robustness and Analysis

In this section, the PNNC’s sensitivity to the variation of the payload mass and cable lengths are studied. The double-pendulum crane system is considered as zero initial states in this section, too. The control parameters of the PNNC remain the same. The trolley mass and the hook mass remain as

| Case | Controller | $|u|_{\text{max}}$ (N) | $|\epsilon|_{\text{max}}$ (m) | $|\alpha|_{\text{max}}$ (deg) | $|\alpha|_{\text{res}}$ (deg) | $|\beta|_{\text{max}}$ (deg) | $|\beta|_{\text{res}}$ (deg) | setting time (s) |
|------|------------|-------------------|-----------------|-----------------|------------------|-----------------|-----------------|-----------------|
| Case I | PNNC | 840.26 | 0.0015 | 2.96 | 0.0444 | 3.05 | 0.0756 | 25.59 |
|        | AHSMC | 1056.60 | 0.0174 | 2.97 | 0.0519 | 3.02 | 0.0702 | 26.15 |
| Case II | PNNC | 1305.28 | 0.0015 | 2.99 | 0.0396 | 3.01 | 0.0444 | 26.39 |
|        | AHSMC | 1653.68 | 0.1319 | 3.59 | 0.6040 | 3.62 | 0.6268 | 80.00 |

*$|\alpha|_{\text{res}}$ and $|\beta|_{\text{res}}$ mean the amplitude of the residual sway angle of the hook and the payload, respectively.*
and we add the following 4 cases for comparison:

Case A. \( m_p = 100 \text{ kg}, l_1 = 1 \text{ m}, l_2 = 1 \text{ m} \)
Case B. \( m_p = 100 \text{ kg}, l_1 = 1 \text{ m}, l_2 = 1.5 \text{ m} \)
Case C. \( m_p = 1000 \text{ kg}, l_1 = 1 \text{ m}, l_2 = 1 \text{ m} \)
Case D. \( m_p = 1000 \text{ kg}, l_1 = 1 \text{ m}, l_2 = 1.5 \text{ m} \)

Figure 7 presents the light load condition \((m_p=100 \text{ kg})\). The residual sway of both the hook and the payload are less than 0.1°. It shows that the residual sways with larger \( l_1 \) (Case D) or \( l_2 \) (Case II) are slightly greater than that with smaller cable length (Case C). Figure 8 presents the heavy load condition \((m_p=1000 \text{ kg})\). It can be found that the residual sway of the hook and that of the payload change little when \( l_1 \) is not changed (in Case A and B, \( l_1 = 1 \text{ m} \)).

In these simulations, all the tracking results of the trolley the position are shown in Table 2. The tracking error \( e \) is no more than 0.0015 m. It can be found, under the control of the PNNC, the changes of the payload mass and cable lengths have little effect on the position tracking of the trolley. In other words, the proposed PNNC is robust to the variation of system parameters, i.e. the payload mass and cable lengths.

| Case A | \(|u|_{\text{max}}(N)\) | \(|e|_{\text{max}}(m)\) | \(|\sigma|_{\text{max}}(\text{deg})\) | \(|\alpha|_{\text{res}}(\text{deg})\) | \(|\beta|_{\text{max}}(\text{deg})\) | \(|\beta|_{\text{res}}(\text{deg})\) | setting time (s) |
|--------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Case A | 958.16          | 0.0015         | 2.92           | 0.0162         | 2.97           | 0.0230         | 25.74          |
| Case B | 1011.27         | 0.0015         | 3.00           | 0.0312         | 3.01           | 0.0336         | 25.32          |
| Case I | 840.26          | 0.0015         | 2.96           | 0.0444         | 3.05           | 0.0756         | 25.59          |
| Case C | 1418.33         | 0.0015         | 2.98           | 0.0501         | 2.99           | 0.0524         | 25.68          |
| Case D | 1474.34         | 0.0015         | 3.01           | 0.0224         | 3.01           | 0.0225         | 25.39          |
| Case II| 1305.28         | 0.0015         | 2.99           | 0.0396         | 3.01           | 0.0444         | 26.39          |

5 | CONCLUSION

In this paper, based on the Lyapunov stability theory, we proposed a pure neural network controller, whose weights are updated online, and it is used to anti-sway control for crane systems by tracking the ideal trajectory of the trolley. As the controller is model-free, the estimation laws to identify the system parameters are not required. Thus, it is robust to the variation of system parameters and reduces the computational effort. The proposed controller has excellent tracking performance, and the goal of eliminating the residual sways can be achieved when the ideal trajectory of the trolley is carefully designed. The proposed controller only requires the output feedback signals of the trolley, i.e. the position and the velocity of the trolley. Therefore, it can be implemented on single-pendulum cranes as well. However, as a coin has two sides, on one hand, if the crane runs indoors (without wind disturbance), it saves costs without the payload sway measuring equipment; on the other hand, if the crane runs outdoors (with wind disturbance), the goal of eliminating the payload residual sway may not be achieved without feedback signals of the sway angles of the hook and the payload. In our future work, the wind disturbance induced sway issue and the actuator nonlinearities will be considered important research directions, and it will be interesting to extend the proposed controller to solve the regulation problems if all states are available and to extend the proposed controller to solve the tracking control issues of other linear/nonlinear systems, such as boom cranes, tower cranes, and other full-actuated/under-actuated systems.
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