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Kurzfassung

In dieser Arbeit wird eine neue Modellierungsstrategie für Simulationen
von mageren Wasserstoff-Luft-Gemischen entwickelt und validiert. Ziel
ist die Entwicklung einer neuen semi-empirischen Korrelation, die die
experimentell beobachtete Flammenbeschleunigung unter Berücksich-
tigung der identifizierten Einflussfaktoren reproduziert. Basierend auf
Experimenten, bei denen optische und konventionelle Messtechniken
zum Einsatz kamen, soll die Flammenausbreitung in der Anfangsphase
qualitativ und quantitativ evaluiert werden. Zusätzlich ergänzt die
Auswertung von hochaufgelösten Simulationen den experimentellen
Datensatz.

Bei Kühlmittelverlustszenarien (engl.: LOCA) in Kernkraftwerken kann
die Reaktion der Zirkonium-Brennstabhülle mit dem umgebenden
Wasser zur Freisetzung großer Mengen Wasserstoff führen. Aufgrund der
weiten Zünd- und Explosionsgrenzen von Wasserstoff-Luft-Gemischen
ist die Bildung einer zündfähigen Gemischwolke möglich. Die nu-
merische Modellierung der Flammenausbreitung in solchen Szenarien
ist für magere Wasserstoff-Luft-Gemische besonders anspruchsvoll und
für deterministische Sicherheitsanalysen bisher nicht ausreichend fort-
geschritten.

Insbesondere in der frühen Phase der Flammenausbreitung in vorge-
mischten mageren Wasserstoff-Luft-Gemischen können beschleuni-
gende Effekte wie Flammenfrontinstabilitäten auftreten. Diese Effekte
können auf den Rechengittern, die in URANS-Simulationen (Unsteady
Reynolds-Averaged Navier-Stokes) verwendet werden, aufgrund un-
zureichender Rechenleistung nicht aufgelöst werden. Diese Instabil-
itätseffekte müssen modelliert werden, da sonst die Ausbreitungs-
geschwindigkeit der Flammenfront und die damit verbundenen Druck-
lasten systematisch unterschätzt werden.

Die kleinskalige Faltung der Flammenfront aufgrund intrinsischer In-
stabilitäten geht mit einer Vergrößerung der Flammenfläche einher. Mit
zunehmendem Druck nimmt die charakteristische Skala der lokalen
Flammenfaltung ab, während die Flammenfrontfläche selbst zunimmt.
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Lokal ist die Flammenfront zum Frischgas hin konvex gekrümmt, was
zu einer erhöhten laminaren Brenngeschwindigkeit in diesen Zonen der
Flammenfront führt. Aufgrund der für diese Arbeit gewählten mathe-
matischen Struktur der neuen Formulierung ist eine realistische Vorher-
sage der Brenngeschwindigkeit auch im Fall des Nichtvorhandenseins
eines einzelnen Effekts gewährleistet. Die Validierung des neuen Model-
lierungskonzepts in dieser Arbeit basiert auf experimentellen Daten des
Autors und auf bereits vorhandenen Daten aus einschlägiger Literatur.
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Abstract

In this thesis a new modeling strategy for simulations of lean hydrogen-
air mixtures is developed and validated. The goal is the development of
a new semi-empirical correlation, reproducing the experimentally ob-
served flame acceleration under consideration of the identified influ-
encing factors. Based on experiments, which utilized optical and con-
ventional measurement techniques, the flame propagation in the initial
phase will be evaluated qualitatively and quantitatively. Additionally, the
evaluation of highly-resolved simulations supplements the experimental
data.

During loss of coolant accident (LOCA) scenarios in nuclear power
plants, the reaction of the zirconium fuel rod cladding with the surround-
ing water can lead to the release of large amounts of hydrogen. Due to the
wide ignition and explosion limits of hydrogen-air mixtures, the forma-
tion of an ignitable mixture cloud is possible. The numerical modeling of
flame propagation in such scenarios is particularly challenging for lean
hydrogen-air mixtures and so far, not sufficiently advanced for determin-
istic safety analyses.

Especially in the early phase of flame propagation in premixed lean
hydrogen-air mixtures, accelerating effects such as flame front instabil-
ities can occur. These effects cannot be resolved on the computational
grids used in URANS-simulations (Unsteady Reynolds-Averaged Navier-
Stokes) due to insufficient computational power. These instability effects
must be modeled, otherwise the propagation velocity of the combus-
tion wave and the associated pressure loads are systematically underes-
timated.

Small-scale flame front wrinkling due to intrinsic instabilities is accom-
panied by an increase in flame area. With increasing pressure, the scale of
the cellular structure decreases while the flame front area itself increases.
Locally, the flame front is convex towards the fresh gas, which leads to
an increased laminar burning velocity in these zones of the flame front.
Due to the mathematical structure of the new formulation selected for
this thesis, a realistic prediction of the burning velocity is ensured even
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in the absence of a single effect. The validation of the new modeling con-
cept in this thesis is based on experimental data of the author and on
pre-existing data from relevant literature.
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1 Introduction

1.1 Motivation and problem description

At the end of 2018, 450 nuclear reactors were in operation around the
world providing a total electrical power of 396.4 GW [55]. The Interna-
tional Atomic Energy Agency assumes that by 2030 the power capacity
provided by nuclear power plants could increase by 30% and even double
by 2050 [55]. Globally, 89% of the electricity generated by nuclear power
plants is generated by light-water reactors, with water acting as coolant
and moderator. Examples of this design are Pressurized Water Reactors
(PWR) and Boiling Water Reactors (BWR) which are the most common
types of nuclear power plant design based on the number of reactors
that exist today. By the end of 2018, 66% of the 450 reactors have been
in service longer than 30 years.

Loss of coolant accidents (LOCA) in nuclear power plants of the PWR and
BWR type can be accompanied by the production of large amounts of hy-
drogen. Compared to gaseous hydrocarbons, hydrogen exhibits signifi-
cant differences in some of the critical safety relevant physical and chem-
ical properties [20]. Wider flammability limits and by an order of magni-
tude lower ignition energy indicate the high potential of a hydrogen-air
mixture to ignite after an accidental release. The higher specific heat of
combustion of hydrogen leads to an increased amount of released en-
ergy during the combustion process. This leads to higher temperatures
and pressure loads during accident scenarios. Additionally, hydrogen
exhibits a higher sensitivity for a deflagration-to-detonation transition
(DDT) compared to hydrocarbons.

The release of hydrogen in accident scenarios can follow different pro-
duction mechanisms. During the In-Vessel phase of an accident where
the integrity of the reactor’s containment is not yet compromised, the
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1.1 Motivation and problem description

reaction of water vapor with zirconium, which is used in the fuel rod
cladding is most likely to occur. The temperature in the containment can
rise above 900°C and the zircalloy of the fuel rods reacts with the sur-
rounding water according to the following global reaction [36]:

Zr+2H2O −−→ZrO2 +2H2 (1.1)

If the temperatures in the containment are further increasing and even-
tually rising above approximately 1000°C the chrome and the iron of the
containment begin to oxidize and produce additional amounts of hydro-
gen:

2Cr+3H2O −−→Cr2O3 +3H2 (1.2)

3Fe+4H2O −−→Fe3O4 +4H2 (1.3)

Eventually, the containment can lose its integrity and a leak can occur.
This phase is referred to as the Ex-Vessel phase. The molten core starts to
interact with the concrete below the containment. This Molten-Corium-
Concrete Interaction (MCCI) leads to additional production of carbon
monoxide and additional amounts of hydrogen. During both phases (In-
and Ex-Vessel) several hundred kilograms of hydrogen can be produced
and pose an imminent risk of a severe accident if the hydrogen mixes
with the oxygen containing atmosphere of the plant forming a com-
bustible mixture cloud [43].

The Fukushima-Daiichi accident in 2011 is the most recent example of
devastating consequences that can result from a hydrogen release during
an upset and the unintentional ignition of the combustible mixture [101].
This demonstrates the importance of gaining knowledge about govern-
ing processes leading to an accident in such complex facilities. Experi-
ments investigating flame acceleration processes are not feasible in such
complex and hazardous environments such as a nuclear reactor contain-
ment and so are typically conducted on smaller scales. Regardless of the
small scale, the results are critical because they are used as the basis for
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1.2 Goal of this work

Computational Fluid Dynamics (CFD) modeling. The numerical inves-
tigation and simulation of the processes that occur during an accident
scenario represent a safe and efficient method to assess safety concepts
and develop mitigation measures.

Due to limited computational power, direct numerical simulations
(DNS) are not feasible in the foreseeable future for safety analyses on
large scales. Instead, the less computationally expensive (Unsteady)
Reynolds-Averaged Navier-Stokes simulations (URANS) are the state-of-
the-art approach used by the industry for large-scale applications. The
quality of the results obtained with this approach depends mostly on the
quality of the implemented models in the CFD code.

1.2 Goal of this work

In the early stage of flame propagation, assuming the turbulence level is
low, the main driver for flame acceleration is enlargement of the flame
surface area. This enlargement can be traced back to the macroscopic
enlargement of the flame surface due to flame propagation and addi-
tionally in lean hydrogen-air mixtures to small-scale flame front wrin-
kling caused by flame front instabilities. These instabilities are primarily
the hydrodynamic or Landau-Darrieus instability [68] and the thermal-
diffusive instability [74].

In Fig. 1.1 the effect of small-scale flame front wrinkling due to insta-
bilities is visualized. Shadowgraphy recordings showing the second spa-
tial derivative of the density of a lean (13%) and a nearly stoichiometric
(30%) hydrogen-air flames are compared with each other. Both images
are obtained through the GraVent test facility that was used throughout
this work. In both cases a homogeneous mixture with negligible initial
turbulence is ignited by a spark plug at the left border of the picture. After
ignition, the flame front propagates hemispherically until it reaches the
channel top and bottom walls. Finally, the flame front propagates from
left to right through the channel, passing the optically accessible area of
the GraVent facility.
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1.2 Goal of this work

13% H2-air
1 bar

30% H2-air
1 bar

Figure 1.1: Shadowgraphy images of hydrogen-air flames at an initial
pressure level of 1 bar with different stoichiometries prop-
agating from left to right in the GraVent facility. Left: flame
front with cellular structure due to instability mechanisms;
right: smooth flame front.

Unsteady flame propagation of hydrogen-air flames has been investi-
gated extensively in the past. Gostintsev et al. [47] experimentally inves-
tigated self-similar propagation of freely propagating unconfined flames
of several fuel types on large-scale. A power law dependence of the ob-
served flame front velocity and the flame radius was formulated. Molkov
et al. [83] and Tolias et al. [105] investigated large-scale hydrogen-air de-
flagrations with Large Eddy Simulations (LES). Stoichiometric mixtures
at an ambient initial pressure level were investigated numerically. The
combustion modeling used in this work was based on Yakhot’s equation
for premixed turbulent combustion [116]. The authors extended the orig-
inal formulation by the additional accelerating effects in the investigated
case. Tolias et al. [104] investigated flame propagation of near stoichio-
metric hydrogen-air flames in a large-scale tunnel, comparing an empty
with an obstructed tunnel. Experimental investigations of propagating
flame fronts were also extensively conducted by Bauwens et al. [6]. Based
on the fractal concept of Gostintsev et al. [47] a new fractal exponent has
been evaluated for propagating lean hydrogen-air flames.

The approach in this project is to better understand the flame wrin-
kling processes utilizing an entirely closed small-scale explosion chan-
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1.3 Thesis outline

nel with optical accessibility in the initial phase of flame propagation.
Since such small-scale effects as shown in Fig. 1.1 cannot be resolved on
coarse grids used in URANS simulations, the present work aims to isolate
the effect of flame front instabilities on flame velocity from experimen-
tal data and formulate a subgrid-model for CFD simulations including
this effect. For this purpose, highly time-resolved optical measurement
techniques are employed to qualitatively and quantitatively investigate
the occurring flame acceleration mechanisms. Additionally, the exper-
iments are supported by highly resolved simulations. The focus in this
project is the investigation of the initial phase of flame propagation of
quasi-laminar lean hydrogen-air flames at atmospheric pressure. Based
on the results of the experiments and the highly resolved simulations a
new URANS modeling concept for hydrogen-air combustion simulations
is developed and validated with experimental data. Even though the fo-
cus of the work is on flames in initially quasi-laminar mixtures, the influ-
ence of turbulence on flame propagation must be included in the model.
This way the applicability range of the model can be extended signifi-
cantly. The developed new modeling concept is based on an algebraic
equation incorporating experimental results following the approach of
Turbulent Flame Speed Closure (TFC) [118].

1.3 Thesis outline

Now that the motivation for this thesis and the description of the prob-
lem has been described, this thesis continues with an introduction of
basic principles of premixed hydrogen-air combustion in Ch. 2 where
only the relevant basics in the context of unsteady lean flames are dis-
cussed. In Ch. 3.1 the test facility and the applied conventional and op-
tical measurement techniques are presented. The experimental data is
used for model development and model validation, respectively. Addi-
tionally, highly resolved two-dimensional simulations are conducted to
support the experimental investigations and are presented in Ch. 4. After
the data basis for model development is established in the two previ-
ous chapters, Ch. 5 discusses the data evaluation strategy utilized for the
experimental and numerical raw data. Based on the findings in the eval-
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1.3 Thesis outline

uated experimental and numerical data, the newly developed modeling
concept is introduced and discussed in Ch. 6. The identified accelerating
effects are incorporated in the model formulation. After this, Ch. 7 com-
pares results of simulations utilizing the developed model with experi-
mentally obtained validation data. Finally, Ch. 8 summarizes the results
of this work.
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2 Fundamentals

Two extreme scenarios of flame configurations can be defined based
on the temporal order of the processes of mixing and reaction. In non-
premixed flames mixing and reaction occur simultaneously, whereas in
premixed flames mixing is completed before the reaction. Furthermore,
partially premixed flames can be seen as a blend between these two ex-
treme scenarios, exhibiting both types of flames locally. Non-premixed
combustion is the basis of diesel engines or conventional gas turbines.
The combustion process takes place in the vicinity of the stoichiomet-
ric zone where the reactivity exhibits highest values. This leads to high
combustion temperatures and therefore to high emissivity levels and has
potential to form soot.

In contrast to non-premixed flames, premixed flames exhibit more pos-
sibilities to customize the combustion process. The stoichiometry at
which the combustion process takes place can be adjusted to the desired
fuel-to-air ratio. The non-dimensional and mixture independent equiva-
lence ratio can be defined, indicating lean (Φ< 1), stoichiometric (Φ= 1)
or rich (Φ> 1) combustion:

Φ= nfuel/noxidizer

(nfuel/noxidizer)st
(2.1)

In premixed flames the mixing process of the fuel and the oxidizer is
completed prior to combustion and therefore entirely decoupled from
it. Premixed flames occur e.g. in spark-ignited internal combustion en-
gines. Gas and air are mixed before the mixture is routed to the combus-
tion chamber where it is ignited by a spark plug.

By adjusting the combustion process to the desired stoichiometry or
equivalence ratio, combustion temperatures and therefore emissions
can be controlled. The prevention of soot formation can be ensured
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2.1 Flame acceleration behavior

by excessive air in the combustion process (i.e. in the lean regime).
However, premixed flames are more susceptible to accidents than non-
premixed flames. The presence of the combustible mixture poses a seri-
ous hazard because it can ignite unintentionally. In accidental explosions
a combustible mixture is formed and most likely ignited by an electrical
spark or, for example, a hot surface. In this initial stage the propagating
flame front is of laminar nature but can undergo significant acceleration
under certain conditions. This acceleration is accompanied by increas-
ing pressure leading to serious damage of equipment or the environment
[109]. Premixed flames can also exhibit mixture inhomogeneities which
can lead to considerable changes in the flame propagation behavior, as
investigated through Boeck [11] and Hasslberger [51]. Additionally, pre-
mixed flames are prone to flame instabilities which can lead to flame ac-
celeration.

Since premixed combustion can occur at different stoichiometries, pre-
mixed flames exhibit varying burning velocities and flame thicknesses
and a sensitivity to stretch and flame instabilities with varying fuel con-
centrations. These characteristics are discussed in the subsequent sec-
tions.

2.1 Flame acceleration behavior

Premixed flames can accelerate. The processes responsible for flame ac-
celeration are highly dependent on the initial and boundary conditions
of the investigated problem. Initial conditions that influence the acceler-
ation behavior are pressure, temperature or the initial turbulence level.
Boundary conditions like congestion, mixture inhomogenity, the degree
of confinement or the presence of turbulence generating obstacles are
major influencers of flame acceleration behavior. Overviews of the gov-
erning processes of flame acceleration in accidental scenarios can be
found in Ciccarelli and Dorofeev [25], Dorofeev [32], Breitung et al. [21]
or in the report of the Nuclear Energy Agency [1].

Based on the processes responsible for acceleration, the flame acceler-
ation process can be divided into different stages. Fig. 2.1 shows subse-
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2.1 Flame acceleration behavior

quent processes, that can occur in an accident scenario. The first step is
the formation of a combustible mixture cloud.

1. Formation 

of 

combustible 

mixture

2. Ignition
3. Laminar 

deflagration

4. Turbulent 

deflagration
5. DetonationDDT

Flame acceleration and pressure build-up 

Figure 2.1: Possible propagation stages of an accelerating flame front.

The formation of a flammable mixture cloud in accident scenarios is
highly probable because of the wide ignition limits of hydrogen-air mix-
tures. Usually an ignition of the mixture can occur within the concentra-
tion range of 4 - 76%. These limits depend on the direction of flame prop-
agation. Additionally, hydrogen exhibits high diffusivity and high burn-
ing velocity compared to hydrocarbons [44]. The ignition energy for the
most ignitable mixture is one magnitude lower than for hydrocarbons.
This leads to the assumption that the flammable mixture is very likely to
ignite. Possible ignition sources like hot surfaces or sparks at electrical in-
stallations are typically assumed in safety analyses. These ignition mech-
anisms are weak ignitions where the flame front initially propagates in
the deflagrative regime. A strong ignition leads to a flame propagation
in the detonative regime immediately and requires a high energy input,
e.g. initiated through a solid explosive material or a laser. This high en-
ergy input leads to formation of a shock wave which is strong enough to
initiate auto ignition. However, the case of a strong ignition is not prob-
able in the scenarios investigated in the present work, which is why mild
ignition is always assumed.

After ignition, the flame propagates as a laminar deflagration wave away
from the ignition position. A laminar deflagration can be seen as an
exothermic reaction propagating at subsonic velocity into the unburned
mixture. At this initial stage flame propagation is dominated by diffu-
sive heat and mass transport processes. Heat is transported from the
hot combustion products to the cold, fresh gas. Reactants are consumed,
leading to a lower concentration of reactants in the reaction zone. The
concentration gradient across the flame zone leads to mass transfer of re-
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2.1 Flame acceleration behavior

actants to the reaction zone. The macroscopic flame area growth results
in an increase of the overall reaction rate, which leads to higher flame ve-
locities. The propagation speed for an external observer does not exceed
the speed of sound of the reactants and the developing overpressure is
in the range of zero to approximately 1 bar. Since the expanding flame
front is intrinsically unstable, flame front instabilities like the Landau-
Darrieus [68] and the thermal-diffusive instability [74] can occur in this
stage and increase the flame surface area locally and further enhance
the burning velocity. Stretch effects can have significant influence on the
acceleration process and can especially accelerate mixtures with nega-
tive Markstein lengths and simultaneously positive stretch rates. Addi-
tionally, acoustic instabilities can occur in explosions in closed vessels
and enhance flame surface enlargement and further accelerate the flame
front.

If the flame is further accelerating the propagation velocity exceeds the
speed of sound of the reactants and can reach the speed of sound of the
products of up to 1000 m/s. The overpressure in this regime can reach
values up to 10 bar [11]. In this stage the governing effects are of turbu-
lent nature. Turbulent heat and mass transport processes are faster than
laminar processes, which is why the flame propagates at a higher veloc-
ity. Additionally, the turbulence itself is increasing the flame surface area
and therefore the burning velocity. Turbulence is generated through the
propagating flame front itself by accelerating the unburned gases ahead
of the flame towards obstacles or in unobstructed channels in the wall
boundary layer. The developing shear layer behind obstacles creates a
significant amount of turbulence in the fresh gases ahead of the flame. In
addition to turbulence, powerful instability mechanisms like the Kelvin-
Helmholtz, Rayleigh-Taylor or Richtmeyer-Meshkov instabilities can oc-
cur and increase flame surface area and further accelerate the flame.

Following the turbulent deflagration regime, transition to a detonative
propagation regime can occur. The fundamentals of DDT and detona-
tions are only briefly addressed since these processes are not in the focus
of the present work. Strong flame acceleration is necessary for the transi-
tion from the deflagrative to the detonative regime. Based on the empiric
correlation in Eq. 2.2, the mixture must exhibit a certain density ratio σ
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2.1 Flame acceleration behavior

across the flame front:

σ= ρu

ρb
>σcr (2.2)

For hydrogen-air flames at atmospheric pressures, the critical value is
σcr = 3.75 according to [34].

This formulation neglects mixture inhomogenities or partially confined
flames. Kuznetsov et al. [66] and Friedrich et al. [41] suggest a modified
expression for the critical expansion ratio σcr with facility specific con-
stants. The second required criterion for a possible DDT is depicted in
Eq. 2.3. The characteristic geometric length scale L of the facility must be
at least seven times greater than the detonation cell width λ [33]:

L = 7λ (2.3)

In order to account for mixture inhomogenities and partial confinement
Kuznetsov et al. [66] and Friedrich et al. [41] suggest a modified criterion.

When both requirements are fulfilled DDT can be triggered through dif-
ferent mechanisms. According to Klein et al. [62] two trigger mechanisms
can be identified on a macroscopic level. The first mechanism, also re-
ferred to as "mode A", is based on shock reflection on walls or shock fo-
cusing in edges of the facility. The second mechanism or "mode B" is the
result of shock-flame interactions, local explosions of unburned mixture
pockets enclosed in the burned mixture or shock-boundary layer inter-
actions. The transition from the deflagrative to the detonative regime is
characterized by a sudden jump of the propagation velocity.

The flame propagation in the detonation regime is governed by three-
dimensional gas-dynamical processes. Longitudinal and transversal
shocks interact with each other and precondition the unburned mixture.
Due to the preconditioning, the reaction zone is coupled with the lead-
ing pressure wave. Auto-ignition occurs due to the significantly short-
ened auto-ignition times because of the elevated pressure level behind
the leading shock wave. A stable detonation travels with what is known
as the Chapman-Jouguet velocity (CJ) [23] [56] and can reach up to 2000
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2.2 Laminar deflagrations in premixed H2-air flames

m/s in hydrogen-air mixtures. The pressure can significantly exceed 10
bar. A detailed discussion of the governing processes can be found in Lee
[70].

The focus of the present work is the investigation of the early acceleration
after ignition. The following sections focus on the involved processes and
their characteristics observed in the experimental test facility.

2.2 Laminar deflagrations in premixed H2-air flames

A hydrogen-air flame is characterized by multi-species chemistry with
many intermediate steps [57]. Intermediate species are formed and con-
sumed throughout the reaction process. The reaction of hydrogen and
oxygen can be expressed utilizing 8 species and 38 intermediate reac-
tions [111], leading to a very complex mechanism. An often-made sim-
plification is the stoichiometric one-step overall reaction of hydrogen
and oxygen. It can be formulated as follows:

2H2 +O2 → 2H2O +Energy (2.4)

The stoichiometric mixture is at 29.6% of hydrogen in air and the visible
light during reaction corresponds to the radiation of water steam at ap-
proximately 585 nm. The hydroxyl radical (OH) which only appears as an
intermediate species during the reaction, emits light at a wavelength of
approximately 307 nm. Later in this work, this characteristic of hydrogen
flames will be used to visualize the small-scale flame wrinkling process.

Laminar combustion plays a secondary role in industrial applications
and accidental investigations. Due to relatively slow flame propagation
and the resulting low pressure rise, the consequences of solely laminar
flame propagations are not critical in most of the cases. However, the sig-
nificance is located in the use of laminar flames as the basis for turbulent
modeling. Laminar flames are the basis of many (turbulent) combustion
models where, for example, the chemical timescale is significantly faster
than the turbulence timescale [76]. This assumption results in a model of
the turbulent flame surface composed of laminar flame elements, called
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2.2 Laminar deflagrations in premixed H2-air flames

flamelets. This way the chemistry and the turbulence processes are de-
coupled and can be calculated separately from each other.

2.2.1 Laminar burning velocity

The unstretched laminar burning velocity is a characteristic intrinsic
quantity of premixed flames. A possibility to determine this quantity is
an analytical approach, where the laminar burning velocity is calculated
from chemical and thermodynamic properties [89]. Another approach
is based on one-dimensional calculations of flames with a chemical-
kinetics software such as CANTERA [46]. Here, the laminar burning ve-
locity is determined as the inlet flow velocity of fresh gases occurring in
the final stationary solution. The quality of the solution in this approach
is primarily based on the chemical reaction mechanism used. Many re-
action mechanisms for hydrogen-air combustion can be found in liter-
ature, such as Konnov [65], Kathrotia et al. [57] or Ó Conaire et al. [84].
An overview and analysis of certain mechanisms is summarized in Olm
et al. [85]. However, especially in the lean stoichiometry range below 20%
of hydrogen in air, discrepancies occur in burning velocities calculated
with one-dimensional chemical-kinetics programs.
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6th order polynomial fit [11]

5th order polynomial fit−Eq.2.5

Figure 2.2: Experimentally determined unstretched laminar burning ve-
locities for varying hydrogen mole fraction at reference con-
ditions. Additionally, two fits are plotted.
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2.2 Laminar deflagrations in premixed H2-air flames

To overcome this shortcoming and uncertainty of the aforementioned
approach, the unstretched laminar burning velocity at reference condi-
tions sl,0,ref is determined based on experimental data. Fig. 2.2 summa-
rizes experimentally determined burning velocities at reference condi-
tions reported by multiple authors. A 5th-order polynomial fit is plotted
in 2.2 and is defined as a function of the equivalence ratio1:

sl,0,ref =
[
c5Φ

5 + c4Φ
4 + c3Φ

3 + c2Φ
2 + c1Φ+ c0

]
m/s (2.5)

with polynomial coefficients shown in Tab. 2.1:

Table 2.1: Coefficients for Eq. 2.5

c5 c4 c3 c2 c1 c0

4.248 -13.6 12.34 -0.833 -0.02239 -0.003956

Eq. 2.5 covers the lean range of hydrogen-air combustion and is valid in
the range of Φ =0.1 to Φ =1.28 which corresponds to approximately 4%
to 35%. A greater range is not necessary and is out of scope for this work.
The polynomial fit in Eq. 2.5 is the basis of the developed modeling con-
cept and will be used throughout this work. A 5th-order polynomial fit is
used because of the software requirements. The 6th-order polynomial fit
is depicted to show continuity in the formulation of the laminar burn-
ing velocity with previous projects. The laminar burning velocities mod-
eled by Eq. 2.5 are determined for reference conditions (Tref =293 K and
pref =1 bar). In order to use the defined correlation for other thermody-
namic conditions than the reference conditions, the following extension
can be formulated, following Metghalchi and Keck [82]:

sl,0 = sl,0,ref

(
Tu

Tref

)α (
p

pref

)β
(2.6)

The exponentials α and β can be determined as a function of stoichiom-
etry, according to Gelfand et al. [44].

1Throughout this work all polynomial fits are formulated as a function of the equivalence ratio due to
input requirements of the used software

14



2.2 Laminar deflagrations in premixed H2-air flames

2.2.2 Laminar flame thickness

Figure 2.3 compares different flame thickness definitions in the range of
lean to stoichiometric mixtures. Within this range the flame thickness is
generally decreasing with increasing equivalence ratio.
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δT , Eq. 2.7
δB , Eq. 2.8
δZ , Eq. 2.9
δF , Eq. 2.10

Figure 2.3: Comparison of flame thickness definitions under varying hy-
drogen concentration.

Formulations based on the temperature profile (Eq. 2.7 and Eq. 2.8) ex-
hibit higher flame thickness values than formulations based on ther-
mal diffusivity (Eq. 2.9) or kinematic viscosity (2.10). These discrepan-
cies originate most likely from the different implied assumptions, like the
Le = 1 assumption in Eq. 2.9 and Eq. 2.10.

Flame thickness formulation based on the temperature profile assumes
a linear temperature increase and reads as follows [89] [107]:

δT = Tb −Tu

max(dT
d x )

(2.7)

The flame thickness according to this formulation is calculated with a
one-dimensional chemical-kinetics program [46]. It can be seen in Fig.
2.3 that this definition predicts the largest flame thickness. Following
Poinsot and Veynante [89], the flame thickness according to Blint [10],

δB = 2 δZ

(
Tb

Tu

)0.7

(2.8)
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2.3 Flame front instabilities

is known for its useful a-priori predictions. This formulation is able to re-
produce the flame thickness δT , which is based on the temperature gra-
dient, without calculating the temperature profiles. Variable δZ denotes
the Zeldovich or diffusion thickness, comparing the thermal diffusivity
of the unburned mixture au with the laminar burning velocity sl . This
definition underestimates the actual flame thickness by a factor of 5 [89]
which can be observed over a wide range of stoichiometries in Fig. 2.3.

δZ = au

sl,0
= λu

ρucp,usl,0
(2.9)

Other definitions of the laminar flame thickness can be found e.g. in Cic-
carelli and Dorofeev [25]. The authors define the laminar flame thickness
based on the kinematic viscosity of the unburned gas and the laminar
burning velocity:

δF = νu

sl,0
(2.10)

2.3 Flame front instabilities

In Fig. 1.1 the effect of flame front wrinkling due to instabilities is visual-
ized. Shadowgraphy recordings of a lean (13%) and a nearly stoichiomet-
ric (30%) hydrogen-air flames at an initial pressure level of 1 bar are com-
pared with each other. These images were obtained through the GraVent
facility used in the present work. In both cases, a homogeneous mixture
with negligible initial turbulence is ignited by a weak spark at the left bor-
der of the picture. After spark ignition, the flame front propagates hemi-
spherically until it reaches the channel top and bottom walls. Finally, the
flame front propagates from left to right through the channel, passing the
optically accessible area of the GraVent facility.

Depending on the initial and boundary conditions of the investigated
problem, different flame instabilities can develop and alter the flame
front surface. A possible categorization of the instability mechanisms is
to separate the instability mechanisms based on whether they are of in-
trinsic nature or mainly caused by external effects.
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2.3 Flame front instabilities

• Flame instabilities developing due to intrinsic effects and not exter-
nal forces:

– Landau-Darrieus/hydrodynamic instability: disturbances of
the flame front are amplified due to thermal expansion across
the flame front.

– Thermal-diffusive instability: caused by imbalances of species
and heat diffusion.

• Flame instabilities developing due to effects of external forces like
pressure waves, buoyancy or turbulence:

– Rayleigh-Taylor instability: appears in accelerating fluids with
different densities, for example in gravity.

– Richtmeyer-Meshkov instability: caused by shock waves propa-
gating across the interface separating fluids with different den-
sities.

– Kelvin-Helmholtz instability: the instability develops in the
shear layer of fluids propagating with different velocities.

– Acoustic instability: reflected acoustic waves lead to pressure
oscillations which are coherent with the heat release in the
flame.

Since the focus of this work is on the initial phase of flame propaga-
tion in unobstructed channels in quasi-laminar conditions, the hydro-
dynamic and thermal-diffusive instability mechanisms were identified
as the most influential and will be discussed in more detail in the subse-
quent sections.

2.3.1 Landau-Darrieus instability

Propagating flame fronts which can be seen as waves of density discon-
tinuities, are intrinsically unstable for perturbations of all wavelengths
due to the omnipresent thermal expansion across the flame front [77]
[78] [16]. If a flame front element is slightly curved convex towards the
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2.3 Flame front instabilities

fresh gas, as depicted in Fig. 2.4 the streamlines are diverging while ap-
proaching the flame front. Due to mass conservation the gas velocity de-
creases, while the local laminar burning velocity remains constant. That
way wrinkling is further amplified. The second effect contributing to
wrinkling of the flame front is the convergence of streamlines behind the
flame front due to the density jump, as depicted in the close-up view in
Fig. 2.4. This is a self-sustained fuel type independent instability mecha-
nism and is solely caused by the propagating density discontinuity.

burnedunburned

A0 A1u0 u1

u||u

u||b

u┴u

u┴b
!u

!b

sl sl
u||u= u||b

u┴b = σ u┴u

Figure 2.4: Depiction of the hydrodynamic instability effects on the
flame front.

Depending on the stoichiometry of the mixture, this instability mecha-
nism can be damped by thermal-diffusive effects [8] [16] [75]. This leads
to the development of flame front wrinkling only after a certain run-up
distance. With increased hydrogen content in the mixture the flame front
becomes more stable. When the mixture approaches stoichiometry no
flame front wrinkling can be observed in the initial propagation phase.
In spherical flame propagation this run-up distance is expressed by the
Peclet number, defined as follows:

Pe = r

δ
(2.11)

This dimensionless number compares the run-up distance of the flame
front after ignition r to the flame front thickness δ. Only after the critical
Peclet number Pecr is exceeded, development of flame front wrinkling
can be observed. Bradley [16] reports a critical Peclet number Pecr =
1782 for a rich hydrogen-air mixture of 36.4%. The leaner the mixture, the
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2.3 Flame front instabilities

earlier flame wrinkling can be observed, resulting in smaller Pecr values
than in the 36.4% case.

2.3.2 Thermal-diffusive instability

Lean hydrogen-air mixtures have effective Lewis numbers below unity,
which are considered an indication of thermal-diffusive instabilities. The
lower the hydrogen concentration of the lean mixture, the stronger the
flame front augmentation because of local small-scale wrinkling caused
by these instabilities. These instabilities are caused by hydrogen accu-
mulation in the convex shaped parts of the flame front due to prefer-
ential diffusion of the deficient species in the mixture (hydrogen in lean
hydrogen-air mixtures) as shown in Fig. 3.6, [74].

unburned

burned

deficient component: H2

excess component: air

hydrogen 

enrichment

Figure 2.5: Depiction of the preferential diffusion effect for mixtures with
high differences of the diffusion coefficients of the compo-
nents.

The Lewis number is defined in Eq. 2.12. It compares the thermal diffu-
sivity of the mixture to the diffusivity of the deficient species, which is
hydrogen in the investigated case:

Le = a

D
(2.12)

A deviation of the Lewis number from the value of 1, denotes an imbal-
ance of thermal and species diffusivities. Fig. 2.6 shows the influence
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2.3 Flame front instabilities

of the Lewis number on stabilizing or destabilizing a flame front. If the
counteracting effect of thermal diffusion in the mixture is sufficiently
weak, these hydrogen accumulations cause increased temperatures and
thus higher reaction rates, which lead to flame acceleration in these con-
vex flame sections and the exact inverse process occurs when the coun-
teracting effect of thermal diffusion is sufficiently strong.

This mechanism promotes or damps small perturbations and wrinkles
the front progressively, which intensifies or abates the prior effect of hy-
drogen accumulation. The flame front becomes more or less convex and
a self-supporting instability mechanism is amplified or damped.

unburnedburned

Le > 1

unburnedburned

damped
displacement

amplified
displacement

a a

a
a

D

D

D

D

Le < 1TD stable TD unstable

Figure 2.6: Depiction of the thermal-diffusive instability on flame fronts
exhibiting different effective Lewis numbers.

2.3.3 Combined LD and TD instability

Flame front stability analyses in the sense of the determination of growth
rates of harmonic perturbations have been developed for the hydrody-
namic and thermal-diffusive instability mechanisms [77]. Additionally,
the stabilizing effect of stretch has been identified and included by Zel-
dovich et al. [117]. Bechtold and Matalon [8] combined all three effects
for stability analyses in spherically expanding flames. A further discus-
sion with some corrections is presented by Bradley [16]. A summary and
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2.3 Flame front instabilities

overview can be found in Keppeler and Pfitzner [61]. In the present work
the investigated flame configuration corresponds in the initial phase af-
ter ignition to hemispherical flame propagation. The effects of the hydro-
dynamic and thermal-diffusive instabilities and especially the influence
of stretch play a significant role in these flames.

For spherically expanding flame fronts a spherical wavenumber can be
defined:

n = 2πPe

Λ/δT
(2.13)

with the harmonic perturbation of the flame front Λ and the non-
dimensionalized radius expressed in the form of the Peclet number, de-
fined in Eq. 2.11. It is emphasized that the Peclet number is pressure de-
pendent due to the formulation based on the laminar flame thickness.

The dimensionless amplitude of the perturbation relative to the flame
front is defined as:

a = a0

(
r

r0

)σLD,sp(1+Ω/Per ln(r /r0))

(2.14)

with the initial dimensionless amplitude a0 of the perturbation. The log-
arithmic growth rate of the amplitude of the perturbationωsp dependent
on the Peclet number is defined as follows:

ωsp = d ln(a/a0)

d ln(Pe)
= ωLD,sp︸ ︷︷ ︸

LD instability

− ωLD,sp
Ω

Pe︸ ︷︷ ︸
TD instability + stretch

(2.15)

The respective contributions through LD-, TD- and stretch-effects to the
overall growth rate are additionally indicated.

Depending on the stoichiometry and the Peclet number three differ-
ent cases are discussed. Fig. 2.7 shows the case of a lean flame with an
equivalence ratio ofΦ= 0.35 after a non-dimensional run-up distance of
Pe = 500. The overall growth rate is depicted on varying wave number.
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2.3 Flame front instabilities

A positive growth rate means that the instability is undamped and that
it is developing. The plot shows the growth rates of the LD and the TD
instability, which are both positive. The superposition of both instability
mechanisms is therefore also positive which means that the flame front
develops wrinkling due to this instability mechanisms.
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Figure 2.7: Overall growth rate of instability over varying spherical wave
number for a mixture with Φ = 0.35 at a non-dimensional
run-up distance of Pe = 500.
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Figure 2.8: Overall growth rate of instability over varying spherical wave
number for a mixture withΦ= 0.9 at a non-dimensional run-
up distance of Pe = 50.

22



2.3 Flame front instabilities

Figure 2.8 shows the same variables but at an equivalence ratio ofΦ= 0.9
and a non-dimensional run-up distance of Pe = 50. It can be observed
that the growth rate of the LD instability is positive. However, the growth
rate of the TD instability is negative. The superimposed growth rate is
negative which means that no flame front wrinkling can be observed on
the flame surface. Figure 2.9 shows the growth rates at the same equiv-
alence ratio of Φ = 0.9 but at a larger distance corresponding to a Peclet
number of Pe = 500. The growth rate of the LD instability is unchanged
positive. The growth rate of the TD instability is also still negative but
exhibits higher values so that the superimposed growth rate is positive
in a certain wave number range. The highest (ns) wave number limit-
ing this range corresponds to the smallest length scale and the lowest
(nl ) wave number corresponds to the largest length scale of the develop-
ing flame front wrinkling. The wave number (nm) corresponding to the
highest growth rate, indicates the length scale of the instability that is
developing predominantly.
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Figure 2.9: Overall growth rate of instability over varying spherical wave
number for a mixture with Φ = 0.9 at a non-dimensional
run-up distance of Pe = 500. Additionally, characteristic wave
numbers are depicted.

As can be seen in Figs. 2.7, 2.8 and 2.9 the LD instability is omnipresent
in flames across the entire stoichiometry range and cannot be decoupled
from the TD instability. Depending on the stoichiometry, the TD instabil-
ity is damping or amplifying the effect of flame front wrinkling.
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2.4 Flame Stretch

The observed effect of flame front wrinkling discussed in the present
work is caused by a combination of LD and TD instability mechanisms
under influence of stretch. The effects cannot be decoupled from each
other and therefore small-scale wrinkling observed in the present work
is considered as the result of the superposition of all three effects.

2.4 Flame Stretch

Flame front wrinkling due to intrinsic instability mechanisms is not only
increasing the flame surface area but also altering the local laminar flame
speed along the flame front due to stretch effects. The laminar burning
velocity equals the unstretched value only in the one-dimensional case
[107].

In the investigated case of lean hydrogen-air mixtures with Lewis num-
bers below unity, positive stretch effects lead to an increase of the local
laminar burning velocity. Flame stretch is defined as the normalized rate
of change of a flame surface area element and can be described with the
Karlovitz stretch factor [69]:

K = 1

A

d A

d t
(2.16)

The overall flame stretch K is usually composed of two parts, strain and
curvature:

K = Ks +Kc (2.17)

Strain is the outcome of non-uniform flow ahead of the flame front in
form of tangential velocity gradients. Curvature is caused by the prop-
agating curved flame front itself. Due to the low propagation velocities
of the flame front and therefore low flow velocities of the fresh gases
ahead of the flame and the quasi-laminar nature of the problem, strain
is expected to play a minor role in the investigated cases and will be ne-
glected. This assumption is in accordance with observations in literature,
according to Markstein et al. [79] and Peters [88].
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2.4 Flame Stretch

In this work stretch is assumed to be mainly caused by flame front cur-
vature:

K = Kc (2.18)

The most commonly used relationship between stretch and burning ve-
locity for moderate stretch rates is of linear nature and reads as follows
[26] [49] [103]:

sl,s = sl,0 −L K (2.19)

Equation 6.16 exhibits the variable L , known as the Markstein length.
The Markstein length can be understood as a factor for the influence of
stretch on the laminar burning velocity. In spherically outward expand-
ing flames, the convex curvature of the flame front towards the fresh gas
is defined as positive. This results in a positive stretch factor K. Accord-
ingly the concave part is defined as negative. Lean hydrogen-air mix-
tures exhibit negative Markstein lengths. Following Eq. 6.16 it can be con-
cluded that outwardly propagating spherical flames in lean hydrogen-air
mixtures exhibit higher burning velocities compared to the unstretched
case. Often the Markstein length L is non-dimensionalized with the
laminar flame thickness resulting in the so-called Markstein number
[79]:

Ma = L

δ
(2.20)

According to this, flame stretch can be connected to the Karlovitz num-
ber:

Ka = Kδ

sl,0
(2.21)

The Markstein lengths used throughout this work are always defined
with reference to the unburned gas.
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2.5 Unsteady laminar flame fronts

2.5 Unsteady laminar flame fronts

Since flame propagation velocities play a central role in this work, im-
portant relationships must be introduced. The investigated problem ex-
hibits unsteady flame front propagation in a closed channel. For this rea-
son the observed flame velocity in the laboratory reference system is not
identical to the burning velocity specified in Sec. 2.2.1, which is a chem-
ical property of the specific mixture under specific thermodynamic con-
ditions.

The flame front is propagating with the velocity su in respect to the un-
burned fresh gas ahead of the flame. The fresh gas itself is moving with
the velocity u due to the piston-like effect of the moving flame front. The
sum of both velocities is the observed propagation velocity uF in the lab-
oratory reference system:

uF = u + su (2.22)

u
gas

=u
burned unburned

susuσ

u
gas

=0

ignition 
position

Figure 2.10: Side view of a propagating smooth flame front in a chan-
nel geometry with a closed end at the ignition position. The
variable ugas denotes the local gas velocity in the burned and
unburned gas respectively.

With respect to the propagating flame front, the products behind the
flame front are moving with the velocity σsu. The density ratio σ is de-
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2.6 Turbulent burning characteristics

fined according to Eq. 2.2.

The closed channel wall at the left side (see Fig. 2.10) imposes a zero
velocity boundary condition behind the flame front with respect to the
external observer. In order to satisfy this boundary condition the flame
front velocity uF must be identical to the propagation velocity the prod-
ucts σsu, only in the opposite direction. This leads to the formulation:

σsu = ugas + su (2.23)

Finally, the variable su can be substituted with an appropriate flame
speed definition depending on the investigated case. Is the flame prop-
agating in quiescent mixture at atmospheric conditions and with negli-
gence of stretch influence, su can be represented by the unstretched lam-
inar burning velocity sl,0 stated in Eq. 2.5.

2.6 Turbulent burning characteristics

Turbulence plays a significant role in combustion as it can accelerate
flame fronts to velocities where they can undergo a deflagration-to-
detonation transition with devastating effects on the environment. Ad-
ditional to laminar heat and mass transfer, turbulent transfer of heat and
mass takes place in turbulent flows. This turbulent diffusion can exceed
the laminar counterpart by orders of magnitude.

Turbulent flows exhibit a wide range of length and timescales. Based on
these scales Kolmogorov [64] describes turbulence as a cascade process
with an energy containing range (largest eddies), an universal range and
an dissipation range (smallest eddies). The energy of the turbulent flow
is contained in the eddies of the size of the integral length scale lt . The
integral length scale denotes the mean size of the largest turbulent eddies
contained by the flow. The turbulent kinetic energy k transported to the
smaller eddies is defined as follows:

k = 1

2
u′2

i = 3

2
u′2 (2.24)
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2.6 Turbulent burning characteristics

with u′
i as the root mean square value of the turbulent velocity fluctu-

ation and with i = 1,2,3 representing the three spatial directions. The
often made simplification of isotropic turbulence assumes identical ve-
locity fluctuations u′ in all three spatial directions. The energy k is con-
stantly transported at the rate of dissipation ε:

ε= u′3

lt
(2.25)

to smaller size eddies until the energy is dissipated in the smallest ed-
dies, where the inertial forces cannot overcome the viscous forces. The
length scale of the smallest eddies in the fully developed turbulent flow
are defined as follows:

η=
(
ν3

ε

)0.25

(2.26)

A more detailed description of turbulent flows and turbulent processes
can be found in the literature, e.g. Pope [91].

Flows can be categorized as laminar or turbulent by the means of the
non-dimensional Reynolds number. This variable compares momentum
and viscous forces and is defined as follows:

Re = ul

ν
(2.27)

with flow velocity u and a length scale l , e.g. tube diameter. The transi-
tion of an initially laminar flow to the turbulent state occurs when a case
specific critical Reynolds number is exceeded.

Substituting the velocity and length scale in Eq. 2.27 with turbulent val-
ues like the turbulent fluctuation velocity u′ and the turbulent length
scale lt the turbulent Reynolds number Ret can be defined in the follow-
ing way:

Ret = u′lt

ν
= u′lt

sl,0δF
(2.28)
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2.6 Turbulent burning characteristics

with δF = ν/sl,0 (Eq. 2.10). The turbulent Reynolds number allows for an
easier classification of the flow regime since the transition of laminar to
turbulent occurs at the value of unity. The higher the turbulent Reynolds
number Ret , the more important are turbulent exchange processes.

To compare turbulent and chemical scales and to determine how turbu-
lence is affecting chemistry, Borghi [14] [15] suggested a diagram com-
paring the ratios of velocity and length scales. Fig. 2.11 shows the Borghi
diagram with extensions to the original formulation by Peters [88]. Dif-
ferent non-dimensional numbers are depicted in the diagram, indicat-
ing flame regimes based on the turbulence-chemistry interaction. The
already introduced turbulent Reynolds number Ret is plotted in Fig. 2.11
for the value of 1, separating the laminar and turbulent regimes of the
diagram.
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Figure 2.11: Borghi combustion diagram [14] [15] with modifications by
Peters [88].

The Karlovitz number compares the chemical timescale τF correspond-
ing to the entire flame thickness to the Kolmogorov timescale (as the
smallest scale) τη and is defined as follows:

Ka = τF

τη
=

(
δF

η

)2

(2.29)

The Karlovitz number for a value of 1 is depicted in Fig. 2.11, separating
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2.6 Turbulent burning characteristics

the flamelet regime and the thin reaction zones regime. In the flamelet
regime Ka < 1 the smallest turbulent eddies are still larger than the lam-
inar flame thickness and therefore cannot penetrate and alter the inner
flame structure. Turbulence can only wrinkle and corrugate the flame
front kinematically. The flamelet regime itself can be divided by the con-
dition u′/sl,0 = 1 into a wrinkled flamelets regime u′/sl,0 < 1 and a corru-
gated flamelets regime u′/sl,0 > 1.

The second Karlovitz number KaR compares the chemical timescale
corresponding to the reaction zone thickness τR with the Kolmogorov
timescale or reaction zone thickness δR to the Kolmogorov thickness:

KaR = τR

τη
=

(
δR

η

)2

≈ 0.01Ka (2.30)

with the assumption of δR = 0.1δF [88]. The area confined between the
two Karlovitz numbers (Ka > 1 and KaR < 1) is called the thin-reaction
zone regime. In this thin-reaction zone regime the smallest turbulent ed-
dies are able to penetrate the inner flame structure and enhance the mix-
ing of heat and species in the preheat zone but not in the smaller reaction
zone.

In the broken reaction zones regime KaR > 1 the turbulent eddies are
small enough to enter even the reaction zone. Turbulent quenching oc-
curs in this regime as turbulent eddies can transport cold reactants in
the reaction zone. No compact flame structure can be identified in this
regime.

Figure 2.12 shows an OH-PLIF image (Planar Laser-induced Fluores-
cence image of the OH-radical) of a propagating flame front experimen-
tally obtained in this work. The flame front corresponds to a mixture of
13% and an initial pressure level of 1 bar and is propagating from left to
right. The colors correspond to the detected intensity of the OH-PLIF sig-
nal, with red as high intensity and blue as low intensity. As expected, the
highest intensity values can be found in the vicinity of the flame front.
Despite the wrinkling of the flame front is not caused by turbulence, the
flamelet assumption holds for the observed phase of flame propagation
since no broken reaction zones can be identified. This observation has
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0,7 bar 2 barFigure 2.12: A planar laser-induced fluorescence image of the OH-
radical (OH-PLIF) showing a flame front propagating from
left to right for a concentration of 13% and an initial pres-
sure level of 1 bar.

been made for flame fronts in the entire concentration range investi-
gated in the present work.

Based on this observation the computation of chemistry and turbulence
in CFD-simulations can be separated. The flame front is assumed to be
an ensemble of small flamelets with one-dimensional inner flame struc-
ture. These flamelets can be calculated prior to the simulation and saved
in so-called flamelet tables. This approach saves computational time and
increases the robustness of the calculation.

2.7 Premixed combustion modeling

Numerous approaches for turbulent combustion modeling can be found
in literature. Extensive discussions can be found in Poinsot and Veynante
[89], Gerlinger [45] or Ferziger and Perić [39]. The goal of this chapter is
not to reproduce and discuss well known turbulent combustion model-
ing approaches that can be found in the literature given above. Instead,
the goal is to briefly outline the most important relations generally uti-
lized in premixed URANS combustion modeling and to show the point
at which the outcome of this work is considered in the holistic modeling
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2.7 Premixed combustion modeling

concept. Instantaneous conservation equations for mass, momentum,
energy and species are the starting point for numerical fluid simulations.
A summary of the set of these partial differential equations can be found
in Poinsot and Veynante [89]. The influence of turbulence on these equa-
tions requires an averaging process to decrease computational costs.

Turbulent flows are characterized by unsteady three-dimensional fluctu-
ations of the variables. The generic turbulence affected variableφ can be
decomposed in an average value and a fluctuating value:

φ=φ+φ′ (2.31)

This procedure is called Reynolds decomposition [94]. In unsteady flows
the determination of the mean value φ is defined as the ensemble aver-
age:

φ= 1

N

N∑
k=1

φk (2.32)

with N denoting the amount of data points to average. Averaging of the
fluctuating variable results in:

φ′ = 0 (2.33)

This averaging procedure is mainly applied to inert flows. However, in re-
active flows, the large density change across the flame front results in cor-
relations between the flow variables and the density fluctuations, which
are generally not negligible. This way the conservation equations be-
come very complex by solely utilizing Reynolds-averaging [45]. To over-
come this downside, the density-weighted Favre-averaged variables can
be used. This averaging procedure is based on the decomposition of the
variables defined as follows:

φ= φ̃+φ′′ (2.34)
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with the averaged variable φ̃ and the fluctuating variable φ′′. The aver-
aged variable can be expressed in the following way:

φ̃= ρφ

ρ
(2.35)

An important definition of the Favre-averaging process is that the follow-
ing definition holds:

ρφ′′ = 0 (2.36)

Due to the modified averaging process introduced in Eq. 2.35, the av-
eraged conservation equations maintain their usual structure. For this
reason, pressure and density in conservation equations are usually
Reynolds-averaged and all other variables are usually Favre-averaged.

In premixed combustion simulations the compressible transport equa-
tion of the Favre-averaged reaction progress variable c̃, depicted in Eq.
2.38, is solved. This quantity is bound to values from 0 (reactants) to 1
(products), passing through all intermediate values in the flame front.
The main idea behind this strategy is to save computational power by
reducing the system of partial differential equations by linking the tabu-
lated species mass fractions to the reaction progress variable c̃. Instead
of computing the transport equations for every species involved, only
the transport equation for the reaction progress variable is solved. Af-
terwards, the species mass fractions can be computed from distribution
of the reaction progress variable, which is defined as follows:

c̃ = T̃ −Tu

Tb −Tu
(2.37)

The transport equation reads as follows:

∂

∂t
(ρc̃)+ ∂

∂xk
(ρũk c̃) = ∂

∂xk

[(
ρD + µt

Sct

)
∂c̃

∂xk

]
+ ω̇c (2.38)

Due to the averaging process, Eq. 2.38 is not closed and therefore cannot
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be solved without modeling the unknown source term ω̇c . One possibil-
ity to close this term, is the closure suggested by Zimont [119]:

ω̇c = ρu st |∇c̃| (2.39)

The main advantage of this closure is the formulation of the mean re-
action rate dependent on the gradient of the Favre-averaged reaction
progress variable. This strategy results in an integral reaction rate inde-
pendent from the grid resolution. That means that the integral reaction
rate is not affected by the spatial resolution of the flame brush [29].

Another advantage of this closure is the possibility to incorporate ex-
perimental results through the formulation of so-called turbulent flame
speed correlations. A large number of flame speed correlations can be
found in the literature. Especially in Lipatnikov and Chomiak [76] a de-
tailed overview and discussion of flame speed models with focus on tur-
bulence driven acceleration can be found. The strategy pursued in the
present work is to formulate a new correlation for the turbulent flame
speed incorporating identified flame accelerating effects and to close Eq.
2.39.

2.8 Damköhler’s approach

Damköhler originally introduced the relationship of the ratio of the wrin-
kled and smooth flame surface area to the ratio of a turbulent and lam-
inar burning velocity. Moreover, he identified a small-scale and a large-
scale turbulence regime and developed expressions for resulting burning
velocities for both cases [28]. The circumstance that flame surface areas
and flame propagation velocities are proportional to each other is also
reported through Driscoll [37].

However, Damköhler investigated flame front enlargement due to the in-
fluence of turbulence. In the present work, this concept of an accelerat-
ing flame due to flame front enlargement is applied to flame front en-
largement caused by flame instabilities. The continuity of mass across
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2.8 Damköhler’s approach
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Figure 2.13: Propagating wrinkled flame front in a channel geometry
with a closed end at the ignition position. Additionally, a
theoretical smooth flame front is depicted.

the flame front can be formulated as follows:

ṁ = ρu Awrinksl = ρu Asmoothst = const. (2.40)

Based on this, the corresponding burning velocity st can be defined:

st =Ξ · sl ≈ Awrink

Asmooth
· sl (2.41)

Figure 2.13 shows a wrinkled flame front Awrink. Additionally, the cor-
responding theoretical smooth flame front Asmooth is shown. The flame
front propagates from left to right, away from the ignition position at the
left end wall. The wrinkled flame front propagates in this case locally with
the laminar burning velocity sl . On the basis of the formulation in Eq.
2.41, factor Ξ can be calculated by comparing the wrinkled flame front
to the corresponding smooth flame front without small-scale wrinkling.
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3 Test facility and measurement
techniques

3.1 Small-scale explosion channel - GraVent

The experimental setup used in this work was originally developed in a
previous project by Vollmer [110]. It is an unobstructed explosion chan-
nel with a rectangular cross-section. As depicted in Fig 3.1, the chan-
nel height is 0.06m and the channel width is 0.3m. The channel length
is 1.3m, as shown in the top view in Fig.3.2. The GraVent test facility is
built in a modular way with two different types of segments. In this work
a standard segment was combined with an optical segment, the latter
allowing optical access to the explosion channel through lateral quartz-
glass windows. The ignition position and the optically accessible area are
highlighted in Fig. 3.2. The hydrogen-air mixture is generated inside the
channel using the partial pressure method. After this, the mixture is ig-
nited through a spark plug (NGK BKR6EIX-LPG). Both channel ends are
closed with plates. One of them has a quartz glass window, allowing a
laser beam to enter the channel volume along the center line permitting
OH-PLIF measurements.

Fig. 3.3 shows values of the hydrogen mole fraction over injection time.
The values were calculated with the partial pressure method comparing
injected partial pressure into the channel to ambient pressure prior to
the injection. Highlighted through the red dashed line is the detected
linear correlation between the hydrogen mole fraction and the injection
time. The experimentally determined values show only small deviations,
hence a high reproducibility of the hydrogen concentration in the chan-
nel can be assumed. The determination of the hydrogen mole fraction
after the injection is carried out prior to every single experimental run.
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3.1 Small-scale explosion channel - GraVent
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Figure 3.1: Channel cross section showing the height (z-direction) and
the width (y-direction) of the GraVent facility.
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Figure 3.2: Sectional top view of the GraVent facility. The flame propa-
gates mainly in x-direction.

To verify the assumption of a homogeneous distribution of the injected
hydrogen in the explosion channel, experiments and simulations were
conducted. Simulated profiles of the hydrogen mole fraction for differ-
ent waiting times after injection are depicted in Fig. 3.4. Shortly after
injection a non homogenous distribution along the channel height is
observed. For longer waiting times the concentration gradient degrades
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3.1 Small-scale explosion channel - GraVent
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Figure 3.3: Calculated hydrogen concentrations plotted over injection
time. The hydrogen concentrations are calculated from ex-
perimentally measured partial pressures of the injected hy-
drogen.

and the distribution becomes more homogenous throughout the chan-
nel height. After a waiting time of 30s the distribution can be assumed
as homogenous. Furthermore, it can be seen that after 60s no decom-
position of the mixture can be observed. Vollmer [110] investigated this
process experimentally. Due to the hazardous properties of hydrogen,
helium was used in these experiments. The binary diffusion coefficients
of hydrogen and helium in air are similar which qualifies helium as an
appropriate substitution for hydrogen [81]. During the experiment gas
probes at various heights and at various waiting times were taken and
analyzed gaschromatographically validating the assumptions and simu-
lational results.

Since the focus of this work is to isolate the effect of laminar flame front
instabilities, a low initial turbulence level has to be ensured. Therefore,
the waiting time in the experiment was chosen to 60s. This waiting time
was assumed as sufficient for the initial turbulence to decay to negligible
levels. Furthermore, the facility is equipped with temperature sensors in-
dicating the desired initial temperature before every run. This way it can
be confirmed that the facility reaches steady state between runs.

The GraVent facility allows a high repetition rate of experiments and a
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3.1 Small-scale explosion channel - GraVent
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Figure 3.4: Simulated profiles of hydrogen mole fraction over the chan-
nel height with an average hydrogen concentration of 20% H2

for different waiting times.

high reproducibility of results. To ensure that, a standardized procedure
to conduct the experiments was developed and is summarized as fol-
lows:

• Flushing of the channel with dry air for 5 minutes,

• partial evacuation of the channel volume with an external vacuum
pump until the desired sub-atmospheric pressure level is reached,

• injection of hydrogen through nozzles in the top plate along the en-
tire channel length until ambient pressure is reached,

• waiting for 60s for the mixture to homogenize by diffusion and to re-
duce the turbulence level as far as possible prior to the experiment,

• ignition of the mixture and triggering of the high-speed cameras
through the LabView control software,

• flushing the channel with dry air to exhaust the combustion prod-
ucts.
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3.2 Conventional measurement techniques

3.2 Conventional measurement techniques

The measurement techniques installed at the GraVent facility can be cat-
egorized in two groups. The first group can be considered as conven-
tional measurement techniques, where the time-of-arrival photodiodes
and the pressure transducers can be assigned. Both devices are mounted
in the channel top plate along the channel axis, as depicted in Fig. 3.5.

x = 0

x

9 10

photodiode

7 81 2 3 4 5 6

pressure transducer

1 2

Figure 3.5: Depiction of the photodiode positions (red diamonds) and
the pressure transducer positions (green diamonds).

3.2.1 Time-of-arrival photodiodes

The UV-sensitive photodiodes of type Hamamatsu S1336-18BQ are used
to determine the arrival times of the passing flame front. Fig. 3.6 gives
an overview of the photodiode setup installed in the channel top plate.
The angle α determining the field of view of the photodiode has been
determined to α ≈ 6◦ in a prior project [110]. Due to the small channel
height in the present work it has no significant influence on the calcu-
lated velocities based on the earlier detected arrival times of the flame
fronts. The detected photodiode signal is measured with a sampling rate
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3.2 Conventional measurement techniques

of 250 kS/s, allowing for precise detection of flame front arriving times.
Table 3.1 summarizes the mounting positions of the photodiodes.

field of view

channel top plate

propagating
flame front 

photodiode
quartz glass

data link

⍺

Figure 3.6: Overview of the photodiode setup in the explosion channel.

Table 3.1: Photodiode distances from the ignition position (x = 0).

Photodiode 1 2 3 4 5 6 7 8 9 10
Position (m) 0.1 0.2 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2

Knowing the positions of the photodiodes (x1 and x2) and the arrival
times of the flame (t1 and t2), velocity-distance diagrams can be ob-
tained. Fig. 3.7 shows typical detected photodiode signals of a passing
flame front. When the flame front reaches the light sensitive photodi-
ode the signal rises to a peak value. To determine the arrival times of
the passing flame front, a threshold value of the transmitted signal was
chosen according to prior projects to determine the arrival time (dotted
line) [110] [11]. The determination of the velocity values follows Eq. 3.1
where the mean flame velocity between two photodiodes is calculated.
This calculated velocity corresponds to the flame front velocity observed
by a stationary observer:

uF

(x2 +x1

2

)
= ∆x

∆t
= x2 −x1

t2 − t1
(3.1)
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3.2 Conventional measurement techniques

with x2 > x1 and t2 > t1.
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Figure 3.7: Typical detected raw photodiode signal of two photodiodes
when a flame front is passing.

3.2.2 Pressure transducers

For measurement of the increasing pressure during an experiment, two
piezoelectric pressure transducers Kistler 601A are used. Each of the two
segments is equipped with one transducer. Fig. 3.5 shows the positions
of the pressure transducers in the channel. Tab. 3.2 gives the exact posi-
tions of the pressure transducers along the channel axis. The transduc-
ers are mounted in the top plate of the channel and are connected to an
external amplifier Kistler 5011B. The sampling rate of the pressure trans-
ducers is adjusted to 50 kS/s. High-temperature silicone was applied to
the pressure transducers to avoid falsification of the pressure signal due
to thermal shock [11] [110].

Table 3.2: Pressure transducer distances from the ignition position at x =
0 m.

Pressure transducer 1 2
Distance (m) 0.1 0.9
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3.3 Optical measurement techniques

3.3 Optical measurement techniques

The optical measurement techniques used in this work are shadowgra-
phy and OH-PLIF. Both are performed simultaneously with a high time
resolution of 20kHz. The setup of the applied measurement techniques
is depicted in Fig. 3.8. Shadowgraphy is conducted with a z-type setup,
visualizing the second derivative of the density. The light source is a LOT
Oriel Xe lamp with a power of 350W and a broad band spectrum. A non-
intensified Complementary Metal Oxide Semiconductor (CMOS) camera
Photron SAX is used.

Photron

SAX

Photron SAX2 + 

Image Intensifier

LOT Oriel

Xe lamp

Innoslab IS8II + 

Sirah Credo Dye

10°

Planar

Mirror

Planar

Mirror

Focussing

Mirror

Collimating

Mirror

Apperture

Figure 3.8: Setup of simultaneous shadowgraphy and OH-PLIF
meausurement techiques.

The laser system used for the excitation of OH radicals is a combination
of a diode-pumped solid-state Nd:YVO4 laser (INNOSLAB IS8II) and a
tunable dye laser (Sirah Credo). The pumplaser emits at a wavelength
of 532nm. The dye laser is operating with Rhodamin 6G dissolved in
ethanol, emitting light according to the desired set point of 565.89nm
in the resonator stage. After the following amplifier stage, the laser light
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3.3 Optical measurement techniques

enters the Second Harmonics Generator (SHG) unit for frequency dou-
bling. After separation of the occurring two wavelengths (565.89nm and
282.94nm) in the wavelength separation unit, only laser light at a wave-
length of 282.94nm exits the laser. This particular wavelength excites the
transition of the OH radical from the X 2Πi band up to its excited state
in the A2Σ+ band. For OH-PLIF measurements a CMOS camera Photron
SAX2 is coupled with an external image intensifier Hamamatsu C10880-
03. A 100mm UV lens and a 320±20nm bandpass filter are used [13].

Table 3.3: Data of the used laser system consisting of the Innoslab IS8II
pump laser and the Sirah Credo dye laser system [100].

Innoslab IS8II Sirah Credo
Power Output 43 W 2 W

Output Wavelength 532 nm 282.9446 nm
Repetition Rate 20 kHz -
Output Energy 2 mJ 100 µJ
Pulse Length 6.5 ns -

High-speed OH-PLIF measurements are conducted to gain information
about microscopic flame topology, particularly about flame surface area
increase due to flame front instabilities. This technique allows the visu-
alization of OH radicals which are an intermediate species of the hydro-
gen oxidation and can be used as a marker of the flame front [63]. The
main advantage of the OH-PLIF technique versus shadowgraphy is that
there is no line-of-sight integration in the resulting pictures due to the
planar laser sheet. This planar laser sheet allows the excitation of the OH
radicals in a defined thin plane. The results are two-dimensional slices
allowing measurement of the flame front length in this plane.

It must be emphasized that depending on the optical measurement tech-
nique and the chosen resolution, the field of view changes in x-direction
and therefore does not match the full width of the optically accessible
area of 0.23 m. The field of view in the present work was chosen for both
optical measurement techniques to approximately 0.16 m.
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4 Highly resolved simulations

In addition to experimental investigations, highly resolved simulations
of the investigated problem are conducted to gain more insight into the
small-scale wrinkling processes [52]. The two-dimensional simulations
complement the experimental data and allow to investigate the flame
wrinkling process at a higher resolution and under varying pressure.

4.1 Numerical setup

The open-source CFD package OpenFOAM [112] is used to solve the
set of equations in a finite-volume framework. Unsteady compressible
Navier-Stokes equations with detailed chemistry are solved. To compute
the unsteady local composition of the multi-component mixture, N −1
transport equations are solved for the mass fractions Yk of N species. YN

(excess species nitrogen here) finally results from the fact that all mass
fractions must sum up to unity. Linking the velocity gradients in the mo-
mentum equations to the resulting shear stress, the dynamic viscosity µ
is obtained from Sutherland’s formula [113] and other molecular trans-
port properties like individual species diffusivities Dk =µ/(Sckρ) are de-
rived therefrom. Mixture heat conductivity λ is calculated by Eucken’s
formula [90].

Because of its wide validation range (pressure from 0.05 to 87 atm,
temperature from 298 to 2700 K and equivalence ratio from 0.2 to 6),
the chemical source term ω̇k is calculated by means of Ó Conaire’s de-
tailed mechanism [84]. The original scheme, consisting of 9 species and
19 reversible elementary reactions is extended for the excited hydroxyl
molecule OH∗ following Kathrotia et al. [57]. In the context of this study,
it is important to note that Arrhenius rate coefficients are only depend-
ing on temperature. However, pressure implicitly influences the reaction
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4.1 Numerical setup

rate via the concentration of involved species. Since gas-dynamic effects
like shock waves do not play a role in this investigation, robust pressure-
velocity coupling is realized by the Merged PISO-SIMPLE (PIMPLE) algo-
rithm which is optimized for unsteady problems. Spatial discretization is
second-order accurate for both convective and diffusive fluxes. Dynamic
time-stepping with a maximum Courant number of 0.1 assures a stable
and sufficiently accurate temporal discretization. Chemical source terms
are linearized to avoid issues related to stiff Arrhenius chemistry. Closure
of the governing equations for small-scale effects is unnecessary since all
relevant scales are resolved. Thermal spark plug ignition is modeled by
patching adiabatic flame temperature and chemical equilibrium mixture
composition around the ignition kernel with a radius of 2.5 mm. Initial
temperature is assumed to be 293 K. No-slip adiabatic walls are imposed
at all boundaries.

To save computational power a rectangular two-dimensional domain
is used in the calculations. Additionally, computational power is saved
by setting the length of the computational domain to 0.325 m, approxi-
mately two times the length of the optically accessible area of the chan-
nel. According to Altantzis et al. [3] and Frouzakis et al. [42] the cellu-
lar structure of the flame front also depends on the ratio of the domain
height and flame thickness. Therefore, to achieve the highest compara-
bility with the experimental results, the height of the computational do-
main in this work is chosen to be 0.06 m, corresponding to the full height
of the explosion channel.

A grid sensitivity study was conducted to ensure a sufficient resolution
of the flame front structure. A structured grid with 12.19 million cells
(40 µm cell size) was found to resolve the flame structure sufficiently.
With this setup the flame structure was resolved by at least 10 cells even
in the highest pressure case with the thinnest flame front as demon-
strated in Fig. 4.1, resulting in DNS-like highly resolved simulations. Us-
ing a uniform grid spacing of ∆x = 40 µm, the number of in-flame cells
δB /∆x drops approximately from 20 to 12 in the relevant evaluated range
of this study from p = 0.5 bar to p = 8 bar. In-flame phenomena and re-
lated two-dimensional flame stretch effects, due to front curvature and
tangential strain, are thus naturally included in the simulation. Follow-

46



4.1 Numerical setup
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Figure 4.1: On the left: pressure dependency of flame thickness δB fol-
lowing Blint [10] for a hydrogen concentration of XH2 = 13%;
On the right: the corresponding number of in-flame cells for
a computational grid resolution of ∆x = 40 µm.

ing Poinsot and Veynante [89], the flame thickness in Eq. 2.8 according
to Blint [10] is known for its good a-priori predictions. Here, δZ = au/sl

denotes the Zeldovich or diffusion thickness in which the effect of pres-
sure is accounted for both the laminar burning velocity sl as well as the
thermal diffusivity of the unburned mixture au. Evaluation of the thermal
flame thickness from Eq. 2.3 from one-dimensional flame profile calcu-
lations in CANTERA [46] resulted in consistently larger values of δ (i.e.
less conservative) and is therefore not used for the assessment of grid
resolution.

The resolution of turbulence is incorporated in principle but not neces-
sarily correct in a quantitative way. In general, turbulence-resolving sim-
ulations are not meaningful in two-dimensional domains, since vortex
stretching does not exist in two-dimensional space. Fortunately, turbu-
lence seems to be of inferior importance in the investigated problem.
This assumption is especially valid since no turbulence-inducing obsta-
cles are installed in the channel. The Kolmogorov dissipation scales are
consequently not considered for the resolution requirement. Table 4.1
summarizes the numerically investigated cases at a hydrogen concen-
tration of 13%.
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4.2 Numerically obtained flame fronts

Table 4.1: Case overview of highly resolved simulations. n denotes the
number of computational cells in the particular simulation.

No. XH2 (%) p0 (bar) n(·106)
1 (ref.) 13 1.01 12.19
2 13 1.01 7.8
3 13 1.01 21.67
5 13 0.5 12.19
6 13 0.7 12.19
7 13 2.0 12.19

4.2 Numerically obtained flame fronts

Due to the amount of data accompanied by the highly resolved simula-
tions, only snapshots have been saved and evaluated for each case. As an
example Fig. 4.2 shows flame surfaces at different times evaluated from
DNS for XH2 = 13% and an initial pressure level of p0 = 0.7 bar. The flame
surfaces were defined as T = 800 K contour lines, representing roughly
the average between the unburned and burned gas temperature. The
entire simulated domain is depicted. The ignition position was chosen
corresponding to the experiments and the flame propagates from left to
right.

0
.0

6
 m

Ignition position

Main direction of flame propagation

Figure 4.2: Simulated flame surfaces at different time steps for a hy-
drogen concentration of 13% at an initial pressure level of
0.7 bar. Flame propagates from left to right.

As expected, it can be observed that the flame surface develops a charac-
teristic flame surface structure due to intrinsic instability mechanisms.
Furthermore, it can be seen that the macroscopic flame shape is similar
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4.2 Numerically obtained flame fronts

Figure 4.3: Qualitative comparison between the highly resolved simula-
tions (left and center) and an experimental OH-PLIF image
(right) for the identical concentration of 13% and an initial
pressure of 1 bar.

to the flame structure in the experiments as described in Fig. 6.3. Due
to the increasing pressure during the simulation, smaller flame wrinkles
can be observed in the rear part of the domain, where the pressure expe-
riences a significant increase. This behavior indicates that with increas-
ing pressure the length scale at which wrinkles on the flame surface are
developing, is continuously decreasing until eventually the flame surface
becomes smooth again. In the last stages of flame propagation, a tulip
flame phenomenon can occur. The flame surfaces in this stage are not
used for further evaluation.

Good qualitative agreement with the experiment is evident from Fig. 4.3.
Partial extinction in concave sections due to hydrogen deficiency is well
reproduced by the simulation. This behavior manifests in the character-
istic lower-temperature regions originating from the concave sections.
Temperature in convex sections is clearly above the adiabatic flame tem-
perature. Due to the negligence of heat losses, wall quenching is not in-
cluded in the simulation. The bulk flame structure should be largely un-
affected though. Qualitative and quantitative comparison of computed
OH and OH∗ fields is further insightful. The latter quantity can be inter-
preted as an indirect measure of heat release.
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5 Data evaluation

For the determination of the wrinkled flame surface length Lwrink and the
construction of the smooth flame surface length Lsmooth an automated
Matlab routine is used. Based on the work of Finke [40], an evaluation
procedure is developed to account for the characteristics of the investi-
gated problem [38]. The routine is based on the binarization of raw im-
ages obtained through the OH-PLIF technique and the highly resolved
simulations. The main idea behind the evaluation process is to detect
the flame surface area enlargement due to the microscopic flame sur-
face wrinkling. Therefore, the real wrinkled flame surface length must
be compared to a hypothetical smooth flame surface length, where the
microscopic wrinkling is filtered. The macroscopic flame shape must be
reproduced by the hypothetical smooth flame surface. That way the ef-
fect of small-scale wrinkling is isolated from macroscopic flame shape
changes. Fig. 5.2 shows a detailed view of the detected flame front Lwrink

in an OH-PLIF image and the constructed macroscopic flame front
Lsmooth. The single steps of the evaluation procedure are discussed in the
following sections 5.1 and 5.2.

For both evaluated data sets (experimental and numerical) the identical
evaluation procedure is used. That way, the highest degree of compa-
rability of the results could be achieved. Fig. 5.1 summarizes the devel-
oped and applied evaluation process. The flame surface lengths obtained
through the simulation are based on temperature contour plots which
are assumed to represent the flame front itself.

5.1 Detection of wrinkled flame surface

In order to detect the real wrinkled flame surface in the OH-PLIF images
and to determine the length of the wrinkled flame front, the following
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5.1 Detection of wrinkled flame surface
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Figure 5.1: Overview over the data evaluation process conducted for ev-
ery OH-PLIF image and flame contour plots from highly re-
solved simulations.

steps must be executed [58] [59]:

• Step 1: One raw grey-scale 8 bit OH-PLIF image is loaded into the
evaluation routine.

• Step 2: A light sheet correction is conducted due to non-uniform
distribution of the laser light intensity along the vertical direction of
the laser light sheet. After this procedure, the images exhibit equal
intensities of the OH-PLIF signal along the flame surface. Addition-
ally, the 10◦ malposition of camera SAX2 in relation to the channel
center line as shown in Fig. 3.8 is corrected.

• Step 3: Binarization of the image is executed where all pixels be-
low a threshold value are set to 0 (black) and all pixels above this
limit value are set to 255 (white). The threshold value is dynamically
chosen by the routine itself based on the brightness of the currently
processed image. This step is also executed for the wrinkled flame
fronts from the highly resolved simulations.
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5.2 Construction of smooth flame surface

• Step 4: This step leads to an image with white "spots". Spots belong-
ing to the flame surface are connected and the side facing the fresh
mixture is detected. This surface represents the wrinkled flame sur-
face.

5.2 Construction of smooth flame surface

The construction of the smooth flame surface is based on filtering of
the detected wrinkled flame surface. That way, only the surface length
caused by the macroscopic shape of the convex flame is captured. Step
5 shown in Fig. 5.1 is separated into steps 5a to 5e and consists of the
following:

• Step 5a: Creation of a new binary image: the starting point is the
previously detected real flame surface (Lwrink) or the flame contour
line from the simulations. Both surfaces are separating the burned
and the unburned gas. With the flame moving from left to right all
pixels left of the detected flame surface represent the burned gas
and all pixels right to it, the unburned. A binary image is created,
setting the burned gas to a value of 1 and the unburned gas to a
value of 0.

• Step 5b: Generation of the filter grid: in the next step a grid is gener-
ated, dividing the image into quadratic cells (grid lines depicted in
Fig. 5.2). The cell size, which represents the filter size, must be large
enough so it does not detect the small-scale wrinkling of the flame
surface. In the conducted work the selected reference cell size was
7.5 mm. A detailed discussion of the influence of this variable on the
results will be given in Sec. 6.5.

• Step 5c: Determination of the amount of burned gas in each cell: If a
cell contains solely burned (unburned) gas a value of c = 1 (c = 0) is
assigned to the cell (numbers in cells in Fig. 5.2). For cells containing
the flame surface, a number between c = 0 and c = 1 is calculated
based on the ratio of burned pixels to all pixels contained by the
cell.
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5.2 Construction of smooth flame surface

7.5 mm

Lsmooth Lwrink

Figure 5.2: OH-PLIF image with detected wrinkled (Lwrink) and smooth
(Lsmooth) flame surfaces. Additionally, the filter utilized grid
and the volume fraction of burned gas in each cell are de-
picted (0: unburned; 1: burned; a value between 0 and 1
means the cell is partially burned and therefore contains the
flame surface).

• Step 5d: Calculation of values at the grid corners in cells with values
between c = 0 and c = 1: the determination of the smooth flame
surface is based on construction of an isoline in each cell at a value
of c = 0.5. For this purpose the values at the grid corners (red dots in
middle part of Fig. 5.4) must be calculated. First, a shifted grid (blue
grid in left part of Fig. 5.4) is created. The values at the corners of this
new grid are known. Now, an interpolating procedure is executed to
determine the unknown corner values of the original grid. A grid cell
is defined through two parameters: s and t , each defined from 0 to
1. Each corner is numbered from i = 1 to i = 4. The influence of an
c-value saved at a specific corner on an arbitrary value inside the
cell is represented through the following functions

N1(s, t ) = (1− s) · (1− t ) (5.1)

N2(s, t ) = s · (1− t ) (5.2)

N3(s, t ) = s · t (5.3)

N4(s, t ) = (1− s) · t (5.4)
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5.2 Construction of smooth flame surface

with the properties

4∑
i=1

Ni (s, t ) = 1 (5.5)

and

Ni

∣∣
j =

{
1, for i = j

0, for i 6= j
(5.6)

which determines the influence of the value at the corner i on the
value at the corner j . When all values at the corners are known, all
values inside the cell can be calculated utilizing:

c(s, t ) =
4∑

i=1

Ni (s, t ) · ci (5.7)

with ci being the known c-values at the four corners of the grid. Fig-
ure 5.3 shows a cell with an interpolated continuous c distribution
across the cell area. The desired values at the corners of the original
grid can now easily be calculated by evaluating the c-value at s = 0.5
and t = 0.5 (cell center).
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Figure 5.3: Distribution of local c-values inside a grid cell calculated
from the known corner values.

• Step 5e: Construction of the smooth flame surface: with the now
known values at the corner of the original grid, the same procedure
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5.2 Construction of smooth flame surface

as described in the prior step is conducted in the original cell. Fi-
nally, the smooth flame surface can be interpolated as an isoline
with at the value c = 0.5 (right part of Fig. 5.4).

Figure 5.4: Left: shifted blue grid with known corner values. Middle: in-
terpolated values at the corners of the original grid. Right: In-
terpolation of the smooth flame surface from the known cor-
ner values as the isoline with a value of c = 0.5. Depiction
adapted from [38].

• Step 6: Saving of the constructed smooth flame surface and employ-
ing the procedure in the next cell where the average c-value is be-
tween 0 and 1.

This procedure is executed for all cells with c-values between 0 and 1
until all cells of an image are processed. After that, the routine proceeds
with the next image.
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6 Model formulation

The modeling approach in this work is pursuing the idea of a multi-
phenomena combustion model, based on the separation of accelerat-
ing effects [95] [115]. The basis for the new modeling concept is the con-
nection of the flame surface area with the burning velocity shown in Eq.
2.41, which expands and adapts the concept of the increasing turbulent
burning velocity due to flame surface area enlargement. This original for-
mulation only contemplates the flame surface area enlargement due to
turbulence, but here more effects are examined that have an impact on
flame acceleration.

The unclosed source term in Eq. 2.39 is closed by the algebraic formu-
lation in Eq. 6.2. This approach allows for a simple incorporation of ex-
perimental results in the modeling process. In the suggested modeling
approach Eq. 2.41 is successively extended. Based on this procedure, the
resulting burning velocity in Eq. 6.2 will be referenced to as an “effective
burning velocity” summarizing all accelerating effects:

seff = st (6.1)

The resulting burning law reads as follows:

seff =Ξwrink︸ ︷︷ ︸
1.

· Fp︸︷︷︸
2.

· sl,0,ref︸ ︷︷ ︸
3.

·FThermo︸ ︷︷ ︸
4.

· Fs︸︷︷︸
5.

· F∆︸︷︷︸
6.

· Ft︸︷︷︸
7.

· B︸︷︷︸
8.

(6.2)

combining the following effects:

1. Flame surface area enlargement due to small-scale flame front
wrinkling caused by flame instabilities.
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6.1 Flame surface enlargement: Ξwrink

2. Pressure effect on flame surface area enlargement due to small-
scale flame front wrinkling.

3. Laminar unstretched burning velocity as the basis of the model.

4. Effect of pressure and temperature on laminar burning velocity.

5. Influence of local flame front curvature and the resulting stretch on
laminar burning velocity.

6. Treatment of computational grid size effect.

7. Turbulence influence.

8. Test facility specific effect caused by flame containment.

An important assumption is that the accelerating effects do not cross-
correlate in this modeling approach. This means that if two or more ef-
fects accelerate the flame front, they do not influence each other. This
assumption is important to limit the level of complexity. The advantage
of the mathematical structure in this modeling approach is a robust be-
havior in the case of a nonexistent effect. In that case the affected factor
approaches a value of unity and has no accelerating effect on the propa-
gating flame front. Additionally, Eq. 6.2 can be expanded by more accel-
erating effects in the future.

In the subsequent sections the modeling approach and the specific for-
mulation of the factors in Eq. 6.2 will be presented and discussed.

6.1 Flame surface enlargement:Ξwrink

Following Eq. 2.41 the factor Ξwrink can be calculated through surface
area comparison of the wrinkled and the smooth flame front. As already
observed in Fig. 1.1 and shown in Fig. 5.2, it is feasible to qualitatively
and quantitatively evaluate the obtained experimental data.

In Fig. 6.1 the velocity of the propagating flame front is plotted over the
distance for two different lean hydrogen-air concentrations. The flame
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6.1 Flame surface enlargement: Ξwrink

front velocities uF are increasing in both cases mainly due to macro-
scopic flame surface area enlargement through the growing flame ker-
nel itself. Additionally, as observed in Fig. 1.1, small-scale flame surface
wrinkling occurs in lean hydrogen-air flames due to intrinsic instabil-
ity mechanisms and leads to an enlargement of the flame surface area.
The influence of these macroscopic and microscopic effects on flame ac-
celeration is superimposed. In simulations on coarse grids the effect of
small-scale wrinkling on flame surface area enlargement cannot be re-
solved and has to be modeled. For this purpose both effects have to be
separated to capture the sole effect of microscopic flame front wrinkling
due to intrinsic instabilities.
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Figure 6.1: Velocity of the flame front over distance determined from
OH-PLIF recordings.

Figure 6.2 shows the temporal development of flame surface area ob-
tained from OH-PLIF measurements. The wrinkled flame surface length
Lwrink and the smooth flame surface length Lsmooth are plotted over time.
The hydrogen-air concentration corresponding to this plot is 13% H2.
Additionally, a filtered signal for both flame fronts is depicted to facilitate
the interpretation of the results. The filtered signal is obtained through a
6 th-order Savitzki-Golay filter [96].

As expected, the wrinkled flame front Lwrink develops a larger surface area
than the smooth flame front Lsmooth. Both curves show the same ten-
dency, namely at first an increase in time, then they reach a peak value
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6.1 Flame surface enlargement: Ξwrink
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Figure 6.2: Development of smooth and wrinkled flame front lengths
over time corresponding to a hydrogen-air mixture of 13% H2.

and decrease again until they seem to reach a stationary level and finally
exit the optically accessible area of the test facility.

This behavior is observed in all of the evaluated data and can be ex-
plained as follows: Shortly after ignition, a hemispherical flame kernel
occurs, showing no flame front wrinkling. This explains why two flame
front lengths are small compared to subsequent times. After this, the
mean flame kernel grows until its maximum vertical extent is reached. At
that time, the flame kernel diameter reaches the channel height and the
curves reach their peak values. The decrease of the flame front lengths
corresponds to the flattening of both flame fronts due to the decrease in
curvature of the flame front with increasing flame radii. Finally, the flame
propagates through the channel at a constant macroscopic flame shape.
Based on these observations, the development of the flame front length
can be divided in three regimes.

An experimentally observed flame propagation process corresponding
to a mixture with a concentration of 9.2% H2 is presented in Fig. 6.3.
Shown is the temporal development of the wrinkled flame front Lwrink.
The ignition occurs at the left channel wall and the flame expands hemi-
spherically until it reaches the channels top and bottom walls. This first
regime can be considered a “development regime” marked as “A”. After
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6.1 Flame surface enlargement: Ξwrink
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Figure 6.3: Flame propagation process divided into three stages. Solid
line corresponds to an experimentally determined flame
front Lwrink of a 9.2% H2 mixture at various times.

this development stage, the macroscopic flame front curvature decreases
and the flame flattens until it reaches a shape at constant macroscopic
curvature. This regime can be considered a “flattening regime”, marked
as “B”. Finally, the last stage can be considered a “propagation regime”,
denoted as “C”, where the flame propagates through the channel with-
out major changes in macroscopic flame shape.

The classification into these regimes describes the early stage of flame
propagation in a rectangular explosion channel, where the flame front
has not reached the lateral walls (quartz glass windows) yet and the in-
fluence of the end plate is still negligible.

These regimes can be associated with the curves of the flame front
lengths in Fig. 6.2. Each regime is separated by a vertical black dashed
line. The position of the first dashed line, separating regime A and B, is
corresponding to the moment when the flame front reaches the chan-
nels top and bottom walls and exhibits its maximum flame surface area.
Hence, the position of the peak value of the smooth flame front length
was chosen as the transition position from regime A to B. As the transi-
tion position from regime B to C, the inflection point of the filtered curve
of the smooth flame front length was chosen. The reason for this pro-
cedure is the assumption that at this position the flame front starts to
reach its final macroscopic curved shape due to remaining global cur-
vature. Additionally, the inflection point is mathematically well-defined
and can be captured easily.
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6.1 Flame surface enlargement: Ξwrink
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Figure 6.4: Development of flame front lengths over time corresponding
to a hydrogen-air mixture of 19% H2. At 7 ms the flame front
has left the visibility range of the camera at approximately x =
0.16m.

The influence of flame front instabilities should vanish with higher hy-
drogen concentrations and the quantitative acquisition of this change is
crucial for the modeling process. For this purpose, flame front lengths
corresponding to a richer hydrogen-air mixture than 13% H2, namely
19% H2, are depicted in Fig. 6.4. By comparing Fig. 6.2 and Fig. 6.4 it is
evident that the curve shapes are qualitatively similar. All previously dis-
cussed regimes (A, B and C) can also be identified in this plot. The curve
corresponding to the smooth flame front length Lsmooth in Fig. 6.4 shows
approximately the same peak level as the respective curve in Fig. 6.2. This
behavior was expected due to the identical channel geometry. The wrin-
kled flame front length Lwrink shows a noticeable deviation compared to
that in Fig. 6.2. This detected decrease in Lwrink is due to the decreasing
effect of small-scale flame front wrinkling with higher hydrogen concen-
trations in lean mixtures.

Following the definition in Eq. 6.3 the wrinkling factor Ξ2D can be calcu-
lated in every single time step for all investigated concentrations. Fig. 6.5
shows the calculated wrinkling factor plotted over time for a hydrogen-
air concentration of 13%.
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6.1 Flame surface enlargement: Ξwrink
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Figure 6.5: Development of the wrinkling factor over time for three dif-
ferent hydrogen-air mixtures and corresponding calculated
mean wrinkling factors in regime C.

Ξ2D = Lwrink

Lsmooth
(6.3)

Since the OH-PLIF technique is a two-dimensional measurement tech-
nique, the calculated wrinkling factors are two-dimensional. The value of
the mean two-dimensional wrinkling factorΞm,2D is also depicted in Fig.
6.5 and was calculated as a time average of Ξ in the propagating regime
(regime C in Fig. 6.2 and Fig. 6.4):

Ξm,2D = Lwrink,C

Lsmooth,C
(6.4)

The reason for this definition is that regime C seems to be most sig-
nificant in characterizing flame propagation in the investigated experi-
mental facility because the value seems to reach a constant level. In this
regime the flame seems to propagate without considerably altering its
macroscopic flame front shape.

The evaluation procedure was applied to all experimental data and a
two-dimensional mean wrinkling factor Ξm,2D was calculated for every
considered hydrogen-air mixture. The experimental data ranges from
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6.1 Flame surface enlargement: Ξwrink

6% H2 to 23% H2 and the results are plotted in Fig. 6.6. As expected, the
mean wrinkling factors associated with the leanest hydrogen-air mix-
tures show the highest values of Ξm,2D. The richer the lean mixture, the
smaller the value for Ξm,2D.
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Figure 6.6: Mean two-dimensional wrinkling factors plotted over
hydrogen-air concentration.

The purpose of this experimental work and the evaluation of the data
is to improve combustion modeling for CFD simulations, taking flame
front instabilities into account. Hence, the experimental results have to
be associated with a quantity that is accessible in CFD simulations. Fol-
lowing the accepted theory of the formation of thermal-diffusive insta-
bilities in lean hydrogen-air mixtures an effective Lewis number of the
mixture Leeff < 1 correlates with the occurrence of flame front wrinkling.
This variable qualifies as a parameter describing the effect of flame front
instabilities as a function of the mixture composition. It can be read-
ily incorporated into numerical models. However, the Lewis number is
a quantity defined as a property for one single species and not for a
mixture. Hence, the effective Lewis number of the hydrogen-air mixture
was calculated as proposed by Bechtold et al. [9] and summarized by
Hoferichter et al. [54]. The effective Lewis number in this work defines
as follows:

Leeff = 1+ LeE −1+B(LeD −1)

1+B
(6.5)
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6.1 Flame surface enlargement: Ξwrink

B = 1+Ze

(
1

Φ
−1

)
(6.6)

B = 1+Ze(Φ−1) (6.7)

Ze = E(Tad −Tu)

RT 2
ad

(6.8)

The global activation energy E was chosen in this work to E = 30kcal/mol
following [102].

Figure 6.7 shows the relationship between the effective Lewis number
and the mixture concentration on the left and the equivalence ratio on
the right. It can be observed that in the near stoichiometric mixture
the effective Lewis number is approaching unity, suggesting that in this
concentration range flame wrinkling has a negligible effect in the initial
propagation phase.
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Figure 6.7: Effective Lewis numbers over varying concentration and
equivalence ratio following Bechtold and Matalon [9] (Eq.
6.5).

The accelerating effect of flame surface enlargement is three-
dimensional, which is why the two-dimensional factors have to be
extended by the third dimension [71]. The current experimental setup
does not allow measurements of these factors perpendicular to the
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6.1 Flame surface enlargement: Ξwrink

vertical plane. Therefore assumptions have to be made and the effects
of the third dimension have to be included by modeling. Based on the
observation that the flame surfaces in Fig. 6.9 indicate no preferred
direction of wrinkling development, wrinkling of the flame surface is
assumed to be identical in both directions which can be expressed with
the following formulation, which was also suggested by Driscoll [37]:

Ξm,3D =Ξ2
m,2D. (6.9)

In Fig.6.8, the two-dimensional mean wrinkling factors are plotted over
the effective Lewis number of the mixture. The trend of the experimental
data correlates with the theory of flame front instabilities, where the in-
fluence of flame front wrinkling should vanish in the initial phase around
an effective Lewis number of unity. In addition to the experimental data
a fitted and extrapolated curve is shown.
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Figure 6.8: Mean two-dimensional wrinkling factor plotted over effec-
tive Lewis number of hydrogen-air mixture with a fitted solid
curve showing the trend. The dashed lines indicate a varia-
tion of the exponent by ±0.1.

Finally, the developed burning law in this work based on Eq. 2.41 reads:

Ξwrink =Ξm,3D = (
Le−0.4

eff

)2
(6.10)
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6.2 Pressure influence on flame surface enlargement: Fp

This correlation shows a robust behavior within the applicability range
from Leeff = 0.35 to Leeff = 0.77.

6.2 Pressure influence on flame surface enlargement: Fp

The goal of this section is to quantitatively determine the increase of
flame surface area due to variation of pressure. When the flame front
propagates into the fresh mixture, it preconditions the fresh gases and
the pressure is increasing. Eq. 6.11 defines the factor Fp as the ratio of
the three-dimensional flame surface enlargement factor under pressure
influence and the reference flame surface enlargement factor at 1 bar.

Fp = Ξwrink,p

Ξwrink
(6.11)

To meet this goal OH-PLIF data under variation of the initial pressure
and simulation data under pressure build-up are investigated [60]. For
both investigated data sets (experimental and numerical) the identical
evaluation method described in section 5 is used. That way, the highest
degree of comparability of results can be achieved between these two
fundamentally different approaches.

In Fig. 6.9 shadowgraph images of lean hydrogen-air flames are com-
pared with each other. The hydrogen concentration in all three cases
is 13% and the images are taken at similar distances of the flame tip
from the ignition position. The mixture is ignited through a spark plug
at the position (x, y, z) = 0. The images show that each flame develops a
wrinkled flame surface with varying length scales of the cellular struc-
ture. Due to the negligible turbulence level of the mixture prior to igni-
tion, wrinkling of the flame surface is assumed to be mainly caused by
intrinsic flame instabilities like the hydrodynamic or Landau-Darrieus
instability [68] and the thermal-diffusive instability [74] under the influ-
ence of stretch. The comparison shows that the intensity of flame surface
wrinkling increases with initial pressure p0, an effect that was already ob-
served in the past e.g., by [18], [19], [48] or [50]. However, following War-
natz et al. [111], the flame surface area is not necessarily increasing with
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6.2 Pressure influence on flame surface enlargement: Fp

a decreasing length scale of the cellular structure.

Although Fig. 6.9 is clearly showing the effect of pressure on the propa-
gating flame surface, namely the decrease of cell size, the data cannot be
evaluated quantitatively because of the inherent line-of-sight integration
of the shadowgraph technique.

To overcome this problem, planar OH-PLIF measurements have been
conducted for the corresponding DNS cases 1, 6 and 7, summarized in
Tab. 4.1. Figure 6.10 compares the post-processed OH-PLIF recordings
for these cases. The mixture is ignited at the left boundary of the im-
age and the flame propagates from left to right. The images are taken
at a similar distance from the ignition position. It can be observed that
all three flames develop a wrinkled flame surface structure with convex
shaped parts towards the fresh mixture ahead of the flame front. This
structure alters under variation of the initial pressure level p0. The pres-
sure rise in the experiment while the flame passes the optically accessible
initial part of the channel (≈ 12% of the overall channel length) has been
checked for all investigated cases. Evaluating the pressure transducers it
was found that even in the p0 = 2 bar case the pressure rise during this
initial phase is negligible. The pressure starts increasing after the flame
front passed this initial part of the channel and therefore the detected
flame surface enlargement in the experiment can be linked directly to
the initial pressure level.

p0=0,7 bar p0=1.01 bar p0=2 bar
0
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Figure 6.9: Shadowgraphy images of hydrogen-air flames with a hydro-
gen concentration of 13% propagating from left to right un-
der variation of initial pressure p0. The images were taken at
similar distances of the flame tip from the ignition position.
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6.2 Pressure influence on flame surface enlargement: Fp
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Figure 6.10: OH-PLIF images for a hydrogen concentration of 13% under
variation of initial pressure p0. The OH-PLIF signal is col-
orized according to its intensity in the raw images. Red: high
intensity; blue: low intensity; black: no signal detected. The
flame is propagating from left to right.

Figure 6.11 summarizes the experimentally determined two-
dimensional flame wrinkling factors Ξm,2D for different initial pressure
levels (cases 8, 9 and 10 in Tab. 4.1). At each initial pressure level the
hydrogen concentration was varied in the range between 12% and 23%.
A strong dependence of the Ξm,2D factor on the hydrogen concentration
can be identified at each initial pressure level. As expected the flame
wrinkling factor is decreasing with increasing hydrogen concentration
due to decreasing influence of thermal-diffusive instability mechanisms
in richer mixtures. Additionally, a fit is plotted for each initial pressure
level to facilitate data evaluation.

To evaluate the effect of the initial pressure level on flame surface wrin-
kling, Figure 6.12 shows three-dimensional flame wrinkling factorsΞwrink

for three initial pressure levels under varying hydrogen concentration.
The curves are derived from the fitted curves in Fig. 6.11 and extended
by utilization of Eq. 6.9. It can be observed that the Ξwrink factors for the
initial pressure level of 2 bar show the highest values for a specific hydro-
gen concentration. With decreasing initial pressure level theΞwrink values
are also decreasing. This observation implies that the flame surface area
is increasing with increasing initial pressure level. It can be stated that a
smaller wrinkling structure leads to an enlarged flame surface in the in-
vestigated case. Furthermore, it can be observed that the flame area en-
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Figure 6.11: Values of experimentally determined flame wrinkling factor
Ξm,2D under concentration and initial pressure level varia-
tion (cases 1, 6 and 7 in Tab. 4.1). Additionally, a fit for each
pressure level and an uncertainty interval of ±5.8% have
been added enclosing all measured values.

largement due to a higher initial pressure level seems to have the same
dependency for the investigated hydrogen concentration range.
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Figure 6.12: Three-dimensional flame area enlargement factor Ξwrink for
varying initial pressure level and varying hydrogen concen-
tration, derived from Fig 6.11.

The evaluated simulation data consists of flame surfaces corresponding
to four initial pressure levels (0.5 bar, 0.7 bar, 1.01 bar and 2 bar) accord-
ing to cases 1, 5, 6 and 7 in Tab. 4.1. The simulations were conducted for
a constant hydrogen concentration of 13%. Due to the shorter domain
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6.2 Pressure influence on flame surface enlargement: Fp

length compared to the explosion channel, the pressure during the sim-
ulation was stronger increasing and therefore was also taken into con-
sideration during data evaluation and model formulation.

Figure 6.13: Numerically computed flame contour plots at different
times. ∆t denotes the time between each flame contour
plot. From top to bottom: case 5 (p0 = 0.5 bar, ∆t = 0.015 s),
case 6 (p0 = 0.7 bar,∆t = 0.015 s), case 1 (reference, p0 = 1.01
bar, ∆t = 0.015 s) and case 7 (p0 = 2.0 bar, ∆t = 0.02 s).

Figure 6.13 shows the development of the simulated cellular flame struc-
ture for varying initial pressure p0. The visualized flame surface is de-
fined as the T = 800 K contour, i.e. roughly the average between initial
temperature and adiabatic flame temperature. The cell size apparently
decreases with increasing initial pressure. Especially in the high pressure
case, primary as well as secondary cells can be identified. A second ob-
servation concerns the trend towards smaller cells during the pressure
build-up in the closed domain. If a tulip shape of the flame appears in
the final stages before complete burnout (frames 3 and 4, i.e. cases 6 and
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6.2 Pressure influence on flame surface enlargement: Fp

1), these particular contour lines are not used for further evaluation. In
the last frame (case 7, p0 = 2.0 bar), featuring the slowest flame propaga-
tion, the output time interval is adjusted from ∆t = 0.015 s to ∆t = 0.02 s
to obtain a similar number of contour lines. The smaller the flame speed,
the more important buoyancy becomes. Therefore, the flame front de-
velops an increasingly inclined shape since hot gases tend to move to the
channel top.
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Figure 6.14: Experimentally determined three-dimensional flame wrin-
kling factors Ξwrink under varying initial pressure with un-
certainties derived from uncertainty interval in Fig. 6.11. Ad-
ditionally, a power law model is depicted describing the ob-
served behavior.

Flame wrinkling factors have been evaluated for all simulations. Ad-
ditionally, the pressure was evaluated during the simulation, allowing
to connect the flame wrinkling factors to the corresponding pressure.
Without significant spatial gradients, the pressure fields are nearly uni-
form. For increasing pressure, the graph reflects the competition be-
tween flame surface area enlargement and laminar burning velocity de-
cline at the same time. Fig. 6.14 shows the detected Ξwrink values at 13%
under varying initial pressure. Additionally, a power law fit is depicted
describing the observed behavior under varying pressure. The idea to de-
scribe the observed behavior with a power law formulation is based on
work of Dinkelacker et al. [30]. Dinkelacker et al. constructed a power law
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6.2 Pressure influence on flame surface enlargement: Fp

dependency of flame wrinkling, more specifically turbulent flame speed,
over a wide range of pressure levels.

Figure 6.15 summarizes the obtained experimental and numerical re-
sults. The Ξwrink factors from simulations for four different initial pres-
sure levels are shown together with the experimental PLIF values. The
shown flame wrinkling factors from the simulations are evaluated in
regime C, where the macroscopic flame shape is not altering. It can be
observed that Eq. 6.12 predicts the simulation values for higher pressures
in a satisfactory way.
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Figure 6.15: Development of the flame wrinkling factor under varying
pressure.

The decrease of the flame wrinkling factor might be explained by the de-
crease of the size of the cellular structures due to thinner flame fronts
with increasing pressure. This decrease of cellular cell size seems to re-
sult in an asymptotic approach to a smooth flame front accompanied by
a decrease of the flame area enlargement factor. Finally, the power law
exponent βΞ for the pressure extension in this work is determined to a
value of 0.14:

Fp = Ξwrink,p

Ξwrink
=

(
p

pref

)0.14

(6.12)

with pref = 1 bar.
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6.3 Thermodynamic influence on laminar burning velocity: FThermo

6.3 Thermodynamic influence on laminar burning veloc-
ity: FThermo

Due to the piston-like effect of the propagating flame front in the closed
channel, the unburned gas ahead of the flame front experiences preheat-
ing and compression. According to Gelfand et al. [44] the influence of
temperature and pressure on sl,0 can be modeled mixture dependent. For
this purpose, calculations of sl,0 at standard pressure (1 bar) and varying
temperatures are conducted with Cantera [46] and the reaction mech-
anism of Konnov [65]. In the subsequent step calculations at standard
temperature under varying pressure are conducted.

The pressure and temperature influence on sl,0 is summarized in the
thermodynammic factor FThermo following Metghalchi and Keck [82]:

sl,0 = sl,0,ref

(
Tu

Tref

)α (
p

pref

)β
= sl,0,refFThermo (6.13)

6.3.1 Temperature influence

Fig. 6.16 shows the calculated unstretched laminar burning velocities for
different concentrations under varying initial temperatures plotted on a
logarithmic scale. As expected, the lean mixtures have a lower laminar
burning velocity than the stoichiometric mixture at the same tempera-
ture. Furthermore, the laminar burning velocities are increasing for in-
creasing initial fresh gas temperatures. This relationship can be modeled
by means of an exponential factor, as shown in Eq. 6.13.

Figure 6.17 shows the derived exponential factors for varying concen-
trations, which demonstrates that the exponential factors have higher
values in lean mixtures than in richer ones. Additionally, a second order
polynomial fit is depicted.1 Eq. 6.14 describes the determined correlation
for the exponential factor α.

1Second order polynomial fit functions were used in Eq. 6.14 and Eq. 6.15 due to input constraints of
the used software.
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Figure 6.16: Calculated laminar burning velocities for different concen-
trations under varying initial temperature.
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Figure 6.17: Calculated temperature exponents for varying concentra-
tions. Additionally, a polynomial fit is plotted.

α= 3.791Φ2 −8.443Φ+6.35 (6.14)
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6.3.2 Pressure influence

Figure 6.18 shows the calculated unstretched laminar burning velocities
for different concentrations under variation of the initial pressure. There
are two behaviors that can be observed. In the rich and stoichiometric
mixture, the laminar burning velocity initially rises with increasing pres-
sure and decreases again as the pressure increases further. This effect is
stronger in the rich mixture than in the stoichiometric mixture. The lean
mixtures do not exhibit such behavior and the burning velocity drops
immediately as the pressure level increases. The behavior under varying
pressure is controversial in the literature, but a decay especially in lean
mixtures is generally accepted [44] [65].
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Figure 6.18: Calculated laminar burning velocities for different concen-
trations under varying pressure.

Fig. 6.19 shows the derived exponential factors for varying initial pres-
sure levels, which demonstrates the influence of pressure is stronger in
lean than in rich mixtures seen in larger values of the exponential factor.

Based on the identified dependence of the laminar burning velocity on
the initial pressure level, Eq. 6.15 describes the determined correlation
for the exponential factor:

β=−2.7Φ2 +4.586Φ−2.1 (6.15)
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Figure 6.19: Calculated pressure exponents for varying concentrations.
Additionally, a polynomial fit is plotted.

6.4 Influence of flame stretch: Fs

Due to the local small-scale flame front wrinkling, the laminar burning
velocity is not constant along the flame front [107]. In the present work
the investigated mixtures exhibit effective Lewis numbers below one. For
that reason stretch effects play a significant role and increase the local
burning velocity in convex parts of the flame front. To incorporate the
influence of stretch on the laminar burning velocity in the new modeling
approach the following issues must be resolved:

• Determination of the relationship of the stretched and unstretched
laminar burning velocities.

• Determination of the Markstein length as the proportionality factor
between stretch and the laminar burning velocity.

• Determination of stretch due to local small-scale flame front wrin-
kling.

The general correlations in Sec. 2.4 are the basis of the modeling ap-
proach in the present section. Here these equations are modified and
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6.4 Influence of flame stretch: Fs

expanded to account for the characteristics of the investigated prob-
lem. The following sections discuss subsequently the issues mentioned
above.

6.4.1 Relationship between stretched and unstretched burning veloc-
ity

Modeling of stretch effects in this work is based on the initial formulation
of stretched laminar burning velocity introduced in Eq. 6.16:

sl,s = sl,0 −L K (6.16)

Based on the assumptions made in section 2.4 only curvature is con-
tributing to the overall stretch rate. The contribution of strain to the over-
all stretch rate can be neglected [79] [88]. The stretch rate caused by
flame front curvature can be determined by multiplying the geometri-
cal small-scale local curvature κ with the local displacement speed sd .
The local displacement speed is expressing the local velocity of the flame
front with reference to the fresh gas ahead of the flame. Following this,
the stretch factor K can be formulated as follows:

K = sdκ (6.17)

According to Poinsot and Veynante [89] the local displacement speed sd

is difficult to determine in experiments and simulations, however, in this
work assumptions are made to determine this variable. If the mixture
is not prone to intrinsic instabilities and therefore not developing local
flame front wrinkling (Leeff ≈ 1 or L ≈ 0) the displacement speed can be
selected as the unstretched laminar burning velocity sl,0 [92]. However,
in mixtures with effective Lewis numbers < 1 the displacement speed
should be selected as the stretched laminar burning velocity sl,s accord-
ing to Bradley et al. [17] and Chen [24]:

sd = sl,s (6.18)

77



6.4 Influence of flame stretch: Fs

leading to a non-linear relationship [92]. Following this, Eq. 6.16 can be
transformed to:

sl,s

sl,0
= (1+Lκ)−1 (6.19)

or in terms of non-dimensional numbers using the definitions in Eq. 2.20
and 2.21 following [86]:

sl,s

sl,0
=

(
1+ L

δ
· Kδ

sl,s

)−1

= (1+MaKa)−1 (6.20)

By non-dimensionalization of Eq. 6.16 the influence of the flame stretch
on the laminar burning velocity can be formulated as a dimensionless
factor considering the increase or decrease of the resulting burning ve-
locity compared to the unstretched case. Finally, the factor Fs describing
the enhancement of laminar burning velocity due to flame stretch reads
as follows:

Fs =
sl,s

sl,0
= (1+Lκ)−1 (6.21)

6.4.2 Modeling of the Markstein number

Markstein lengths as mixture dependent proportionality factors between
stretch and the burning velocity can be determined from theoretical con-
siderations, as reported by e.g. Bechtold and Matalon [9], Lipatnikov and
Chomiak [76], Lipatnikov and Chomiak [77] or Poinsot and Veynante
[89]. Generally, the effects of strain and curvature on the laminar flame
speed can be incorporated through separate Markstein numbers [79] [27]
accounting for the varying contributions of strain and curvature to over-
all stretch. However following Bechtold and Matalon [9], the contribu-
tions of both effects can be combined into a single Markstein length.

A large scatter of Markstein lengths can be found in the literature for the
same problem formulations, caused by varying definitions of laminar
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burning velocity [103]. Compared to experimentally determined Mark-
stein lengths, theoretically determined values also tend to overestimate
the influence of stretch in very lean regimes.

To avoid these obstacles in the present work, experimentally determined
Markstein lengths will be utilized. Fig. 6.20 summarizes experimentally
determined Markstein lengths by different authors.
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Figure 6.20: Overview of Markstein lengths for a hydrogen-air mixture
under varying concentration according to different authors.

The selection of data from different authors shown in Fig. 6.20 is based
on the used experimental setup to determine Markstein lengths. The de-
termination based on expanding spherical flames seemed to be the ap-
propriate experimental setup, since at least the initial flame propagation
behavior in this work is similar.

An extensive investigation and determination of Markstein lengths based
on expanding spherical flames can be found in Taylor [103]. As shown in
Fig. 6.20 the values determined by Taylor [103] are in sufficient agree-
ment with values reported by other authors. Recently, Bauwens et al. [6]
employed values determined by Taylor [103] in their work.

It is important to note that in order to use the Markstein length L de-
termined by Taylor [103] in the present work, the variable must be con-
verted to a Markstein length L with reference to the unburned mixture,
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following the relationship:

L = L−δZ ln(σ) (6.22)

with δZ as the Zeldovich flame thickness, Eq. 2.9.

The variation of the Markstein length with equivalence ratio can be mod-
eled using the following polynomial fit based on values reported by Tay-
lor [103]:

L = 0.0007723Φ3 −0.002694Φ2 +0.003276Φ−0.001383 (6.23)

In order to maintain a reasonable level of complexity in the new model-
ing concept, no pressure or temperature influence on Markstein lengths
is contemplated, which is considered a reasonable simplification based
on the occurring pressure and temperature ranges in the investigated
cases in the present work.

6.4.3 Determination of flame front curvature

The determination of the flame front curvature is based on two ap-
proaches: the evaluation of OH-PLIF experiments and highly resolved
two-dimensional simulations of the propagating flame front. Addition-
ally, selected statistical moments of the flame front data are investigated
to gain more insight into the small-scale wrinkling behavior of the flame
front.

Since resolution of the computational grid of the simulations was cho-
sen to be significantly higher than the resolution of the OH-PLIF images,
the simulations allowed for more insight in the curvature behavior of the
propagating flame front. It was also possible to compare both inherently
different approaches to verify the applied evaluation techniques. Based
on the simulations, it was also possible to investigate the strain influence
on the overall stretch derived from the velocity gradients in the fresh gas
ahead of the flame front. The stretch due to strain is small compared to
stretch due to curvature. This observation confirms the assumption that
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6.4 Influence of flame stretch: Fs

strain influence on stretch can be neglected and the primary contributor
to stretch is local curvature of the flame front.

The determination of the geometrical curvature κ is based on the follow-
ing mathematical definition along a two-dimensional curve [80]:

κ= ẏ ẍ − ẋ ÿ

(ẏ2 + ẋ2)3/2
(6.24)

In order to calculate the curvature with this equation the curve must
be parameterized (x(s), y(s)) with the parameter s and first and second

derivatives (ẋ = d x
d s , ẍ = d2x

d s2 , ẏ = d y
d s , ÿ = d2 y

d s2 ) must be calculated with re-
spect to s. The parameter s is chosen to be in order of the laminar flame
front thickness which was estimated from one-dimensional temperature
profiles calculated with Cantera [46] according to prior publications in
the literature [72] [73].

Before evaluating flame front curvatures, the developed routine was
tested for verification. The resolution of the images in this work was
0.1089 mm/pixel. The ability of the evaluation routine to detect small
curvatures is dependent on the resolution of the raw OH-PLIF images.
Figure 6.21 summarizes the result of the verification. Measured curva-
tures are plotted against known theoretical curvatures. The measured
values follow the theoretical values so long as the routine is able to detect
the correct curvatures of the test images. The routine follows the theoret-
ical values up to 2 mm−1 which corresponds to a curvature radius of 0.5
mm.

Fig. 6.22 shows probability density functions (PDF) of the global flame
front curvature of ten consecutive flame fronts determined from exper-
imental data. The peak values of the PDFs are shifted to positive values,
which is confirmed by the calculated skewness shown in Fig. 6.23. This
plot shows the calculated skewness of the global curvature PDFs for a
concentration of 13% H2 and an initial pressure level of 1 bar. It can be
seen that the skewness is negative basically for the entire depicted time
interval. This observation is consistent with data from literature for the
case of small-scale flame front wrinkling due to flame instabilities [92]
[93]. The shift to positive values means that positive curvatures (convex

81



6.4 Influence of flame stretch: Fs

0 0.5 1 1.5 2 2.5 3 3.5
0

1

2

3

κtheo (1/mm)

κ
m

ea
s

(1
/m

m
)

Theoretical values
Measured values

Figure 6.21: Measured curvature values plotted against known theoreti-
cal curvatures.

to unburned mixture) are more probable than negative curvatures along
the flame front, confirming the observation quantitatively.
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Figure 6.22: Probability density functions of global flame front curva-
tures of ten consecutive flame fronts with developed small-
scale wrinkling. The flame fronts correspond to a concen-
tration of 13% and an initial pressure level of 1 bar.

Since positive curvatures in lean hydrogen-air mixtures are responsible
for flame acceleration, the modeling in this work is based on the aver-
aged positive curvature values. Amato et al. [4] and Marshall et al. [80]
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Figure 6.23: Development of skewness of the global curvature PDFs dur-
ing a single experimental run over time for a concentration
of 13% and a initial pressure level of 1 bar.

employ the concept of leading edge statistics in their work, where the
curvature of the leading edge of the flame wrinkle is used for further
modeling. In the present work this concept is adapted, but the entire
convex part is considered for modeling. This results in a more conser-
vative approach compared to mentioned literature.

Figure 6.24 shows the local curvature distribution along a flame front for
a concentration of 13% and an initial pressure level of 0.5 bar derived
from a highly resolved simulation. A close-up view of a flame front wrin-
kle is shown on the right of Fig. 6.24. Negative curvature values occur
locally in concave parts of the flame front. The largest part of the flame
front exhibits positive values. Based on the assumption that curvature
influences the burning velocity locally, the pursued modeling approach
in this work based on averaged positive curvature values is considered
reasonable. These values are evaluated in every experimental run. Fig-
ure 6.25 shows averaged positive curvatures from OH-PLIF images for
one experimental run plotted over time. The curvature value appears to
reach a constant level towards the end of the optically accessible part of
the channel, corresponding to regime C, depicted in 6.3. To determine
the experimental curvature value, the averaging procedure was carried
out in this regime.
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Figure 6.24: Local curvatue along the flame front from higly resolved
simulations for a concentration of 13% and an initial pres-
sure level of 0.5 bar. Left: entire flame front with area for
close-up view; Right: close-up view of local curvature.
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Figure 6.25: Mean positive curvature over time extracted from OH-PLIF
images for a concentration of 13% and a initial pressure level
of 1 bar.

Fig. 6.26 shows flame fronts obtained through highly resolved simula-
tions under varying pressure and concentration. A developing cellular
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structure of the flame front can be identified in all three cases. A reduc-
tion of the cell size can be seen under varying pressure (a to b). This ef-
fect could not be observed under varying concentration investigated in
this project (a to c). Based on this, only the pressure dependency was
considered for the formulation of the new modeling concept. The same
observation of a larger sensitivity of the cell size regarding pressure can
also be made in the shadowgraphy images shown in Fig. 6.27 and 6.28.
This observation of non-sensitive curvature values regarding concentra-
tion variation has also been observed in the literature by Marshall et al.
[80].
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Figure 6.26: Calculated highly resolved flame fronts under variation of
the concentrationΦ (a to c) and variation of the initial pres-
sure level p0 (a to b).
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Figure 6.27: Shadowgraphy images of flame fronts under varying initial
pressure levels.

Figure 6.29 summarizes the experimentally and numerically determined
averaged positive curvature values under varying pressure. A pressure
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Figure 6.28: Shadowgraphy images of flame fronts under varying con-
centration levels.

dependence can be identified and is modeled by a power law according
to Eq. 6.25:

κ2D = κref

(
p

pref

)0.55

(6.25)
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Figure 6.29: Mean positive curvature under varying pressure.

Due to the non-linear formulation of the dependence between the
stretched and unstretched laminar burning velocities in Eq. 6.21, high
curvature values can lead to unreasonably high burning velocity ratios.
These unreasonably high burning velocity ratios most likely occur in the
extreme case of very lean mixtures at high pressures and can also lead
to numerical problems during simulations. For this reason, a limitation
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strategy must be implemented to avoid these problems. The limitation
strategy in this work is based on the limitation of the maximum pressure
values influencing curvature in Eq. 6.25. Assuming a combustion process
in an adiabatic closed volume entirely filled with a combustible mixture,
the pressure increases from the initial pressure level p0 to the thermody-
namic limit value of the adiabatic isochoric complete combustion pres-
sure pAICC, at which the combustion is completed and the flame front is
not moving anymore. The behavior of the flame front especially at high
pressures is evaluated more closely based on non-dimensionalized flame
wrinkling factors obtained from highly resolved simulations.

Figure 6.30 shows non-dimensionalized Ξwrink factors over non-
dimensionalized varying pressure for three different initial pressure lev-
els. TheΞwrink factors are non-dimensionalized with the maximumΞwrink

value of each simulation. The pressure is non-dimensionalized utilizing
the adiabatic isochoric complete combustion pressure pAICC for each ini-
tial pressure level. The pAICC values were calculated with CANTERA [46]
and are summarized in Table 6.1.

Table 6.1: Calculated values of adiabatic isochoric complete combustion
pressures pAICC for the investigated initial pressure levels.

p0 0.5 bar 0.7 bar 1.01 bar 2 bar
pAICC 2.576 bar 3.607 bar 5.15 bar 10.306 bar

Fig. 6.30 shows that the value of the flame wrinkling factor is initially in-
creasing due to the developing small-scale wrinkling of the flame surface.
After this development, the value appears to reach a constant level. Once
the flame reached a specific pressure ratio, the value decreases again and
the influence of small-scale wrinkling seems to diminish. The behavior
of the decreasing ratio of the Ξ factors can be detected in all three inves-
tigated cases. Furthermore, the non-dimensionalized curves overlap and
decrease at a similar non-dimensional value of the pressure ratio.

Based on this observation a limit value for the pressure influence will be
considered in the present work. The contribution of pressure to curva-
ture will be limited to a concentration dependent value of 0.5 ·pAICC pre-
venting non-physically high burning velocity ratios leading to numerical
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Figure 6.30: Values for Ξwrink of highly resolved simulations under varia-
tion of initial pressure p0. Non-dimensionalized with pAICC

and the maximal Ξwrink value of each simulation, respec-
tively.

instability. Eq. 6.25 results in the following formulation:

κ2D = κref

(
max(p; 0.5 ·pAICC)

pref

)0.55

(6.26)

The increase of the pressure level from the initial value p0 to the theo-
retical peak value pAICC is of exponential nature, as seen in Fig. 6.31 for
the THAI HD7 experiment [99]. The details of the experiment and setup
are discussed later in Sec. 7.3.1. The value of 50% of pAICC is reached ap-
proximately 2.2 s after ignition, whereas the peak value is reached shortly
after at 2.7 s. This shows the limitation value (0.5 ·pAICC) is reached to-
wards the end of the experiment and the implemented limitation does
not affect the simulations in the initial phase. After the value of 50% of
pAICC is reached the pressure value and the resulting curvature are con-
stant until the end of the simulation. In this end phase of the simulation
the influence of the end plate on flame propagation increases, resulting
in flame propagation that is not along the rotational axis of the facility.
Schramm et al. [99] state that other effects, e.g. acoustic waves seem to
have significant influence on flame propagation in this end phase of the
experiment, leading to the observed flame front behavior. Based on this,
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the limiting of the curvature value formulated in Eq. 6.26 is considered a
reasonable approach.
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Figure 6.31: Comparison of pressure development in the simulations
and the experiment.

Finally, the curvature values determined from the OH-PLIF images and
the highly resolved simulations are inherently of two-dimensional na-
ture. In reality, the investigated problem is three-dimensional, so an ap-
propriate extension for the effect of the third dimension must be mod-
eled. The extension in the present work is based on works by Hawkes
et al. [53] and is formulated as follows:

κ3D = π

2
·κ2D (6.27)

resulting in the final formulation:

κ3D = π

2
·κref

(
max( p; 0.5 ·pAICC)

pref

)0.55

(6.28)

with κref = 500 1/m and pref = 1 bar.
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6.5 Grid size sensitivity: F∆

A grid sensitivity study with grid refinement until steady-state in the
solution is reached cannot be conducted in the investigated problem
scenario. To resolve the governing processes responsible for small-scale
wrinkling of the flame front, computational grid resolutions below the
laminar flame thickness would be required. A three-dimensional com-
putational grid of that resolution cannot be handled by the usual compu-
tation power available in URANS simulation setups. However, the mod-
eling strategy pursued in this work derives and implements a procedure
to significantly reduce grid sensitivity.

Since the procedure for the reconstruction of the smooth flame front was
adapted from CFD [5], it can be assumed that the filtered flame front
from the experiment is similar to the flame front reproduced in a simula-
tion on a computational grid of the equivalent grid size. For non-uniform
computational grids where the edge lengths of the elements differ, an av-
erage cell edge length can be calculated based on the local cell volume:

l∆ = (local cell volume)1/3 (6.29)

The evaluation of the flame wrinkling factor in this work is based on a
reference evaluation grid size of l∆ = 0.0075 m, indicated through white
arrows in Fig. 5.2. The size of the evaluation grid has influence on the
amount of flame wrinkles resolved through the theoretical smooth flame
front, discussed in Sec. 5.2. The smaller the evaluation grid size, the
smaller the detected flame wrinkling factor, since the smooth flame front
can reproduce more of the true small-scale wrinkling. The inverse occurs
when the evaluation grid size is increased. To quantify this effect, evalua-
tions of the flame wrinkling factor are performed using varying grid sizes:
l∆ = 0.002 m, 0.004 m, 0.006 m, 0.0075 m, 0.010 m, 0.012 m, 0.015 m, 0.020
m, 0.030 m.

The determined two-dimensional flame wrinkling factors for varying
grid sizes are summarized in Fig. 6.32. A variation of concentration is also
shown. The determined flame wrinkling factors under varying concen-
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trations follow a similar trend. As expected, the smaller the evaluation
grid size, the smaller the flame wrinkling factor and vice versa.
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Figure 6.32: Experimentally determined two-dimensional flame wrin-
kling factors under varying evaluation grid size for different
concentrations. The error bars denote standard deviations.

In Fig. 6.33, the experimentally determined values of the flame wrin-
kling factors for varying concentrations at 1 bar are plotted against non-
dimensionalized grid size. For this, the respective flame wrinkling factor
at a certain grid size Ξwrink,∆ was non-dimensionalized by the wrinkling
factor at the reference grid size Ξwrink,ref resulting in the grid factor:

F∆ =
Ξwrink,∆

Ξwrink,ref
(6.30)

It can be observed in Fig. 6.33 that the factor F∆ does not exhibit a sig-
nificant influence of the hydrogen concentration. The trends overlap for
varying concentrations. In the case where the grid sizes are decreasing in
the direction of the theoretical lower limit, the factor approaches a finite
value of greater than zero. Assuming a flame wrinkling factor Ξwrink,∆ = 1
with grid size approaching zero, the factor F∆ approaches the value Ξ−1

ref.
Since the evaluation on grids larger than 30 mm was not possible and did
not seem reasonable, factors F∆ for larger grid sizes are extrapolated.

The determined dependence of factor F∆ on the varying grid size was
modeled using a power law according to Eq. 6.31. The calculated com-
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Figure 6.33: Non-dimensional grid factor under varying non-
dimensional grid size.

putational local grid size l∆ is divided by the reference value l∆,ref = 7.5.
As intended, the factor F∆ exhibits a value of 1 at the reference grid size.
Additionally, the chosen power law dependence of the factor F∆ on the
dimensionless grid size avoids high non-physical values that would most
likely occur utilizing a linear modeling approach. The final formulation
reads as follows:

F∆ =
Ξwrink,∆

Ξwrink,ref
=

(
l∆

l∆,ref

)0.16

(6.31)

with the reference value l∆,ref = 0.0075 m.

6.6 Turbulence influence: Ft

In order to extend the application possibilities of the newly developed
modeling approach to turbulent combustion, the new model must con-
sider acceleration due to turbulence. However, the current experimental
setup of the GraVent explosion channel does not allow for measurements
of turbulence levels prior to and during an experiment. Therefore, an ap-
propriate correlation from literature is incorporated into the modeling
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concept.

A large number of validated models can be found in the literature captur-
ing the effect of turbulence on flame acceleration. However, the correla-
tion for turbulence influence included in this modeling approach must
be chosen carefully. No cross-correlation of accelerating effects should
be implemented. This means that the factor introduced for turbulence
driven acceleration must not have an influence on the flame accelera-
tion predicted by effects that are already captured in the formulated fac-
tors described above. Additionally, a robust low-turbulence limit behav-
ior must be ensured. In this work the correlation following Peters [87] is
used:

Ft = st

sl,0
= 1− 0.39

2

lt

δF
+

((
0.39

2

lt

δF

)2

+0.78
u′lt

sl,0δF

)0.5

(6.32)

with the turbulent fluctuation velocity u′ (Eq. 2.24) turbulent length scale
lt (Eq. 2.25) and the flame thickness δF (Eq. 2.10).

The advantage of this correlation for the newly developed modeling con-
cept in this work is that Eq. 6.32 is only dependent on turbulence vari-
ables and for that reason does not cross-correlate with the other imple-
mented factors in Eq. 6.2. This way, a clear separation of the accelera-
tion mechanisms can be ensured. Additionally, Eq. 6.32 is valid in the
entire Borghi-Diagram, Fig. 2.11. Based on the mathematical formula-
tion of 6.32, the turbulence acceleration factor Ft exhibits a realistic be-
havior approaching the limiting case of vanishing turbulence and ap-
proaches the value of one. That means that the turbulent flame speed
st approaches the value of the laminar burning velocity sl,0.

6.7 Modeling of test facility specific effects: B

6.7.1 General aspects

According to Beauvais et al. [7], the geometry of an experimental facility
is one of the most important and yet most complex parameters to con-
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sider in the context of flame acceleration. The authors name three crucial
geometrical parameters influencing flame propagation: the relative size
of obstacles, the distance between obstacles and the degree of confine-
ment. In the present work flame propagation in a fully confined smooth
channel with no obstacles is investigated, therefore the focus of this sec-
tion is solely on the effect of flame confinement on flame propagation.

The volume of burned gas resulting from the combustion process must
be vented downstream. In an entirely closed experimental facility, the
burned gas cannot escape the channel and produces an expansion flow
downstream the flame front. The influence of this expansion flow on
flame propagation is higher compared to a case with venting down-
stream. This effect is even more pronounced if the flame shape deviates
from a planar shape, resulting in an enlarged global flame surface area.
Eq. 2.23 can be extended by flame surfaces deviating from the planar
cross-sectional shape of the experimental facility resulting in the follow-
ing formulation:

σsu AF︸ ︷︷ ︸
uF

= ugas Acr oss + su AF (6.33)

with AF as the enlarged flame surface area and Acr oss as the cross-
sectional area of the facility. Since the left side of Eq. 6.33 represents the
flame propagation velocity for an external observer uF , it shows that an
enlargement of the global flame surface area AF results in an higher uF .

Burke et al. [22] experimentally investigated flame propagation in a
cylindrical explosion channel with a greater extent in axial direction than
in radial direction. A deformation of the flame surface at radial distances
near the wall due to the non-spherical confinement of the experimen-
tal facility was observed. A higher burned gas velocity ugas,b behind the
flame front was induced in the axial direction of flame propagation com-
pared to the spherical case. This resulted in an enlarged flame surface in
axial direction leading to enhanced flame propagation velocity uF . The
authors suggest the formulation of a facility dependent correction fac-
tor which accounts for this effect. The dependence of the velocity of the
expansion flow behind the flame front on the confinement was also de-
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scribed by Beauvais et al. [7].

The global flame surface area can be used as an indicator for the influ-
ence of the confinement on the flame propagation process. The larger
the global flame surface area, the more unburned gas can be consumed
and must be vented downstream through the present cross-sectional
area of the facility. This leads to an enhanced burned gas velocity in the
direction of flame propagation behind the flame front, resulting in an
enhanced observed flame propagation velocity uF .

The two experiments investigated in this work differ significantly not
only in scale, more precisely in the ratio of the geometrical facility di-
mensions, but also in the experimental setup, like e.g. ignition position
or the expected direction of propagation.

The first geometrical difference is the aspect ratio of the channel cross-
section, which is formulated as follows:

ARcross = l1

l2
(6.34)

with the channel dimensions l1 and l2 and l1 > l2.

The limiting case of ARcross = 1 results in circular or square shaped cross-
section. After the flame front reaches the side walls of the facility, it
mainly propagates in one direction. Facilities with such aspect ratios are
expected to exhibit a higher potential for the confinement to influence
propagation velocity uF , than facilities with ARcross > 1. In such facilities
the flame can propagate for a longer time in a perpendicular direction
compared to the main propagation direction.

The second important geometrical difference is the ratio of channel
length to hydraulic diameter. This aspect ratio AR compares the prefer-
ential direction of flame propagation in the experimental facility lmax to
the hydraulic diameter:

AR = lmax

dh
= lmax(

4 · A
P

) (6.35)
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with dh as the hydraulic diameter:

dh = 4 · A

P
(6.36)

Variable A stands for the cross-sectional area and P for the wetted
perimeter of the cross-section. The hydraulic diameter dh is used for ge-
ometries deviating from a circular shape.

Burke et al. [22] state that the higher the aspect ratio AR of the facility
(length to diameter in their case) the higher the observed effect of the
facility on flame propagation in axial direction.

To investigate the effect of the ratio of channel length to the hydraulic
diameter on the propagation process, a numerical parameter study is
conducted. Simulational results for varying aspect ratios AR are sum-
marized in Fig. 6.34. The squared cross-sectional area is identical in all
simulations (ly = lz =0.06 m), leading to identical hydraulic diameters
and cross-sectional aspect ratios of ARcr oss = 1 in all investigated cases.
The hydrogen concentration in all cases is 13.4% and the initial pressure
level is 1 bar. All other physical parameters are chosen according to case
B in Tab. 7.3 and according to the summary in Tab. 7.2. The only varying
parameter between the depicted simulations in Fig. 6.34 is the aspect ra-
tio AR. Additionally, a simulation with an opening boundary condition
at the end wall upstream of flame propagation is shown to emphasize
the effect of the end wall on the flame propagation process.

Initially, the flame surface area develops identically for all aspect ratios
AR and is increasing with time. After this initial increase a peak occurs,
and the flame surface area decreases again. The increase of flame sur-
face area results from the enlarged flame surface in the main propaga-
tion direction. The propagating flame front is not planar, but rather has
a finger-like shape. The decrease in flame area is due to flattening of the
global flame shape in later stages of propagation. The higher the aspect
ratio AR, the higher the peak level of the global flame surface area due
to the reduced influence of the end wall on the propagating flame front.
The peak levels of ratios AR =43 and AR =65 are similar, indicating that
the effect of channel length on the initially developing global flame sur-

96



6.7 Modeling of test facility specific effects: B

0 0.2 0.4 0.6 0.8 1 1.2

·10−2

0

0.5

1

1.5

·10−2

t (s)

A
(m

2
)

AR = lx/dh=3
AR = lx/dh=6
AR = lx/dh=12
AR = lx/dh=22 (open)
AR = lx/dh=43
AR = lx/dh=65

Figure 6.34: Flame surface area development over time for different
channel length to hydraulic diameter ratios AR.

face area exhibits a limit. Beyond a certain aspect ratio AR, the influence
of the end wall on the initially developing flame surface area seems to
vanish. This observation is supported by the simulation with an opening
boundary condition at the end wall upstream of flame propagation for
an aspect ratio of AR = 22. The flame surface area in this simulation ex-
hibits a similar peak level to the simulations with aspect ratios of AR =43
and AR =65. This parameter study qualitatively indicates an influence of
the channel aspect ratio AR on the flame propagation process.

The higher the value of AR, the greater the deviation of the experimental
facility from the spherical form. The facility is stretched in one direction
compared to the other two perpendicular directions. According to Burke
et al. [22], it can be assumed the higher the value of AR, the greater the in-
fluence of the experimental facility on global flame propagation behav-
ior. Fig. 6.34 indicates an asymptotically reached limit value of AR where
the influence of the upstream end wall on flame propagation seems to
vanish. For values of AR significantly lower than the limit value, the ef-
fect of global flame surface enlargement appears to be compensated by
the influence of the end plate on the unburned gas flow. The flame front
does not develop such large flame surface areas as seen in Fig 6.34 for an
AR = 3. The lower limit of AR is 1, describing a spherical experimental
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facility.

The experimental facilities investigated in this work can be character-
ized based on the prior formulated aspect ratios ARcr oss and AR. How-
ever, the experimental setup, such as ignition position or the expected
direction of propagation must be considered as well, since these factors
also influence the flame propagation process and therefore the observed
propagation velocity uF .

6.7.2 Formulation of test facility specific factor

The small-scale GraVent explosion channel exhibits a cross-sectional as-
pect ratio ARcr oss as follows:

ARcr oss = l1

l2
= ly

lz
= 5 (6.37)

The value of ARcr oss > 1 indicates that the cross-section of the GraVent
facility is deviating from the square shape.

The ratio of channel length to the hydraulic diameter AR is as follows:

AR = lmax

dh
= lx(

4 · A
P

) = 13 (6.38)

The global flame propagation in the GraVent facility is predominantly in
one direction and the experimental facility is expected to influence the
flame propagation process. The global flame area during flame propaga-
tion is expected to be significantly larger than the channel cross-section.

According to Burke et al. [22], the effect of the confinement on the
flame propagation process should be formulated concentration depen-
dent, since the accelerating effect of the expanding burned gas across
the flame front is dependent on mixture concentration. The volume
of burned gas vented downstream is dependent on the density ratio σ

across the flame front.
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Figure 6.35: Density ratio σ over varying concentration.

In Fig. 6.35 the ratio of the density of the unburned and the burned gas
σ, defined in Eq. 2.2, is plotted for a varying concentration showing that
the density of the gas drops significantly across the flame front. The ratio
increases at concentrations closer to the stoichiometric ratio. The trend
for σ over Φ shown in Fig. 6.39 can be reproduced by the following poly-
nomial fit:

σ=−3.25Φ2 +9.05Φ+1.4 (6.39)

For simulations of flame propagation in the GraVent facility, the test fa-
cility specific factor B was chosen as follows:

B = 0.5 ·σ (6.40)

The formulation of Eq. 6.40 is based on fitting the simulational results to
the experimentally determined propagation velocities. Despite this sim-
ple approach, the formulation allows a reproduction of the experimental
results of the GraVent facility under varying concentrations. It is impor-
tant to note that the formulation of parameter B in Eq. 6.40 is determined
for the specific dimension ratios of the investigated GraVent setup and
therefore is a function of concentration and dimension ratios.

The THAI facility exhibits not only significantly different geometrical di-
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mensions and aspect ratios than the GraVent facility, but also the exper-
imental setup is different.

The THAI facility exhibits the following cross-sectional aspect ratio
ARcr oss :

ARcr oss = l1

l2
= D

D
= 1 (6.41)

The ratio of channel length to hydraulic diameter AR reads as follows:

AR = lmax

dh
= lx

D
= 2.92 (6.42)

with dh as the geometrical diameter D of the THAI facility.

Comparing the cross-sectional aspect ratios ARcr oss of the GraVent and
the THAI facility, the degree of confinement through the cross-sectional
area is assumed to be higher in the THAI facility, as it exhibits ARcr oss = 1.
However, due to the experimental setup this effect is assumed to play
a minor role. The ignition position in the THAI facility is not directly
at the wall, as seen in Fig. 7.10. This leads to flame propagation in all
directions in the initial phase. Additionally, buoyancy enhances the as-
cending of the burned gas plume. This effect allows for longer downward
flame propagation before reaching the facility walls. Simulations show
unburned volume in the lower part of the facility at later stages of prop-
agation [38]. Based on the low aspect ratio AR the end plate is expected
to have a significant effect on flame propagation much earlier than in
the GraVent facility. Therefore, the main focus is on the initial phase of
flame propagation in the THAI facility, where the effect of confinement
on flame propagation velocity uF is expected to play a minor role. Based
on this, a value of B = 1 is chosen for flame propagation simulations in
the present work.

The assumption of B = 1 is consistent with the concept of the new mod-
eling approach, where effects that are assumed to play a minor role are
set to a value of unity and therefore do not influence other accelerating
effects.
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The test facility specific factor B should be determined for each inves-
tigated facility. Experimental investigation of the influence of varying
aspect ratios on the flame propagation process was not feasible in the
present work. However, estimates based on the two experiments and the
numerical parameter study are possible. With increasing ARcr oss the ef-
fect of confinement on flame propagation is decreasing, due to the lower
degree of confinement. With increasing AR the influence of confinement
on flame propagation increases until a limit value is reached asymptoti-
cally. For other facilities with a dimension ratio AR between the two ex-
perimentally investigated cases, the parameter B should be chosen be-
tween 1 and the concentration and ARcr oss dependent corresponding
value of the GraVent facility σ/2. For aspect ratios below the calculated
value of AR = 2.92 of the THAI facility, the parameter B should be 1. For
larger aspect ratios AR than in the GraVent facility, the effect of the con-
finement on flame propagation is expected to be larger, leading to larger
values of B . For aspect ratios larger than the asymptotically reached limit
value of 65, no further increase of parameter B is expected.
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7 Model validation

To analyze the performance and validate the newly developed modeling
concept, transient simulations of lean hydrogen-air combustion are con-
ducted and the results are compared to experimental data. The software
package ANSYS CFX [5] is used throughout all URANS simulations.

The comparison between the simulation results and the experimental
data is based on velocity-distance diagrams (v-x diagrams). This method
is more sensitive than the comparison based on x-t diagrams because
the calculation of the velocities is based on the differential quotient, ac-
cording to Eq. 3.1. For the calculation of the flame propagation veloci-
ties in the simulations the flame tip is used as the reference point. In all
cases the flame tip propagates along the center channel axis until the end
plate starts to affect and deaccelerate the flame front. The data from the
simulations is averaged over a time interval chosen in a way to avoid nu-
merical scatter in the plots, and at the same time to provide a reasonable
approximation of the flame velocity. The time interval length is based on
the flame velocity in the investigated case, resulting in shorter averaging
intervals in fast flames and longer intervals in slow flames.

The validation of the new modeling concept starts with small-scale sim-
ulations of the GraVent facility without turbulence generating obstacles.
A wide concentration range is investigated to demonstrate the perfor-
mance of the model. Following that, a simulation with obstacles is con-
ducted to check the performance of the modeling concept when turbu-
lence is the main driver for acceleration. Finally, a large-scale simulation
of the THAI facility is conducted to show the applicability of the model-
ing concept to different scales.
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7.1 Small-scale simulations without obstacles

7.1.1 Simulation setup and physical models

The simulations presented in this section are focused on the reproduc-
tion of the flame front propagation velocity and not on resolving the de-
tailed flame front characteristics. As a result, the two symmetry planes
(x-y and x-z; see Fig. 3.2) of the explosion channel are utilized to reduce
computational cost. Fig. 7.1 shows the computational domain consisting
of a quarter of the channel cross section along the entire channel length.

GraVent explosion 
channel

simulated channel 
domain

ignition position

z
y

Figure 7.1: Depiction of the simulated domain of the GraVent explosion
channel adapted from [38].

By utilizing the symmetry planes of the channel, the simplification of the
simulation model is assumed to have minimal influence on the flame
propagation velocity. Case e in Fig. 7.2 and Tab. 7.1 serves as the refer-
ence setup used throughout the present work. Simulations using the en-
tire channel volume as the computational domain (case d) have been
conducted and no significant difference of the propagation velocity was
identified compared to the reference case, as can be seen in Fig. 7.2.
Furthermore, the simulations in the small-scale channel are conducted
without buoyancy effects. This simplification is based on the small height
of the channel compared to the channel length, the main direction
of flame propagation. Nevertheless, simulations under the influence of
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buoyancy have been conducted to justify this assumption (Fig. 7.2, cases
a and d). The velocity-distance diagrams derived from simulations with
buoyancy depicted in Fig. 7.2 showed no significant deviation in com-
parison to those with no buoyancy.
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Figure 7.2: Comparison of simulational and experimental results for a
concentration of 13.4% and an initial pressure level of 1 bar.
The simulational data corresponds to the cases described in
Tab. 7.1.

Table 7.1: Case overview of simulations shown in Fig. 7.2. The row
“Opening” indicates if an opening in the computational do-
main according to the description in Sec. 7.1.3 was considered
in the simulation or not.

Case Computational Domain Buoyancy Radiation Opening
a half (x-z-plane sym.) yes no no
b half (x-z-plane sym.) no no yes
c quarter (x-z- and x-y-plane sym.) no yes no
d full (no sym.) yes no no
e (ref.) quarter (x-z- and x-y-plane sym.) no no no

A structured computational grid with hexahedral elements is used
throughout the entire validation process. The cell size varies in the range
of 2 mm to 30 mm. This range is limited by calculation cost on the one
hand (case with 2 mm grid resolution) and by the channel height itself on

104



7.1 Small-scale simulations without obstacles

the other hand (case with 30 mm grid resolution; two cells across chan-
nel height). The simulation on the 2 mm grid is carried out for the initial
phase only, due to the immense computational cost.

The walls of the computational domain are modeled using an adiabatic
no slip boundary condition. Radiation of the flame front is assumed to
have minor influence on the flame propagation velocity and is there-
fore neglected in the simulations. To confirm this assumption, velocity-
distance diagram derived from a simulation with radiation (case c) is
compared to the cases without radiation in Fig. 7.2. The radiation in the
simulations was modeled utilizing the P1 radiation model [97] according
to the approach in Schramm et al. [99] and Schramm et al. [98]. No sig-
nificant influence on global flame propagation velocities could be iden-
tified.

The initial conditions in the simulations are selected according to the ini-
tial conditions in the experiment. The initial pressure is set to p0 = 1 bar
and the initial temperature to T 0 = 293 K. The SST turbulence model is
used throughout all simulations and the initial turbulence level is set to
k0 = 1e−04 m2/s2 with an eddy-viscosity-ratio ofµt /µ= 10. A wide range
of different initial turbulence levels was tested but no significant impact
on the flame propagation process could be identified.

The CFX high resolution advection scheme and the built-in Second Or-
der Backward Euler transient scheme with adaptive time stepping are
used in all simulations. The initial time step is t 0 = 1e − 06 s. The MAX
residuals of the solved equations are chosen as the convergence criteria
for the simulations. This type of residual is the appropriate choice in un-
steady simulations according to [5]. The simulations show good conver-
gence behavior, reaching residual levels between 1e−03 and 1e−04. Sim-
ulations with tighter convergence criteria were conducted as well, how-
ever without influence on the predicted flame front velocities. Therefore,
the less strict convergence criteria are chosen because of the significantly
lower computational cost.

Table 7.3 summarizes the investigated cases in the small-scale GraVent
explosion channel. The concentration varies from 11 to 19.1%. The case
with a concentration of 13.4% was simulated with varying grid sizes and
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Table 7.2: Summary of the simulation setup of the small-scale GraVent
facility.

 

 Parameter Value Remark 
Physical models Turbulence Model SST Initialisation: 

k=0.0001 
epsilon=0.0001 

Grid Structured 2; 7.5; 15; 30 mm 
Bouyancy No  
Radiation  No  

Solver settings Timestep Adaptive Min. value 1e-06 
Convergence Criteria MAX 

Residuals 
< 1e-03 

Advection Scheme High 
Resolution 

 

Transient Scheme Second Order  
Boundary 

conditions at the 
wall 

  

Heat Transfer Adiabatic  
Mass and 
Momentum 

No Slip Wall  

Wall Roughness Smooth Wall  
Wallfunction Automatic  

the case with 15% was additionally investigated under the influence of
turbulence generating obstacles.

Table 7.3: Overview of investigated simulation cases.

case concentration (%) grid size (mm) obstacles
A 11 7.5 no
B 13.4 7.5 no
C 15 7.5 no
D 19.1 7.5 no
E 15 6 yes
F 13.4 2 no
G 13.4 15 no
H 13.4 30 no
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7.1.2 Velocity-distance diagrams

Figure 7.3 shows experimentally determined velocity over distance. The
data is based on the combination of shadowgraphy recordings and pho-
todiode measurements. In the optically accessible front part of the chan-
nel shadowgraphy was used with a time resolution of 20 kHz. In the rear
part of the channel where no optical access is possible photodiode mea-
surements were conducted. The experimental photodiode data is based
on three experimental runs. Confidence intervals are shown in the plots.
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Figure 7.3: Experimental velocity-distance data for a concentration of
13.4% and an initial pressure of p0 = 1 bar. Additionally, stan-
dard deviations are depicted for the photodiode data.

The experiments showed the velocity increasing in the initial phase of
flame propagation. At a distance of approx. 0.4 m the velocity reaches
the peak value, then decreases to a lower level and remains at this level
until the end of the experimentally investigated distance. Since the prop-
agation velocity does not change significantly anymore, the simulations
were conducted until the flame front reached this velocity plateau in the
middle part of the channel.

The reason for this velocity profile, which can be observed in all inves-
tigated cases under varying concentrations, is the influence of the end
plate on the fresh gas flow ahead of the flame front. The measured ve-
locity uF is the propagation velocity of the flame front with respect to
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an inertial coordinate system, according to Eq. 2.22. It is the sum of the
burning velocity and the fresh gas flow velocity ahead of the flame front.
The fresh gas ahead of the flame front is pushed forward by the flame
front itself and moves in the same direction as the flame front. Due to
this piston effect both velocities are superimposed. At a distance of ap-
proximately 0.6 m the fresh gas flow propagating ahead of the flame has
reached the end of the channel. The fresh gas cannot propagate further
and is compressed. Therefore, the velocity of the fresh gas flow drops sig-
nificantly, resulting in a lower superimposed velocity measured by the
stationary observer.
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Figure 7.4: Velocity over distance obtained through a simulation com-
pared to experimental data for a concentration of 13.4% and
the reference grid size of 7.5 mm.

Figure 7.4 compares simulational and experimental results for case B ac-
cording to Tab. 7.3. The velocity of the flame front is plotted over the dis-
tance for a hydrogen concentration of 13.4%. The grid size used in the
simulation was 7.5 mm. It can be observed that the simulation repro-
duces the velocity profile very well. The peak level and the distance where
the velocity decreases are in accordance with the experimental results.

In the next step, simulations with varying grid sizes are conducted. Fig.
7.5 compares the simulational results for the cases B, F, G and H (Tab. 7.3)
with the experimentally determined velocity profile. The grid size varia-
tion encompasses grid sizes from 2 mm to 30 mm. The simulations on
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Figure 7.5: Comparison of simulational and experimental results under
varying grid size for a concentration of 13.4%.

varying grid sizes are able to reproduce the experimental data qualita-
tively and quantitatively in a satisfactory way.
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Figure 7.6: Simulations compared to experimental data for concentra-
tions of: on the left: 15%; and on the right: 19.1%.

Figure 7.6 compares simulational and experimental results for higher hy-
drogen content of the mixture. Velocity-distance profiles of mixtures with
hydrogen concentrations of 15% on the left side and 19.1% on the right
side are shown. The simulations correspond to cases C and D in Tab. 7.3.
The experimental results under varying concentrations exhibit a quali-
tative velocity-distance behavior similar to the 13.4% case. As expected,
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the peak velocities are increasing with increasing hydrogen content due
to the higher laminar burning velocities for the mixtures with higher hy-
drogen content. Again, the simulations predict the velocity profiles very
well.
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Figure 7.7: Simulations compared to experimental data for a concentra-
tion of 11% at reference grid size of 7.5 mm.

Figure 7.7 compares the simulational and experimental results for a
lower hydrogen content than 13.4%. The investigation of lower hydrogen
concentrations was not possible because of the employed measurement
setup, which was not able to detect slower flame fronts. As can be seen,
the new model predicts the peak velocity correctly.

It can be summarized that the new modeling concept is able to predict
the velocity profiles of propagating flame fronts over a wide concentra-
tion range. With B as the facility correction factor it was possible to repro-
duce velocity distance diagrams of mixtures with propagation velocities
differing up to one magnitude. Additionally, the implemented treatment
of varying grid sizes showed adequate performance in a wide range of
different grid sizes.
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7.1.3 Pressure-time diagrams

The reproduction of the pressure signal from the experiment turned out
to be a significant challenge in the simulations. Because of the construc-
tional characteristics of the GraVent facility it does not qualify for precise
pressure measurements in cases with slow flame propagation and small
pressure build-ups. Due to the slow flame propagation and the ignition
of the mixture in the optical segment, leakage to the venting volume be-
low the explosion channel occurred. The influence of the venting volume
on the pressure development was significant.

The optical segment exhibits narrow gaps along the window inserts due
to its design, through which gas exchange can take place between the
explosion channel and the venting volume. To reduce the influence of
this gap as much as possible, the venting volume was filled with wax. This
measure had a positive influence on the pressure measurement, but the
effect of the venting volume could not be completely eliminated.
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Figure 7.8: Comparison of experimentally determined and simulational
pressure-time data for a concentration of 13.4%.

Figure 7.8 shows the time trace of the pressure determined in the simu-
lation and the measured pressure signal for three experiments. The pres-
sure in the experiment initially increases strongly and flattens out again
at about 30 ms. Afterwards the pressure curve is almost constant until it
suddenly rises to the maximum value at approximately 110 ms and then
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drops again.

In order to correspond to the constructional characteristics of the
GraVent facility, the calculation grid was modified for this particular case.
An opening boundary condition with a total area of 15 mm2 was inserted
into the computational domain. This boundary condition modeled the
gas exchange with the venting volume. The location was chosen similar
to the position of the assumed largest leak from the explosion channel to
the venting volume below, at a distance of x=0.23 m between the remov-
able lateral window and the test facility itself (see Fig. 3.2). This modifi-
cation of the calculation grid had no significant effect on the flame prop-
agation velocity, as can be seen in Fig. 7.2, case b. However, the pressure
trace could be reproduced qualitatively and quantitatively in a satisfac-
tory way. Due to this inherent characteristic of the GraVent test facility
the investigation of pressure traces is limited to the already discussed
case.

7.2 Small-scale simulations with obstacles

7.2.1 Simulation setup

Since flame propagation under the influence of obstacle generated tur-
bulence is not the focus of this project, but the influence of turbulence
on the flame propagation process must be considered for the applica-
bility of the model, an experiment from the DDT-Database [12] has been
simulated and compared with the experimental data. A setup with obsta-
cles, combined with the lowest available hydrogen concentration in the
database was chosen for this. This way it could be shown that the devel-
oped modeling concept is applicable when turbulence is the main rea-
son for flame acceleration and even in that case, the influence of flame
instabilities on the initial flame propagation phase must still be consid-
ered.

The experimental setup differs from the setup used for model develop-
ment introduced in Sec. 3.1. Tab. 7.4 summarizes channel setup of the
simulated case with obstacles. The notation BR30S300 stands for a block-
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7.2 Small-scale simulations with obstacles

age ratio of 30% with an obstacle spacing of 300 mm. The obstacles are
placed in the channel section between 0.25 m and 2.05 m distance down-
stream of the ignition position. The overall channel length in this setup
is 5.1 m.

Table 7.4: Explanation of the notation of the investigated case with ob-
stacles.

case blockage ratio (%) obstacle distance (m) obstacle section (m)
BR30S300 30 0.3 0.25 - 2.05

The setup of the physical models in this investigation is identical to the
setup shown in Tab. 7.2. The computational grid is a structured grid with
hexahedral cells with an edge length of 6 mm. This way cells with iden-
tical sizes could be used throughout the simulational domain. The sim-
ulations are conducted utilizing the new modeling concept (Eq. 6.2) and
a validated flame speed model from literature where turbulence is the
main acceleration mechanism according to Peters [87].

7.2.2 Velocity-distance diagram

The experimental data set shown in Fig. 7.9 consists of three experimen-
tal runs. The flame front acceleration is significantly greater under the
influence of turbulence generating obstacles than in the case without
obstacles. The flame front accelerates up to a peak velocity value of ap-
proximately 350 m/s. After this peak value, the velocity drops again since
no turbulence generating obstacles are mounted in the rear part of the
channel. The velocity-distance data determined in simulations is com-
pared with experimentally determined data. Additionally, the predicted
flame speed according to the new correlation is compared to the pre-
diction following Peters [87]. The acceleration of the flame to velocities
of up to 350 m/s is reproduced correctly with the new correlation. Fur-
thermore, the position of the velocity maximum at the correct position is
reproduced. This shows that not only the influence of turbulence but the
combination of all other accelerating effects must be considered.

113



7.3 Large-scale simulations

0 1 2 3 4 5
0

100

200

300

400

500

x (m)

u
F

(m
/s

)

Experimental Run 1
Experimental Run 2
Experimental Run 3
Peters [87] (sim)
Eq. 6.2 (sim)

Figure 7.9: Comparison of simulations utilizing the new formulation and
the formulation according to Peters [87] with experimental
data for a concentration of 15% at reference grid size of 6 mm
for the configuration BR30S300.

7.3 Large-scale simulations

Finally, simulations on a scale significantly larger than the scale of the
GraVent facility are conducted to verify the applicability of the developed
modeling concept on a range of scales. For this purpose the THAI facility
[2] [99] has been chosen due to the similarity of the conducted experi-
ments, however on a larger scale.

7.3.1 Simulation setup

The THAI facility is a 9.2 m high vessel with rotational symmetry and a
maximum diameter of 3.15 m. The main dimensions and the ignition
location are shown in Fig. 7.10. Additionally, locations of temperature
probes are depicted, which are used to determine the point in time of
the passing flame front. This data is used to calculate the propagation
velocity of the flame front.

The simulated experiment exhibits a hydrogen concentration of 10% and
corresponds to the HD7 case in [99]. It is assumed that the hydrogen is
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Figure 7.10: Depiction of the main dimensions of the THAI facility. Addi-
tionally, temperature measuring points used for determina-
tion of the velocity are shown. Depiction adapted from [2].

homogeneously distributed in the vessel domain and the initial turbu-
lence level is negligibly low. No turbulence generating obstacles are in-
stalled in the vessel domain in the investigated case. The mixture is ig-
nited at a height of 0.5 m from the bottom in the vessel center. The initial
temperature is set to 291 K and the initial pressure level is set to 1.492 bar,
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according to the experiment.

After ignition, the flame front propagates in all spatial directions away
from the ignition location. The THAI facility allows the flame front to
propagate in the vertical direction, which makes the buoyancy model
necessary in the simulations. Simulations considering radiation have
been conducted and no significant influence on the flame propagation
velocity was identified. Therefore, the influence of radiation is not con-
sidered in the subsequent simulations in order to significantly lower
computational costs. Tab. 7.5 summarizes the setup used in the simu-
lations of the THAI facility.

Table 7.5: Summary of the simulation setup for large-scale simulations.

 

 Parameter Value Remark 
Physical models Turbulence Model SST Initialisation: 

k=0.0001 
epsilon=0.0001 

Grid Structured Variabel 
Bouyancy Yes  
Radiation  No  

Solver settings Timestep Adaptive Min. value 1e-06 
Convergence Criteria MAX 

Residuals 
< 1e-03 

Advection Scheme High 
Resolution 

 

Transient Scheme Second Order  
Boundary 

conditions at the 
wall 

  

Heat Transfer Adiabatic  
Mass and 
Momentum 

No Slip Wall  

Wall Roughness Smooth Wall  
Wallfunction Automatic  

The simulations are performed on a structured grid of the entire THAI
facility. Rotational symmetry is not used to reduce computational costs.
The cell sizes and shapes vary slightly throughout the computation do-
main because of the more complex geometry of the THAI facility com-
pared to the GraVent facility.
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7.3.2 Velocity-time diagrams

After ignition, the flame propagates initially in all spatial directions un-
til the lateral vessel walls are reached. After that, the flame propagates
mainly in the vertical upward direction. The evaluation of the flame ve-
locities in the simulations is conducted along the rotational symmetry
axis in the center of the vessel, shown in Fig. 7.10.

The evaluation of the experimental data is based on the distance-time in-
formation of the flame front arriving at the temperature probes mounted
in the vessel domain (shown in Fig. 7.10) [99]. The velocity-distance di-
agrams are then derived from the position and time information of the
flame front following Eq. 3.1.
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Figure 7.11: Comparison of velocity-distance data from experiment and
simulation.

In Fig. 7.11 experimental velocity-distance data is shown. The flame front
is accelerating along the rotational axis upwards in the vertical direction.
Propagation velocity of the flame front above 6 m is not meaningful be-
cause the flame does not propagate in the vessel center [99]. At these
distances, the vessel top wall influences the flame propagation process.

The velocity-distance data obtained through two simulations with vary-
ing cell numbers are compared with the experimental data. The simula-
tions adequately reproduce the experimental results up to the meaning-
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ful distance of approximately 6 m. Additionally, the variation of the cell
numbers has minor effect on the propagation velocity due to the imple-
mented treatment, discussed in Sec. 6.5.

7.3.3 Pressure-time diagrams

Figure 7.12 shows the pressure development during the experiment and
the simulations plotted over time. Additionally, the initial pressure level
p0 = 1.492 bar and the calculated theoretical final pressure level pAICC =
6.4 bar are shown. The experimental pressure starts increasing at about
1.5 s and reaches the peak level around 2.7 s and starts decreasing again.
Due to the slow propagation of the flame, the pressure increases homo-
geneously in the whole vessel during the experiment. The experimentally
determined pressure does not reach the theoretical peak value which is
due to heat loss through non-adiabatic walls in the experiment.
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Figure 7.12: Comparison of pressure development in the simulations
and the experiment.

The pressure-time results from the simulations are compared to the ex-
perimentally determined data. The maximum value and the position of
the maximum value in time are in very good agreement with the experi-
ment when the test facility correction factor is chosen to B = 1. The de-
crease of the pressure signal after the flame front reached the top wall is
not reproduced in the simulation due to the adiabatic wall modeling.
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8 Summary

The overall goal of this work was to develop a new modeling concept for
lean hydrogen-air flames in quiescent mixtures. For this purpose, flame
acceleration experiments have been conducted in a small-scale explo-
sion channel with negligible turbulence levels.

The measurement strategy used combined conventional techniques like
photodiodes and dynamic pressure transducers and optical techniques,
such as shadowgraphy and OH-PLIF measurements. The results of the
conventional measurement techniques were also used for model valida-
tion. The optical measurement techniques were employed to gain in-
sight and to quantitatively assess flame wrinkling. Additionally, highly
resolved simulations have been conducted to complement the experi-
mental data. This way, the pressure influence on flame front wrinkling
could be investigated.

For the evaluation of the experimental data gathered with optical mea-
surement techniques and the evaluation of the numerical data from the
highly resolved simulations, automatic evaluation routines were devel-
oped. These routines allowed on the one hand the detection of the real
wrinkled flame front and on the other hand the calculation of a filtered
flame front without small-scale flame front wrinkling. Furthermore, a
routine has been developed which allowed the evaluation of the local
curvature of the flame front.

The acceleration mechanisms have been summarized in a semi-
empirical correlation and validated through small-scale and large-scale
simulations. The flame propagation predicted in the simulations was
compared to experimental data, showing satisfactory flame acceleration
behavior. The following sections discuss the results in more detail.
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8.1 Experiments

8.1 Experiments

Lean hydrogen-air flames under varying initial pressure were investi-
gated in several measurement campaigns. The focus of the experiments
was the investigation of the initial propagation behavior of homoge-
neous hydrogen-air mixtures in a smooth channel with a negligible ini-
tial turbulence level. The following summarizes the results of these ex-
periments:

• Small-scale wrinkling of the flame front due to intrinsic instabilities
was observed and evaluated qualitatively and quantitatively. As ex-
pected, shadowgraphy images show that the flame front wrinkling
is more pronounced the leaner the mixture. This observation was
confirmed quantitatively by evaluation of OH-PLIF images.

• The length scale of the local cellular structure of the flame front de-
creases with increasing pressure. A quantitative evaluation showed
that the decrease of the length scale with increasing pressure is ac-
companied by an increase of the flame surface area.

• The convex curvature of the local flame front towards the fresh gas
due to the intrinsic instability effects led to probability density dis-
tributions with peak values shifted to positive values, resulting in a
positive skewness of the PDFs.

8.2 Modeling

Based on these results an algebraic model was formulated, capturing the
identified flame accelerating effects. The modeling efforts are summa-
rized as follows:

• The chosen mathematical structure of the new formulation ensures
a robust limit value behavior if the influence of an effect on flame
acceleration is small or negligible. In this case, the new formulation
still produces correct results for the remaining accelerating effects.
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8.2 Modeling

Furthermore, the structure of the new formulation allows for exten-
sion to further accelerating effects if required.

• Laminar burning velocity is a key parameter in the new modeling
concept. A suitable correlation for lean unstretched hydrogen-air
flames is formulated based on experimental data found in the lit-
erature. The influence of pressure and temperature on the laminar
burning velocity is quantified by CANTERA calculations and inte-
grated into the modeling concept.

• Flame surface enlargement due to small-scale flame wrinkling was
linked to an effective Lewis number formulation. The detected in-
fluence of pressure on flame surface enlargement is considered in
the modeling approach.

• The laminar burning velocity along the wrinkled flame front of lean
hydrogen-air flames is locally not constant due to flame stretch ef-
fects. In areas where the flame front is convex towards the fresh gas,
the laminar burning velocity significantly increases depending on
the local stretch rate and the Markstein length. This effect is incor-
porated in the new model with a non-linear relationship between
the stretched and unstretched burning velocity.

• The influence of turbulence on flame acceleration could not be in-
vestigated in the current setup of the experimental facility. The in-
fluence of turbulence was included through an appropriate corre-
lation from literature. The correlation according to Peters [87] was
identified as appropriate since this correlation accounts for the ac-
celerating effect of turbulence alone.

• In order to minimize the grid size sensitivity of the simulations, the
evaluation of the flame surface enlargement factor from experimen-
tal data was carried out using varying evaluation grid sizes. A de-
pendency of the flame surface enlargement factor on the evaluation
grid size could be identified. With decreasing evaluation grid size,
the flame surface enlargement factor also decreased. The inverse
occurred when the evaluation grid size was increased. Based on the
assumption that the filtered flame fronts from experiments are simi-
lar to flame fronts reproduced on computational grids of equivalent
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grid size, a factor capturing the observed dependency of the flame
surface enlargement factor on the evaluation grid size was formu-
lated. That way the sensitivity of the simulations regarding the grid
resolution could be reduced significantly.

• The influence of the test facility on the flame propagation pro-
cess was incorporated into the model through factor B . In the case
of flame propagation in a channel with a high aspect ratio AR
(GraVent), the modeling constant was linked to the density ratio σ.
When flame propagation occurred in a facility with a low aspect ra-
tio AR (THAI), the influence of the confinement on flame propaga-
tion was assumed to be negligible and parameter B = 1 was chosen
in accordance with the general modeling concept in this work.

8.3 Validation

The validation of the new modeling concept was based on the reproduc-
tion of velocity-distance diagrams derived from experiments. In the first
step, simulations of the small-scale GraVent explosion channel were con-
ducted:

• Simulations in the concentration range from 11 to 19.1% showed
satisfactory results concerning the flame acceleration behavior. The
new correlation was able to reproduce the characteristic velocity-
distance diagrams qualitatively and quantitatively.

• Simulations on varying grid sizes from 2 mm to 30 mm were con-
ducted and it was demonstrated that the grid sensitivity has been
reduced significantly through the developed treatment.

• Finally, a configuration with turbulence generating obstacles was
examined at a concentration of 15%. The simulation employing the
new modeling concept successfully reproduced the experimental
data. Furthermore, a simulation has been conducted solely con-
sidering turbulence as the acceleration mechanism. The velocity-
distance diagram could not be reproduced and it was shown that
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the identified acceleration mechanisms in the early stage of flame
propagation play a crucial role in lean hydrogen-air mixtures.

In the final phase, simulations of flame propagation in the THAI facil-
ity were performed. Since the THAI facility exhibits significantly larger
dimensions than the GraVent facility, the performance of the developed
modeling concept could be tested on a broad scale range:

• A simulation of flame propagation at a concentration of 10% and
an initial pressure of 1.495 bar has been conducted and compared
to experimental data. The new model was able to reproduce the
velocity-distance behavior.

• The pressure development over time occurring in the experiment
could be reproduced in the simulations in a satisfactory way.

• Simulations with varying computational grid size led to satisfying
results, demonstrating that the implemented grid size treatment
shows good performance on a broad scale range.
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