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Summary

The race for innovation has turned into a race for data. Rapid developments
of new technologies, especially in the field of artificial intelligence, are accom-
panied by new ways of accessing, integrating, and analyzing sensitive personal
data. Examples include financial transactions, social network activities, loca-
tion traces, and medical records. As a consequence, adequate and careful pri-
vacy management has become a significant challenge. New data protection
regulations, for example in the EU and China, are direct responses to these
developments. Data anonymization is an important building block of data pro-
tection concepts, as it allows to reduce privacy risks by altering data. The
development of anonymization tools involves significant challenges, however.
For instance, the effectiveness of different anonymization techniques depends
on context, and thus tools need to support a large set of methods to ensure
that the usefulness of data is not overly affected by risk-reducing transforma-
tions. In spite of these requirements, existing solutions typically only support
a small set of methods. In this work, we describe how we have extended an
open source data anonymization tool to support almost arbitrary combinations
of a wide range of techniques in a scalable manner. We then review the spec-
trum of methods supported and discuss their compatibility within the novel
framework. The results of an extensive experimental comparison show that our
approach outperforms related solutions in terms of scalability and output data
quality—while supporting a much broader range of techniques. Finally, we
discuss practical experiences with ARX and present remaining issues and chal-
lenges ahead.
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1 | INTRODUCTION

In the era of big data processing and artificial intelligence, the race for innovation has become a race for data. The spectrum
of personal data that is collected electronically covers almost all aspects of our lives. Important examples of sensitive
personal information include financial transactions, data about activities in social networks, location traces collected via
mobile phone networks and medical records.! These data bear a tremendous potential for modern technologies to enable
progress in a wide range of fields, such as economics, science, and public security. Possible applications vary from product
recommender systems to health care decision support, computational criminology, and terrorism informatics.>? Yet, in
order to unlock this potential, data often need to be published, shared with third parties or reused for other purposes than
the ones for which it was originally collected. This is a challenging task, as privacy concerns and restrictions imposed by
national and international data protection laws, for example, the US Health Insurance Portability and Accountability Act
(HIPAA),* the European General Data Protection Regulation (GDPR),’ or the Chinese national standard on the protection
of personal information,® need to be considered.

Data privacy can be addressed on multiple levels. The Five Safes framework describes one approach to conceptualize
relevant safeguards in data management processes.” First, it can be important to ensure that projects are safe, which for
example requires organizational measures that ensure that data use is appropriate. Second, it can be important to ensure
that people working with the data are safe and trustworthy, for example by using strong authentication and authorization
measures. Third, the data itself can be made safe, meaning that risks of re-identification are reduced to an acceptable
minimum. Fourth, safe settings can be set up to reduce the risk of privacy breaches during processing, for example, by
means of cryptographic protocols for secure multiparty computation.® Finally, the disclosure risk of output data can also
be controlled to ensure that results do not leak sensitive personal information.

Data anonymization is an important building block for achieving safe input and output data. The basic idea is to
transform data in such a way that privacy risks are reduced while the reduction of risks is balanced against a reduction of
data utility.>1* Several high-profile re-identification attacks have demonstrated that this is a complex task requiring tool
support.}*!> For instance, simply removing directly identifying attributes, such as names or social security numbers, will
typically not be enough to prevent privacy breaches.'®'® More formal approaches are required, which employ mathemat-
ical and statistical models for quantifying risks and the impact of anonymization on data usefulness. Moreover, complex
algorithms must be employed to balance both aspects in a scalable manner. We note that formal data anonymization is
different from basic techniques of data masking or random data generation.!® In this work, we focus on non-interactive
microdata anonymization, which means that protected records are created from the records of an input dataset!! and we
do not cover interactive query anonymization, as, for example, implemented by PINQ* or Airavat.?!

1.1 | Background

The obvious first step in any data anonymization process is to remove all direct identifiers of individuals.!! The next—and
far more challenging—step is to modify the dataset in a way that reduces the risk that an attacker is able to successfully link
identified or identifiable individuals to one or multiple records or other sensitive information contained in the dataset.!7-?2
In this process, the risk of such privacy breaches is quantified by mathematical or statistical privacy models (typically
involving a threshold for what level of risk is deemed acceptable) and the utility of output data is quantified by a utility
model. Figure 1 shows an abstract overview of an anonymization algorithm: A procedure searches through the space of all
possible outputs, which is defined by one or multiple data transformation models, to find a solution which fulfills the risk
thresholds specified for the privacy model and at the same time provides optimal output according to the utility model.

Select possible output | 1. Search procedure
Cermination l FIGURE 1 Abstract process implemented by data
condition is | Assess privacy risks | 2. Privacy model anonymization algorithms. A search procedure traverses the
l space of possible outputs while privacy models are used for

| assessing privacy risks and utility is evaluated using a utility

Evaluate utility 3. Utility model

model
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FIGURE 2 Example of data
Sampli A ti S i
transformation methods. A variety of @ amping @ seregation @ HPPression

transformation techniques typically need to be @ Masking @ Categorization @ Generalization
combined with each other to effectively

anonymize a dataset

Age Sex ZIP Weight |Diagnosis

55 M 81539 |71 C25.0 Malignant neoplasm of head of pancreas
—|76 M 81675 80 C25.0 Malignant neoplasm of head of pancreas
—66 M 81929 85 C25.0 Malignant neoplasm of head of pancreas

81 M 80802 |79 C25.1 Malignant neoplasm of body of pancreas

74 M 81249 88 (C25.2 Malignant neoplasm of tail of pancreas

71 F 80335 69 C18.2 Malignant neoplasm of ascending colon
— 64 F 80339 71 C18.4 Malignant neoplasm of transverse colon
—169 M 80637 75 C18.7 Malignant neoplasm of sigmoid colon
—55 E 80638 77 C18.7 Malignant neoplasm of sigmoid colon

61 M 81667 67 C18.7 Malignant neoplasm of sigmoid colon

©
(>
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Age Sex ZIP Weight |Diagnosis

72,0 M 81*#**  [80,90[ C25.- Malignant neoplasm of pancreas

72,0 M 81*#**  [80,90[ C25.- Malignant neoplasm of pancreas
72,0 M 81*#**  [80,90[ C25.- Malignant neoplasm of pancreas
62,7 - 80***  [70, 80[ CI18.- Malignant neoplasm of colon

62,7 - 80*** [70, 80[ CI18.- Malignant neoplasm of colon

62,7 - 80***  [70, 80[ CI18.- Malignant neoplasm of colon

An example using a combination of multiple transformation models is shown in Figure 2. As can be seen, a trans-
formation might involve procedures such as taking a random sample of the records from the input dataset, aggregating
numerical values and replacing them by their mean, suppressing individual values, masking parts of strings, categoriz-
ing numerical attributes, and generalizing categorical attributes. To reduce the risk of successful linkage attacks or the
confidence an attacker might have in the correctness of linkage, these transformations may reduce the fidelity of data or
introduce uncertainty by introducing noise.

Obviously, anonymization algorithms that support such complex transformation schemes cannot be implemented
by simply searching the space of all potential output datasets for an optimal solution, as the search spaces are typically
far too large. As a consequence, a wide range of heuristic strategies®>** and sophisticated clustering algorithms?>2° have
been developed. We emphasize, however, the importance of keeping the abstract model of data anonymization proce-
dures implementing a specific combination of risk, utility, and transformation models in mind. For example, previous
algorithms are typically only able to implement a specific combination of selected models, which severely limits their
practical applicability.

As a consequence, the range of publicly available open source solutions is surprisingly small. It is well known that the
effectiveness of different anonymization techniques highly depends on context, which includes the dimensionality, vol-
ume, and statistical properties of data.!3%3! Other important aspects that need to be considered include which types of
applications or analyses the data are to be used for, whether the data will be released publicly or with additional access con-
trol and whether the data are tabular or have longitudinal or transactional characteristics. To ensure that anonymization
software can be utilized for different application scenarios, different algorithms, and different methods for transform-
ing data and quantifying reductions in usefulness must therefore be supported.!! Moreover, many anonymization
techniques involve significant computational complexity>? which makes it challenging to implement them in a scalable
manner.

1.2 | Related work
The current landscape of open source anonymization software basically consists of three types of solutions:

« First, there are tools originating from the computer science community (typically research prototypes), such as the UTD
Anonymization Toolbox,>* the Cornell Anonymization Toolkit,>* TIAMAT,>> Anamnesia®® or SECRETA3” and source
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code published as supplementary material to articles (eg, References 38 and 39). These solutions are able to automati-
cally enforce privacy guarantees specified by users a priori. However, they usually only support a limited set of privacy
models and focus on specific privacy and data transformation models.

« Second, there are tools originating from the statistics community, with sdeMicro* and u-Argus* being the most promi-
nent examples. These tools implement a more manual approach which enables them to support a wider variety of
methods for measuring risks, transforming data, and analyzing the usefulness of output data. Privacy risks are typi-
cally quantified after transformations have been applied (a posteriori), which leads to an interactive anonymization
process involving repeated and incremental transformations of a dataset.

« More recently, a wide range of commercial solutions has become available, often as a result to the requirements laid out
in the GDPR. These closed-source tools focus on commercial markets. Typically, little is known about the underlying
algorithms and they are not available for experimental evaluations and comparisons.

The ARX Data Anonymization Tool positions itself between these extremes with the aim of providing open software
achieving a high degree of automation while at the same time providing supporting a wide range of techniques. In the past,
various individual features and functionalities of ARX have been described in specific publications. Examples include
anonymization methods based on statistical models,*? game-theory,*® differential privacy,** and an initial version of ARX's
support for privacy-preserving data mining.*> In addition, we have published two overview articles about ARX over the
course of the years. The first article, which was published in 2014, focused on version 2.2.0 of ARX* while the second
article, which was published in 2015, covered version 3.0.0 and introduced the application programming interface.*’
However, previous versions of ARX provided only limited support for complex data transformation models. We addressed
this limitation in the work described in this article.

1.3 | Contributions

In the data anonymization space, it is of significant importance to distinguish between privacy models, transformation
models, utility models, and anonymization algorithms. In general, a wide range of models needs to be supported to be
able to address different real-world anonymization problems. However, prior algorithms typically only support a specific
combination of methods. While previous versions of ARX already supported multiple privacy and utility models, only
a small set of transformation techniques was available. In this work, we present a novel approach that has been imple-
mented into the software to support (almost) arbitrary combinations of privacy and utility models with a wide range of
data transformation techniques while preserving scalability.

We first present the core design principles that enable ARX to support multiple techniques for measuring privacy
risks as well as output data utility while providing computational efficiency. Second, we present a novel approach for
extending this design to significantly improve its genericity and flexibility regarding supported transformation methods.
Next, we review the spectrum of methods supported and discuss their compatibility within the enhanced anonymization
framework of the software. Then we present an extensive experimental comparison with related software. Our results
show that ARX often outperforms other solutions in terms of scalability and—at the same time—output data quality, all
while supporting a much broader spectrum of techniques. Finally, we discuss practical experiences with ARX, present
remaining challenges and outline how we plan to address them in future work.

2 | FLEXIBLE DATA ANONYMIZATION IN ARX
2.1 | Basicdesign

At its core, ARX uses a highly efficient globally-optimal search algorithm for transforming data with full-domain gener-
alization and record suppression. The transformation of attribute values is implemented through domain generalization
hierarchies, which represent valid transformations that can be applied to individual-level values. Two examples are shown
in Figure 3. Here, values of an attribute "age” are transformed into intervals with decreasing precision over increasing
levels of generalization. Values of the attribute “sex” can only be suppressed. We note that assigning generalization level
zero to an attribute leaves its values unchanged. In ARX, generalization hierarchies can be specified by the user or created
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* Level 3
<19 [20, 80) [80, 100] Level 2
t N t
* <19 [20, 40) [40, 60) [60, 80) [80, 100] Level 1
VAN 7N 7 X 7N
Male Female I > 19 20 >+ 39 40 > 59 60 > 79 80 »---> 100 Level 0
Sex Age

FIGURE 3 Examples of domain generalization hierarchies. The hierarchy to the left specifies possible generalizations of values for the
attributes sex and the hierarchy to the right specifies generalizations for the attribute age

automatically for categorical and continuous attributes. In the latter case, this is accomplished by specifying functions
for performing on-the-fly categorization of the value domain (eg, creating a grouping of heights or weights).

With full-domain generalization, all values of an attribute are transformed to the same generalization level in all
records.!! The set of all possible combinations of generalization levels for all attributes forms a generalization lattice,
where each element is called a generalization scheme. The generalization lattice for the example hierarchies from Figure 3
together with an example dataset to which various generalization schemes have been applied is shown in Figure 4.
Each node represents a single generalization scheme, which defines generalization levels for all attributes in the dataset.
An arrow between two schemes indicates that they differ by exactly one generalization level. The transformation (0,0)
represents the original dataset whereas the transformation (3,1) represents the dataset which results from maximal gen-
eralization. Referring to the overview from Figure 1, the optimal scheme from the lattice can be determined by going
through all schemes one-by-one. In each step, the generalization scheme is applied (Step A), all records that do not adhere
to the privacy requirements are suppressed (Step B) and the utility of the resulting output dataset is calculated (Step C).
In the end, the optimal solution (ie, the output dataset with the highest utility) is returned. In the example, the privacy
requirement is k-anonymity with k = 2, which means that each record must be indistinguishable from at least one other
record (see Section 2.3 for more details on privacy models). In both output datasets created through generalization, the
records three and four violate the privacy requirement and thus they have to be suppressed. After this, output data utility
is measured to enable selecting the optimal solution. A simple utility model would be the number of cells that have not
been suppressed (ie, that have a value different from “*”). In this case, the output dataset on the left would have a utility
of eight while the output dataset on the right would have a utility of four. In practice, more sophisticated utility models
are typically used, as is described in Section 2.3.

Anonymization algorithms using full-domain generalization are among the oldest approaches that have been devel-
oped in the field. Well-known examples include globally-optimal algorithms, such as Incognito*® or OLA* and heuristic
algorithms for data of higher dimensionality, such as DataFly.>* ARX implements its own algorithms, Flash and Light-
ning, that significantly outperform prior approaches in the low-dimensional®® as well as the high-dimensional setting,!?
respectively. Both algorithms make heavy use of ARX's compressed in-memory data representation*’ and advanced
pruning-strategies.3! Moreover, ARX employs a specialized record-suppression strategy that enables the software to sup-
press individual records for a specific generalization scheme, even when the privacy model used can only be evaluated

Generalization level for ,,Age* Generalization level for ,,Sex*
Age Sex Age Sex S @ g Age Sex Age Sex
< = = =
[20,40) Male 5 [[20,40) Male s s 20 * 5 20 *
[20,40) Male 2 1120,40) Male E (30> C210 3 20 * 2 20 .
* * S | [40,60) Male S S 55 * ] x *
Y ’ S L
* * S | [40.60) Female | & (200 CLID § 40 * S + +
[60, 80) Female o | [60,80) Female 2 = 65 * [ 65 *
[60.80) Female [€—— [60.80) Female [€==<_1,0 ) 0,1 D-==%»| 65 * SN R *
Two records ~Age* generalized to @ »Sex® generalized to first Two records
suppressed first level of its hierarchy level of its hierarchy suppressed
(C) Quantification (C) Quantification
of utility of utility

FIGURE 4 Example of full-domain generalization. It shows a generalization lattice and the results of applying two generalization
schemes to a dataset followed by the suppression of records that do not adhere to the privacy requirements
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for the overall dataset'® (an example is average re-identification risk; further privacy models supported by ARX will be
described in Section 2.3).

Animportant advantage of this class of search-based algorithms is that they are generic, which means that a wide range
of privacy and utility models can be plugged into the system. The most important downside is that they are very inflexible
in terms of supported transformation schemes and global generalization does not adjust well to the multidimensional
distribution of data. This typically results in significant reductions to the quality of output data.

2.2 | Implementing advanced transformation methods

To overcome these limitations, we developed an approach for using the scalable basic algorithms of ARX as building
blocks for implementing a wider range of more flexible transformation models. The basic idea is to iteratively apply the
full-domain generalization algorithm to different subsets of an input dataset, resulting in different generalization schemes
being used for the different subsets.

Horizontal partitioning strategy: What is needed for this purpose, is a partitioning strategy that reduces the overall
degree of generalization applied. Such a strategy can be constructed using the basic algorithms provided by the software
as follows. ARX supports the specification of a limit on the number of suppressed records. Moreover, records that have been
suppressed may either be considered when calculating the overall utility of a transformed output dataset or they may be
ignored entirely (ie, when calculating data utility, suppressed records are considered to be unmodified). To automatically
partition and anonymize a dataset with n records, users only need to specify a limit on the maximal number of partitions
(p) that can be created. From this limit, the minimal number of records in each partition can be derived (n, = §)' As
is illustrated in Figure 5, ARX then sets the suppression limit accordingly and anonymizes the dataset while ignoring
the impact of record suppression on data utility. This process is then iteratively repeated for the records that have been
suppressed in the previous step until less than n, suppressed records remain.

Vertical partitioning strategy (ie, grouping or clustering): To also support data aggregation, we developed a clustering
strategy that is also based upon ARX's core algorithms as follows. The basic idea is to use the generalization scheme
computed in each iteration not to transform the dataset, but to determine the clusters of values that need to become
indistinguishable. In a subsequent postprocessing step, attributes of records within these clusters are then made indis-
tinguishable by applying aggregation functions to the values from the input dataset of selected attributes (hence, vertical
partitions) within each cluster (returning, eg, the mean or dynamic intervals). Vertical partitioning is performed auto-
matically by ARX for attributes for which the user has configured aggregate functions. Further details on the horizontal
as well as the vertical partitioning strategy, including pseudocode and examples, are provided in Appendices A and B.

As a result of the implementation of these two partitioning approaches, the software now supports combinations of
four different types of transformation methods, which are listed in Table 1. With the new horizontal partitioning strategy,
ARX can be configured to apply the same transformation scheme to all records in a dataset (full-domain generalization)
or to apply different transformation schemes to different subsets of the records (multi-dimensional generalization).>* The
maximal number of transformations that may be used can be specified. ARX always guarantees that identical records
in the input dataset will be transformed identically. With the new vertical partitioning strategy, hierarchies can also be

+ Postprocessing

Attribute Generalization {

Attribute Generalization {

+ Postprocessing

Attribute Generalization {
Record Suppression * Postprocessmg{

Record Suppression

lnpu\_/ Step ]\—/ Step 2\/ OutpUt

FIGURE 5 Recursive application of the core transformation process for horizontal partitioning. ARX is able to apply full-domain
generalization of attribute values followed by record suppression recursively to different subsets of a dataset
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TABLE 1 Overview of transformation models supported by ARX

Transformation model Type of attribute Supported in prior
Type Implementation Categorical Numeric versions
Generalization Multi-dimensional generalization 4 v —

Full-domain generalization v v v

Top- and bottom-coding — v v

Categorization — v v
Suppression Cell-level v v -

Attribute-level 4 v 4

Record-level v v 4
Sampling Random v v v

By query v v v
Microaggregation Arithmetic and geometric mean — v -

Median and mode 4 v -

Set 4 v -

Interval — v -

used to form clusters in which sets of attribute values can then be transformed into a common value by user-specified
aggregation functions. Here, we have implemented support for the arithmetic and geometric mean, intervals, sets as well
as median and mode for numerical attributes and sets, median and mode for categorical attributes. With the addition of
the two partitioning schemes, we were able to extend ARX with six new transformation methods.

If transformation rules have been specified that only enable a suppression of values, a global transformation process
will result in attribute suppression, while a local transformation process will result in a cell suppression scheme.>? Inde-
pendently of the specific transformation models specified, ARX may return a solution in which some of the records have
been suppressed (typically only a tiny fraction). Generalization hierarchies can also be represented as functions, which can
be used to perform on-the-fly categorization of continuous attributes during anonymization. Top- and bottom-coding can
be implemented by using hierarchies that truncate values exceeding a user-specified range. We note that ARX contains
multiple methods and wizards to automatically or semi-automatically construct hierarchies to apply these transforma-
tion methods. Finally, ARX supports drawing a sample from the input dataset. Methods that can be used for this purpose
include matching a dataset against another dataset, querying the dataset using an expressive query language and ran-
dom sampling. This can be used to relate a dataset to an underlying population table or to reduce privacy risks. Random
sampling is further used to introduce randomness into the differential privacy mechanism supported by the software (see
next section).

2.3 | Compatibility of methods

ARX supports a wide range of privacy and utility models. In this section, we discuss their compatibility with the hor-
izontal and vertical partitioning strategies integrated into the software. The use of horizontal partitioning requires
that privacy models can be enforced independently on different subsets of the data and that utility can be estimated
by calculating it independently for different subsets. The use of vertical partitioning requires utility to be estimated
accordingly.

ARX implements a wide range of privacy models that address different threats, such as membership disclosure, attribute
disclosure, and identity disclosure.'! Moreover, the privacy models address different assumptions about the intent and
background knowledge of adversaries, such as the prosecutor model, journalist model, and the marketer model.%” Syntactic
models enforce restrictions on the structure of data, statistical models estimate risks in relationship to a larger underlying
population or the success probabilities of attacks while semantic models have more direct relationships to mathematical
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notions of privacy. An overview of the models supported by ARX is shown in Table 2. Many models are supported in
different variants.

An overview of the compatibility of the privacy models supported by ARX with different transformation techniques
is provided in Table 3. Most incompatibilities are due to the way in which sampling is used in the software to implement
privacy models. The method for taking a sample of the dataset is used to implement differential privacy, to specify pop-
ulation tables and to implement the horizontal partitioning algorithm. Consequently, privacy models that use sampling
can currently not be combined with local transformation models. This is one of the shortcomings of the current develop-
ment stage of the software that we plan to address in future work (see Section 6). Moreover, we note that in some cases
it is also not obvious whether the privacy guarantees specified by a model also hold when data are partitioned. We have
formally proven this for most models, but not yet for population uniqueness. For this reason, local transformation is cur-
rently deactivated for this model in the software. The current version of the differential privacy algorithm implemented in
ARX is not compatible with the horizontal or vertical partitioning methods, as carefully randomized partitioning schemes
would be required to ensure that privacy is not violated.**

In ARX, many different data utility models can be used as optimization functions. As is shown in Table 4, the software
supports general-purpose models, which can be utilized when it is unknown in advance how output data will be used, and
special-purpose (or workload-aware) models which quantify the usefulness of data for specific applications.!! Utility mod-
els typically estimate data utility by quantifying the amount of information loss, for example, by measuring differences or
similarities between the input and the output dataset. Models can roughly be classified as measuring information loss on
the attribute-level, cell-level, record-level, or dataset-level. Typical examples for changes on these levels are differences in
the distributions of attribute values, reductions in the granularity of data, differences in the distinguishability of records,
or changes to overall scores, such as the accuracy of prediction models trained on the data. Notably, its strong support of
methods for building and evaluating prediction models makes ARX also one of the most comprehensive tools available
for privacy-preserving data mining.

Table 5 outlines the compatibility of the utility models with the transformation techniques supported by ARX. Incom-
patibilities resulting from vertical partitioning arise when using microaggregration operators. During the anonymization
process, utility is only estimated for affected cells based on generalization. Incompatibilities resulting from horizon-
tal partitioning are due to the fact that the frequencies of values in the input and output dataset are only known
for the partition that is currently being processed. We emphasize that all utility models supported by ARX can still
be used with all transformation methods. The quantification of utility reported by the system may be slightly off,
however.

TABLE 2 Overview of privacy models supported by ARX

Disclosure Attacker Population
Privacy model Type model model table
5-Presence™ Syntactic/statistical Membership Journalist v
k-Anonymity>* Syntactic/statistical Identity Prosecutor —
Average risk*? Syntactic/statistical Identity Marketer —
k-Map>* Syntactic/statistical Identity Journalist v/
k-Map with frequency estimators®> Statistical Identity Journalist —
Population uniqueness®7-¢ Statistical Identity Marketer —
¢-Diversity®H%2 Syntactic/statistical Attribute Prosecutor —
t-Closeness®? Syntactic/statistical Attribute Prosecutor —
8-Disclosure privacy®* Syntactic/statistical Attribute Prosecutor —
p-Likeness5> Syntactic/statistical Attribute Prosecutor —
Game-theoretic model (prosecutor)*>66 Semantic Identity Prosecutor —
Game-theoretic model (journalist)*3-6° Semantic Identity Journalist v

(e, 8)-Differential privacy** Semantic All All —
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TABLE 4 Overview of utility models supported by ARX

Utility model Type Scope Optimization Visual analysis
Missings Generic Cell v v
Granularity/loss® Generic Cell v v
Precision?? Generic Cell v v
Nonuniform entropy®®7° Generic Attribute v v
Average distinguishability>! Generic Record v v
Discernibility324° Generic Record v v
Ambiguity® Generic Record v v
Record-level entropy®® Generic Record v/ v/
Sum of squared errors Generic Record — v
Publisher benefit*3 Special purpose Record v v
Classification accuracy*>6%71 Special purpose Datasets v v

3 | EXPERIMENTAL DESIGN
3.1 | Tools and algorithms

In previous work, we have already shown that ARX outperforms prior algorithms in terms of scalability and/or data
utility when implementing global data transformation schemes.!?#0 In this article, we show that this is also true for
local generalization schemes enabled by the horizontal and vertical partitioning strategies described in Section 2.1. For
this purpose, we compare our tool to related software. Specifically, we focus on the following transformation schemes:

« Multi-dimensional generalization: Solves an anonymization problem by generalization. Values are transformed by
replacing them with values from the provided hierarchies. Identical records will also be transformed identically.>!

« Local generalization: Solves an anonymization problem by local generalization. Generalization can be performed
without hierarchies, for example, by creating sets of values or intervals and identical records can be transformed
differently.>!

In our evaluation, we focus on tools that implement highly automated anonymization processes, analogously to ARX.
Moreover, the privacy models implemented by these tools interpret datasets as population data describing one individual
per record. When calculating frequencies, missing values are treated as an own category that only matches other miss-
ing values. As a baseline for evaluating the performance of multi-dimensional generalization, we used the well-known
Mondrian algorithm®! as implemented by the open source UTD Anonymization Toolbox (version 2012).3* Following a
top-down partitioning approach, Mondrian starts off with the trivial partition which contains all records of the dataset
and keeps partitioning until no further partitions can be formed without violating the privacy requirements specified.
As a baseline regarding local generalization, we used the authors' implementation of the algorithm proposed by Sdnchez
et al’® (details can be found in the supplementary material of the article’?). This approach interprets categorical attributes
as integer-valued, clusters records based on their centroids and then forms groups of indistinguishable records in each
cluster by replacing values with corresponding intervals. We note that the competing algorithms have specifically been
designed for the respective data transformation schemes implemented, while ARX supports all of them in an integrated
manner using a single algorithm. When implementing local generalization with ARX we employ an aggregate function
to generalize values within clusters in the output dataset. Finally, we note that in all experiments attributes were either
generalized by replacing them with values from a generalization hierarchy or by replacing them with intervals. In the
experiments with local generalization, all attributes were interpreted as numbers, as this is the approach implemented by
the algorithm by Sanchez et al*® We note that this comes without loss of generality, as the dynamic forming of intervals
over numbers representing categories is equivalent to the forming of sets containing the values encoded by the numbers
contained in the interval.
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3.2 | Datasets

We used six real-world datasets, most of which have already been utilized for evaluating previous work on data
anonymization: (1) US Census, an excerpt from the 1994 census database, which serves as the de facto standard for evalu-
ations of anonymization algorithms, (2) Competition, introduced in the KDD data mining competition in 1998, (3) Crash
Statistics, NHTSA crash statistics from their Fatality Analysis Reporting System, (4) Time Use Survey, data from the Amer-
ican Time Use Survey, (5) Health Interviews, results from the Integrated Health Interview Series, and (6) Community
Survey, responses to the American Community Survey, an ongoing survey conducted by the US Census bureau on demo-
graphic, social, and economic characteristics from randomly selected people living in the United States. The sizes of the
datasets on disk range between 2.52 MB (US Census) and 107.56 MB (Health Interviews). To ensure compatibility with the
algorithm by Sdnchez et al and to simplify the distribution of data together with the source code used in the experiments,
we performed dictionary encoding on all categorical attributes.® The datasets have different characteristics, which are
listed in Table 6:

« Dimensionality, that is, the number of attributes. With 30 attributes the Community Survey dataset is of high
dimensionality. All other datasets contain either eight or nine attributes and are of medium dimensionality.

« Volume, thatis, the number of records. The datasets US Census, Competition, and Community Survey contain between
30162 and 68 725 records and are of low volume. With a size of 100937 and 539 253 records, respectively, the datasets
Crash Statistics and Time Use Survey are of medium volume while Health Interviews is a high volume dataset
comprising 1193 504 records.

« Identifiability, which is based on the number of unique patterns of attribute values contained in the data. Each such
combination has the potential to identify individuals in the dataset and thus the number of patterns can be used
for risk estimation.”® We have calculated the number of these so-called minimal sample uniques (MSUs) using the
SUDAZ2 algorithm provided by sdcMicro, modified to print the number of MSUs identified. In addition to the overall
number of MSUs per dataset we report the average number of MSUs per cell. The more MSUs the higher is the risk
of re-identification and therefore identifiability. While Community Survey and Competition are of high and medium
identifiability, respectively, all other datasets are of low identifiability.

For reference, further properties of the datasets are presented in Appendix C. As a rule of thumb, higher dimension-
ality, volume, or identifiability can be expected to increase execution times and decrease output data utility. We note that
some of the evaluation datasets are samples from a larger population, which have been created using complex sampling
designs. These aspects could be used to derive more exact risk estimates during data anonymization. The tools considered
in our evaluation, however, only implement privacy models that make worst-case assumptions and they do not imple-
ment mechanisms for considering complex data structures. Hence, we did not include special variables, such as strata
variables or sampling weights, into our evaluation datasets and assumed that all datasets describe one individual per
record. We emphasize that this is a frequent assumption in many domains, for example, in medical research, which is
also often made when comparing automated data anonymization procedures. Moreover, this approach allows for a fair
comparison between the tools covered in this section. We will discuss its limitations in Section 6.

TABLE 6 Overview of the datasets and their complexity in terms of dimensionality, volume as well as identifiability

Dimensionality Volume Identifiability

Dataset Attributes Complexity = Records Complexity = MSUs MSUs/cell Complexity
US Census 9 Medium 30162 Low 62809 0.23 Low
Competition 8 Medium 63441 Low 791475 1.56 Medium
Crash Statistics 8 Medium 100937 Medium 175271 0.22 Low

Time Use Survey 9 Medium 539253 Medium 321406 0.07 Low

Health Interviews 9 Medium 1193504 High 2888220 0.27 Low
Community Survey 30 High 68725 Low 15708 409 7.6 High

As a rule of thumb, higher degrees of complexity can be expected to increase execution times and decrease output data utility.
Abbreviation: MSU, minimal sample unique.
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3.3 | Configuration and setup

When selecting privacy models to use in the evaluation, the individual methods supported by the tools and algorithms
listed above must be considered. ARX supports all models presented in Table 2. The Mondrian algorithm from the
UTD Anonymization Toolbox, however, only supports k-anonymity and the algorithm by Sinchez et al supports only
k-anonymity and ¢t-closeness. We therefore decided to present results for the k-anonymity privacy model, because it is the
only model supported by all competitors. We are well aware of the weaknesses of k-anonymity and emphasize that ARX
also supports multiple more recent models, as described in the previous sections.

Common parameterizations for k-anonymity used in the literature are k = 2, 3, 5, 10, which equal thresholds for pros-
ecutor re-identification risk of 50%, 33%, 20% and 10%. We vary this parameter and the number of attributes that must
be protected from linkage (the so-called quasi-identifiers [QI]) to study the effect of different risk thresholds and data
dimensionality on output data utility as well as scalability. We note that increasing the number of quasi-identifiers is a
simple way to significantly increase the number of anonymization problems studied and that it can also provide more
detailed insights into the effect of data dimensionality on the algorithms’ performance. When varying k we included all
quasi-identifiers and when varying the number of quasi-identifiers we used k = 5. We evaluated the scalability of the dif-
ferent solutions by measuring elapsed real execution times. In order to obtain stable results, we calculated averages over
multiple runs of each algorithm (the number of runs for each experiment was determined based on the stability of runtime
measurements). For practical reasons, we introduced a hard time limit of 3600 seconds and runs that did not terminate
within that time frame were cancelled.

To evaluate output data utility, we used a simple and intuitive general-purpose model, called Granularity, which mea-
sures the value-level precision of output data.®® For reference, a formal definition is presented in Appendix D. All utility
measurements have been normalized into a range of [0, 1], such that 100% represents an unmodified dataset, and 0%
represents the a dataset from which all information has been removed. We note that general-purpose utility models have
limitations regarding their ability to capture the usefulness of output data for specific application scenarios, for example,
regression modeling. However, at the extreme points of general-purpose utility estimates, such models also provide a
good indicator for the usefulness of data for specific applications. For example, a general-purpose utility of close to 100%
indicates that almost no changes have been made to the data, which typically also corresponds with usefulness for per-
forming concrete analyses. Analogously, a general-purpose utility of 50%, for example, indicates that significant changes
have been made to the data, which typically also significantly impacts usefulness for specific applications.

The experiments were performed on a desktop machine equipped with a quad-core 3.2 GHz Intel Core i5 CPU running
a 64-bit Windows NT kernel and a 32-bit JVM (1.8.0_202_x86). All tools tested leveraged only one of the CPU cores of the
benchmark system. Our implementation of the benchmark and the datasets used are available online.”

4 | RESULTS OF EXPERIMENTS AND DISCUSSION
41 | Comparison with the UTD Anonymization Toolbox

Figure 6 shows the execution times measured when performing multidimensional generalization. We note that in some
settings we were not able to process the datasets Crash Statistics, Health Interviews, and Community Survey with the
implementation of the Mondrian algorithm from the UTD Anonymization Toolbox, since the application terminated with
an error. In the figure, this is indicated by “x”. Regarding the other setups, it can be seen that higher volume or identifia-
bility resulted in higher execution time (Time Use Survey, Health Interviews). With ARX execution times increased with
increasing privacy parameters, while with the UTD Anonymization Toolbox execution times decreased with increasing
privacy protection. For processing the high-dimensional dataset, ARX needed not more than 1000 seconds, while all other
datasets could be processed in not more than 100 seconds. The UTD Anonymization Toolbox needed significantly more
time in all cases.

Figure 7 shows the data utility measured in the experiments. It can be seen that in all cases ARX returned output data
to which almost no modifications had been made. The results show that data utility slightly decreased when the degree
of privacy protection increased. When using the UTD Anonymization Toolbox, however, significant changes were made
to input data, resulting in utility estimates as low as 60% in some cases. It can further be seen that with ARX output
data utility decreased monotonically when the number of quasi-identifiers increased. This trend could generally also be
observed for the UTD Anonymization Toolbox. Some instabilities could however be observed when processing the Time
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Use Survey and Crash Statistics datasets. We note that the fact that ARX is able to significantly reduce the uniqueness
of records in the Community Survey dataset with only about 10% reduction in data granularity implies that correlations
exist between many of the attributes of the dataset. We conclude that, in our experiments with multidimensional gen-
eralization, the algorithm implemented by ARX exhibited significantly higher scalability than the Mondrian algorithm
implemented by the UTD Anonymization Toolbox and at the same time provided higher degrees of output data utility.

4.2 | Comparison with the algorithm by Sanchez et al

Figure 8 shows the execution times measured when comparing ARX to the local generalization algorithm by Sanchez
et al. It can be seen that ARX performed comparable to this algorithm in low-dimensional settings, while ARX performed
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worse in high-dimensional settings. It can further be seen that ARX was less scalable when processing the dataset with
high identifiability. The results also show that ARX outperformed the algorithm by Sdnchez et al when processing the
Time Use Survey dataset, which has the second highest volume of the datasets considered, but very low identifiability. This
can be explained by the fact that the optimizations implemented into ARX are particularly effective when identifiability
is low31*Y and that the runtime complexity of the approach by Sanchez et al is dominated by sorting the dataset. This also
implies that the performance of the algorithm by Sdnchez et al mostly depends on the number of records contained in a
dataset, which is also reflected by our results.

Figure 9 shows the data utility measured in the experiments. It can be seen that in all cases ARX returned output
datasets to which almost no modifications had been made. When using the approach by Sdnchez et al, however, significant
changes were made to input data, again resulting in utility estimates as low as 60% in some cases. This is remarkable, as
the transformation method implemented by ARX is less flexible, as it always guarantees that identical records in input
data are transformed to identical records in the output dataset. Again, data utility decreased monotonically when risk
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thresholds increased but the effect was much stronger when using the algorithm by Sdnchez et al. We conclude that, in
our experiments with local generalization, the approach by Sanchez et al exhibited higher scalability but the algorithm
implemented by ARX provided higher degrees of output data utility.

5 | SUMMARY AND PRACTICAL EXPERIENCES

In this article, we have presented an overview of the current development state of the ARX Data Anonymization Tool.
We have described recent extensions to the software that enable users to utilize a wide variety of data transformation
methods that were previously only supported by specific tools or algorithms. We have presented the results of an extensive
experimental evaluation which has shown that ARX often outperforms related software. The development of methods
that make ARX so flexible was not only a major methodological challenge, but it also contributed significantly to the
success of the software. To illustrate this, we briefly present some examples of official policies and guidelines, research
projects, and data publishing activities that have made use of the software.

On the level of guidelines, ARX has for example been mentioned by the European Medicines Agency as a solution for
implementing quantitative risk assessments when implementing Policy 00707° on the sharing of data from clinical trials.”®
Moreover, ARX has been listed in a guideline by the European Union Agency for Network and Information Security
(ENISA) on methods for implementing privacy and data protection by design principles.”” Another guideline mentioning
ARX has been released by the UK Anonymization Network (UKAN), which is an organization promoting and advising on
best practices in data anonymization.”® The document has also been adapted by the Office of the Australian Information
Commissioner.”” ARX has also been covered in a comprehensive analysis of anonymization tools released by the Direc-
torate for Research, Studies, Evaluation and Statistics of the central administration of the French Ministry of Social Affairs
and Health.3° It has further been mentioned in a report on requirements and implementation options for anonymization
services by the Finnish Ministry of Transport and Communications,! in a guide to data anonymization by the Personal
Data Protection Commission of Singapore,?? a security standard released by the Polish Ministry of Digitalization,?* a
report on data anonymization by the Dutch Ministry of Justice and Security®* as well as a report by the Korean Ministry of
Science and ICT.?® These examples show the importance of open source anonymization tools for supervisory authorities.

On the level of scientific data management, various institutions have included ARX into software collections. Exam-
ples include the Finnish Social Science Data Archive,® EPFL,%” the University of Guelph,3® the University of Munich,®
and the University of Kassel.®® The graphical frontend of ARX is also frequently used in training courses. For example,
the Korea Internet & Security Agency (KISA) and the TMF e.V., the umbrella organization for networked medical
research in Germany, offer regular training programs.”*> ARX has further been covered in many handbooks on the
topic.#%939 Recently ARX has also been integrated into the big data processing framework KNIME,?> and one of ARX's
core algorithms has been selected to form the backbone of SAP HANA Data Anonymization.”®

ARX has also been used in several research projects, mostly through its application programming interface. One
important area is research on privacy-preserving big data analytics platforms. For example, Costa et al described a plat-
form for big data management in the telecommunication sector that offers privacy-enhancing features through ARX.%’
Kim et al proposed a distributed analytics platform based on ensemble learning for healthcare data. They used data
anonymized with ARX as a baseline in experimental comparisons.”® A second line of research using ARX focuses on
trust and access control. An interesting example is the article by Armando et al, which describes a risk-aware access
control framework for information disclosure. The presented prototype includes a risk mitigation module which uses
adaptive anonymization operations implemented on top of ARX.*® Another example is the work by Jiang et al, in which
game-theoretic methods have been used to develop a credibility model in cooperative networks and ARX has been
included in the evaluation.!? The development of new data anonymization methods is another area in which ARX is fre-
quently utilized. An interesting example is the work by Stammler et al, who have used ARX to implement and evaluate
an enhanced variant of the #-diversity privacy model which uses an asymptotically unbiased estimator for the Shan-
non entropy.®? Li et al have proposed and implemented a graph-based framework for privacy-preserving data publishing,
which they evaluated by comparing the output of their framework with the output of ARX.1®! Moreover, Xu et al pro-
posed a contract-based approach to handle the trade-off between privacy and utility, which has been implemented on top
of ARX.12 Finally, Park et al have developed a data synthesis mechanism based on Generative Adversarial Networks and
they used ARX as a baseline technology in their evaluation.!0?

ARX has also been used to anonymize datasets for public and private dissamination. However, since official guidelines
unfortunately do not usually provide specific instructions on how data needs to be anonymized, only little information



EICHER ET AL. W ILEY 1293

is publicly available on practical applications. One example is the work by Kuzilek et al describing the Open University
Learning Analytics Dataset, which is a representative subset of student data collected at the Open University. The data
were anonymized using ARX in a process that has been certified by the Open Data Institute.!% As another example, Ursin
et al have used ARX to assess and manage the re-identification risk of a large dataset from the Norwegian Cervical Cancer
Screening Program.103

6 | LIMITATIONS AND CHALLENGES AHEAD

ARX's flexibility and a relatively intuitive and easy-to-use interface are key factors that contributed to the software's
success. However, we emphasize that the methods implemented by the software are complex from a mathematical and sta-
tistical perspective and, as a consequence, anonymization in real-world settings can usually only be carried out by experts.
For example, risks models must be selected according to the context, and risks must then be reduced precisely to an extent
that ensures that the data are reliably protected. In addition, one must be aware of the intended use of a dataset to ensure
that the anonymized data remain useful. Moreover, there are several limitations that we plan to address in future work.

First, ARX does currently not support many methods provided by data anonymization tools from the statistics com-
munity, such as sdcMicro. Important examples include methods for considering the effect of complex sampling designs on
re-identification risks when anonymizing data or different means of calculating the frequency of records for risk estima-
tion. The main reason why we have not yet implemented such techniques is that they are not frequently used in the area
of health data privacy, which is our primary application domain. However, we plan to extend the software in this direction
in future work. Another area of future work is to compare ARX to other algorithms using transformation methods not
studied in this article. Important examples include cell suppression and methods for aggregating continuous variables in
such a way that they remain continuous and keep their scale of measure (eg, replacing them by the mean within clusters).

Second, while ARX is much more scalable than many other solutions in the field, it can currently only be used to
anonymize medium-sized datasets with up to a few million rows and up to 50 quasi-identifying variables. Nowadays, data
controllers often need to deal with gigabytes and terabytes of data, with in some cases hundreds of attributes that need to
be protected. One example is large sparse datasets used for creating machine learning models.!% Due to its high degree
of automatization, ARX is well suited for implementing anonymization operators that can then be distributed amongst
a large number of nodes to enable or speed up the processing of very large datasets. However, integrating appropriate
strategies for distributing data and processing the results obtained from different nodes is challenging. This is particularly
true for ARX, where parallelization strategies must be implemented carefully to not impact the flexibility of the software.

Another important area of future development is to improve ARX's abilities to process high-dimensional data along
two axes. First, we plan to improve the scalability of finding solutions to anonymization problems with a high num-
ber of quasi-identifiers by implementing an alternative to the algorithm currently used by the software. The genetic
algorithm proposed by Wan et al for anonymizing genetic data is an interesting candidate®® but integrating it is chal-
lenging due to the different context in which it was proposed. Second, we plan to improve the utility of output data in
high-dimensional settings by implementing methods to better handle complex inter-attribute relationships.®” One possi-
ble solution to this problem is to treat the data as transactional, that is, set-valued, and to employ specific privacy models,
such as k"-anonymity,'%® which is implemented by Anamnesia®® and SECRETA.%’

Another related area with significant challenges ahead is to improve the compatibility of the privacy models imple-
mented with local transformation methods. In this context, we plan to redesign our sampling subsystem to ensure that
also models that rely on sampling can be used when applying local data transformation. Moreover, for some models,
for example, those that use statistical models to estimate population uniqueness, it is not yet clear whether their pri-
vacy guarantees hold in the local transformation context. We plan to formally analyze this and to develop variants that
can be used with local transformations if needed. These steps are also needed to guarantee privacy-preservation in the
distributed settings outlined above. Finally, our differential privacy algorithm* needs to be extended with differentially
private procedures which incorporate the horizontal and vertical partitioning methods.

We further plan to include more methods from the area of statistical disclosure control and further less formal trans-
formation methods into ARX. An important example is the SUDA2 algorithm,”® which can be used to implement various
types of risk analysis and anonymization and which is frequently used in the statistics community. Furthermore, we plan
to include data masking techniques (eg, for random data generation and shuffling) into the software to enable users to
combine formal methods of data anonymization with a wide range of such basic transformation operations.

Finally, we are working on many features to make the software even more reliable and usable in practical applications.
For example, we have recently integrated the data anonymization operations provided by ARX into the ETL environment
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Pentaho Data Integration,'®® and we are working to integrate them into further environments, such as Talend Open
Studio.!'? A significant challenge in this process is to not negatively impact the flexibility of the software.
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APPENDIX A PSEUDOCODE OF THE ALGORITHM

The core of the flexible transformation process described in this article is a routine which performs full-domain attribute
generalization followed by record suppression and value aggregation (the latter is also called vertical partitioning). This
process is sketched in Figure Al. The suppression limit s is used to specify that not more than s records may be suppressed.
The process of optimal full-domain generalization followed by record suppression and aggregation is encapsulated in the
call to the method generalizeAndAggregate. This method is not described in further detail, as the underlying algo-
rithms Flash and Lightning have been covered in previous publications.!>>° The only difference to the original algorithms
is that the effect of record suppression is ignored when calculating the utility of the output produced by the available
generalization schemes.

Figure A2 illustrates how the the method transformRecords is being applied to subsets of the records from the
input dataset to implement the horizontal partitioning strategy. The pseudocode is formulated iteratively rather than
recursively for ease of understanding.

In line 7, full-domain generalization is performed on the dataset d, resulting in the dataset t. t may contain records,
which either have been transformed (ie, values generalized or aggregated) or which have been suppressed. The original
versions of suppressed records are then extracted from t via the method extract SuppressionCandidatesinline8.
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i1 Dataset transformRecords(Dataset d, PrivacyParameter p, Integer s)

> {

3 Arx arx

= new Arx();

4 arx.addPrivacyModel (new PrivacyModel(p));

5 arx.setSuppressionLimit(s);
6 return arx.generalizeAndAggregate(d);
7}

FIGURE Al

Pseudocode illustrating the method transformRecords [Colour figure can be viewed at wileyonlinelibrary.com]

1 Dataset transform(Dataset d, PrivacyParameter p, Integer partitiomns)

: {

3 Dataset result = {};

4 for (Integer remaining = partitions; remaining > 0; remaining--)
5 {

6 Integer s = |d| - |d| / remaining;

7 Dataset t = transformRecords(d, p, s);

8 d = extractSuppressionCandidates(t);

9 if (ldl == |t|) { // If all records have been suppressed

10 result = union(result, t);

1 return result;

12 }

13 Dataset a = extractTransformedRecords(t);

14 result = result X a;

15 }

16 }
FIGURE A2 Pseudocode illustrating the anonymization method [Colour figure can be viewed at wileyonlinelibrary.com]

These records are then processed in the next iteration if the termination condition (line 9) is not met. In line 13, the
method extractTransformedRecords returns all records which have been subject to attribute generalization or
aggregation. These are then added to the intermediate result (line 14). The parameter partitions (also called p in
Section refsec:advanced) determines the maximal number of iterations. In each iteration, the suppression limit used when
calling transformRecords is calculated appropriately in line 6 to guarantee that the condition in line 9 is satisfied
within at most partitions iterations. The choice of partitions balances execution times against data quality.

APPENDIX B EXAMPLE ILLUSTRATING THE APPROACH

In this section, we provide an example illustrating an application of our algorithm. In this process, we use the example
dataset from Figure 4, which we have extended with two additional attributes height and income. Domain generalization

/ ; \ / T \ Level 3

<49 [50, 200) > 200 <29 [30, 100) >100 Level2
t t t e
<49 [50, 100) [100, 150) [150,200)  >200 <29 [30, 50) [50, 80) [80, 100) >100 Level 1
7N SN N ! SN X VN Nt
1 > 49 50 > 99 100 »--> 149 150 »---> 199 >200 1 > 29 30 > 49 50 »-> 79 80 > 100 >100 Level 0
Height Income
FIGURE Bl Domain generalization hierarchies for the additional attributes. The hierarchy to the left specifies possible generalizations

of values of the attribute height and the hierarchy to the right specifies possible generalizations of values of the attribute income
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hierarchies for the attributes age and sex have been provided in Figure 3. Hierarchies for the additional attributes are
presented in Figure B1 below.

Figure B2 shows the original dataset as well as all steps executed to generate a 2-anonymous output dataset by applying
local generalization to the attributes age and sex as well as aggregating height by replacing values with the arithmetic
mean and aggregating income by generating dynamic intervals around values in each cluster. The algorithm terminates
after two iterations, where each iteration consists of three steps. Cells transformed in each step are highlighted in grey.

Original Dataset
Age Sex Height Income
20 Male 180 90
20 Male 176 80
55 Male 180 65
40 Female 170 75
65 Female 172 55
65 Female 168 79

(1a) First horizontal partitioning step:

generalize values and form clusters

Output Dataset
Age Sex Height Income Age Sex Height Income
[20, 40) Male [150, 199) | [80, 100) [20, 40) Male 178.0 [80,91)
[20, 40) Male [150, 199) | [80, 100) [20, 40) Male 178.0 [80,91)
* * * * [20, 80) * ‘ 175.0 [65, 76)
* * * * [20, 80) * 175.0 [65, 76)
[60, 80) Female | [150, 199) | [50, 80) [60, 80) Female 170.0 [55, 80)
[60, 80) Female | [150, 199) | [50, 80) [60, 80) Female 170.0 [55, 80)
(1b) First vertical partitioning step: (1¢) Fourth vertical partitioning step:
postprocess "Height" by replacing postprocess "Income" by replacing
values in clusters with average of input values in clusters with dynamic intervals
values around input values
Age Sex Height Income Age Sex Height Income
[20, 40) Male 178.0 [80, 100) [20, 40) Male 178.0 [80,91)
[20, 40) Male 178.0 [80, 100) [20, 40) Male 178.0 [80,91)
* * * * [20, 80) * 175.0 [50, 80)
* * * ¢ [20, 80) * 175.0 [50, 80)
[60, 80) Female 170.0 [50, 80) [60, 80) Female 170.0 [55, 80)
[60, 80) Female 170.0 [50, 80) [60, 80) Female 170.0 [55, 80)
(1c) Second vertical partitioning step: (2b) Third vertical partitioning step:
postprocess "Income" by replacing postprocess "Height" by replacing
values in clusters with dynamic intervals values in clusters with average of input
around input values values
Age Sex Height Income Age Sex Height Income
[20, 40) Male 178.0 [80, 91) [20, 40) Male 178.0 [80,91)
[20, 40) Male 178.0 [80, 91) [20, 40) Male 178.0 [80,91)
* * * * [20, 80) & [150, 199) | [50, 80)
* * * * [20, 80) o [150,199) | [50, 80)
[60, 80) Female 170.0 [55, 80) ::> [60, 80) Female 170.0 [55, 80)
[60, 80) Female 170.0 [55, 80) [60, 80) Female 170.0 [55, 80)

(2a) Second horizontal
partitioning step: generalize
values and form clusters

Iteration 1 Iteration 2

FIGURE B2 Example illustrating the partitioning strategies. Cells transformed in each step are highlighted in grey
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« In step (1a), the first horizontal partitioning step, the dataset is generalized and clusters are formed. To this end, a
generalization scheme is applied to the original dataset resulting in three clusters each containing two records. The
second cluster contains two suppressed records. These will be transformed in the next iteration. The attributes age and
sex are transformed using the generalization hierarchies.

« Instep (1b), the first vertical partitioning step, the attribute height is aggregated by replacing the values in each cluster
with the average of the associated values from the input dataset.

« Finally, in the last step of the first iteration, (1c), which constitutes the second vertical partitioning step, the attribute
income is aggregated by replacing the values in each cluster with dynamic intervals around the associated input values.

In the second iteration, the same process is repeated in steps (2a), (2b), and (2c) for the two records suppressed in the
first iteration, resulting in the final output dataset.

APPENDIX CSPECIFICATION OF THE DATASETS USED IN THE EXPERIMENTS

In this appendix, we present more details about the datasets used in the experiments. We note that we used the datasets
to compare the performance (in terms of scalability and output data utility) of different anonymization algorithms to
each other and not to perform case studies using a specific anonymization algorithm. The properties of the datasets
which are most important for this comparison (ie, volume, dimensionality, uniqueness of data) are listed in Table 6. For
reference, we list further details about the attributes of the datasets in this section. We note that in practice the selection
of quasi-identifiers needs to be performed in a context-specific manner considering additional safeguards such as access
restrictions (see Section 6). Analogously to many other studies using the same or similar datasets, we therefore simply
selected a set of privacy-relevant attributes for each dataset to perform the comparison. As can be seen in the following
paragraphs, the selected attributes included demographics (eg, age, marital status, sex), social parameters (eg, education,
insurance coverage), financial data (eg, income), and health parameters (eg, weight, health problems). Finally, we note
that all datasets are also available in our online repository.”

Table C1 presents a list of the attributes of the “US Census” dataset, which comprises eight categorical attributes and
one numeric attribute. The heights of the generalization hierarchies used for anonymization varied between two and
five. The dataset contains an excerpt from the 1994 US census database from which records containing “null” values
have been removed. We note that this dataset is a de facto standard dataset for comparing anonymization algorithms and
that we have removed records containing “null” values only to replicate the setup most commonly used, not because the
algorithms studied are not able to handle missing data (see Section 3.1). Further information is available online: http://
archive.ics.uci.edu/ml/datasets/adult.

Table C2 presents a list of the attributes of the “Competition” dataset. As can be seen, the dataset comprises two cate-
gorical and six numeric attributes. The heights of the generalization hierarchies used for anonymization varied between
two and six. The dataset originates from the 1998 KDD data mining competition. Further information is available online:
http://kdd.ics.uci.edu/databases/kddcup98/kddcup98.html.

Table C3 presents a list of the attributes of the “Crash statistics” dataset, which comprises seven categorical attributes
and one numeric attribute. The heights of the generalization hierarchies used for anonymization varied between two and
six. We note that the attributes “ideathmon” and “ideathday” are categorical, because the dataset contains special cate-
gories for missing values (“not applicable” and “unknown”). The dataset originates from the Fatality Analysis Reporting
System (FARS) of the US National Highway Traffic Safety Administration (NHTSA) and can be accessed here: ftp://ftp.
nhtsa.dot.gov/FARS/.

Table C4 presents a list of the attributes of the “Time Use Survey” dataset, which comprises eight categorical attributes
and one numeric attribute. The heights of the generalization hierarchies used varied between two and six. The dataset
originates from the American Time Use Survey. Further information is available online: http://atusdata.org/index.shtml.

Table C5 presents a list of the attributes of the “Health Interviews” dataset. As can be seen, the dataset comprises
five categorical and four numeric attributes. The heights of the generalization hierarchies used for anonymization var-
ied between two and six. The dataset originates from the US Integrated Health Interview Series. Further information is
available online: https://nhis.ipums.org/nhis/.

Table C6 presents a list of the attributes of the “Community Survey” dataset, which comprises 27 categorical and three
numeric attributes. The heights of the generalization hierarchies used for anonymization varied between two and five.
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TABLE C1 Specification of the “US
Census” dataset

Attribute

sex

age

race
marital-status
education
native-country
workclass
occupation

salary-class

Data type
Categorical
Numeric
Categorical
Categorical
Categorical
Categorical
Categorical
Categorical

Categorical

Distinct values
2

72

5

~

Hierarchy height

N W W W hr W N BN

The table presents a list of the attributes contained in the dataset, which consists of 30 162 records.

TABLE C2 Specification of the
“Competition” dataset

TABLE C3 Specification of the “Crash
Statistics” dataset

Attribute
ZIP

AGE
GENDER
INCOME
STATE
RAMNTALL
NGIFTALL
MINRAMNT

Data type
Numeric
Numeric
Categorical
Numeric
Categorical
Numeric
Numeric

Numeric

Distinct values
13294

94

6

7

53

814

81

58

Hierarchy height

6
5
2
3
2
5
5
5

The table presents a list of the attributes contained in the dataset, which consists of 63 441 records.

Attribute
iage

irace
ideathmon
ideathday
isex
ihispanic
istatenum

iinjury

Data type
Numeric
Categorical
Categorical
Categorical
Categorical
Categorical
Categorical

Categorical

Distinct values
99

20

14

33

3

10

51

8

Hierarchy height

w A WD BB W O

The table presents a list of the attributes contained in the dataset, which consists of 100 937 records.

TABLE C4 Specification of
the “Time Use Survey” dataset

Attribute
Region
Age

Sex

Race

Marital status

Citizenship status

Birthplace

Highest level of school completed

Labor force status

Data type
Categorical
Numeric
Categorical
Categorical
Categorical
Categorical
Categorical
Categorical

Categorical

Distinct values
4

83

3

23

7

6

155

18

6

Hierarchy height

W A W W W W N O W

The table presents a list of the attributes contained in the dataset, which consists of 539 253 records.
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Attribute Data type
YEAR Numeric
QUARTER Numeric
REGION Categorical
PERNUM Numeric
AGE Numeric
MARSTAT Categorical
SEX Categorical
RACEA Categorical
EDUC Categorical

Distinct values Hierarchy height

13
4
4
25
86
10
2
16

N NN WU AW WO

26

TABLE C5 Specification of the “Health
Interviews” dataset

The table presents a list of the attributes contained in the dataset, which consists of 1193 504 records.

Attribute

Insurance purchased
Workclass

Divorced

Income

Sex

Mobility

Military service
Self-care

Grade level

Married

Education

Widowed

Cognitive

Insurance Medicaid
Ambulatory

Living with grandchildren
Age

Insurance employer
Citizenship

Indian Health Service
Independent living
Weight

Insurance Medicare
Hearing

Marital status

Vision

Insurance Veteran's Association
Relationship
Insurance Tricare

Childbirth

Data type Distinct values
Categorical 2
Categorical 10
Categorical 3
Numeric 464
Categorical 2
Categorical 4
Categorical 5
Categorical 3
Categorical 17
Categorical 3
Categorical 25
Categorical 3
Categorical 3
Categorical 2
Categorical 3
Categorical 3
Numeric 93
Categorical 2
Categorical 5
Categorical 2
Categorical 3
Numeric 561
Categorical 2
Categorical 2
Categorical 5
Categorical 2
Categorical 2
Categorical 18
Categorical 2
Categorical 3

TABLE C6 Specification

Hierarchy height )
of the “Community Survey”

dataset

NN W NN W N DU WD R DN DN DN DN DR DN WD DN DD BN WD

The table presents a list of the attributes contained in the dataset, which consists of 68 725 records.
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The dataset contains the data collected in the state of Massachusetts during the year 2013 as responses to the American
Community Survey (ACS), an ongoing survey conducted by the US Census Bureau on demographic, social and economic
characteristics from randomly selected people living in the US. Further information is available online: https://www.
census.gov/programs-surveys/acs/.

APPENDIX D DEFINITION OF THE UTILITY MODEL USED IN THE EXPERIMENTS

In this appendix, we present a formal definition of the utility model used in the experiments. We denote the num-
ber of records in the dataset with n and the number of attributes in the dataset with m. The “granularity” model is a
general-purpose utility measure based on the “loss” model proposed by Iyengar.®® It is defined as:

1
1- P Z loss(x), (D1)

1<x<m

where loss(x) € [0, 1] returns the information loss for attribute x.
The information loss for an attribute x, denoted by loss(x) € [0, 1], is defined as the average information loss over all
values of this attribute in the dataset:

loss(x) = % Z loss(x, y). (D2)

1<y<n

The information loss per value, denoted by loss(x, y) € [0, 1], is calculated depending on the type of the attribute x and
the transformation applied to the attribute:

1. For categorical and numeric attributes transformed using an associated generalization hierarchy, information loss per
cell is defined as:

leafs(x, value(x,y)) — 1

leafs(x, root(x)) — 1 ~ (D3)

loss(x,y) =

where value(x, y) returns the value of attribute x in record y, root(x) returns the value of the root node of the general-
ization hierarchy for attribute x and leafs(x, v) returns the number of leaf nodes rooted at the value v in the hierarchy
of attribute x.

2. For numeric attributes which have been transformed into intervals (either by using a generalization hierarchy in which
inner nodes represent intervals or by dynamic aggregation into intervals), information loss per cell is defined as:

|upper(value(x, y)) — lower(value(x, y))|

|max(x) — min(x)| ’ (D4)

loss(x,y) =

where value(x, y) returns the value of attribute x in record y, lower(v) returns the lower bound of the interval described
by value v, upper(v) returns the upper bound of the interval described by value v, min(x) returns the smallest value of
attribute x in the input dataset and max(x) returns the largest value of attribute x in the input dataset.

3. For values which have been suppressed, information loss is defined as:

loss(x,y) = 1, if value(x, ) is suppressed, (D5)
which equals the information loss measured for attribute values which have been completely generalized or trans-
formed into an intervals covering the complete domain of a numeric attribute.

4. For all other values, information loss is defined as:

loss(x,y) = 0, in all other cases, (D6)
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which implies that the model is not able to capture changes to data utility caused by other types of transformation, for
example, by aggregating numeric values by replacing them with their mean.

We note that the model has been implemented in a manner that takes care of a wide range of edge cases. For example,
itis made sure that no division by zero occurs should the domain of a variable consist of only one value and it is considered
whether upper or lower bounds of intervals are inclusive or exclusive should the domain of a variable consist of integer
values only. In summary, the model returns values in the range [0, 1], where the original dataset has a utility of 100%
and a transformed dataset in which all attribute values have been removed (either by generalization, suppression or by
replacing them with intervals covering the complete domain of the attribute) has a utility of 0%.

Finally, we note that the fact that this model is not able to capture changes to data utility caused by aggregation
operators other than the forming of dynamic intervals (eg, operators which replace values with their mean) is not relevant
for the experiments presented in this article. The reason is that we only used generalization, suppression and replacement
by dynamic intervals as other transformation operators are not supported by the tools to which we compared our software.
ARX does, however, support further utility models such as the sum of squared errors, which can be used to analyze the
impact of further types of aggregation (see Section 2.3).



