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Abstract

This thesis deals with the design of adaptive controllers in the form of function approximators. The adaptability of the controller increases the control performance under uncertain model parameters. The approach in the thesis is based on optimized trajectories as a data basis, together with a new approach called disturbed oracle imitation that is required to train a controller with hidden states, e.g., a recurrent neural network. The approach is analyzed empirically using a simulation example and applied to the physical system of a mobile inverted pendulum.
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Notation

Abbreviations

A list of abbreviations used throughout the thesis is given in the following table:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMAES</td>
<td>Covariance matrix adaptation evolution strategy</td>
</tr>
<tr>
<td>CPU</td>
<td>Central processing unit</td>
</tr>
<tr>
<td>DAGGER</td>
<td>Data-set aggregation</td>
</tr>
<tr>
<td>DART</td>
<td>Disturbances for augmenting robot trajectories</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>DOI</td>
<td>Disturbed oracle imitation</td>
</tr>
<tr>
<td>EMF</td>
<td>Electromotive force</td>
</tr>
<tr>
<td>Epopt</td>
<td>Ensemble policy optimization</td>
</tr>
<tr>
<td>ES</td>
<td>Evolution strategy</td>
</tr>
<tr>
<td>GAE</td>
<td>Generalised advantage estimation</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics processing unit</td>
</tr>
<tr>
<td>MIP</td>
<td>Mobile inverted pendulum</td>
</tr>
<tr>
<td>MPC</td>
<td>Model predictive control</td>
</tr>
<tr>
<td>PPO</td>
<td>Proximal policy optimization</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse width modulation</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent neural network</td>
</tr>
<tr>
<td>TBPTT</td>
<td>Truncated backpropagation through time</td>
</tr>
<tr>
<td>TPU</td>
<td>Tensor processing unit</td>
</tr>
</tbody>
</table>
General Notation

We name variables according to the common names used in the control community, rather than the names used in the machine learning community. For example, a state is represented by the variable $x$ and the control action is represented by $u$. The logarithm without indicated base $\log(x)$ is the natural logarithm with base $e$. We use common notations for vectors, matrices or operators that are indicated by the font, letter case, typography etc.:

- $x$ A scalar variable
- $\mathbf{x}$ A vector
- $\mathbf{X}$ A matrix
- $\mathbf{x}$ A scalar random variable
- $\mathbf{x}$ A vector of random variables
- $x_i$ The $i$’th element of the vector $\mathbf{x}$
- $\mathbf{x}^*$ A star superscript indicates a value that is optimal with respect to a given optimization problem
- $f(x; \Theta)$ A function of $x$ parameterized by $\Theta$. The parameters are omitted when they are not important, e.g., after training.
- $I$ The identity matrix.
Introduction

1.1 Motivation for machine learning in control engineering

With the increase in the availability of computation power and efficient software libraries for neural networks, previous state of the art methods in fields like computer vision, text recognition, and computer games have been improved or even replaced by methods from the field of machine learning. A breakthrough example is the work of Krizhevsky et al. [55] who, in 2012, used a deep convolutional neural network for an image recognition challenge and about halved the previous best error rate. Another example, closer related to this work, is the software AlphaGo that in 2016 beat the champion Lee Sedol in the board game Go [101].

The previous examples show that expressive function approximators like neural networks can, if designed and trained the right way, surpass software that is hand-designed by humans or even surpass human decision-making itself. With the successes in computer vision, language processing or games, other researchers started to look into applications for methods of machine learning in their own field, which led to this thesis.

The field of control theory has been around since the 19th century, and is mostly concerned with feed forward and feedback control. We will be concerned with feedback controllers in this thesis, which are used in actuated
and sensing machines. A feedback loop is shown in Figure 1.1 with the controller highlighted in red. The feedback controller is in charge of providing a control signal $u$ for the actuators of the system, e.g., the motor voltage, based on the current state of the system, e.g., the velocity and position, and possible external inputs, e.g., a target position. The actuators influence the system, e.g., by applying forces or moments. The sensors of the system measure the impact of the actuator, and provide a new input for the controller. The feedback controller is designed by an engineer to influence the system in a specified way.

Despite the ongoing research in control theory, deriving a control law in closed form can be a difficult task, especially for systems with unfavorable characteristics, e.g., unstable or nonlinear systems. Machine learning is presenting an opportunity towards automating the control design by optimizing the closed-loop behavior based on a cost function. With only a cost function defining the desired behavior, a class of methods called policy gradient methods have been used for the control of complex systems, e.g., in the work of Lillicrap et al. [65]. For a practical example, Abbeel et al. [2] used machine learning to design a controller for an autonomous helicopter able to perform maneuvers like flips or sideways rolls.

The transfer of machine learning based control from research into industrial applications is not considered successful up to date. For one thing, the methods gained popularity only recently and experts on the topic are still scarce. For another thing, the methods are known to not work out of the box easily. Problems include the design of an expressive cost function [29], large computation times or a deterioration of the control performance
when applied to a real system [73]. This thesis focuses on the last of the mentioned problems, i.e., a possible deterioration of the control performance after transferring the controller from simulation to application.

1.2 Goal of the thesis

The control design using machine learning is almost exclusively done in simulation, since the algorithms require a lot of data, which is costly to produce using a real system. Moreover, the system could be damaged during the data-generation phase. However, we know that "all models are wrong" [13] and some are useful. Therefore, the behavior in simulation is different from the behavior in the real application. This problem is not unique to controllers designed using machine learning, but also appears for an analytic control design and has led to the fields of robust and adaptive control. Robust control aims to find a static controller that meets performance criteria even in the case of bounded model errors. Adaptive control on the other hand aims to find a dynamic controller that adjusts its behavior depending on how the system behaves. The controller is adapted in a way that performance criteria are met for different system behaviors.

In recent developments, ideas from robust and adaptive control are investigated upon for the control design using machine learning. While the focus in current literature lies on policy gradient methods for a robust or adaptive control design using machine learning, in this thesis we take a first step towards adaptability for an indirect method that combines trajectory optimization and imitation learning. The goal of the thesis is to develop, implement and analyze a method for the design of adaptive controllers using machine learning that reliably and consistently produces good results. An advantage of the presented method is the easier tuning of the closed-loop behavior using equality constraints and the robustness against variations of the hyper-parameters.

We implement an adaptive controller using our novel method and compare the resulting control performance of our method with competing methods like policy gradient methods and evolution strategies. Afterwards, we validate the results in the application for a mobile inverted pendulum, which
is an under-actuated system with nonholonomic constraints, described by nonlinear dynamics.

1.3 Outline of the thesis

The thesis is divided into seven chapters with the first chapter being this introduction. The following chapter revisits the theoretical foundations required throughout the thesis, i.e., an introduction into machine learning, trajectory optimization and control design algorithms for training parameterized functions. The third chapter revisits existing works for the design of adaptive controllers using machine learning and describes a new approach to design the adaptive controller using trajectory optimization and supervised learning. The fourth chapter empirically analyzes the control performance of an adaptive controller designed using the new method on the example of a bridge crane in simulation. The analysis includes a comparison of the control performance with robust and adaptive controllers trained using a policy gradient algorithm and evolution strategies. The fifth chapter shows results for the adaptive controller on the mobile inverted pendulum, both in simulation and application. A short discussion of the results for both systems is found in chapter six and the thesis is summarized in chapter seven.
This chapter provides fundamental theory required in later chapters. The addressed topics are machine learning, trajectory optimization and a short overview on existing methods to train a controller in the form of a function approximator.

2.1 Machine learning basics

Machine learning is a sub-field of artificial intelligence, defined by Murphy [75, p. 1] as

\[
\ldots \text{a set of methods that can automatically detect patterns in data, and then use the uncovered patterns to predict future data, or to perform other kinds of decision-making under uncertainty.}\]

Additionally, as the name suggests, machine learning uses machines, in most cases computers, to solve specific problems.

One example of a problem that machine learning can be used for is to recognize objects in a digital image. The set of possible objects in the images has to be specified beforehand, e.g., cats and dogs. To solve the task, a large number of cat and dog pictures is provided to a machine learning algorithm, with information about which images contain cats and which images contain dogs. The machine learning algorithm then trains a model that can distinguish between dog and cat pictures, even for pictures that are not
contained in the initial set of pictures. The algorithms that deal with finding a relation between known input (e.g., a digital image) and an output (e.g., 'it’s a dog’) pairs are classified under *supervised learning*. Data that comes in input-output pairs is also called *labeled data*. Supervised learning is an essential tool in this thesis, therefore a section of this chapter is dedicated to this topic.

Another class of machine learning algorithms is concerned with decision-making in a dynamic environment. The outcome of these algorithms is called the policy or controller. A way to train a controller is provided by *reinforcement learning* algorithms. Reinforcement learning algorithms generate their own training data which is why reinforcement learning is often considered its own class of machine learning algorithms, despite the fact that supervised learning is an essential part of most reinforcement learning algorithms as well.

Another category of machine learning that is not in the focus of this thesis is *unsupervised learning*. Unsupervised learning deals with *unlabeled data*, i.e., the model to train isn’t provided with reference outputs for an input. Tasks using only input data include for example clustering [112], compression and decompression [8] or anomaly detection [91].

The mathematics behind most machine learning algorithms are based on probability theory, therefore a short introduction into basic probability theory is provided before continuing with supervised learning and reinforcement learning.

### 2.1.1 Probability theory

Probability theory is a basic building block for understanding and deriving many methods of machine learning. It is a mathematical framework for describing uncertainty or belief. A brief introduction to random variables and probability mass functions is given in the following, based on [91] p. 21–55, followed by an introduction to the Kullback-Leibler divergence, which is a common metric for the similarity of two probability distributions, and to the likelihood function, used to express how well a probability model explains existing data.
Random Variables

The uncertainty of an event is expressed by a random variable. A random variable, written sans serif in this work $x$, is a mapping from a random event $\omega$, e.g., a coin toss, to a value. The random variable doesn’t have a value, but rather describes the possible values depending on the outcome of the event $\omega$. For example, a random value $x$ for the event of tossing a coin could be

$$x(\omega) = \begin{cases} 
0 & \text{if the coin shows head} \\
1 & \text{if the coin shows tails} 
\end{cases}. \quad (2.1)$$

The dependence on the random event $\omega$ is no longer written explicitly in the following. A random variable can be discrete or continuous, i.e., it can represent a finite or infinite number of values. The random variable in our coin tossing example is discrete (0 or 1), whereas an estimate of the temperature of tomorrow would be represented by a continuous random variable.

Probabilities of random variables and expected value

The probability of each value of a random variable is described by its related probability distribution $P_x$, which is a function that takes a possible value of the random variable $x$ as input and returns a scalar. For the coin example and the random variable as described in (2.1), the probability of each event, given that the coin is fair, is

$$P_x(0) = 0.5$$
$$P_x(1) = 0.5. \quad (2.2)$$

The function $P_x$ is called a probability mass function if the random variable $x$ is discrete, i.e., represents a finite number of possible values. All probabilities have to be greater or equal to zero and a probability mass function always fulfills the equality

$$\sum_{x \in \mathbb{X}} P_x(x) = 1. \quad (2.3)$$

The expected value, also called mean or first moment, of a discrete random variable can be calculated from its probability mass function as

$$\mathbb{E}[x] = \sum_{x \in \mathbb{X}} x \cdot P_x(x). \quad (2.4)$$
If the probabilities used for the expected value have not been specified or are not clear from the context, the probability distribution can be clarified in the index of the operator. Furthermore, the expected value of a function $f$ applied to a random variable’s value can be calculated as

$$\mathbb{E}_{x \sim P_x(x)} [f(x)] = \sum_{x \in X} f(x) \cdot P_x(x).$$  \hspace{1cm} (2.5)

The previous concepts of probability distribution and mean can be extended for multiple random variables. Let $x$ and $y$ be two discrete random variables. The probabilities of observing the value $x$ for $x$ and $y$ for $y$ is expressed by the joint probability mass function $P_{x,y}(x,y)$. As for the scalar case, the function $P_{x,y}(x,y)$ only contains values greater or equal to zero and fulfills

$$\sum_{x \in X} \sum_{y \in Y} P_{x,y}(x,y) = 1. \hspace{1cm} (2.6)$$

The expected value of a random variable is calculated from the joint probability mass function as

$$\mathbb{E} [x] = \sum_{x \in X} x \cdot \sum_{y \in Y} P_{x,y}(x,y).$$  \hspace{1cm} (2.7)

The function $P_x(x) = \sum_{y \in Y} P_{x,y}(x,y)$ describes a proper distribution for the random variable $x$ and is called the marginal distribution. It describes the probabilities for each possible value of $x$ without consideration of $y$. Another distribution for $x$ that can be derived from the joint distribution is the conditional probability distribution $P_{x|y}(x|y)$. It describes the probability for each value of $x$, given the observation $y$ for $y$. Or in other words, the value for $y$ is known to be $y$. The conditional probability mass function can be expressed as

$$P_{x|y}(x|y) = \frac{P_{x,y}(x,y)}{\sum_{x \in X} P_{x,y}(x,y)} = \frac{P_{x,y}(x,y)}{P_y(y)}$$

$$\iff P_{x,y}(x,y) = P_{x|y}(x|y) \cdot P_y(y). \hspace{1cm} (2.8)$$

The random variables $x$ and $y$ are called independent, if $P_{x|y}(x|y) = P_x(x)$. The joint probability distribution is in that case simply the product of the individual probability distributions $P_{x,y}(x,y) = P_x(x) \cdot P_y(y)$. 
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For continuous random variables, the probability distribution is called the probability density function. A probability density function has to be at least positive semi-definite and fulfill
\[
\int_{-\infty}^{\infty} P_x(x)dx = 1. \tag{2.10}
\]

An important distribution for this thesis is the normal distribution, also called Gaussian distribution. The distribution is characterized by its mean \(\mu\) and standard deviation \(\sigma\) and is abbreviated as \(\mathcal{N}(\mu, \sigma^2)\). The standard deviation is a measure for the spreading of the possible values around the mean. The probability density function of the normal distribution is defined as
\[
P_x(x) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{1}{2\sigma^2}(x-\mu)^2}. \tag{2.11}
\]

Another continuous distribution that is used in this work is the uniform distribution. The uniform distribution, abbreviated \(\mathcal{U}(a,b)\) assigns the same probability to all values in a range \([a,b]\), and zero probability to all other values. The probability density function is
\[
P_x(x) = \begin{cases} \frac{1}{b-a} & \text{for } x \in [a,b] \\ 0 & \text{else} \end{cases} \tag{2.12}
\]

Yet another widely used distribution is the Dirac distribution that assigns all probability to a single value. This distribution is used to represent deterministic values in the context of probabilities, and the underlying random variable is not random for this special case. The distribution is equal to the Dirac delta function \(\delta(x - \mu)\) as
\[
\delta(x - \mu) = \begin{cases} +\infty & \text{if } x = \mu \\ 0 & \text{else} \end{cases} \tag{2.13a}
\]
\[
1 = \int_{-\infty}^{\infty} \delta(x - \mu)dx. \tag{2.13b}
\]

Unlike in the discrete case for probability mass functions, evaluating the probability density function for a given \(x\) does not return the probability of
the value \( x \). Probabilities are evaluated in intervals rather than for specific values in the continuous case. The probability \( p_{a<x<b} \) of a value of \( x \) being in the interval \([a, b]\) is given by the integral

\[
p_{a<x<b} = \int_a^b P_x(x)dx. \tag{2.14}
\]

The expected value of a continuous random variable is computed as

\[
\mathbb{E}[x] = \int_{-\infty}^{\infty} x \cdot P_x(x)dx \tag{2.15}
\]

and furthermore

\[
\mathbb{E}[f(x)] = \int_{-\infty}^{\infty} f(x) \cdot P_x(x)dx. \tag{2.16}
\]

The marginal and conditional probability distributions in the multivariate case are defined the same way as in the case of discrete random variables, with sums replaced by integrals.

\[
P_x(x) = \int_{-\infty}^{\infty} P_{x,y}(x, y)dy \tag{2.17}
\]

\[
P_{x|y}(x|y) = \frac{P_{x,y}(x, y)}{P_y(y)} \tag{2.18}
\]

For both discrete and continuous probability distributions, the expected value of the distribution can be approximated if samples \( x_i \) of the random variable are available, with \( i \in \{1, \ldots, N\} \). The sample mean \( \bar{x} \) is

\[
\bar{x} = \frac{1}{N} \sum_i x_i. \tag{2.19}
\]

The sample mean returns the true expected value of the distribution for \( N \to \infty \).

The number of random variables can be large, therefore the notation can be shortened by combining the random variables in a random vector with the bold symbol notation \( \mathbf{x} \).

The normal distribution for a random vector \( \mathbf{x} \) of dimension \( n \) is called the \textit{multivariate normal distribution} and is characterized by the mean \( \mu \) and the covariance matrix \( \Sigma \). The covariance matrix is a positive definite matrix that defines the spread of the distribution. An example of samples of
Figure 2.1: 1000 samples of $\mathbf{x} \sim \mathcal{N}(\mu, \Sigma)$ for different means $\mu$ and covariance matrices $\Sigma$.

A two-dimensional random vector for different covariance matrices is shown in figure [2.1]. The short notation for this distribution is $\mathcal{N}(\mu, \Sigma)$ and the mathematical expression is

$$P_x(x) = \frac{1}{\sqrt{(2\pi)^n \det(\Sigma)}} e^{-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu)}.$$  \hfill (2.20)

**Kullback-Leibler divergence**

In 1951, Kullback and Leibler introduced a measure for the similarity of two probability distributions [57]. This measure is known as relative entropy or Kullback-Leibler divergence. The Kullback-Leibler divergence from a probability distribution $P_2$ to a probability distribution $P_1$ is defined as

$$D_{KL}(P_1||P_2) = \mathbb{E}_{x \sim P_1} \left( \log \frac{P_1(x)}{P_2(x)} \right).$$  \hfill (2.21)

The Kullback-Leibler divergence is zero if $P_1(x) = P_2(x)$, otherwise positive. A smaller value of the divergence indicates a stronger similarity between distributions.

The Kullback-Leibler divergence can be used to create a distribution $P_2(x)$ that is similar to a known distribution $P_1(x)$. When $P_1(x)$ is known,
a parametric probability distribution $P_2(x; \Theta)$ can approximate $P_1(x)$ after minimizing the Kullback-Leibler divergence from $P_2$ to $P_1$. The best $\Theta^*$ is found by solving

$$\Theta^* = \arg \min_{\Theta} \mathbb{E}_{x \sim P_1} \left[ \log \frac{P_1(x)}{P_2(x; \Theta)} \right]$$

$$= \arg \min_{\Theta} \mathbb{E}_{x \sim P_1} \left[ \log P_1(x) - \log P_2(x; \Theta) \right]$$

$$= \arg \max_{\Theta} \mathbb{E}_{x \sim P_1} \left[ \log P_2(x; \Theta) \right].$$

(2.22)

Likelihood and log-likelihood functions

The likelihood function for a parametric probability distribution $P(x; \Theta)$ is the function $L(\Theta; x)$, which is equal to the probability distribution. While having the same mathematical expression, the likelihood function is not a probability distribution in its first argument $\Theta$ and $x$ is supposed to be a known value. In the case of a discrete probability distribution, the likelihood function evaluates the probability of a given $x$ for the parameters $\Theta$. In the case of a probability density function, it expresses the density of a given $x$ for the parameters $\Theta$. The log-likelihood function $l(\Theta; x)$ is the natural logarithm of the likelihood function.

The log-likelihood function is used to fit a parametric probability distribution $P(x; \Theta)$ to data $x_i$, for $i \in 1, \ldots, N$. If the samples $x_i$ are independent, the joint probability distribution $P(x; \Theta)$ of $N$ consecutive samples can be expressed as the product

$$P(x; \Theta) = P(x_1; \Theta) \cdots P(x_N; \Theta).$$

(2.23)

The log-likelihood of the joint probability is

$$l(\Theta; x) = \log P(x; \Theta)$$

$$= \log P(x_1; \Theta) + \ldots + \log P(x_N; \Theta).$$

(2.24)

Maximizing the log-likelihood can be seen as minimizing the Kullback-Leibler divergence from the parametric distribution $P(x; \Theta)$ and the true but unknown distribution of the data $P_1(x)$. This can be seen by comparing
equations (2.22) and (2.24). The sum and sample mean only differ by a constant factor $\frac{1}{N}$ which does not change the maximizing $\Theta$.

$$\arg \max_{\Theta} l(\Theta; x) = \arg \max_{\Theta} \sum_{i} \log P(x_i; \Theta)$$  \hspace{1cm} (2.25a)

$$= \arg \max_{\Theta} \frac{1}{N} \sum_{i} \log P(x_i; \Theta)$$  \hspace{1cm} (2.25b)

### 2.1.2 Supervised learning

The goal of supervised learning is to learn input to output relations, based on a set of training examples. A classification example for dog and cat pictures that can be solved using supervised learning was given at the beginning of section 2.1. Another example of a supervised learning problem is linear regression, i.e., estimating a linear function given input data $x_i$ and related output data $y_i$. It is assumed that the relation between the inputs $x_i$ and outputs $y_i$ can be described by a model $y_i \approx f(x_i; \Theta) = \Theta_1 \cdot x_i + \Theta_2$ with a sufficiently small error. If we assume that the error between our best model and the real data is distributed according to a normal distribution with zero mean and a standard deviation of $\sigma$, i.e.,

$$y_i = \Theta_1 \cdot x_i + \Theta_2 + \varepsilon; \ \varepsilon \sim \mathcal{N}(0, \sigma^2) \hspace{1cm} (2.26)$$

then our outputs are distributed according to $P(y|x, \Theta) = \mathcal{N}(f(x; \Theta), \sigma^2)$. In order to find the parameters $\Theta$ that best explain the data, we look for the parameters that give the highest probability density to the data. This is solved by maximizing the log-likelihood for our distribution $P(y|x; \Theta)$.

$$\Theta^* = \arg \max_{\Theta} \sum_{i} \log \left( \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2\sigma^2}(y_i - f(x_i; \Theta))^2} \right)$$  \hspace{1cm} (2.27a)

$$= \arg \max_{\Theta} \sum_{i} \left( -\frac{1}{2\sigma^2} (y_i - f(x_i; \Theta))^2 \right) - \log(\sigma \sqrt{2\pi})$$  \hspace{1cm} (2.27b)

$$= \arg \min_{\Theta} \sum_{i} (y_i - f(x_i; \Theta))^2$$  \hspace{1cm} (2.27c)

The formulation in equation (2.27c) is called the least squares problem and an analytic solution is known for linear models as the one used in our example [75, p. 221-222]. The assumption of independent and normally distributed
data with unknown mean and constant standard deviation is common in curve fitting. For other tasks, such as classification, the least squares optimization is unsuited as the output data that is subdivided in a finite number of classes clearly is not distributed according to a normal distribution. The distribution that is parameterized in that case is called a Bernoulli or Multinoulli distribution, and a cost function can be derived the same way that we showed for the least squares formulation.

Later in the thesis, we use function approximation together with the assumption that our model error is distributed according to a normal distribution. However, we will use nonlinear function approximators for the mean of the distribution that do not allow an analytic solution for the optimization problem (2.25b). In this work, we use neural networks and recurrent neural networks and solve (2.25b) by applying state of the art methods for this class of function approximators.

**Structure of a static neural network**

A neural network is a function depending on an input $x$ and a set of parameters $\Theta$ with a specific structure. The name neural network results from early analogies that were drawn between the structure of the function and the structure of mammal brains.

A neural network can typically be divided into multiple layers, each of which consist of a linear transformation of the input to the layer, followed by an optional nonlinear transformation called activation function. The input to a layer is either the input to the neural network or the output of a previous layer. An example of a single layer with input $x$ and output $y$ is

$$y = a(Wx + b)$$  \hspace{1cm} (2.28)

with $a$ a generic nonlinear function. Most often $a$ is an element-wise application of a simple nonlinear function, e.g., tanh. The matrix $W$ and the vector $b$ are parameters of the layer and need to be of appropriate dimension.

A neural network is typically made up of multiple concatenated layers that are evaluated consecutively. The last evaluated layer is called the output layer and all layers before are called hidden layers. The number of layers of a neural network is referred to as its depth. The dimension of the input
and output vectors of the neural network is specified by the data, however, the depth of the network and the dimension of the outputs of the hidden layer can be freely defined and are related to its capacity. The capacity of a parameterized function is its ability to fit a variety of functions [34].

As an example, a neural network with one hidden layer using the function $a_1(x; \Theta_1)$ and an output layer $a_2(x; \Theta_2)$ is evaluated as

$$y = a_2(a_1(x; \Theta_1); \Theta_2) = (a_2 \circ a_1)(x). \quad (2.29)$$

**Underfitting and overfitting**

The necessary capacity of a neural network depends on the task at hand and can only be guessed in a first step. If the capacity is chosen too low, the function can not approximate the data with a sufficient accuracy. If the capacity is chosen too high and data is insufficient or noisy, the function approximator will not interpolate well in regions between data. Training a function approximator with too low capacity leads to underfitting, i.e., a large error on the training data and bad interpolation quality, whereas a function approximator with too high capacity can lead to overfitting, i.e., a small error on the training data but bad interpolation quality. Figure 2.2 visualizes the effects on a one-dimensional example. The left plot in figure 2.2 shows a neural network with 7 parameters that is underfitting the data and the real function. The middle plot is a neural network with 13 parameters that achieved a better fit on both data and function compared to the smaller neural network. The last plot shows a neural network with 321 parameters that has the lowest error on the data, however, the approximation of the real function is poor in interpolating regions.

While underfitting is visible during training by observing the error on the training data, overfitting can only be observed by using multiple independent data sets. It is common practice in supervised learning to not use all data to fit the parameters of the function. Instead the data is split into a training data-set and a complementary test data-set. Only the training data-set is used to fit the parameters, e.g., by solving equation (2.27c). The error is then evaluated on the test data-set. If the error in the test data-set increases, the training is interrupted to avoid overfitting. This procedure is called hold-
Figure 2.2: Visualization of data-based function approximation using neural networks with different capacities. Training data with small noise is shown as dots, the real function is a black dotted line. Neural network approximations are shown in blue.

\textit{Out validation}. If training continues and the error is significantly higher on the test data-set than on the training data-set, overfitting occurred. Hold-out validation is used throughout the thesis for every supervised learning problem, even if it is not always explicitly mentioned.

\textbf{Training of neural networks}

We have seen that we can approximate distributions by maximizing the log-likelihood in equation (2.25b) given data of the true distribution. In the following, we use a neural network as a function approximator that describes a characteristic of our distribution, e.g., the expected value. While no analytic solution of equation (2.25b) is available for generic neural networks, the unconstrained optimization problem can be solved numerically. Algorithms to solve this kind of optimization problem are known for centuries \cite{53}. Most algorithms require the gradient of the objective function with respect to the parameters, i.e., $\nabla_{\Theta} l(\Theta, x, y)$. Some algorithms additionally require the Hessian matrix. There are also algorithms that do not need a gradient information, e.g., \cite{36,109}, however, those algorithms require more function evaluations and should not be used if the gradient can be evaluated efficiently.
As of today, first order methods, i.e., methods that only require the gradient, are state of the art for large neural networks. Computing the Hessian matrix is avoided as the number of entries in the Hessian matrix is equal to the number of parameters to the square. A simple yet common algorithm for training neural networks is gradient ascent. Pseudo-code for a gradient ascent algorithm for the training of a function approximator on data is given in algorithm \[1\]. The approach consists in repeatedly calculating the gradient \( g(\Theta; D) = \nabla_{\Theta} l(\Theta; D) \), with \( D \) a matrix containing all input-output pairs used during training

\[
D = \begin{bmatrix}
x_1 & x_2 & \ldots & x_N \\
y_1 & y_2 & \ldots & y_N
\end{bmatrix}.
\]  

(2.30)

The parameters are updated as \( \Theta_{\text{new}} = \Theta_{\text{old}} + \alpha \cdot g(\Theta_{\text{old}}, D) \) with a constant \( \alpha \) that is called the step size. Note that in the case of a minimization, e.g., a problem formulation as in equation (2.27c), the method is called gradient descent, and the update becomes \( \Theta_{\text{new}} = \Theta_{\text{old}} - \alpha \cdot g(\Theta_{\text{old}}, x) \). If a lot of data is used during training, using all the training data to compute a gradient direction can become inefficient. A subset of the training data, called a mini-batch, is extracted for the gradient direction. A different subset is used every iteration. When all mini-batches have been used, the training set is shuffled and new mini-batches are created. One use of all available data is called a training epoch. As such, one epoch consists of multiple parameter updates if the data is split in mini-batches. The gradient direction calculated using a
mini-batch is not the same as the direction that results when using the whole training set. However, the mean of the gradient direction is unbiased, i.e., for a subset $D_m$ of uniformly sampled columns of a matrix of training data $D$, we have

$$\mathbb{E}[\nabla l(\Theta; D_m)] = \nabla l(\Theta; D) \tag{2.31}$$

[96]. The modification of gradient ascent using mini-batches is called mini-batch stochastic gradient ascend, or only stochastic gradient ascent, e.g., [34, p. 147].

Guessing a good step size $\alpha$ for algorithm[1] is crucial for a fast convergence to a good optimum. Nowadays, more efficient update rules are used that either modify the update direction or the step size, or both. The most common modifications are called momentum [88], Nesterov momentum [77], Adagrad [26], Adadelta [116] and Adam [52]. We only use and present Adam in this work. Adam calculates moving averages of the mean and squared mean of the gradient, and uses those in its update. Pseudo-code for training a neural network using mini-batches and Adam is given in algorithm 2. The parameter $\alpha$ is the learning rate, the parameters $\beta_1$ and $\beta_2$ are responsible for the exponential decay of the moving average.

The pseudo-code of algorithm 2 only consists of a few lines, however, manually writing code to compute the gradient $\nabla_{\Theta} l(\Theta; D_{\text{train}})$ can be tedious for deep neural networks. Luckily, algorithms exist that can automate the generation of the gradient, called automatic differentiation. Those algorithms track the operations that are used to evaluate the function $l(\Theta; D_{\text{train}})$ and use the partial derivatives of each operation and the chain rule of derivatives to compute the gradient. While there are different approaches for automatic differentiation, an efficient algorithm for neural networks is the backpropagation algorithm. The backpropagation algorithm is a reverse mode automatic differentiation algorithm, which means that it first evaluates the function completely while saving important intermediate results and only afterwards builds the gradient, starting with the last operations going backwards to the first operations. Reverse mode automatic differentiation is in general efficient for calculating the gradient of functions $f : \mathbb{R}^n \to \mathbb{R}^m$ where $m \ll n$. This is the case for the log-likelihood function $l(\Theta; D)$ with input dimension $n$ equal
Algorithm 2 Gradient ascent using Adam

Require: \( \alpha, \beta_1, \beta_2, \varepsilon, D = \left[ [x_1^T, y_1^T]^T, \ldots, [x_N^T, y_N^T]^T \right], l(\Theta; D) \)

1: Split \( D \) in \( D_{\text{train}} \) and \( D_{\text{test}} \)
2: \( m \leftarrow 0 \)
3: \( v \leftarrow 0 \)
4: \( i \leftarrow 0 \)
5: while (No stopping criterion active) do
6: \( \text{Split } D_{\text{train}} \text{ into multiple } D_m \)
7: for each \( D_m \) in \( D_{\text{train}} \) do
8: \( i \leftarrow i + 1 \)
9: \( g \leftarrow \nabla_{\Theta} l(\Theta; D_m) \) \( \triangleright \) Calculate gradient
10: \( m \leftarrow \beta_1 \cdot m + (1 - \beta_1) \cdot g \) \( \triangleright \) Moving average of the gradient
11: \( v \leftarrow \beta_2 \cdot v + (1 - \beta_2) \cdot g \odot g \) \( \triangleright \) Moving avg. of squared gradient
12: \( \hat{m} \leftarrow m / (1 - \beta_1) \) \( \triangleright \) Bias correction
13: \( \hat{v} \leftarrow v / (1 - \beta_2) \) \( \triangleright \) Bias correction
14: \( \Theta_j \leftarrow \Theta_j + \alpha \cdot \hat{m}_j / (\sqrt{\hat{v}_j} + \varepsilon), \forall j \) \( \triangleright \) Update parameters
15: end for
16: \( L \leftarrow l(\Theta; D_{\text{test}}) \) \( \triangleright \) Calculate the log-likelihood of test data
17: \( \text{Check stopping criteria} \)
18: end while
19: return \( \Theta \)

to the number of parameters of the neural network and \( m = 1 \). Libraries for backpropagation are freely available in many popular programming languages. Throughout this work, we use the AutoGrad library, presented in [115], in the programming language Julia [11]. The history of the development of backpropagation is summarized in [95].

The runtime of training large neural networks can be reduced further by using appropriate hardware. The computationally most expensive part when training neural networks is the repeated computation of the gradient, which mostly consists of operations on matrices and vectors during the forward and backward evaluation of the layers in equation (2.28). Operations on large matrices can be accelerated by performing them on a graphics card (GPU for graphics processing unit) instead of using the central processing...
unit (CPU). A GPU is optimized for performing one operation on a large amount of data whereas a CPU is treating data in very small chunks. Due to the large benefit of using appropriate hardware, special processing units for tensors (TPU) have recently been designed by Google. TPUs are more efficient still than current GPUs for training neural networks [46].

Training neural networks with a large amount of layers as they are currently used for computer vision or language processing, e.g., [16, 35], requires additional practices to achieve good training results which include batch normalization [45] or regularization using dropout [42] among other things. We found that our control problems did not require deep neural networks, therefore our training does not use deep learning methods.

Recurrent neural networks

So far we have assumed that the data tuples \((x_i, y_i)\) are independent from all other data tuples, i.e., \(y_i\) depends only on \(x_i\). However, the data can contain measurements over time, e.g., input data \(X = [x_0, x_1, \ldots, x_T]\) with related outputs \(Y = [y_0, y_1, \ldots, y_T]\) and each \(y_t\) possibly depending on all past inputs \(x_t, x_{t-1}, \ldots, x_0\). The index \(t\) is used here instead of \(i\) to indicate a value in discrete time. Thus, the order of the data matters in this case. While \(y_t\) is not independent from \(y_{t-1}\), i.e., \(P(y_t|y_{t-1}) \neq P(y_t)\) we assume that their conditional distributions given the past input data \(X\) are independent, i.e.,

\[
P(y_t|y_{t-1}, x_t, \ldots, x_0) = P(y_t|x_t, \ldots, x_0).
\]

(2.32)

Example 1. Consider the dynamical system

\[
x_t = x_{t-1} + \frac{3}{5} \tanh(x_{t-2}) + y_{t-1}
\]

(2.33a)

\[
y_t = -\frac{1}{6} (4x_t + x_{t-1}) + \varepsilon_t; \; \varepsilon_t \sim \mathcal{N}(0, 0.1^2).
\]

(2.33b)

We assume \(x_t = y_t = 0, \forall t < 0\). The system (2.33a) describes a dynamical system with the state variable \(x\) and input variable \(y\). Equation (2.33b) describes a feedback control law of stochastic nature. Three sampled trajectories of the stochastic system are visualized in figure 2.3. The distribution of

\footnote{Later in the thesis, the input variable to dynamic systems is the variable \(u\). We use \(y\) here to be consistent with the notation used for probability distributions so far.}
$y$ is given in (2.33b) as $P(y_t | x_t, x_{t-1}) = \mathcal{N}(\frac{1}{6} (4x_t + x_{t-1}), 0.1^2)$ and depends only on the past two states. Condition (2.32) is fulfilled as knowing the value of $y_{t-1}$ doesn’t provide additional information for the distribution of $y_t$.

Replacing (2.33b) with $y_t = -\frac{1}{6} (4x_t + y_{t-1}) + \varepsilon_t ; \varepsilon_t \sim \mathcal{N}(0, 0.1^2)$. (2.34)

would violate condition (2.32) as the resulting distributions

$$P(y_t | x_t, x_{t-2}, \ldots) = \mathcal{N}\left(\sum_{\tau=0}^{t} \frac{4x_{\tau}}{(-6)^{t-\tau+1}}, 0.1^2 \cdot \sum_{\tau=0}^{t} 6^{\tau-t}\right)$$

(2.35a)

$$P(y_t | y_{t-1}, x_t, x_{t-2}, \ldots) = \mathcal{N}\left(-\frac{1}{6} (4x_t + y_{t-1}), 0.1^2\right).$$

(2.35b)

are not equal. To derive (2.35a), we assumed $y_t = 0, \forall t < 0$ and recursively inserted the right hand side of expression (2.34) for $y_{t-1}, y_{t-2}, \ldots, y_0$. The resulting expression is then simplified using the fact that the sum of normally distributed random variables is also normally distributed [28]. To successfully train a recurrent neural network for the system using (2.34), a new state vector $\hat{x}_t = [x_t, y_{t-1}]$ that fulfills the condition (2.32) could be used. ♦

Under the given assumption of independent distributions, the probability density of our data is

$$P(Y | X) = P(y_T | x_T, x_{T-1}, \ldots, x_0) \cdot P(y_{T-1} | x_{T-1}, x_{T-2}, \ldots, x_0) \cdot \ldots \cdot P(y_1 | x_1, x_0) \cdot P(y_0 | x_0).$$

(2.36)
We could fit our data sequence by parameterizing characteristics of each distribution \( P(y_0|x_0; \Theta_1) \), \( P(y_1|x_1, x_0; \Theta_2) \), \ldots individually and maximizing the log-likelihood in equation (2.25b), however, this results in a model that is impractically large for long sequences. A more efficient parameterized representation is obtained by using a dynamic system of the form

\[
h_t = f(h_{t-1}, x_t). \tag{2.37}
\]

The vector \( h_t \) contains relevant information of the past history \((x_t, x_{t-1}, x_{t-2}, \ldots, x_0)\). Since \( h_{t-1} \) contains all relevant information of the past, the following \( h_t \) only depends on the previous \( h_{t-1} \) and \( x_t \)

\[
h_t = \tilde{f}(x_t, x_{t-1}, x_{t-2}, \ldots, x_0) = f(h_{t-1}, x_t). \tag{2.38}
\]

In terms of recurrent neural networks, \( h_t \) is called the hidden state and the function \( f(.) \) is called the recurrent layer. The characteristics of the distributions in (2.36) can now be represented by reusing the same recurrent function for each distribution \( P(y_0|x_0; \Theta_1) \), \( P(y_1|x_1, x_0; \Theta_2) \), \ldots. One or multiple layers are generally added to the recurrent layer, e.g., we could represent the mean of the distributions as

\[
h_t = a_1(x_t, h_{t-1}; \Theta_1) \tag{2.39a}
\]

\[
y_t = a_2(h_t; \Theta_2) \tag{2.39b}
\]

with \( a_1(.) \) the recurrent layer and \( a_2 \) the output layer. The output layer is typically a static layer following equation (2.28). Popular choices for the recurrent layer is the tanh-recurrent layer

\[
h_t = \text{tanh}(W_x x_t + W_h h_{t-1} + b) \tag{2.40}
\]

with the \( \text{tanh}(.) \) function applying tanh element-wise to its arguments. Other popular and more complex recurrent layers are, e.g., the long short-term memory layer \[43\] or the gated recurrent unit \[22\]. Those layers have shown improved results compared to the recurrent tanh layer in equation (2.40) for certain tasks like speech recognition \[17\].
Building the gradient of the log-likelihood given data sequences can also be automated by using backpropagation, however, backpropagation requires the forward and backward evaluation of the recurrent neural network over sequences of data. The algorithm is called backpropagation through time when used on data-sequences. The reuse of the parameters $\Theta$ for each time-step in equation (2.39a) can lead to ill-conditioned gradients for long data sequences. The gradient can become very large, which is called the exploding gradient problem, or close to zero, which is called the vanishing gradient problem. In fact, training recurrent neural networks on long sequences is similar to training very deep neural networks; more details on problems with training recurrent neural networks are given in [10, 81]. Both exploding and vanishing gradients are undesirable during training. To avoid those problems, a correct initialization of the parameters is necessary. We initialize our parameters according to the Xavier-initialization, presented in Glorot and Bengio [31]. Further measures against ill-conditioned gradients include skip-connections for vanishing gradients [118], or gradient clipping for exploding gradients [81]. Gradient clipping is used later in this work. The general approach is to verify that a norm, usually the $L^2$ norm, is within a certain range $[0, \nu]$. If the norm exceeds the limit, the vector is scaled to have the norm $\nu$

$$
\mathbf{g}_{\text{clip}} = \begin{cases} 
\nabla l(\Theta) & \text{if } \|\nabla l(\Theta)\| \leq \nu \\
\frac{\nu}{\|\nabla l(\Theta)\|} \nabla l(\Theta) & \text{if } \|\nabla l(\Theta)\| > \nu
\end{cases} \quad (2.41)
$$

Building gradients over long sequences not only leads to ill-conditioned gradients, but also to an increased computing time and memory usage. Therefore, long sequences are often truncated into multiple shorter sequences, i.e., a sequence $S$ of length $T$ is truncated into multiple sequences $S_i$ of a
reduced length \( \tau < T \) with

\[
S = \begin{bmatrix}
    x_1 & x_2 & \ldots & x_T \\
    y_1 & y_2 & \ldots & y_T 
\end{bmatrix}
\]

(2.42a)

\[
S_1 = \begin{bmatrix}
    x_1 & x_2 & \ldots & x_\tau \\
    y_1 & y_2 & \ldots & y_\tau 
\end{bmatrix}
\]

(2.42b)

\[
S_2 = \begin{bmatrix}
    x_{\tau+1} & x_{\tau+2} & \ldots & x_{2\tau} \\
    y_{\tau+1} & y_{\tau+2} & \ldots & y_{2\tau} 
\end{bmatrix}
\]

(2.42c)

... While this looks similar to the mini-batch idea for static neural networks, truncating long sequences leads to a bias in the gradient direction and thus convergence to a local optimum of (2.25b) is not guaranteed, as opposed to gradient descent using the complete sequence for training [102]. Despite the biased gradient, the advantages of truncating sequences are predominant and truncating long sequences is common practice. Backpropagation used in combination with truncated time sequences is called truncated backpropagation through time (TBPTT).

### 2.1.3 Reinforcement learning

Reinforcement learning is often considered a distinct category of machine learning algorithms next to supervised and unsupervised learning. We first introduce the main idea of reinforcement learning using the wording of the reinforcement learning community and then create the references to the wording of the control community that is used in the rest of the thesis.

The task of reinforcement learning is to find the optimal way to make decisions in a dynamic environment via trial and error. The learning setting contains the decision taking unit, called agent, that acts according to a policy in a possibly unknown, dynamic environment in discrete time. The interactions between the agent and the environment are visualized in figure 2.4. In each time-step, the agent perceives the state \( x_t \) of the environment upon which he chooses an action \( u_t \). The state \( x_t \) is assumed to be a Markov state, which means that the probabilities of the next state \( x_{t+1} \) only depends
Figure 2.4: Reinforcement learning setting.

on $x_t$ and $u_t$ whereas the past states $x_{t-1}, \ldots, x_0$ are irrelevant. This can also be expressed as

$$P(x_{t+1}|u_t, x_{t}, x_{t-1}, x_{t-2}, \ldots) = P(x_{t+1}|u_t).$$

(2.43)

The agent also receives a scalar reward $r_t$ that can depend on the previous state and action, as well as the current state: $r_t = -c(x_t, u_{t-1}, x_{t-1})$. The function $c(.)$ does not need to be known by the agent in order to improve his policy. In real problems, however, $c(.)$ is known as it is designed by the control engineer for the task.

The agent is trained using interactions with the environment by trying out different actions $u_t$ and updating his policy. The states and actions can be either discrete and finite, e.g., board games like chess that allow a finite amount of possible positions, or continuous, e.g., the position of a point mass in a three-dimensional space. The goal is to find the optimal policy that is maximizing the accumulated reward over time, given a distribution on the starting state $x_0 \sim P_{x0}(x)$.

The algorithms and details of reinforcement learning are different in the case of discrete variables than in the case of continuous variables. We focus on the case of continuous states and actions, i.e., $x \in \mathbb{R}^n, u \in \mathbb{R}^m$ for which the problem is an optimal control problem. We will adopt the settings and notation of the control community and call the agent and policy a controller, the environment a system or plant and we will minimize accumulated costs $c_t = c(x_t, u_{t-1}, x_{t-1})$ instead of maximizing rewards. The controller $u_t \sim P(u|x_t; \Theta)$ is a function approximator, e.g., a neural network, that maps the state to an action. The control parameters are optimized to return the
actions that minimize the expected future costs. The optimization problem is

$$\Theta^* = \arg \min_{\Theta} J(\Theta)$$

(2.44)

with

$$J(\Theta) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t \cdot c_t \right]$$

(2.45a)

s.t. $u_t \sim P(u|x_t; \Theta)$

(2.45b)

$x_{t+1} \sim P(x|x_t, u_t)$

(2.45c)

$x_0 \sim P_{x_0}(x)$.

(2.45d)

The constant $0 < \gamma \leq 1$ is called the discount factor and is used to bound the accumulated costs $\sum_{t=0}^{\infty} \gamma^t \cdot c_t$ that are possibly infinite for $\gamma = 1$, depending on the problem. Equations (2.45b) and (2.45c) indicate that the control law and system dynamics can be stochastic. Some randomness is required for reinforcement learning, as it is based on trying out different actions, however, the dynamics may also be deterministic. The algorithms of reinforcement learning for continuous variables compute an estimate of the gradient $\nabla_{\Theta} J$ and are therefore called policy gradient algorithms. A specific policy gradient algorithm called proximal policy optimization is presented in section 2.3.

2.2 Trajectory optimization for discrete time systems

This section gives a short introduction into a method to optimize of trajectories for nonlinear, time-discrete systems of the form

$$x_{t+1} = f(x_t, u_t)$$

(2.46)

on a finite time horizon $t \in 0, \ldots, T$. The goal is to find the trajectory, i.e., the best states $X^* = [x_1^*, x_2^*, \ldots, x_T^*]$ and inputs $U^* = [u_0^*, u_1^*, \ldots, u_{T-1}^*]$, that minimizes a given scalar cost function $J(X, U)$ under given constraints. The initial state $x_0$ is known and not included in the decision variables.
The methods to solve such problems can be divided in indirect and direct methods. Indirect methods focus on necessary conditions for the optimality of a trajectory and solve a boundary value problem. Direct methods formulate the dynamics of the system in equation (2.46) as equality constraints and solve the resulting static optimization problem. We are using a direct method in this thesis. Direct methods are known to converge better for poor initial guesses of the solution and an easier handling of constraints. However, indirect methods in general provide more accurate solutions. [80, p. 365]

For the presented approach, the decision variables consist of all the states \( X = [x_1, x_2, \ldots, x_T] \) and inputs \( U = [u_0, u_1, \ldots, u_{T-1}] \) of the trajectory. The static optimization problem to solve is

\[
X^*, U^* = \arg\min_{X, U} J(X, U) \quad (2.47a)
\]

\[
s.t. \quad x_{t+1} = f(x_t, u_t) \quad (2.47b)
\]

\[
ec(X, U) = 0 \quad (2.47c)
\]

\[
iec(X, U) \geq 0. \quad (2.47d)
\]

Equation (2.47c) contains equality constrains, additional to the \( T \) equality constraints in equation (2.47b). Equation (2.47d) contains all the inequality constrains. In the following, we show how to numerically solve the constrained optimization problem.

### 2.2.1 Necessary conditions for optimality

To simplify the notation in this section, the problem is formulated in a simpler but equivalent form

\[
x^* = \arg\min_x J(x) \quad (2.48a)
\]

\[
ec(x) = 0 \quad (2.48b)
\]

\[
iec(x) \geq 0 \quad (2.48c)
\]

with the vector \( x \) containing all decision variables. The dimensions are assumed \( x \in \mathbb{R}^n \), \( ec(x) \in \mathbb{R}^m \) and \( iec(x) \in \mathbb{R}^p \).

In a fist step, we only consider equality constrains \( ec(x) = 0 \). It can be shown that in every local minimum \( x^* \), the gradient of the loss function \( J \)
must be a linear combination of the gradients of each equality constraint [80, p. 69]:

\[
\nabla_x J(x^*) = - \sum_{i=1}^{m} \lambda_i^* \nabla_x ec_i(x^*)
\]

(2.49)

The factors \(\lambda_i\) are called the Lagrange multipliers. This necessary condition provides \(n\) equations with \(m\) new variables \(\lambda_1, \ldots, \lambda_m\). We arrive at \(n + m\) equations with \(n + m\) variables when coupling the equations (2.48b) and (2.49). The system of equations that can be solved to find a local minimum to the optimization problem under equality constraints is

\[
\nabla_x J(x) + \frac{\partial ec(x)^T}{\partial x} \lambda = 0
\]

(2.50a)

\[
ec(x) = 0.
\]

(2.50b)

Equations (2.50) can also be expressed by defining the Lagrange function \(L(x, \lambda)\) and looking for its local minimum, i.e., zero gradient with respect to its arguments

\[
L(x, \lambda) = J(x) + \lambda^T ec(x)
\]

(2.51a)

\[
\nabla_x L(x, \lambda) = 0
\]

(2.51b)

\[
\nabla_{\lambda} L(x, \lambda) = 0.
\]

(2.51c)

Any numerical method to solve systems of equations can be used to solve (2.51), e.g., gradient descent, Newton’s method, etc. [80, p. 69–70]

Similar conditions can be established for local minima when inequality constraints (2.48c) are present, called Karush-Kuhn-Tucker conditions [80, p. 79-81]. The derivation is similar to the case that considers equality constraints only. The inequality constraints are split into active constraints, i.e., \(iec_i(x) = 0\), and inactive constraints, i.e., \(iec_j(x) > 0\) for the derivation. The resulting conditions are

\[
\nabla_x J(x) + \frac{\partial ec(x)^T}{\partial x} \lambda - \frac{\partial iec(x)^T}{\partial x} \mu = 0
\]

(2.52a)

\[
ec(x) = 0
\]

(2.52b)

\[
iec(x) \geq 0
\]

(2.52c)

\[
iec(x)^T \mu = 0
\]

(2.52d)

\[
\mu \geq 0
\]

(2.52e)
with another vector of Lagrange multipliers $\mu$. Note that (2.52d) can be replaced by

$$iec_i(x) \cdot \mu_i = 0, \ \forall i \in \{1, \ldots, p\} \tag{2.53}$$

because of (2.52c) and (2.52e).

### 2.2.2 Barrier methods

We will now introduce a class of methods to solve constrained optimization problems of the form (2.48) and as such can be used to optimize trajectories in discrete time. First, the inequality constraints (2.48c) are eliminated by adding a logarithmic term in the objective function

$$x^* = \arg \min_x J(x) - \mu \sum_i \log(iec_i(x)) \tag{2.54a}$$

$$iec(x) = 0. \tag{2.54b}$$

As $iec_i(x) \to 0$, the logarithmic barrier term $-\mu \sum_i \log(iec_i(x)) \to \infty$ for a barrier parameter $\mu > 0$, therefore the minimum of the new problem (2.54) must lie within the region satisfying the inequality constraints. As $\mu \to 0$ the barrier becomes steeper and the solution of the problem (2.54) approaches the solution of the original problem (2.48). The advantage of replacing inequality constraints with barrier terms in the objective function is that a distinction between an active and inactive set of constraints is not required.

Solving (2.54) using Lagrange multipliers for a small $\mu$ is, however, an ill conditioned problem. The gradient of the new objective function

$$\nabla_x \left( J(x) - \mu \sum_i \log(iec_i(x)) \right) = \nabla_x J(x) - \mu \sum_i \frac{\nabla_x iec_i(x)}{iec_i(x)} \tag{2.55}$$

contains $\frac{1}{iec_i(x)}$ that approaches infinity if the constraint becomes active. Therefore a primal dual method is generally used, that introduces additional dual variables $\nu_i = \frac{\mu}{iec_i(x)}$ expressing (2.55) as

$$\nabla_x J(x) - \frac{\partial iec(x)^T}{\partial x} \nu = 0 \tag{2.56a}$$

$$iec_i(x) \cdot \nu_i - \mu = 0, \ \forall i \in \{1, \ldots, p\}. \tag{2.56b}$$
Adding the equality constraints \(2.54b\) using Lagrangian multipliers \(\lambda\) gives the necessary conditions for optimality of the new problem

\[
\nabla_x J(x) + \frac{\partial \text{ec}(x)^T}{\partial x} \lambda - \frac{\partial \text{iec}(x)^T}{\partial x} \nu = 0 \quad (2.57a)
\]

\[
\text{ec}(x) = 0 \quad (2.57b)
\]

\[
\text{iec}_i(x) \cdot \nu_i - \mu = 0, \ \forall i \in \{1, \ldots, p\}. \quad (2.57c)
\]

Equations \(2.57\) consist of \(n + m + p\) equations for the same amount of variables and can be solved using common numerical methods like gradient descent, Newtons method etc., that iteratively approach the solution. The initial vector of decision variables \(x\) must be chosen to fulfill the inequality constraints \(\text{iec}_i(x)\) and the initial \(\mu\) and \(\nu_i\) must be strictly positive. The barrier parameter \(\mu\) is reduced iteratively during the process \[105\].

Barrier methods are also called interior point methods, since the solution is approached from within the area of satisfied inequality constraints. Together with the conditions \(\text{iec}_i(x) \geq 0\) and \(\nu_i \geq 0\) that are always fulfilled during the optimization, equations \(2.57\) approach the KKT condition \(2.52\) for \(\mu \to 0\).

We use an existing implementation of a barrier method called Ipopt for interior point optimizer \[106\] interfaced through JuMP \[27\] in the Julia language.

### 2.3 Optimal control using function approximators

In this section, the different methods that can be used to optimize a feedback controller in the form of a function approximator are presented. We consider the control of dynamical systems in the form of nonlinear, time discrete state-space models as described in equation \(2.46\). As we deal with the control of physical systems, we only consider the case of continuous control signals \(u\) with input saturation, i.e., \(u \in \{u \in \mathbb{R}^m | u_{i,\text{min}} \leq u_i \leq u_{i,\text{max}}, \ \forall i \in \{1, \ldots, m\}\}\).

The addressed control design problem is to find parameters \(\vartheta_c\) of a feed-
such that the control acts optimally with respect to some loss function $J(\Theta)$. The optimization setting can contain different elements depending on the method, e.g., a finite or infinite time-horizon, inequality constraints etc. For some algorithms, it is useful to use a non-deterministic control law. In that case, the control parameters $\vartheta_c$ describe a probability distribution conditioned on the state $x$ and the control inputs are sampled:

$$u_t \sim g(u|x_t; \vartheta_c).$$  \hspace{1cm} (2.59)

The available methods that can be used to find the optimal, or at least close to optimal, $\vartheta_c$ can be classified into the three categories 1) black-box optimization, 2) policy gradient algorithms and 3) imitation learning. Every method has different strengths and weaknesses, as such the choice of the right method can lead to faster convergence or better results. The most commonly used methods of the different categories are presented in the following.

### 2.3.1 Black-box optimization methods

Black-box optimization is a term used for optimization algorithms that do not use gradient information and rely solely on function evaluations. The algorithms are generally used to solve unconstrained static optimization problems. The optimization problem for our controller can be written down as a static optimization problem of the decision variables $\vartheta_c$. With a finite time horizon $T$ and the simulated states $X = [x_0, x_1, x_2, \ldots, x_T]$ and inputs $U = [u_0, u_1, \ldots, u_{T-1}]$, we write the optimization as

$$\vartheta^*_c = \arg \min_{\vartheta_c} J(\vartheta_c) = \mathbb{E}[c(X, U)]$$ \hspace{1cm} (2.60a)

$$s.t. \ x_{t+1} = f(x_t, u_t)$$ \hspace{1cm} (2.60b)

$$u_t \sim g(u|x_t; \vartheta_c)$$ \hspace{1cm} (2.60c)

$$x_0 \sim P_{x_0}(x).$$ \hspace{1cm} (2.60d)
The costs of a trajectory $c(X, U)$ is in most cases designed as a sum of costs per time-step as $c(X, U) = \sum_{t=0}^{T} c(x_t, u_t, t)$, but is not limited to that form for black-box optimization algorithms.

The controller and initial state $x_0$ can be deterministic or defined as probability distribution as indicated in (2.60). One evaluation of $J(\theta_c)$ requires at least one simulation the system for $T$ steps and the evaluation of the cost function $c(X, U)$ for each trajectory. Using black-box optimization methods is reasonable if the gradient $\nabla_{\theta_c} J(\theta_c)$ is either expensive to compute or difficult to derive. We will limit ourselves in the following to a method called finite differences that is known for its simplicity, and the current state of the art methods of the class of evolution strategies that have shown promising results in the context of optimizing control laws for complex systems [93]. Other black-box optimization methods include, e.g., the Nelder-Mead method [76], particle swarm optimization [86] or genetic algorithms [108].

**Finite differences**

Finite differences is a way to estimate the gradient of a function by evaluating the function multiple times at specific points in each dimension. The analytic derivative of a scalar function is defined as

$$\frac{\partial f(x)}{\partial x} = \lim_{h \to 0} \frac{f(x + h) - f(x)}{h}. \quad (2.61)$$

An example of a finite difference formula is to use a sufficiently small $h$ to approximate the derivative in (2.61) as

$$\frac{\partial f(x)}{\partial x} \approx \frac{f(x + h) - f(x)}{h}. \quad (2.62)$$

Estimating the derivative according to (2.62) requires two function evaluations. Different formulas exist for the approximation of first and higher order derivatives. E.g., the central first order difference is

$$\frac{\partial f(x)}{\partial x} \approx \frac{f(x + h) - f(x - h)}{2 \cdot h}. \quad (2.63)$$

and the central difference of second order is

$$\frac{\partial^2 f(x)}{\partial x^2} \approx \frac{f(x + h) - 2 \cdot f(x) + f(x - h)}{h^2}. \quad (2.64)$$
The formulas can be derived using a Taylor series around the base points. Details on the derivations can be found, e.g., in [61].

Approximating the gradient of a vector value function $\nabla_{\vartheta_c} J(\vartheta_c)$ requires evaluating a finite difference formula for each $\vartheta_{c,i}$. The approximation can then be used with gradient-based optimization algorithms, e.g., gradient descent or Newton’s method. As such, finite differences can turn gradient-based methods into black-box optimization methods, however the number of function evaluations is growing with the number of parameters, therefore this approach is inefficient for large problems.

**Evolution strategies**

Evolution strategies (ES) are stochastic methods that optimize a function based on mutation and selection of solution candidates. The mutation of individuals is based on probability densities and the selection of individuals is based on a loss function. Solution candidates $\vartheta_{c,i}$ for the problem (2.60) are sampled from a known probability distribution $P_{\Psi}(\vartheta_c; \Psi)$. The distribution of solution candidates is updated iteratively in order to minimize the expected value of the loss. The intermediate goal is to find a good distribution by optimizing

$$\Psi^* = \arg \min_\Psi E_{\vartheta_c \sim P_{\Psi}} [J(\vartheta_c)]. \tag{2.65}$$

Thus, while we are interested in finding good parameters $\vartheta_c$, evolution strategies optimize parameters $\Psi$ of a distribution $P_{\Psi}(\vartheta_c; \Psi)$ such that the distribution provides good solution candidates. The gradient of the objective can be derived as

$$\nabla_\Psi E_{\vartheta_c \sim P_{\Psi}} [J(\vartheta_c)] = \nabla_\Psi \int J(\vartheta_c) \cdot P_{\Psi}(\vartheta_c; \Psi) d\vartheta_c \tag{2.66a}$$

$$= \int J(\vartheta_c) \cdot \nabla_\Psi P_{\Psi}(\vartheta_c; \Psi) d\vartheta_c \tag{2.66b}$$

$$= \int (J(\vartheta_c) \cdot \nabla_\Psi \log P_{\Psi}(\vartheta_c; \Psi)) P_{\Psi}(\vartheta_c; \Psi) d\vartheta_c \tag{2.66c}$$

$$= \mathbb{E}_{\vartheta_c \sim P_{\Psi}} [J(\vartheta_c) \cdot \nabla_\Psi \log P_{\Psi}(\vartheta_c; \Psi)]. \tag{2.66d}$$
For (2.66a), we used the expression of the expected value (2.15) and for (2.66c), we used the equality
\[ \nabla_x f(x) = f(x) \cdot \nabla_x \log f(x) \] (2.67)
that holds for all positive definite functions. The advantage of the expression (2.66d) is that the gradient operator is inside the mean, compared to the initial expression that took the gradient of a mean.

The expected value in (2.66d) can be approximated using the sample mean over \( N_{\text{pop}} \) samples
\[ g = \frac{1}{N_{\text{pop}}} \sum_{i=1}^{N_{\text{pop}}} J(\theta_{c,i}) \cdot \nabla_\psi \log P_\psi(\theta_{c,i}; \Psi) \] (2.68)
that requires sampling multiple solution candidates \( \theta_{c,i} \) and evaluating their costs \( J(\theta_{c,i}) \) through simulation. The number of sampled parameter candidates \( N_{\text{pop}} \) is called the population size. In the following, we present two algorithms, starting with an algorithm that has been used for control problems in [93].

Salimans et al. [93] choose \( P_\psi \) to be a normal distribution with constant covariance matrix \( \sigma^2 I \) and mean \( \bar{\theta}_c \). Equation (2.66d) then simplifies to
\[ \nabla_{\bar{\theta}_c} E_{\theta_c \sim P_\psi} [J(\theta_c)] = \frac{1}{\sigma} \mathbb{E}_{\varepsilon \sim \mathcal{N}(0,I)} \left[ J(\bar{\theta}_c + \sigma \varepsilon) \cdot \varepsilon \right]. \] (2.69)
Moreover, Salimans et al. [93] use mirrored sampling [14], i.e., for each noise sample two parameter candidates \( \bar{\theta}_c + \sigma \varepsilon \) and \( \bar{\theta}_c - \sigma \varepsilon \) are created. They optimize the mean \( \bar{\theta}_c \) using simple gradient descent with learning rate \( \alpha \).

Pseudo-code for the main approach of Salimans et al. [93] is shown in algorithm 3. They add small changes for a more efficient parallel implementation and use neural network specific improvements that are not shown in our pseudo-code. The algorithm can easily be parallelized and is memory efficient. However, a large number of function evaluations is required for complex problems using algorithm 3. The algorithm is later referred to simply as ES.

Other algorithms exist that internally estimate the covariance matrix of the distribution and adapt the learning rate. The covariance matrix adaptation evolution strategy (CMAES) [38, 39] and the distance-weighted exponential natural evolution strategy (DXNES) [30] are two examples of such
Algorithm 3 Evolution strategy with mirror sampling.

Require: $\vec{\vartheta}_c, \sigma, \alpha, N_{\text{pop}}$

1: while (No stopping criterion active) do
2:   $g = 0$
3:   for $i = 1$ to $N_{\text{pop}}/2$ do
4:     $\varepsilon \sim \mathcal{N}(0, I)$
5:     $g \leftarrow g + (J(\vec{\vartheta}_c + \sigma \varepsilon) - J(\vec{\vartheta}_c - \sigma \varepsilon)) \cdot \varepsilon$
6:   end for
7:   $\vec{\vartheta}_c \leftarrow \vec{\vartheta}_c - \frac{\alpha}{\sigma N_{\text{pop}}} g$
8: end while
9: return $\vec{\vartheta}_c$

algorithms. However, these algorithms are limited by the number of control parameters due to the memory required to store the covariance matrix. Hence, they are not suited for deep neural networks. CMAES is used later, therefore an explanation of the main ideas is given in the following.

The solution candidates of CMAES are sampled from a distribution $\vartheta_{c,i} = \vec{\vartheta}_c + \sigma \varepsilon; \ i \in \{1, \ldots, N_{\text{pop}}\}$ with $\varepsilon \sim \mathcal{N}(0, C)$. Different from algorithm 3, CMAES uses a dense covariance matrix $C$ and a scaling factor $\sigma$ that are both updated iteratively during the optimization. The covariance matrix is adapted to primarily sample parameter candidates in promising parts of the parameter space. To sample more efficiently from $\mathcal{N}(\vec{\vartheta}_c, \sigma^2 C)$, the positive definite matrix $C$ is decomposed using eigenvalue decomposition into $C = BE^2B^T$, with $E$ the diagonal matrix that contains the square root of the eigenvalues as its diagonal. Sampling $\varepsilon \sim \mathcal{N}(0, C)$ can be achieved by sampling $z \sim \mathcal{N}(0, I)$ followed by the transformation $\varepsilon = BEz$.

The parameter candidates $\vartheta_{c,i}$ are evaluated by computing $J(\vartheta_{c,i})$ and sorted in increasing order according to their loss. After sorting, we have $J(\vartheta_{c,1}) \leq J(\vartheta_{c,2}) \leq \cdots \leq J(\vartheta_{c,N_{\text{pop}}})$. A subset of the $\mu < N_{\text{pop}}$ best candidates $\vartheta_{c,i}$, i.e., the candidates with the smallest loss, is used in a weighted sum to generate the mean of the distribution for the next epoch

$$
\vec{\vartheta}_{c,\text{new}} = \sum_{i=1}^{\mu} w_i \vartheta_{c,i}.
$$

(2.70)
The weights $w_i$ fulfill the conditions $\sum_i w_i = 1$ and $w_i > 0, \forall i$.

The algorithm then adapts the covariance matrix $C$ and the scaling factor $\sigma$ individually. The covariance matrix of the current best parameters candidates is estimated based on the samples and used together in an exponentially weighted mean with past covariance matrices in an update term called the rank-$\mu$ update. Another term, called rank-one update, that considers the path of the mean $\bar{\vartheta}_c$ over the last epochs is added to the rank-$\mu$ update for the adaptation of $C$. The update of the scaling factor $\sigma$ also considers the path of the mean over the last epochs. If the updates are strongly correlated, $\sigma$ is increased, else decreased. The formulas are lengthy and contain several heuristics, we therefore refer to [37] for a summary of the update equations. The recommended values for all parameters that are used in our implementation as well are given in the appendix of [37]. The procedure of CMAES is summarized in algorithm 4.

**Algorithm 4** Covariance matrix adaptation evolution strategy (CMAES).

**Require:** $\bar{\vartheta}_c$, $\sigma$, $N_{pop}$

1: $C \leftarrow I$

2: while (No stopping criterion active) do

3: for $i = 1$ to $N_{pop}$ do $\triangleright$ Sample parameter candidates

4: $z_i \sim \mathcal{N}(0, I)$

5: $\varepsilon_i \leftarrow B \varepsilon z_i$

6: $\vartheta_{c,i} \leftarrow \bar{\vartheta}_c + \sigma \varepsilon_i$

7: end for

8: Compute $J(\vartheta_{c,i})$ and sort $\vartheta_{c,i}$ in increasing order.

9: $\bar{\vartheta}_c \leftarrow \sum_{i=1}^{n} w_i \vartheta_{c,i}$ $\triangleright$ Update the mean of the distribution

10: Adjust step-size $\sigma$

11: Adjust covariance matrix $C$ and compute $B$ and $E$

12: end while

13: return $\bar{\vartheta}_c$

A comparison of black-box optimization algorithms on simple control problems can be found in [104].
2.3.2 Policy gradient methods

Policy gradient methods constitute a branch of reinforcement learning methods and are used for problems with continuous state and action spaces. The methods allow estimating the gradient of the loss $\nabla_{\vartheta_c} J(\vartheta_c)$ by trying different actions. The policy gradient methods sample in the action space instead of in the parameter space as is the case for evolution strategies, and adjust the controller to increase the probability of good actions. They tend to be more efficient than black-box optimization methods when the number of parameters is large. However, the optimization problem in (2.60) is limited to cost functions of the form

$$J(\vartheta_c) = \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t c(x_t, u_t) \right]; \quad \gamma \in [0, 1]$$

for many of the algorithms of this class. An exception is the Reinforce algorithm that is introduced in the next section. After the reinforce algorithm, actor critic algorithms are introduced and a specific algorithm called proximal policy optimization is shown, which is used later in the thesis.

Reinforce algorithm

The Reinforce algorithm was introduced in [110]. The algorithm adjusts the parameters of the controller to increase the probability of trajectories with small accumulated costs. We use a random variable composed of states and actions $\tau = [x_0, u_0, \ldots, x_{T-1}, u_{T-1}, x_T]$ to describe possible trajectories of $T$ steps, with the probability of observing a specific $\tau$ defined by the probability distributions of the controller $g(u|x_t)$ and the system dynamics $f(x|x_t, u_t)$. For deterministic dynamics, the Dirac distribution in equation (2.13) can be used for the following derivation. The state $x_t$ is assumed to be a Markov state. The probability distribution of $\tau$ is then

$$P_{\tau}(\tau; \vartheta_c) = f(x_T|x_{T-1}, u_{T-1}) \cdot g(u_{T-1}|x_{T-1}; \vartheta_c) \cdot \ldots \cdot f(x_1|x_0, u_0) \cdot g(u_0|x_0; \vartheta_c) \cdot P_0(x_0).$$

(2.72)

The accumulated costs over a single trajectory $\tau$ is abbreviated as $c(\tau)$. The gradient of the log probability of a trajectory with respect to the control
parameters can be simplified to
\[ \nabla \vartheta_c \log P_\tau (\tau; \vartheta_c) \]
\[ = \nabla \vartheta_c \left( \log(f(x_T|x_{T-1}) + \log(g(u_{T-1}|x_{T-1}; \vartheta_c)) + \ldots \right) \tag{2.73a} \]
\[ = \nabla \vartheta_c \left( \log(g(u_{T-1}|x_{T-1}; \vartheta_c)) + \log(g(u_{T-2}|x_{T-2}; \vartheta_c)) + \ldots \right) \tag{2.73b} \]
\[ = \sum_{t=0}^{T} \nabla \vartheta_c \log(g(u_t|x_t; \vartheta_c)) \tag{2.73c} \]

With this results, we derive an expression for the gradient \( \nabla \vartheta_c J(\vartheta_c) = \nabla \vartheta_c E_{\tau \sim P, [c(\tau)]} \) in a similar way as for the derivation of the gradient for the evolution strategies

\[ \nabla \vartheta_c E_{\tau \sim P, [c(\tau)]} = \nabla \vartheta_c \int c(\tau) \cdot P_\tau (\tau; \vartheta_c) d\tau \tag{2.74a} \]
\[ = \int c(\tau) \cdot \nabla \vartheta_c P_\tau (\tau; \vartheta_c) d\tau \tag{2.74b} \]
\[ = \int c(\tau) \cdot \nabla \vartheta_c (\log P_\tau (\tau; \vartheta_c)) \cdot P_\tau (\tau; \vartheta_c) d\tau \tag{2.74c} \]
\[ = \int \left( \sum_{t=0}^{T} \nabla \vartheta_c \log g(u_t|x_t; \vartheta_c) \right) \cdot c(\tau) \cdot P_\tau (\tau; \vartheta_c) d\tau \tag{2.74d} \]
\[ = E_{\tau \sim P, \left( \sum_{t=0}^{T} \nabla \vartheta_c \log g(u_t|x_t; \vartheta_c) \right) \cdot c(\tau)} \tag{2.74e} \]

The expression (2.74e) can be approximated using the sample mean over multiple simulated trajectories. The parameters are then updated using gradient descent. Pseudo-code for the resulting algorithm, called Reinforce, is given in algorithm 5.

**Actor critic methods**

Algorithm 5 often requires large amounts of simulations in order to produce a good estimation of the gradient. Actor critic methods are methods that can reduce the variance of the sampled gradient and thus provide a meaningful gradient using less simulations. Actor critic methods use at least two function approximators: the first function approximator is the controller \( g(u_t|x_t; \vartheta_c) \) also called the actor, the second function approximator is the critic that is representing either a value-function, action-value function or advantage.
Algorithm 5 Reinforce

Require: $\vartheta_c$, $N$

1: while (no stopping criteria met) do
2:     for $i = 1$ to $N$ do
3:         $\tau_i \leftarrow \tau \sim P_\tau$  \Comment{Sample Trajectories, e.g., in simulation}
4:     end for
5:     $g \leftarrow \frac{1}{N} \sum_{i=1}^{N} J(\tau_i) \cdot \left( \sum_{t=0}^{T} \nabla_{\vartheta_c} \log g(u_{i,t}|x_{i,t}; \vartheta_c) \right)$ \Comment{Gradient}
6:     $\vartheta_c \leftarrow \vartheta_c - \alpha \cdot g$ \Comment{Gradient descent}
7: end while
8: return $\vartheta_c$

function. The value-function $V(x)$ is defined as the function that returns the expected accumulated future costs, given the starting state $x$ and a controller $g(u_t|x_t)$

$$V(x) = \mathbb{E}_{u \sim g(\cdot)} \left[ \sum_{t=0}^{\infty} \gamma^t c(x_t, u_t) | x_0 = x \right].$$

(2.75)

The value function evaluates each state $x$. The lower the value of a state is, the better it is to be in this state. A recursive formula for the value function can be derived by unfolding the sum in equation (2.75). The recursive formula, given by

$$V(x) = \mathbb{E}_{u \sim g(\cdot)} \left[ c(x_0, u_0) + \gamma V(x_{t+1}) | x_0 = x \right],$$

(2.76)

is called the Bellman equation in the context of reinforcement learning[2].

The action-value function also represents the expected future costs given a starting state $x$ and controller $g(\cdot)$, however, the first action is not sampled from the controller, but is given as input to the function

$$Q(x, u) = \mathbb{E}_{u \sim g(\cdot)} \left[ \sum_{t=0}^{\infty} \gamma^t c(x_t, u_t) | x_0 = x, u_0 = u \right].$$

(2.77)

The advantage of the action-value function compared to the value function is that it contains information about which action leads to small or high costs in each state.

[2] The name Bellman equation has a different meaning in the control community, where the name is always related to optimality. In the reinforcement learning community, the same equation is called Bellman optimality equation.
Recently, the advantage function $A(x, u)$ has gained popularity and is used in most current algorithms. The advantage function represents the expected decrease or gain in costs when choosing an action $u$ in a given state, compared to choosing an action according to the current policy $g(.)$. It can be expressed as the difference between the action value function for that action $u$ and the value function

$$A(x, u) = Q(x, u) - V(x).$$

The advantage function can be trained using the generalized advantage estimation approach, presented in Schulman [97]. The gradient can be expressed using the advantage-function as

$$\nabla_{\vartheta} \mathbb{E}_{\tau \sim P_{\vartheta}} [c(\tau)] = \mathbb{E}_{\tau \sim P_{\vartheta}} \left[ \sum_{t=0}^{T} (\nabla_{\vartheta} \log g(u_t|x_t; \vartheta_c)) \cdot A(x_t, u_t) \right].$$

Algorithms using the gradient in (2.79) are called advantage actor critic algorithms [66]. A recursive formulation can be derived for the action-value function and the advantage function in the same way as for the value function.

Current popular actor critic algorithms are the deterministic policy gradient [100], truncated natural policy gradient [25], trust region policy optimization [98] and proximal policy optimization algorithms (PPO) [99].

PPO is used later in the thesis. It is an actor critic algorithm that uses the advantage function $A(x, u)$ for the gradient calculation and allows multiple gradient descent steps using one batch of sampled trajectories. The parameter update is calculated by minimizing a clipped loss function $\tilde{J}(\vartheta_c)$ instead of just calculating a gradient direction. The clipped loss function is

$$\tilde{J}(\vartheta_c) = \mathbb{E}_{\tau \sim P_{\vartheta_{c,old}}} \left[ \max \left( r_t(\vartheta_c)A(x_t, u_t), r_{\text{clip},t}(\vartheta_c)A(x_t, u_t) \right) \right]$$

$$r_t(\vartheta_c) = \frac{g(u_t|x_t; \vartheta_c)}{g(u_t|x_t; \vartheta_{c,old})}$$

$$r_{\text{clip},t}(\vartheta_c) = \text{clip}(r_t(\vartheta_c), 1 - \varepsilon, 1 + \varepsilon).$$

In practice, the mean in equation (2.80a) is evaluated as a sample mean using simulated trajectories. Note that in equation (2.80a) the variables $x_t$
and $u_t$ are sampled using the parameters $\theta_{c,\text{old}}$, therefore no re-sampling of trajectories is required for each gradient step during the minimization of $\hat{J}(\theta_c)$.

The value $r_t(\theta_c) > 0$ represents a change in probability of an action for new parameters $\theta_c$, compared to the same action for the parameters of the last epoch $\theta_{c,\text{old}}$. If the probability of the action is unchanged, e.g., $\theta_c = \theta_{c,\text{old}}$, we have $r_t(\theta_c) = 1$, if the probability of $u_t$ is increased for $\theta_c$ compared to $\theta_{c,\text{old}}$ then $r_t(\theta_c) > 1$ and vice versa in case the probability is decreased. The loss $\hat{J}(\theta_c) = \mathbb{E}_{\tau \sim \theta_{c,\text{old}}} [r_t(\theta_c)A(x_t, u)]$ is used by [98] in the trust-region policy optimization together with a constraint of the Kullback-Leibler divergence between the old and new policy. Instead of a constraint, PPO uses clipping in the loss function.

The policy update is constrained by clipping $r_t(\theta_c)$ if the change of probability exceeds a threshold defined by $\varepsilon$. The clipped probability quotient $r_{\text{clip},t}(\theta_c)$ restrains the change in probability that is allowed.

The final loss function of PPO only limits the policy improvement and allows surpassing the threshold if the change in probability leads to an increase in the costs. This is achieved by using the largest value of $r_t(\theta_c)A(x_t, u_t)$ and $r_{\text{clip},t}(\theta_c)A(x_t, u_t)$ in the mean of the final loss function $J(\theta_c)$. The minimization in each epoch of PPO is solved, e.g., using gradient descent.

2.3.3 Imitation learning approach

Another approach to train a parameterized controller is to couple trajectory optimization with imitation learning. Imitation learning is a technique that can be used if demonstrations on how to solve the task are available. A controller or agent is trained to behave similarly to the behavior in the demonstrations. The technique is mostly used to train machines to imitate humans. A survey on methods with human demonstrations are given in [44]. The data, however, can also result from simulations or optimizations. We focus on the case of non-human data throughout the thesis.
Behavioral cloning with optimal trajectories

The simplest form of imitation learning, called behavioral cloning [117], uses collected state-action pairs for supervised learning. If a model is available, the required training data can be generated as optimal trajectories \((X^*, U^*)\). The procedure is as follows

1. Optimize multiple trajectories to receive training tuples \((x^*_i, u^*_i)\).
2. Use supervised learning to train a parameterized controller \(g(\cdot)\) on the data tuples, such that \(u^*_i \approx g(x^*_i; \Theta)\)
3. Apply the controller on the system.

Early applications of this indirect approach to optimal control can be found, e.g., in Pomerleau [87] on an autonomous driving example, in Ortega and Camacho [79] for the obstacle avoidance of a mobile robot, in [3, 4] for the control of a chemical process and more recently in [21] for a semi-active suspension system.

A problem with this approach is that, for a given distribution of starting states \(x_0 \sim P_{x0}(x)\), the distribution of states included in the training data \(X^*\) can be different from the distribution of states visited later during the execution of the controller. This results from approximation errors during supervised learning and model errors if the controller is used outside of the simulation environment. When the controller encounters states that were not covered by the state distribution of the training data, the generated actions \(u_t\) can lead to undesirable or dangerous behavior.

The severity of the problem depends on the amount of available data and is most pronounced if data is scarce, e.g., when data is collected on the real system. The problem of mismatching distributions has been solved using different approaches. Two approaches are presented in the following.

Dataset aggregation

A solution to the mentioned problem that is important for this work is presented in Ross et al. [92]. To make sure the distributions in the training data and the application are identical, they generate training tuples for the states visited in the closed-loop using a teacher. The procedure repeats the steps
1. Generate trajectories of states $X$ with actions $U$ produced by the controller $g(x_t, \vartheta_c)$.

2. Ask an expert to propose actions $\hat{U}$ for the states $X$, and add the new training tuples $(x_t, \hat{u}_t)$ to a data set.

3. Train the control parameters $\vartheta_c$ using supervised learning on all available data $(x_t, \hat{u}_t)$.

The approach is called DAGGER for dataset aggregation, as old data is not discarded during the process.

**Disturbances for augmenting robot trajectories**

Laskey et al. [59] propose to tackle the problem by disturbing the expert during its demonstrations. The noise distribution used for the disturbances is optimized to account for the difference between the data distribution and the distribution of states visited during the application. The optimization of the noise distribution is a minimization of the Kulback-Leibler divergence of the disturbed expert demonstrations from the distribution of states in the application of the controller. The approach is called DART (Disturbances for Augmenting Robot Trajectories).

**Other approaches to imitation learning with trajectory optimization**

We will shortly mention further approaches that combine imitation learning and trajectory optimization. However, these approaches are only mentioned to give a better overview over the topic and are not used in this work.

Mordatch and Todorov [67] combine the trajectory optimization and the supervised learning steps into a single objective. The optimization problem is solved by iterating between a regularized trajectory optimization and a supervised learning step. In simulation, they show a decrease in the expected costs for their method compared to the simpler behavioral cloning approach. In [68], they use their approach on multiple simulation tasks of nonlinear models and add a small number of recurrent states and sampled noise to increase the robustness of the final controller.
A similar approach called guided policy search is presented by Levine and Koltun [62, 63]. The objective is to minimize the Kulback-Leibler divergence of the state distribution generated by the controller and a distribution of states with small costs. To solve this problem, two steps are repeated iteratively. The first step consists in optimizing trajectories using a regularized cost function and the second step is the policy training using weighted supervised learning. Guided policy search is used in [119] and [47] with small changes for the feedback control of a simulated quadrotor navigation task and in [64] for the vision based control of a robot arm.
Chapter 3

Adaptive and adjustable nonlinear control design

This chapter deals with adding robustness to controllers, trained using methods presented in section 2.3.1. First, we elaborate the notions of adaptability and robustness and present existing methods for training robust parameterized controllers. Afterwards, we present our methodology that allows training an adaptive feedback controller using imitation learning with trajectory optimization. Finally, we show a trivial extension to our method that allows small adjustments of the behavior during the application without retraining the controller. The method is also published in our previous paper [20].

In the following, the dynamic model (2.46) is extended to depend on a set of model parameters $\mathbf{p}$, e.g., the mass of system components or friction coefficients etc., that are considered uncertain

$$x_{t+1} = f(x_t, u_t; \mathbf{p}). \quad (3.1)$$

3.1 Preliminaries

3.1.1 Adaptive or robust control

The design of a feedback controller is in general based on a mathematical model. A model, however, never exactly represents the real system. The difference between a simulation model and the real system is often referred
to as the *reality gap*. A controller designed or trained based on a simulation environment usually degrades in performance when applied to the real system. To reduce the degradation of the control performance, the controller can be designed to be robust against model errors. This can be achieved via adaptive control theory or robust control theory.

An adaptive controller can adapt its behavior during the application to the system. This type of controller is used if model parameters are not constant or are initially uncertain. Their adaptive behavior makes adaptive controllers robust against model errors as long as the model structure is sufficiently correct [7, p. 426]. Adaptive control and robust control are, however, two separate areas. Robust control is dealing with designing static controllers that can maintain a certain performance for a multitude of different models. As such, adaptive control and robust control are not competing methods in the presence of model uncertainties, but rather complementary methods [54, 58]. In fact, ideas from adaptive and robust control have been combined for certain model classes [9].

As a rule of thumb, Aström and Wittenmark [7, p. 426] argue that robust control can respond more quickly to changes in the system, but is more sensitive to noise due to high gains. Adaptive control on the other hand responds slower to changes in the system but can handle larger parameter variations.

### 3.1.2 Existing approaches for parameterized controllers

Due to the high cost of real-world data, most parameterized controllers are trained in simulation. The gap between the simulation model and the real system can lead to poor control performance in the application. To reduce the loss of performance, methods have been developed to either reduce the reality gap or to train a controller that performs well despite the reality gap.

In order to reduce the reality gap, data from the real system is necessary. Abbeel et al. [1] use a policy gradient method on an iteratively corrected model to compute a gradient direction for the controller. The step size, however, is determined on the real system. This assures an improvement of the control performance on the real system, and requires fewer data than com-
puting both gradient direction and step size on the real system. Deisenroth and Rasmussen [18] iteratively update a model in the form of a Gaussian process that is then used to optimize the controller offline. Golemo et al. [33] use a recurrent neural network to estimate the model error. The policy gradient algorithm PPO [99] is then used on the updated model to learn a controller.

The following works do not try to reduce the reality gap, but rather to learn a controller that is robust against modeling errors. The methods can roughly be divided into methods that train a controller on a multitude of different models, and methods that use a disturbing agent, which is called the adversary.

Mordatch et al. [69] use varying model parameters to compute a robust feed forward control for a humanoid robot. They also add a feedback control to the robot, to correct deviations from the robust trajectories, however, the robustness is induced in the trajectories rather than in the feedback controller in this work. Rajeswaran et al. [89] present a method that uses a policy gradient algorithm to train robust controllers. They sample a multitude of trajectories, but only use a percentile of the worst trajectories to compute a gradient direction. This leads to a controller that focuses on improving on trajectories with high costs, rather than improving on the mean costs. This can be seen as a relaxation of the min-max problem formulation for robust control, used, e.g., in robust model predictive control [60]. Pinto et al. [85] approach the min-max problem by using an adversary that is disturbing the agent during execution. The model parameters are kept constant and the controller is a parameterized function trained using a policy gradient algorithm to minimize the simulation costs, whereas the adversary is a parameterized function trained to maximize the simulation costs. Pattanaik et al. [83] also use adversarial attacks and a policy gradient algorithm, however, they derive the adversarial actions using the gradient of the action value function of the controller. Since the action value function contains information about the expected costs for each action, its gradient $\nabla_u Q(x, u)$ points in the direction of actions that lead to increased costs. Muratore et al. [72, 73] vary the parameters of the model and use a policy gradient algorithm for the policy training. They introduce the simulation optimization bias as
a stopping criterion for the policy optimization to avoid overfitting to the simulation environment. Bousmalis et al. [12] also use randomized model parameters and a policy gradient algorithm to improve the robustness of their feedback controller on a vision based grasping problem. Chebotar et al. [15] again randomize model parameters, but iteratively adapt the distribution of the model parameters to the real system by including the real system in the loop. The policy is trained using a policy gradient algorithm.

All previously mentioned methods developed a static control law. The first work that we present that develops an adaptive controller is by Yu et al. [114]. In simulation, they train a control law that has both the state and the system parameters as input. As the system parameters are unknown during the real application, they add an online system identification model that uses the recent history of states and actions to estimate the system parameters. The estimation of model parameters coupled with a control law that acts based on the estimated parameters is called a self-tuning regulator in the adaptive control community [7]. Different from most self-tuning regulators, Yu et al. [114] use a data-based approach with neural networks for both the control and parameters estimation tasks. A similar approach is presented by Peng et al. [84]. They train an adaptive control law using a policy gradient algorithm. However, instead of splitting the controller in two parts, they use a single recurrent neural network. The recurrent neural network is able to adjust its behavior based on the past history of states and actions by updating its internal, hidden state.

Looking back at the presented literature, the methods to train robust or adaptive parameterized controllers so far are limited to policy gradient methods. However, the control performance resulting from policy gradient methods has been shown to largely depend on the choice of hyper-parameters and, in some cases, to produce inconsistent results, even when using the same hyper-parameters multiple times [41]. Therefore, algorithms for robust control design that are not based on reinforcement learning are valuable alternatives. In the next section, we present a new method to train an adaptive controller using imitation learning with trajectory optimization.
3.2 Adaptive control via imitation learning

This section presents the main method of the thesis. The method allows training an adaptive controller in the form of a recurrent neural network based on trajectory optimization. As was shown in section 2.3.3, a parameterized controller can be trained by generating data in the form of optimal trajectories followed by supervised learning on the state-action tuples. However, this approach is limited to constant model parameters and static controllers as is shortly explained in the following.

In our previous work [19], we showed empirically that a static controller \( g(x; \vartheta_c) \), trained using supervised learning on optimized trajectories, degrades significantly in performance if the trajectories are generated using randomized model parameters \( p \). In the cited work, multiple approaches to imitation learning with trajectory optimization are compared. The naive approach is as follows

1. Generate multiple optimal trajectories using randomized model parameters \( p \) and receive tuples \((x_t, u_t)\)

2. Train a parameterized controller \( g(x; \vartheta_c) \) by minimizing the mean squared error of \( \|u_t - g(x_t; \vartheta_c)\|_2 \).

This approach, however, does not generally lead to a good control law. This is caused by the fact that the optimal action \( u_t \) depends in this case on both the state \( x_t \) and the model parameters \( p \). The control law \( g(x; \vartheta_c) \) is not depending on the model parameters and has to interpolate between the data, which leads to a bad closed-loop performance. A controller with additional information about the model parameters, i.e., a control law \( g(x, p; \vartheta_c) \) per contra showed close to optimal control performance in our empirical study [19]. The control law \( g(x, p; \vartheta_c) \) can, however, only be used in simulation as we assume the real \( p \) to be unknown.

For the method presented in this section, the controller with additional information about the model parameters is used as an intermediate result for the training of the adaptive controller. We call that controller the oracle controller, as it contains additional information that is passed on to the
recurrent controller. Moreover, the term oracle is used in computer linguistics in similar sequence problems [32].

As was mentioned earlier, the simple method of using trajectory optimization with supervised learning is limited to training static controllers \( u_t = g(x_t) \). In the following we consider a recurrent controller of the form \( u_t, h_t = r(x_t, h_{t-1}) \) that was trained using supervised learning on optimized trajectories. In the ideal case, the controller would reproduce the optimal trajectory in the closed-loop for a given initial state \( x_0 \) of the training data. However, due to model inaccuracies and/or approximation errors of the controller, the trajectory at some point inevitably deviates from the optimal trajectory. At that point, the controller needs to correct this error to get closer to the optimal behavior again. However, the controller was only trained on optimal state-action sequences, and as such, it will extrapolate from the data as soon as the system deviates from optimal trajectories. In other words, the data distribution during training is different from the data distribution during testing. The problem is well known in sequence generating language models [90]. In our case, this leads to unpredictable behavior and generally poor control performance. For unstable systems, the controller is usually not able to stabilize the system, even if all trajectories in the training data converged to an equilibrium state. Therefore, it is necessary to introduce suboptimal trajectories with recovering actions into the training data. Our approach uses ideas similar to DAGGER and DART, introduced in section 2.3.3.

In our approach, the state distribution of the training data is generated by the recurrent controller in closed-loop, and training data is generated for the visited states, as is the case for DAGGER. In contrast to DAGGER, we use the intermediate controller \( g(x_t, p) \) to generate the training targets. Moreover, since the evaluation of \( g(x_t, p) \) is computationally inexpensive, the data is not aggregated into a large dataset, but discarded after each training epoch. To further explore non-optimal state sequences, we add noise during the simulations, similar to DART. In contrast to DART, the noise is added to the trajectories generated by the recurrent controller and not to the trajectories generated by the teacher. This removes the necessity to adapt the noise distribution as is done in DART.
Our method, that allows training recurrent controllers on trajectories with varying model parameters consists of three steps:

1. Generate optimal trajectories for a multitude of starting states and a multitude of different model parameters

2. Train an oracle controller in the form of a static control law $g(x, p)$. 

3. Train the recurrent controller $r(x, h)$ on state sequences generated by the recurrent controller, but action sequences generated by the oracle controller.

In the following, we give details for each of the three steps.

### 3.2.1 Generating optimal trajectories

In the first step, optimal trajectories are generated, e.g., using barrier methods as described in section 2.2. Since both the starting state $x_0$ and model parameters $p$ are varied for each optimization, we define probability distributions $P_{x_0}(x)$ and $P_p(p)$ a priori, e.g., as uniform distributions. The range of the possible model parameters must be estimated by the engineer, especially parameters that are difficult to measure should be varied. The distribution of starting states $P_{x_0}(x)$ is also important for the performance of the final controller. The training data should cover important states that are likely to be visited during execution. Moreover, states that are avoided by optimal trajectories due to high costs should be given non-zero probability in $P_{x_0}(x)$ to allow the controller to recover from those states. As an example, for the wheeled inverted pendulum, it is important to include starting states $x_0$ of an already falling pendulum to assure that the trained controller can stabilize the system in a case of, e.g., a disturbance.

Another problem that can lead to bad closed-loop performance is to generate ambiguous training data, i.e., generating state-action pairs $(x_t, u_t)$ where similar states $x_t$ are associated with different actions $u_t$. Consider the exam-
ple trajectory generated by solving the optimization problem

\[
x^*, u^* = \arg \min_{x,u} \sum_{t=0}^{3} x^2
\]

s.t. \( x_{t+1} = x_t + u_t \) \hspace{1cm} (3.2a)

\( x_0 = 1; \ x_3 = 1 \). \hspace{1cm} (3.2b)

The constraint \( x_3 = 1 \) forces the trajectory to return to a region of high costs. The optimized trajectory corresponds of the states \( x^T = [1, 0, 0, 1] \) and actions \( u^T = [-1, 0, 1] \). Matching the states with the actions produces the state-action tuples \((1, -1), (0, 0), (0, 1)\). We see that the state \( x = 0 \) is matched with actions \( u = 0 \) as well as \( u = 1 \). A static controller trained using supervised learning would interpolate and produce the control action \( u = g(0) = 0.5 \).

In order to avoid ambiguous control actions, the optimal action must be dependent only on the state \( x \) and not on the time \( t \). This can be assured by eliminating all constraints in the optimization problem and using a time independent cost function of the form \( \sum_t c(x_t, u_t) \). This is a strong restriction for the formulation of the optimization problem. Another way to avoid ambiguity without changing the optimization setting is to only use the very first state-action tuple \((x_0, u_0)\) during supervised learning. This comes with the disadvantage of being data inefficient, as only one data tuple is generated per trajectory instead of \( T \) tuples.

We will show empirically with the example of the wheeled inverted pendulum, that in practice, small ambiguities can be included in the training data, and that the whole trajectory should be used as training data for the sake of efficiency. Still, it is in the interest of the control engineer to avoid creating data as in the example problem (3.2).

Another consideration is that the relationship between state and control signal will be approximated by a smooth function approximator, therefore smooth optimal trajectories lead to a better data fit of the oracle controller in the next step. If the optimal control signal in a trajectory is not smooth or even noisy, the function approximator might not be able to reproduce the signal with the required accuracy. A smooth control signal can be achieved by tuning the cost function (2.47a) or by adding inequality constraints (2.47d).
The outcome of this first step are the optimal trajectories with associated model parameters, i.e., tuples \((X^*, U^*, p)\).

### 3.2.2 Training an oracle controller

As was mentioned earlier, training a controller \(g(x, p; \theta_c)\) that takes both the state \(x_t\) and model parameters \(p\) as input results in a controller that achieves good control performance over a variety of parameters, while being limited to an application in simulation. This limitation results from the fact, that the real system parameters are assumed unknown or at least inaccurate. This controller, called oracle controller, is nevertheless useful, as it can efficiently generate near optimal actions for any combination of state and model parameters, independent of the past trajectory. As such, it can be used as a teacher for a recurrent neural network.

Before training the oracle network, the \(N\) optimal trajectories are split into input-output pairs \([x_{t,k}, p_k, u_{t,k}]\) with \(t \in \{0, \ldots, T\}\) and \(k \in \{1, \ldots, N\}\). Subsequently, the control parameters are obtained by minimizing the mean squared error

\[
\theta_c^* = \arg \min_{\theta_c} 1/N \sum_{k=1}^{N} \sum_{t=0}^{T-1} \|u_{t,k} - g(x_{t,k}, p_k; \theta_c)\|^2.
\]  

(3.3)

The control performance of the oracle controller should be verified in simulation before continuing to the next step.

### 3.2.3 Training a recurrent controller

After the oracle controller \(g(x, p; \theta_c)\) was tested in simulation, a recurrent controller \(r(x_t, h_t, \vartheta_c)\) that is able to adapt to the model parameters by using its internal state is created. As was shown in section 2.1.2 recurrent neural networks are an efficient alternative to functions that use a long history of past states as input.

The recurrent neural network should be trained on a data distribution that is close to the data distribution in the application. To ensure that the distributions are close, the recurrent neural network is trained on states that are generated in a closed-loop by the recurrent neural network itself.
This is called on policy learning, in contrast to off policy learning that uses states not generated by the policy itself, e.g., using the data from optimized trajectories. [59]

We create an on-policy algorithm for the training of a recurrent controller that uses ideas of DAGGER [92] and DART [59]. DAGGER is designed to be data efficient in that it accumulates all past demonstrations in order to reduce the use of the human expert. This is unnecessary in our work, as our expert is the oracle network that provides computationally efficient training targets. We therefore discard previous trajectories every episode of our algorithms. Since both our oracle and recurrent controller have deterministic behavior, the algorithm could converge to singular trajectories. We add small noise to the simulation environment to ensure an exploration in the state space even after convergence of the algorithm. This allows the controller to recover from disturbances. The noise level can be calibrated before the training of the recurrent controller in simulations using the oracle controller. If the trajectories are disturbed too much, the dependency of the states sequence on the model parameters might be lost. Therefore, a noise level that leads to subjectively small disturbed trajectories should be aimed for. The DART algorithm [59] also used noise to account for model errors, however, the authors use it in an off-policy setting and repeatedly adjusted the noise level to fit the distribution of visited states between the controller and the expert teacher. Since we use the noise in an on-policy setting, we do not have to adjust the noise level.

The final algorithm, customized for our use case, consists of the following steps

1. Creating $N_{traj}$ simulations using the current recurrent controller with different model parameters $p$ and with small noise added to the dynamics.

2. Using the oracle controller $g(x_{t,k}, p_k)$ to create target control signals $\hat{u}_t$ for all states $x_t$ visited during the simulation.

3. Truncate the state trajectories from 1. and target control signals from 2. into sequences suited for the training of a recurrent neural network.
4. Adjust the control parameters $\vartheta_c$ of the recurrent controller by supervised learning using TBPTT.

5. Check stopping criteria, e.g., maximum number of iterations reached. Eventually go to 1. or return parameters $\vartheta_c$.

In the following, we abbreviate this approach as DOI for disturbed oracle imitation. A visual comparison between DAGGER, DART and DOI is shown in figure 3.1. The algorithm is depicted as pseudo-code in algorithm 6 with the subroutine for the data generation in algorithm 7.

**Algorithm 6** Disturbed Oracle Imitation (DOI)

Inputs: $N_{epoch}, N_{traj}, N_{gd}, \vartheta_c$

for epoch = 1 to $N_{epoch}$ do

$D \leftarrow \emptyset$

for traj = 1 to $N_{traj}$ do

sample sequence $X_{traj}, \hat{U}_{traj}$

$D \leftarrow D \cup (X_{traj}, \hat{U}_{traj})$

end for

for gd = 1 to $N_{gd}$ do

Update $\vartheta_c$ using TBPTT.

end for

end for

**Algorithm 7** Generating training data for the recurrent neural network

Inputs: $g(,), P_x, P_p, \varepsilon$

$x_0 \sim P_x(\cdot), p \sim P_p(p), h(0) = 0$

for $t = 0$ to $T$ do

$\hat{u}_t = g(x_t, p)$ \hspace{1cm} ▷ Evaluate oracle

$u_t, h_t = r(x_t, h_{t-1}; \vartheta_c)$ \hspace{1cm} ▷ Evaluate controller

$x_{t+1} = f(x_t, u_t; p) + \mathcal{N}(0, \varepsilon^2 \mathbf{I})$ \hspace{1cm} ▷ Disturbed dynamics

end for

return $X = [x_0, \ldots, x_{t-1}], \hat{U} = [\hat{u}_0, \ldots, \hat{u}_{t-1}]$
Figure 3.1: A visual comparison of DAGGER, DART and DOI. $x_0$ indicates the initial state and $x_r$ a reference state with low costs. The black line indicates a trajectory sampled using the parameterized controller in the loop. Blue arrows indicate the training data created for each approach, possibly generated for a distribution of trajectories, indicated by a blurred area.

As new training data is generated every epoch, it is not necessary to fully train the recurrent controller to convergence in the supervised learning step. It is more efficient to train for a small number of supervised learning epochs $N_{gd}$ only before generating new data.

We also use a fixed number of epochs $N_{epoch}$ for DOI. A stopping criterion could be used instead, e.g., checking for improvements of the accumulated costs in simulation.

### 3.3 Adjusting the control behavior

A drawback of most machine learning based control designs is the large amount of computing resources that are required for the training. While these controllers have a large amount of parameters $\theta_c$, they cannot be tuned a posteriori, as the effect of changing parameters is in general unpredictable. As such, in case a small change in the behavior of the system is desired, the resource heavy training of a controller has to be repeated with a new cost function. For simple control structures, e.g., PID controllers, it is common practice to fine-tune the final behavior on the real system [5].
To allow fine-tuning in our case, a small change in the design method of parameterized controllers is introduced. In the same way that the controller is trained on different model parameters, we add a parameter \( \lambda \) to the cost function \( c(x, u, \lambda) \), that is varied during the trajectory generation. \( \lambda \) should be bounded in a predefined range, e.g., \( \lambda \in [-1, 1] \). Adding this new parameter can be interpreted as augmenting the state \( x \) with an additional state with \( \lambda_{t+1} = \lambda_t \). Both oracle controller and recurrent controller are then trained with \( \lambda \) as an additional input, e.g., the recurrent controller is then of the form

\[
[u_t^T, h_t^T]^T = r_\lambda(x_t, \lambda, h_{t-1}). \tag{3.4}
\]

During execution, the parameter \( \lambda \) is constant, but can be adjusted if small changes in the behavior are required.
Chapter 4

Analysis using the simulation example of a bridge crane

In this chapter, an adaptive controller is trained for a bridge crane in simulation and compared in terms of control performance and robustness with other controllers. The focus is on the comparison with competing approaches, i.e., approaches for a robust and adaptive control design using reinforcement learning and evolution strategies. The control performance is analyzed with respect to changes in the model parameters. The task is chosen to bring the system at halt at a desired position without strong oscillations of the crane. Before the presentation of the control design steps, the model equations are introduced and the task is described in more detail.

4.1 Model equations and task description

The bridge crane used in this thesis is a system moving in a two-dimensional space, depicted in figure 4.1. The system consists of a mass that is attached via a stiff, massless rod to a moving cart. The cart is restricted to move horizontally. The system can be described by four states \( x^T = [s, \dot{s}, \varphi, \dot{\varphi}] \) with \( s \) the horizontal position of the cart, \( \dot{s} \) the horizontal velocity of the crane, \( \varphi \) the angle between the rod and the vertical axis and \( \dot{\varphi} \) the angular velocity of the rod. The system input is the voltage \( u_a \) applied to an electric motor, limited to \( |u_a| \leq 40 \). The motor is modeled as a DC motor based on
The circuit shown in Figure 4.2 that is used throughout literature, e.g., [48, 107] or [18, p. 94–95]. The torque generated by the motor is proportional to the armature current $i_a$

$$\tau = k_a \cdot i_a \quad (4.1)$$

with the constant $k_a$ called the torque constant. The current dynamics can be expressed using Kirchhoff’s circuit laws as

$$u_a = R_a \cdot i_a + L_a \cdot \frac{\partial i_a}{\partial t} + k_v \omega_a \quad (4.2a)$$

$$\Rightarrow \frac{\partial i_a}{\partial t} = \frac{u_a - R_a i_a - k_v \omega_a}{L_a} \quad (4.2b)$$

The constant $k_v$ is called the velocity constant. Its product with the angular velocity of the anchor expresses a voltage called the back electromotive force (EMF) that opposes the change in the magnetic flux induced by the rotation of the anchor.
We furthermore simplify our model by ignoring the current dynamics, i.e., setting \( \frac{\partial i_a}{\partial t} = 0 \), and using the steady state relations in the coupled system. This simplification is sustained by the fact that the current dynamics are much faster than the cart and crane dynamics that we are interested in. With our assumption, we express the current as

\[
i_a = \frac{1}{R_a} \left( u_a - k_v \omega_a \right).
\]

and thus the motor torque becomes

\[
\tau = \frac{k_a}{R_a} \left( u_a - k_v \omega_a \right).
\]  

(4.4)

The torque is transformed into a lateral force via a gearbox and belt system.

The relation between the rotational velocity and translational velocity as well as between the torque and the force on the belt are determined by the gear ratio \( i \) and radius \( r \) of the wheel that the belt is attached to. The relations are

\[
F = \frac{i}{r} \tau, \quad (4.5a)
\]

\[
\dot{s} = \frac{r}{i} \omega_a. \quad (4.5b)
\]

As such, we can express the force exerted from the motor on the cart as a function of the motor voltage and the cart velocity. The motor model is

\[
F(u_a, \dot{s}) = \frac{ik_a}{r^2 R_a} \left( ru_a - ik_v \dot{s} \right).
\]

(4.6)

We adopt the equations derived in [50] for the rigid body dynamics of our bridge crane system and repeat them in the following without derivation. We model sliding friction for the lateral movement of the cart using a friction coefficient \( \mu \). Friction in the link between the cart and the cord is neglected.

\[
\ddot{s} = \frac{mL \varphi^2 \sin \varphi + mg \sin \varphi \cos \varphi - \mu \dot{s} + F(u_a, \dot{s})}{M + m \sin \varphi} \quad (4.7a)
\]

\[
\ddot{\varphi} = \frac{-mL \varphi^2 \sin \varphi \cos \varphi - (M + m) g \sin \varphi + (\mu \dot{s} - F(u_a, \dot{s})) \cos \varphi}{L(M + m \sin^2 \varphi)} \quad (4.7b)
\]
Table 4.1: Model parameters of the bridge crane example.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SI-Unit</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>kg</td>
<td>30</td>
<td>Mass of the cart</td>
</tr>
<tr>
<td>$m$</td>
<td>kg</td>
<td>3</td>
<td>Mass of the load</td>
</tr>
<tr>
<td>$L$</td>
<td>m ± 25%</td>
<td>1.2</td>
<td>Length of the crane cable</td>
</tr>
<tr>
<td>$\mu$</td>
<td>N s m$^{-1}$</td>
<td>0.001</td>
<td>Friction coefficient</td>
</tr>
<tr>
<td>$i$</td>
<td>/</td>
<td>3</td>
<td>Gear box ratio</td>
</tr>
<tr>
<td>$r$</td>
<td>m</td>
<td>2.39 · 10$^{-2}$ ± 25%</td>
<td>Radius of the drive wheel</td>
</tr>
<tr>
<td>$R_a$</td>
<td>$\Omega$</td>
<td>1.35</td>
<td>Armature resistance</td>
</tr>
<tr>
<td>$L_a$</td>
<td>H</td>
<td>1.35 · 10$^{-3}$</td>
<td>Armature inductance</td>
</tr>
<tr>
<td>$k_a$</td>
<td>N m A$^{-1}$</td>
<td>0.268</td>
<td>Motor torque constant</td>
</tr>
<tr>
<td>$k_v$</td>
<td>V s rad$^{-1}$</td>
<td>0.263</td>
<td>Motor velocity constant</td>
</tr>
</tbody>
</table>

The model parameters with the value used in our simulation experiments are given in table 4.1. The model parameters do not belong to a physical bridge crane system. The motor parameters correspond to a physical hanging chain system at the chair of automatic control of the Technical University of Munich and were identified in [103]. While fictional, the value of the remaining parameters are also inspired by the previously mentioned work. For the use with neural networks, we normalize the system input as $u = \frac{u}{u_{max}}$ to have $-1 \leq u \leq 1$.

The system is equivalent to a pendulum system. A common task for this type of system is to balance the pendulum in its unstable position of rest at $\varphi = \pm \pi$ or to swing the pendulum up to the mentioned position of rest. The system is in that case often refereed to as the inverted pendulum. We do not solve the inverted pendulum task, as the success of the inverted pendulum problem for reinforcement learning is reliant on laborious tuning of hyper-parameters. In the student thesis of Krottenthaler [56], the inverted pendulum task was examined among other systems and the swing up task is found to be a challenging problem for policy gradient algorithms.

A simpler task, used in the following, is to drive the crane to a desired position, e.g., $s = 0$ and dampen remaining oscillations of the cable. We solve that task for a varying or uncertain length of the cable $L$ and radius
of the drive wheel $r$. Those parameters were chosen, as the system behavior is sensitive to their variation, compared to variations of the other model parameters.

4.2 Adaptive control design

The specific settings, considerations and hyper-parameters for the training of the adaptive controller using DOI are given in the following.

4.2.1 Trajectory optimization

The first step required for the DOI approach is to generate training data for the oracle controller by optimizing trajectories. The cost function is designed to punish large control signals, as well as deviations from the desired state $x = 0$. The cost function is

$$c(x, u) = s^2 + 2 - \cos(\varphi) - e^{-5^2(s^2 + \varphi^2)} + 4 \ln (1 + e^{s \cdot v}) + 4u^2$$

(4.8)

with the terms $s^2$ and $1 - \cos(\varphi)$ punishing states stronger, the further away they are from $s = 0, \varphi = 0$. The term $1 - e^{-5^2(s^2 + \varphi^2)}$ is added to improve the behavior close to the origin. It adds a cost of 1 to all states, except states close to $s = 0, \varphi = 0$. The term $\ln (1 + e^{s \cdot v})$ is an approximation of $\max(0, s \cdot v)$ with a continuous derivation. It punishes velocities that drive the crane away from the desired position. As such the term reduces overshooting over the desired position. The last term $u^2$ simply punishes large control signals.

The trajectories are optimized over 300 discrete time steps with a step size of $\delta_t = 0.05s$. A constraint is added to limit the applied motor voltage $-1 \leq u_t \leq 1$. We generate 5000 trajectories with different model parameters and initial states, sampled from uniform distributions. The initial states $x_0 \sim P_{x_0}(x)$ are sampled independently from $s \sim \mathcal{U}(-1, 1), \dot{s} \sim \mathcal{U}(-0.5, 0.5), \varphi \sim \mathcal{U}(-\pi, \pi)$ and $\dot{\varphi} \sim \mathcal{U}(-0.3, 0.3)$. The model parameters are samples in the parameter range $L \sim P_L(L) = \mathcal{U}(1.2 \cdot 0.75, 1.2 \cdot 1.25)$ and $r \sim P_r(r) = \mathcal{U}(0.0239 \cdot 0.75, 0.0239 \cdot 1.25)$. The full optimization problem, solved 5000
times, is
\[
X^*, U^* = \arg \min_{X, U} \sum_{t=0}^{T} c(x_t, u_t) \tag{4.9a}
\]
\[
s.t. \ x_{t+1} = f(x_t, u_t; p) \tag{4.9b}
\]
\[
x_{t=0} = x_0 \tag{4.9c}
\]
\[
-1 \leq u_t \leq 1. \tag{4.9d}
\]
The task can also be solved with less trajectories as will be shown later. Another 2000 trajectories are optimized as a validation set and as a reference for the closed-loop performance of the controllers. The starting states \(x_{0,i}; \ i \in \{1, \ldots, 2000\}\) of the validation trajectories are used to approximate the mean accumulated costs of the controllers throughout this chapter as
\[
E \left[ \sum_t c(x, u) \right] \approx \frac{1}{|X_0|} \sum_{x_0 \in X_0} \sum_t c(x_t, u_t) \tag{4.10}
\]
with \(X_0 = \{x_{0,1}, \ldots, x_{0,2000}\}\) the set of starting states used in the validation trajectories.

An optimized trajectory from the validation trajectories is shown in figure 4.3. The example trajectory starts with \(\varphi \approx \pi\) and \(s\) close to one, nevertheless, the state is close to the target state \(x = 0\) before the trajectory ends at \(T = 300\) steps.

### 4.2.2 Oracle training

The oracle is a static neural network \(g(x, p; \vartheta_c)\) with 2 hidden layers and 32 neurons each. The hidden layers have \(\tanh\)-activation functions and the output layer is linear. The oracle network is trained using supervised learning on input-output tuples from the optimized trajectories \((x^T, L, r)^T, u)\). Moreover, since many trajectories had converged to the target state \(x = 0\) long before \(T = 300\) steps, we only took the first 150 training tuples from each trajectory, to aim for an increase in the variance in the state distribution, or, in other words, to avoid including too many data-tuples near the target state. The data is split into a training set of 80% of the data and a test set of the remaining data. The training set is again split in mini-batches of 8192 tuples during training.
To analyze the influence of the number of trajectories on the closed-loop performance, the neural network is trained for different numbers of trajectories, and the closed-loop performance is evaluated every 250 training epochs during training. The mean costs per training episode and for different numbers of trajectories is shown in figure 4.4. The figure shows that the closed-loop performance increases with an increasing number of trajectories. This can be expected, as the state-space is better covered with more available data. Including more than 1000 trajectories, however, did not lead to noticeable increases in the control performance.

For a small number of trajectories, in this case 20 or 100, the closed-loop performance is decreasing after reaching a minimum at around 1000 training epochs. This is not to be confused with over-fitting on the training data during supervised learning, as the data was split in training and testing data as explained in section 2.1.2 and over-fitting on the data was not observed. An explanation could be a different kind of over-fitting to the states visited in the training trajectories, as the states in the training data are correlated due
Figure 4.4: Closed loop performance of the oracle controller $g(x, p; \vartheta_c)$ per training epoch for different numbers of optimal trajectories used as training data.

to the simulation. For the next step, i.e., for training the recurrent neural network, we use the oracle controller that was trained on 5000 trajectories.

4.2.3 Adaptive controller

The adaptive controller is parameterized as a recurrent neural network, consisting of one recurrent layer with 16 hidden states, followed by a tanh hidden layer and a linear layer with 8 neurons each. The recurrent neural network is trained using DOI, i.e., algorithm 6, and uses the hyper-parameters depicted in table 4.2.

To ascertain improvements of the controller, the average closed-loop performance as well as the match between the oracle and the recurrent controller are evaluated. The mean accumulated costs $\mathbb{E} \left[ \sum_t c(x, u) \right]$ are calculated every 5 training epochs of the DOI algorithm. The mean is approximated as the sample mean over simulated trajectories using the starting states in $X_0$. Furthermore, the error on the training data, i.e., the error between the proposed control action by the oracle, and the chosen control action during simulation by the recurrent neural network, is evaluated every epoch of DOI.
Table 4.2: Hyper-parameters used for DOI for the bridge crane example.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{epoch}}$</td>
<td>500</td>
<td>Number of epochs of DOI</td>
</tr>
<tr>
<td>$N_{\text{traj}}$</td>
<td>200</td>
<td>Number of trajectories simulated per epoch</td>
</tr>
<tr>
<td>$N_{\text{gd}}$</td>
<td>50</td>
<td>Number of gradient descent steps per epoch</td>
</tr>
<tr>
<td>$T$</td>
<td>300</td>
<td>Number of discrete steps per simulation</td>
</tr>
<tr>
<td>$\tau$</td>
<td>50</td>
<td>Length of truncated sequences for TBPTT</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$5 \cdot 10^{-3}$</td>
<td>Standard deviation of noise added to the simulation</td>
</tr>
<tr>
<td>$\delta_t$</td>
<td>0.05</td>
<td>Discrete time step size in seconds</td>
</tr>
</tbody>
</table>

before the supervised learning step as

$$E_{\text{rnn}} = \mathbb{E} \left[ \| u_t - \hat{u}_t \|^2 \right]$$

(4.11)

with $u_t$ the control signal computed by the recurrent controller and used during simulation and $\hat{u}_t$ the control signal proposed by the oracle controller and used as training data. Both measures are depicted per training epoch $N_{\text{epoch}}$ in figure 4.5.

The figure shows a clear correlation between both values. In the early stages of the training at around 30 and 50 training epochs of DOI, both the loss $E_{\text{rnn}}$ and the accumulated simulation costs peak shortly before converging. Possible reasons for the spike could be, e.g., a large gradient during supervised learning.

### 4.3 Control design using alternative methods

In this section, we train a controller based on the reinforcement learning algorithm proximal policy optimization (PPO) [99], a controller using evolution strategies [93] and a controller using CMAES [38] as a comparison for the adaptive controller trained in the previous section. The first controller is a static controller trained to be robust against uncertainties in the model parameters $L$ and $r$. The second and third controllers are adaptive controllers in the form of recurrent neural networks. We also trained a recurrent controller using reinforcement learning as proposed in Heess et al.
Figure 4.5: The loss $E_{rnn}$ evaluated before supervised learning on the new data is shown in the top figure over the number of training epochs $N_{\text{epoch}}$, and the mean accumulated costs $\mathbb{E}[\sum_t c(x_t, u_t)]$ in simulation are shown in the bottom subfigure.

However, we didn’t manage to receive a competing control performance using the algorithm, therefore we excluded it from the end results.

### 4.3.1 Robust control using reinforcement learning

A robust controller $g_{\text{Epopt}}(x)$ is trained using the ensemble policy optimization (Epopt) framework presented by Rajeswaran et al. [89]. The approach approximates the min-max problem of robust control by improving on a subset of the worst trajectories. A policy gradient algorithm is required to determine the gradient direction for EPOPT. The policy gradient algorithm is adapted to use only the worst $\xi$-percentile of sampled trajectories for the gradient calculation. The approach, as presented in [89], also contains an adaptation of the distribution of the uncertain parameters to the real parameters of the system, which is omitted here as the bridge crane example is a simulation study. A study on Epopt using a different policy gradient algorithm on a
Algorithm 8 Epopt with PPO

Require: $P_p(p), P_{x_0}(x_0), g(u|x; \vartheta_c)$

1: for epoch = 1 $\ldots$ $N_{\text{epoch}}$ do
2:     for traj = 1 $\ldots$ $N_{\text{traj}}$ do
3:         $p \sim P_p(p)$
4:         $x_0 \sim P_{x_0}(x_0)$
5:         Sample trajectory $\tau$ using $g(u_t|x_t; \vartheta_c)$
6:     end for
7:     Train Value-Function $V(x)$ using sampled trajectories
8:     Choose the $\xi$-percentile of highest cost trajectories and discard other data
9:     Compute advantage value $A_t$ using generalized advantage estimation
10:    Update $\vartheta_c$ using PPO
11: end for
12: return $\vartheta_c$

modified version of the bridge crane can be found in the students thesis [49]. Pseudo-code for Epopt with PPO is given in algorithm 8.

We tune the hyper-parameters by hand to achieve convergence of the Epopt-PPO algorithm. The value function is approximated by a neural network of two tanh layers with 32 neurons each, followed by a linear layer. The value function is trained using the Adam optimizer using the recommended parameters in [52], whereas the policy is trained using simple stochastic gradient descent. The values for important hyper-parameters are given in table 4.3. To improve convergence of the algorithm, we choose a discount factor $\gamma < 1$, thus slightly changing the initial objective. The average sum of discounted costs $E[\sum_t \gamma^t c(x_t, u_t)]$ is shown per training epoch in figure 4.6. Training is stopped after 4000 episodes, when the loss starts to slightly increase.

4.3.2 Adaptive control using evolution strategies

A robust or adaptive control design using evolution strategies (ES) and neural networks has not yet been published to the best of our knowledge. However,
Table 4.3: Hyper-parameters used for the Epopt-PPO algorithm.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{epoch}$</td>
<td>1000</td>
<td>Number of training epochs</td>
</tr>
<tr>
<td>$N_{traj}$</td>
<td>2000</td>
<td>Number of sampled trajectories per epoch</td>
</tr>
<tr>
<td>$T$</td>
<td>300</td>
<td>Number of discrete time-steps used in the trajectory samples</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.999</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.05</td>
<td>Standard deviation of the policy</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.05</td>
<td>Clipping factor for PPO</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.5</td>
<td>Factor used in the GAE to compromise between bias and variance</td>
</tr>
<tr>
<td>$\xi$</td>
<td>0.1</td>
<td>Percentile of the highest cost trajectories used to determine an improvement direction</td>
</tr>
<tr>
<td>$\nu$</td>
<td>10</td>
<td>Gradient clipping threshold</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>Learning rate for the policy</td>
</tr>
</tbody>
</table>

Figure 4.6: Accumulated discounted costs per training epoch of Epopt for the bridge crane example.
training a recurrent controller is not different from training a static controller. A scalar loss function \( J(\vartheta_c) \) that use the control parameters as input is defined and optimized without the need of providing a gradient. We train a recurrent controller \( r_{\text{ES}}(x_t, h_t; \vartheta_c) \) using the simple evolution strategy in algorithm 3 and a recurrent controller \( r_{\text{CMAES}}(x_t, h_t; \vartheta_c) \) using CMAES in algorithm 4. The neural networks use the same structure as the recurrent controller trained using DOI.

The loss \( J(\vartheta_c) \) has to include costs over multiple model parameters and multiple starting states. We define the loss function \( J(\vartheta_c) \) as the average performance over randomly sampled model parameters and starting states for the recurrent neural network. For each evaluation of \( J(\vartheta_c) \), i.e., once per epoch for each parameter candidate \( \vartheta_{c,i} \), \( N_{\text{traj}} \) simulations are carried out. Thus the total number of simulations per epoch is thus \( N_{\text{traj}} \cdot N_{\text{pop}} \).

First, we use the algorithm as presented in algorithm 3 with the hyperparameters in table 4.4. The standard deviation \( \sigma \) is halved every 100 epochs in order to converge closer to the local minimum. The estimated simulation costs are shown per training epoch in figure 4.7 for the first 300 training epochs. The algorithm converges after less than 200 episodes. The estimate of the accumulated costs is noisy as it is estimated as a sample mean over \( N_{\text{traj}} \) trajectories.

Table 4.4: Hyper-parameters used to train a recurrent neural network using evolution strategies.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{\text{epoch}} )</td>
<td>1000</td>
<td>Number of training epochs</td>
</tr>
<tr>
<td>( N_{\text{pop}} )</td>
<td>200</td>
<td>Population size.</td>
</tr>
<tr>
<td>( N_{\text{traj}} )</td>
<td>50</td>
<td>Number of sampled trajectories for one evaluation of the loss ( J(\vartheta_c) ).</td>
</tr>
<tr>
<td>( T )</td>
<td>300</td>
<td>Number of discrete time-steps used in the trajectory samples</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.1</td>
<td>Initial standard deviation of the parameter distribution.</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.01</td>
<td>Step size for the gradient descent.</td>
</tr>
</tbody>
</table>
Figure 4.7: Estimate of the average accumulated costs per epoch during the training of $r_{ES}(x_t, h_t)$ using ES.

Table 4.5: Hyper-parameters used to train a recurrent neural network using CMAES.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{epoch}$</td>
<td>500</td>
<td>Number of training epochs</td>
</tr>
<tr>
<td>$N_{pop}$</td>
<td>200</td>
<td>Population size.</td>
</tr>
<tr>
<td>$N_{traj}$</td>
<td>50</td>
<td>Number of sampled trajectories for one evaluation of the loss $J(\varphi_c)$.</td>
</tr>
<tr>
<td>$T$</td>
<td>300</td>
<td>Number of discrete time-steps used in the trajectory samples</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.1</td>
<td>Initial standard deviation of the parameter distribution.</td>
</tr>
</tbody>
</table>

Next, we use CMAES on the same problem. The number of parameters of the recurrent neural network used for this problem is small (497 parameters), therefore, this second order method can be used. We use our own implementation of algorithm 4 with the hyper-parameters given in table 4.5. The average costs over all parameter candidates are shown per training epoch in figure 4.8 for the first 300 epochs. The algorithm converges after around 120 epochs.
Figure 4.8: Estimate of the average accumulated costs per epoch during the training of $r_{\text{CMAES}}(x_t, h_t)$ using CMAES.

4.4 Analysis and results

In the following, we evaluate the oracle controller $g(x_t, p)$ and the recurrent controller $r(x_t, h_t)$ with respect to their closed-loop performance and compare their costs to the costs achieved using trajectory optimization. The question that we want to answer by this analysis is how much the function approximation is affecting the closed-loop performance and which step of the DOI approach leads to degenerations of the performance.

Furthermore, we include four controllers for a comparison. The first controller $g(x, p)$ is trained using imitation learning with trajectory optimization, without varying the model parameters. The controllers $g_{\text{Epopt}}(x)$ is trained using reinforcement learning, specifically using Epopt with PPO, as explained in section 4.3.1. The controller $r_{\text{ES}}(x, h)$ is trained using evolution strategies and finally the controller $r_{\text{CMAES}}(x, h)$ is trained using CMAES, both designs are described in section 4.3.2. In the following, an overview over the controllers included in the comparison is provided.

- $g(x, p)$ is an oracle controller, an intermediate result used as a teacher in DOI. It is included in the results to clarify the difference in costs for each step of our method in section 3.

- $r(x, h)$ is a recurrent controller, trained using DOI, and is in the focus of the comparison.
• $g(x)$ is a static controller, trained using behavioral cloning on trajectories generated using constant model parameters.

• $g_{\text{EPOPT}}(x)$ is a robust controller, trained using \textsc{EPOPT}.

• $r_{\text{ES}}(x, h)$ is an adaptive controller, trained using \textsc{ES}.

• $r_{\text{CMAES}}(x, h)$ is an adaptive controller, trained using \textsc{CMAES}.

We use a validation set of 2000 validation trajectories for the evaluation of the control performance. We perform simulations for each controller given the initial states $x_0 \in X_0$ in the validation set and evaluate the accumulated costs for each trajectory. Statistics of the costs are then presented to compare the controllers. The first statistic is the sample mean over the trajectory costs

$$J_1 = \frac{1}{|X_0|} \sum_{x_0 \in X_0} \sum_{t} c(x_t, u_t) \approx \mathbb{E}_{x_0 \sim P_b, p \sim P_p} \left[ \sum_{t} c(x_t, u_t) \right].$$ \hspace{1cm} (4.12)$$

The metric $J_1$ evaluates the average control performance. However, to assess robustness against model parameters, we are interested in the worst case scenario. We cannot pick the highest trajectory costs, since the costs largely depend on the starting state and therefore evaluating the highest cost for each controller would not take trajectories with favorable initial states into account. Instead, we subtract the accumulated costs that are calculated using the interior point algorithm from the accumulated costs of the controller. With state action pairs $(x_t^*, u_t^*)$ belonging to optimized trajectories in the validation set, and $(x_t, u_t)$ simulated states and actions using one of the controllers, our second metric is

$$J_2 = \max_{x_0 \in X_0} \left( \sum_{t} c(x_t, u_t) - c(x_t^*, u_t^*) \right).$$ \hspace{1cm} (4.13)$$

The metric $J_2$ is 0 only if the control law can perfectly reproduce the optimal trajectories for each starting state in the validation set, otherwise positive.

The values for both metrics are given for the different controllers in table \ref{table:controllers}. As a reference, the metric $J_1$ evaluates to 1008.91 for the trajectories in the validation set that are optimized using an interior point solver.
Table 4.6: Evaluation of the control performance with regards to both metrics $J_1$ and $J_2$ for different controllers.

<table>
<thead>
<tr>
<th></th>
<th>$g(x, p)$</th>
<th>$r(x, h)$</th>
<th>$g(x)$</th>
<th>$g_{Epopt}(x)$</th>
<th>$r_{ES}(x, h)$</th>
<th>$r_{CMAES}(x, h)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_1$</td>
<td>1009.36</td>
<td>1008.74</td>
<td>1024.62</td>
<td>1200.41</td>
<td>1037.0</td>
<td>1043.93</td>
</tr>
<tr>
<td>$J_2$</td>
<td>77.59</td>
<td>77.43</td>
<td>168.91</td>
<td>245.91</td>
<td>314.85</td>
<td>162.58</td>
</tr>
</tbody>
</table>

As a first result, we see that the average accumulated costs of the controller trained using reinforcement learning, i.e., $g_{Epopt}(x)$, is higher than the costs of the controllers trained using supervised learning or evolution strategies. While reinforcement learning optimizes the control parameters in a direct manner and can in theory reach a local minimum for the accumulated costs, the sensitivity of the final performance on the hyper-parameters often leads to sub-optimal controllers as is the case here. Moreover, $g_{Epopt}(x)$ is trained to be robust in the worst case scenario, which can lead to an increase in the average accumulated costs compared to a training without Epopt. The metric $J_2$ is also higher for $g_{Epopt}(x)$ compared to all other controllers except $r_{ES}(x, h)$. Comparing the performance with $g(x)$, we see an increase in the average accumulated costs by about 171 and an increase in the worst case costs by 77, as such, we conclude that the higher costs of $g_{Epopt}(x)$ are not caused by the lack of information on the model parameters, but rather on the algorithm not fully converging to a local minimum.

The adaptive controllers trained using evolution strategies, $r_{ES}(x, h)$ and $r_{CMAES}(x, h)$, perform better in terms of average costs than $g_{Epopt}(x)$, but worse than the controllers trained using supervised learning. There is no clear winner between both controllers, as $r_{ES}(x, h)$ has lower average costs indicated by $J_1$, but higher costs in the worst case scenario indicated by $J_2$.

Comparing the controllers trained using imitation learning with trajectory optimization, i.e., $g(x)$, $g(x, p)$ and $r(x, h)$, we see that $g(x)$ produces significantly higher average costs, with more than 1.5% above the costs of the trajectories optimized using the interior point solver. The controllers $g(x, p)$ and $r(x, h)$ that include information about the model parameters or the state history deviate from the costs produced by the interior point solver by less than 0.05%. This is to be expected due to the increase in information...
available to the controller. Surprisingly, the recurrent controller produces lower costs than the oracle controller that was its teacher and even lower than the optimal trajectories in the validation set. Since $r(x, h)$ is trained using DOI and uses $g(x, p)$ as its reference instead of the cost function, we believe that its superior control performance is a coincidence and that the costs might as well have turned out higher than the costs of the oracle controller. The average costs of the optimized trajectories reveal that some of the trajectories converged to a local optimum during the optimization using the interior point solver.

Both controllers $g(x, p)$ and $r(x, h)$ perform similarly in terms of robustness as is indicated by values $J_2$ of 77.59 and 77.43 respectively. The value is lower than the values of the controllers trained using reinforcement learning or evolution strategies, indicating a higher robustness against variations of the model parameters.

We conclude that for this problem, the best control performance, both in terms of average and worst case performance is achieved by the oracle controller $g(x, p)$ and the adaptive controller $r(x, h)$. Both have very similar performance and the average costs even compete with the costs of trajectories generated using an interior point optimizer. For this simulation problem, we see that neither the training of an oracle using behavioral cloning or the training of an adaptive controller using DOI significantly changes the final performance. Of the two controllers, $g(x, p)$ cannot be used in an application example with uncertain or varying $p$, whereas $r(x, h)$ has no such restrictions.

As a additional remark without rating, we provide the wall clock time required to generate the controllers. In our case, the controllers were trained on a computer equipped with an Intel i7-4770 CPU and Nvidia GTX 1060 GPU. The simulation and trajectory optimizations were run in parallel on four threads and all supervised learning steps were executed on the GPU. The approximate computing times for the control design steps as measured for the amount of training epochs used in the results are given in table 4.7. Since most of the algorithms converged earlier than the predefined number of epochs and the number of trajectories used for supervised learning is larger than required, the minimal time to train a controller using each method is smaller than indicated. Moreover, the computing times depend on many
factors like hyper-parameters, programming skills, and the model and task at hand. Therefore, the values need to be interpreted with care and cannot easily be generalized.

Table 4.7: Computation times in minutes used to train the controllers in this chapter.

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Time in minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimizing 5000 trajectories</td>
<td>270</td>
</tr>
<tr>
<td>Training the oracle $g(x, p)$ (10000 epochs)</td>
<td>13</td>
</tr>
<tr>
<td>Training $r(x, h)$ using DOI (500 epochs)</td>
<td>4</td>
</tr>
<tr>
<td>Total time to train $r(x, h)$</td>
<td>287</td>
</tr>
<tr>
<td>EPOPT for $g_{Epopt}(x)$ (4000 epochs)</td>
<td>511</td>
</tr>
<tr>
<td>ES for $r_{es}(x, h)$ (1000 epochs)</td>
<td>195</td>
</tr>
<tr>
<td>CMAES for $r_{CMAES}(x, h)$ (500 epochs)</td>
<td>110</td>
</tr>
</tbody>
</table>
Chapter 5

Application example of a mobile inverted pendulum

This section presents the application of an adaptive controller, trained using DOI, to the mobile inverted pendulum (MIP). The structure of the chapter is similar to chapter 4. First the system and its model is presented. Afterwards the control design details are provided before showing results both in simulation and application. The application results are published in our previous paper [20].

5.1 System and model

The MIP, shown in figure 5.1, consists of a rigid rectangular body that is supported by two wheels. The concept of the robot is known in the control community for over three decades [113]. The specific robot shown in figure 5.1b was built as a part of this thesis. A requirement for the robot was to have enough computing power to evaluate simple neural networks. The body and wheels consist of aluminum constructions with padding added at the top of the robot to allow it to fall over without being damaged. The robot is propelled by two DC motors that are connected via a gearbox to the wheels. The energy is provided by a single 12V battery with a capacity of 3000mAh, powering the motors as well as the rest of the electronics. The sensors of the system consists of two motor encoders measuring each motor’s
rotation and an inertial measurement unit (type MPU6050) measuring the acceleration and rotation speed of the robot’s body in all axes. The sensor signals are read and processed by a micro-controller board (type Teensy 3.6) and then sent in the form of a state vector $x_t$ to a single-board computer (type Raspberry Pi 3B+). The single-board computer evaluates the control law, i.e., the neural network, and sends the control signal $u_t$, consisting of the pulse width modulation (PWM) duty cycle for each motor, back to the micro-controller. From there, the signal is forwarded to a motor driver board and finally to the motors. The cycle time, which corresponds to the discrete time step size in the simulation, is set to $\delta_t = 0.01s$.

The model of the system consists of the motor model and the rigid body dynamics. We adopt the model of Pathak et al. [82] for the rigid body dynamics and repeat the model equations without derivation in the appendix A.1. The system is described by the seven dimensional state vector $x = [x, y, \varphi, \alpha, \dot{\alpha}, v, \dot{\varphi}]^T$ consisting of the position coordinates $x, y$ of the MIP in the horizontal plane, the forward velocity $v$, the yaw angle $\varphi$ and its derivative $\dot{\varphi}$ as well as the tilt angle $\alpha$ and its derivative $\dot{\alpha}$.

The input to the model in [82] is the torques $\tau$ generated by the two motors. For each motor, we use the DC motor model already presented in section 4.1. We add a heuristic friction model with three parameters $c_{\text{fric,1–3}}$ generating a torque $\tau_{\text{fric}}$ that depends on the angular velocity of the wheels $\omega$ and reduce the number of parameters of the motor torque model in equation 80.
The friction model in equation (5.2) for different $c_{\text{fric},1}$ with $c_{\text{fric},2}, c_{\text{fric},3}, k_1, k_2$ as given in table 5.1.

(4.4) to only contain two unknown parameters $k_1$ and $k_2$. The friction model is heuristically chosen to be a smooth approximation of the Stribeck friction [6]. Viscous friction is not modelled, as its effect on the torque is the same as the back EMF and is therefore already considered in the motor parameter $k_1$. The reduction of the number of parameters is done in preparation for a parameter identification, since the real motor parameters are not provided.

The final motor model used for the MIP is

$$
\tau_{\text{fric}} = c_{\text{fric},1} \cdot \tanh(c_{\text{fric},2} \cdot \omega) \cdot e^{-c_{\text{fric},3} \omega^2} \\
\tau = k_2 \cdot (u - k_1 \cdot \omega) - \tau_{\text{fric}}.
$$

(5.1a) (5.1b)

Since we identify the parameters and the physical interpretation is lost, one could also consider the product $k_1 \cdot k_2 \cdot \omega$ as the viscous friction moment. The so obtained total friction moment

$$
\tilde{\tau}_{\text{fric}} = \tau_{\text{fric}} + k_1 k_2 \omega
$$

(5.2)

is visualized in figure 5.2 for different values of $c_{\text{fric},1}$ with $c_{\text{fric},2}, c_{\text{fric},3}, k_1, k_2$ as given in table 5.1. Note that $\omega$ is the angular velocity of the wheels, instead of the angular velocity of the motor. Both are related to each other by a factor depending on the gearbox of the motor. The angular velocity of the wheels $\omega$ can be expressed as a function of the states $v$ and $\dot{\phi}$ together with
the distance between the two wheels $2 \cdot b$ and the wheel radius $R$, as

$$\omega_l = \frac{1}{R} (v - b \dot{\phi}) \quad (5.3a)$$

$$\omega_r = \frac{1}{R} (v + b \dot{\phi}) \quad (5.3b)$$

The indices $l$ and $r$ are used in the following to distinguish between left and right wheel or motor, should it be necessary. We use system identification to estimate the motor parameters $c_{\text{fric,1-3}}$, $k_1$ and $k_2$, assuming the same parameters for both motors. The data for the system identification was provided by stabilizing the robot using a hand-tuned PID-controller with small noise added to the control signal. For the other parameters, masses and distances are measured directly, whereas the moments of inertia are approximated using formulas from classical mechanics, which can be found, e.g., in [70, p. 318-321].

All relevant model parameters for our MIP model are given in table 5.1. The parameters $c_z$, $I_{yy}$ and $c_{\text{fric,1}}$ will be varied for the control design for the following reasons. The parameter $c_z$ is difficult to measure exactly and has a strong influence on the dynamic behavior. The approximate calculation of $I_{yy}$ assumes a uniform density that is not reflected in the real system, e.g., the battery at the top is heavier than the circuit board in the middle of the robot. $c_{\text{fric,1}}$ is included due to its strong influence on the behavior close to the position of rest.

## 5.2 Task description

Mobile inverted pendula have been around for more than three decades as a popular test system for control design methods [113], therefore, the existing literature dealing with this system is vast. For an extensive literature review, we refer to the work of Murdock [74, p. 7–9]. The control design for the MIP is often done using a linearized model [24, 51, 71] and as such limited to small deviations of the tilt angle and position error.

The task we solve in our work is to design a controller that allows driving to arbitrary positions $(x_r, y_r)$ within a certain radius using only feedback control, i.e., without the need to generate a feasible trajectory online. The
Table 5.1: Model parameters of the MIP.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_b$</td>
<td>1.76</td>
<td>kg</td>
<td>Mass of the body</td>
</tr>
<tr>
<td>$M_w$</td>
<td>0.147</td>
<td>kg</td>
<td>Mass of a wheel</td>
</tr>
<tr>
<td>$R$</td>
<td>0.07</td>
<td>m</td>
<td>Radius of a wheel</td>
</tr>
<tr>
<td>$c_z$</td>
<td>0.07 ± 20%</td>
<td>m</td>
<td>Height of the center of mass above wheel axis</td>
</tr>
<tr>
<td>$b$</td>
<td>0.09925</td>
<td>m</td>
<td>Half length between wheels</td>
</tr>
<tr>
<td>$I_{xx}$</td>
<td>0.0191</td>
<td>kg m$^2$</td>
<td>Moment of inertia, x-axis</td>
</tr>
<tr>
<td>$I_{yy}$</td>
<td>0.0158 ± 20%</td>
<td>kg m$^2$</td>
<td>Moment of inertia, y-axis</td>
</tr>
<tr>
<td>$I_{zz}$</td>
<td>0.0048</td>
<td>kg m$^2$</td>
<td>Moment of inertia, z-axis</td>
</tr>
<tr>
<td>$I_{wa}$</td>
<td>3.6 · 10$^{-4}$</td>
<td>kg m$^2$</td>
<td>Moment of inertia. Wheel, y-axis</td>
</tr>
<tr>
<td>$I_{wd}$</td>
<td>1.45 · 10$^{-3}$</td>
<td>kg m$^2$</td>
<td>Moment of inertia. Wheel, z-axis</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.018131</td>
<td>V s</td>
<td>Motor constant</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.61</td>
<td>N m A$^{-1}$</td>
<td>Motor constant</td>
</tr>
<tr>
<td>$c_{\text{fric,1}}$</td>
<td>0.24 ± 20%</td>
<td>N m$^{-1}$</td>
<td>Friction model constant</td>
</tr>
<tr>
<td>$c_{\text{fric,2}}$</td>
<td>2.0</td>
<td>/</td>
<td>Friction model constant</td>
</tr>
<tr>
<td>$c_{\text{fric,3}}$</td>
<td>0.4</td>
<td>/</td>
<td>Friction model constant</td>
</tr>
</tbody>
</table>
advantage of not using a trajectory generation online is that less computing power is necessary and the computation time is constant, which is not the case for nonlinear model predictive control [23]. We choose the radius in which the target positions \((x_r, y_r)\) must lie to be 1m, however, larger radii can be chosen at the expense of generating more training data.

For the task at hand, it is sufficient to train a controller to drive into the origin of the coordinate system \((x_r, y_r) = (0, 0)\) with \(\gamma_r = 0\). To drive to a different target position and orientation \((x_r, y_r, \gamma_r)\) in the inertial coordinate system \(I\), we use a coordinate transformation into a coordinate system \(B\) that has its origin at the target position and is rotated by \(\gamma_r\). Figure 5.3 visualizes the coordinate transformation. The position and orientation of

![Figure 5.3: Visualization of the coordinate transformation, placing the origin of a new coordinate system \(B\) in the target \((x_r, y_r, \gamma_r)\) in the inertial coordinate system \(I\).](image)

the MIP \((x, y, \gamma)\), expressed in the coordinate system \(B\) is \((x_B, y_B, \gamma_B)\) with the transformation

\[
[\delta x, \delta y]^T = [x - x_r, y - y_r]^T
\]

\[
\begin{bmatrix}
x_B \\
y_B
\end{bmatrix} = \begin{bmatrix}
\cos(\gamma_r) & \sin(\gamma_r) \\
-\sin(\gamma_r) & \cos(\gamma_r)
\end{bmatrix} \begin{bmatrix}
\delta x \\
\delta y
\end{bmatrix}
\]

\[
\gamma_B = \gamma - \gamma_r.
\]
The remaining states \( \alpha, \dot{\alpha}, v, \dot{\gamma} \) do not differ between the two coordinate systems. Thus, after the controller has been trained to steer the MIP into the origin of the inertial coordinate system, any other reference point can be targeted by applying the coordinate transformation (5.4) and using the control input \( \tilde{x} = [x_B, y_B, \gamma_B, \alpha, \dot{\alpha}, v, \dot{\gamma}]^T \).

### 5.3 Adaptive control design

In the following, the control design using DOI is presented for an adaptive controller of the form \( [u^T_t, h^T_{t+1}]^T = r(x_t, h_t) \). Additionally, a non-adaptive controller and an adaptive and adjustable controller are also trained using imitation learning and trajectory optimization.

Other methods like reinforcement learning or evolution strategies did not converge to a usable controller for this system. Moreover, we added equality constraints to ensure a convergence to the target position that cannot be included by any of the other mentioned methods.

#### 5.3.1 Trajectory generation

In the first step, the trajectory optimization for the given task is implemented. We use a cost function that punishes deviations from the origin \((x, y) = (0, 0)\) as well as deviations in the yaw angle. To allow full rotations, the yaw angle is punished using a trigonometric function as \((1 - \cos \gamma)\). High angular velocities or forward velocities as well as high control signals \(u_l, u_r\) are also punished, and for the tilt angle, we add the term \(\alpha \cdot \dot{\alpha}\) to further punish falling over while rewarding angular velocities that help the MIP get back up. The full cost function is

\[
\begin{align*}
    c(x, u) &= c_x(x) + c_u(u) \\
    c_x(x) &= x^2 + y^2 + 0.5 \cdot (1 - \cos \gamma) + \alpha^2 \\
    &\quad + 2 \cdot \left( \alpha \cdot \dot{\alpha} + 0.005 \cdot \dot{\alpha} + 0.1 \cdot v^2 + 0.1 \cdot \dot{\gamma}^2 \right) \\
    c_u(u) &= u_l^2 + u_r^2.
\end{align*}
\]

The constant weights for each term were tuned manually to produce a subjectively appealing control behavior.
For the given optimization horizon $T$, the cost function itself is not able to produce trajectories that drive consistently into the origin. Instead, the MIP drives to a position close to the target with an offset largely depending on the start state. Therefore, we add end constraints that ensure that the MIP reaches the target position after $T = 501$ discrete time steps

$$x_T = y_T = \alpha_T = \dot{\alpha}_T = v_T = \dot{\gamma}_T = 0; \cos \gamma_T = 1$$

$$u_{t,T-1} = u_{r,T-1} = 0.$$ \hfill (5.6)

The constraints on the control input $u_{T-1}$ lead to a smoother control signal near the end position. Depending on the initial state, the optimizer returns a control signal with sudden peaks, or a noisy control signal in some parts. Reproducing this signal is difficult for a function approximator. Therefore, we add further constraints to restrict the second derivative of the control signal. The constraints are expressed as a finite difference expression, cf. equation 2.64 and assure a smooth control signal and trajectory. The constraints are

$$\left| \frac{u_{t-1} - 2 \cdot u_t + u_{t+1}}{\delta_t^2} \right| \leq k, \forall t \in \{1, \ldots, T - 2\} \hfill (5.7)$$

The optimization problem for the trajectories thus accounts to:

$$\mathbf{X}^*, \mathbf{U}^* = \arg \min_{\mathbf{X}, \mathbf{U}} \sum_{t=0}^{T-1} c(x_t, u_t) \hfill (5.8a)$$

s.t. $x_{t+1} = f(x_t, u_t, p)$ \hfill (5.8b)

$x_{t=0} = x_0$ \hfill (5.8c)

$|u_r| < 1; |u_t| < 1$ \hfill (5.8d)

Constraints in (5.6) and (5.7).

The initial state $x_0$ is randomized using uniform distributions in polar coordinates as follows

$$r \sim \mathcal{U}(0,1.1); \varphi_0 \sim \mathcal{U}(0,2\pi) \hfill (5.9a)$$

$$x_0 = r \cos \varphi; y_0 = r \sin \varphi \hfill (5.9b)$$

$$\alpha_0 \sim \mathcal{U}(-\frac{\pi}{9}, \frac{\pi}{9}); \dot{\alpha}_0 \sim \mathcal{U}(-\frac{1}{2}, \frac{1}{2}) \hfill (5.9c)$$

$$v \sim \mathcal{U}(-\frac{3}{2}, \frac{3}{2}); \dot{\phi} \sim \mathcal{U}(-2,2).$$ \hfill (5.9d)
The radius of the initial positions is chosen 1.1m instead of 1m as is indicated in the original task description to make sure that the states at a distance of 1m are covered by the generated data and the oracle controller can later interpolate instead of extrapolate. The model parameters $c_z$, $I_{yy}$ and $c_{\text{fric},1}$ are sampled for each trajectory in a uniform distribution of $\pm 20\%$ around the estimated value as

\begin{align*}
I_{yy} & \sim \mathcal{U}(0.8 \cdot 0.0158, 1.2 \cdot 0.0158) \quad (5.10a) \\
c_{\text{fric},1} & \sim \mathcal{U}(0.8 \cdot 0.24, 1.2 \cdot 0.24) \quad (5.10b) \\
c_z & \sim \mathcal{U}(0.8 \cdot 0.07, 1.2 \cdot 0.07). \quad (5.10c)
\end{align*}

For the adjustable controller, we modify the state costs $c_x(x)$ to contain an adjustable parameter $\lambda \in [-1, 1]$

\begin{align*}
c_x(x, \lambda) = & 10^\lambda \left( x^2 + y^2 + 0.5 \cdot (1 - \cos \gamma) + \alpha^2 \right) \\
& + 2 \cdot 10^{-\lambda} \left( \alpha \cdot \dot{\alpha} + 0.005 \cdot \ddot{\alpha} + 0.1 \cdot v^2 + 0.1 \cdot \gamma^2 \right). \quad (5.11)
\end{align*}

For $\lambda = 0$, the cost function is equal to (5.5c). For $\lambda > 0$, deviations from the target position are punished stronger, and velocities are punished less, thus, the behavior is changed towards a faster approach of the target position. For $\lambda < 0$ the opposite is true, the behavior is changed towards a slower approach of the target position. The influence of $\lambda$ on the transition behavior is visualized in figure 5.4 for $\lambda \in \{-1, 0, 0.5, 1\}$.

We optimize 10000 trajectories for both cost functions $c_x(x)$ and $c_x(x, \lambda)$, however, we show later that the task can be solved with fewer trajectories. Another 2000 optimal trajectories are created as a validation set that is used as a reference for the achievable control performance. Different from the training trajectories, the initial states for the validation trajectories are sampled in a radius of 1m around the origin, i.e., $r \sim \mathcal{U}(0, 1)$ and given initial velocities $\dot{\alpha}_0 = v_0 = \dot{\gamma}_0 = 0$. The initial states of the trajectories in the validation set are used throughout this chapter whenever the average control performance is estimated. The set containing the initial states of the validation trajectories is denoted $X_0$ in the following.
Figure 5.4: Position coordinates \((x_t, y_t)\) for solving (5.8) using different values for \(\lambda\) and \((x_0, y_0, \gamma_0) = (0, 0.8, 0)\) with zero initial velocities. A marker is placed every 0.1s of the trajectory.
5.3.2 Oracle training

After the training data in the form of state-action tuples is created, the oracle controller \( g(x, p; \theta_c) \) is trained using supervised learning as described in section 3.2.2.

The oracle is parameterized as a neural network with two hidden layers of 128 neurons each. The activation functions for the hidden layers are the tanh function and the output layer is linear. The inputs for the neural network are both the state \( x_t \), with \( \gamma \) split up in \( \cos \gamma \) and \( \sin \gamma \) to be indifferent of full rotations, and the model parameters \( p \).

The data generated in the previous step is split in a training set of 80% of the data, and a testing set of the remaining data. We use a mini-batch size of 8192 tuples and randomize the data sequence every training episode. We use Adam as our optimizer and run the training for a maximum of 10000 episodes. The control performance of the oracle controller is evaluated afterwards in simulation. To check if we need more data, the influence of the number of optimized trajectories on the control performance is analyzed. Multiple controllers are trained using different numbers of trajectories and evaluated every 250 training epochs. The average control performance \( E \left[ \sum_{t}^{T} c(x_t, u_t) \right] \) over the number of training epochs \( N_{gd} \) is shown in figure 5.5 for the different controllers.

The final control performance is increasing with the number of trajectories, whereas no noticeable improvement is observed for more than 5000 optimal trajectories. Using as few as 20 optimal trajectories as training data leads to significantly higher costs than for all other controllers, because the resulting controller is not able to stabilize the system.

We observe that for 100 optimized trajectories, the average accumulated costs reach their minimum after around 1200 epochs of supervised learning. Further training reduces the error on the training and testing data-sets, however, the closed-loop performance worsens. This effect was already observed on the bridge crane example. The states visited during simulation are not covered sufficiently by the training data. The data is correlated in space because it results from simulations. Therefore, the controller is fitted to the data distribution that is not sufficiently related to the state distribution for
Figure 5.5: Mean accumulated costs of oracle controllers $g(x, p)$ trained on different numbers of trajectories over $N_{gd}$ epochs of supervised learning. The number of trajectories used as training data is given in the line label.

simulations for initial states $x_0 \sim P_{x_0}(x)$. Apart from the oracle controller $g(x, p; \theta_c)$, we also train an adjustable oracle controller $g_\lambda(x, p, \lambda; \theta_c)$ with the same training settings.

5.3.3 Adaptive control

With the oracle controller available, the adaptive controller $r(x, h; \theta_c)$ that is also used later on the physical system is trained using DOI.

The controller is parameterized as a recurrent neural network consisting of a recurrent tanh layer followed by two non-recurrent hidden layers using the tanh function as their activation function and a linear output layer. We choose the number of output neurons to be 32 for the recurrent layer and 64 and 32 for the following hidden layers. Different from the oracle controller, the neural network size of the adaptive controller is limited by the computing power available on the robot as well as the time-step size $\delta_t$.

Each epoch of DOI, 500 trajectories are created by simulating the system using the recurrent controller for $T = 501$ discrete time-steps. The states are disturbed in each time-step by additive noise $\epsilon \sim \mathcal{N}(0, 10^{-6} \cdot I)$. The initial states and model parameters are sampled from the same distribution as for
Figure 5.6: Mean accumulated costs of the recurrent controller $r(x, h; \vartheta_c)$ trained using DOI over the number of training epochs $N_{epoch}$

Table 5.2: Approximate computation times in minutes for different optimizations used to create an adaptive controller using DOI for the MIP.

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Time in minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimizing 10000 trajectories</td>
<td>571</td>
</tr>
<tr>
<td>Training the oracle $g(x, p)$ (10000 epochs)</td>
<td>27</td>
</tr>
<tr>
<td>Training $r(x, h)$ using DOI (500 epochs)</td>
<td>5</td>
</tr>
<tr>
<td>Total time to train $r(x, h)$</td>
<td>603</td>
</tr>
</tbody>
</table>

the trajectory optimization, given in equations (5.9), (5.10). For each state $x_t$ in the simulated trajectories, the oracle controller generates a target action $\hat{u}_t$. The trajectories are then split in sequences of 50 time steps that are used to train the recurrent neural network using truncated backpropagation through time. The algorithms is run for 500 episodes, after which no further improvement is observed. A plot of the simulation costs per training episode of DOI is shown in figure 5.6. An adjustable version of the recurrent controller $r_\lambda(x, h, \lambda; \vartheta_c)$ is also trained using the same settings.

As an additional resource, we provide the approximate computation times that would be required to train the recurrent controller on an i7-4770 CPU and GTX 1060 GPU using our implementation in the Julia programming language. The actual optimal trajectories were computed on a different machine with 20 CPU cores for a greatly reduced computing time. The time values depend on many factors and are provided only as a rough estimate of the required computing power.
5.4 Control performance

In the following, the adaptive controller $r(x, h)$ and the adaptive and adjustable controller $r_\lambda(x, h, \lambda)$ generated using DOI are evaluated. For a comparison of the control performance, we include a static controller $g(x)$ that is trained using the same settings as the oracle controllers for this system, but uses training data that is generated using constant model parameters $I_{yy} = 0.0158, c_{\text{fric}, 1} = 0.24, c_z = 0.07$. For the results in simulation, we also add the oracle controllers $g(x, p)$ and $g(x, p, \lambda)$ as well as the costs generated using the interior point optimizer to the comparison. An overview of the controllers that are used in the comparison is given in figure 5.7.

5.4.1 Simulation results

We use the cost function (5.5) that is independent of $\lambda$ for the evaluation. The evaluation uses four metrics, of which two were already used in the bridge crane example. The first metric is the mean costs over 2000 simulations, using the initial states of the validation trajectories

$$J_{E,c} = \frac{1}{|\mathcal{X}_0|} \sum_{x_0 \in \mathcal{X}_0} \sum_{t=0}^{T-1} c(x_t, u_t) \approx \mathbb{E} \left[ \sum_{t=0}^{T-1} c(x_t, u_t) \right]. \quad (5.12)$$

For the evaluation of the robustness of the controllers, the highest costs over all model parameters is of interest. Identifying the worst model parameters and the respective costs is intractable for this problem, however. As a sample estimate of the worst performance we use a metric that evaluates the highest above optimal costs on our validation set

$$J_{\text{max},c} = \max_{x_0 \in \mathcal{X}_0} \left( \sum_{t=0}^{T-1} c(x_t, u_t) - c(x_t^*, u_t^*) \right). \quad (5.13)$$

The behavior of our controller is also affected by the end constraints that were used during the trajectory optimization. The end constraint violation is therefore used as another metric. Similar to merit functions in the optimization community, see, e.g., Wächter [105, p. 16], we use the $L^2$ norm of the constraints in equation (5.6), evaluated for the final state of the simulation.
Figure 5.7: An overview of the different parameterized controllers that are compared for the MIP. The data that is used to train the controllers is also indicated. The controllers enclosed in dashed blocks are used in simulation only.
as another performance metric

\[
J_{E,c_T} = \frac{1}{|X_0|} \sum_{x_0 \in X_0} x_T^2 + y_T^2 + (1 - \cos \gamma_T)^2 + \alpha_T^2 + \dot{\alpha}_T + v_T + \dot{\gamma}_T^2 \\ \approx \mathbb{E} \left[ x_T^2 + y_T^2 + (1 - \cos \gamma_T)^2 + \alpha_T^2 + \dot{\alpha}_T + v_T + \dot{\gamma}_T^2 \right]
\]

As a final performance metric, we use a sample estimate of the largest violation of the end constraint. The metric is again evaluated through simulations using the initial states of the validation trajectories.

\[
J_{\text{max},c_T} = \max_{x_0 \in X_0} \left( x_T^2 + y_T^2 + (1 - \cos \gamma_T)^2 + \alpha_T^2 + \dot{\alpha}_T + v_T + \dot{\gamma}_T^2 \right).
\]  

(5.14)

The evaluation of the four metrics for a static controller \( g(x) \) without parameter information, the oracle controllers \( g(x, p) \), \( g(x, p, \lambda) \), the recurrent controllers \( r(x, h) \), \( r(x, \lambda, h) \) and for trajectories that are optimized using the interior point optimizer are depicted in table 5.3. The adjustable controllers are used with \( \lambda = 0 \) for the comparison, as the cost function \( c_x(x, \lambda) \) is in accordance with the metrics (5.12) and (5.13) only for \( \lambda = 0 \).

Table 5.3: Mean and maximal accumulated costs for different controllers in simulation. Controllers with gray font cannot be used in the application and are only given as a reference.

<table>
<thead>
<tr>
<th>( g(x) )</th>
<th>( g(x, p) )</th>
<th>( r(x, h) )</th>
<th>( g_\lambda(x, 0, p) )</th>
<th>( r_\lambda(x, 0, h) )</th>
<th>traj. opt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>181.47</td>
<td>178.33</td>
<td>176.58</td>
<td>185.81</td>
<td>185.75</td>
<td>155.163</td>
</tr>
<tr>
<td>712.03</td>
<td>520.95</td>
<td>121.38</td>
<td>494.27</td>
<td>182.67</td>
<td>0</td>
</tr>
<tr>
<td>0.133</td>
<td>0.102</td>
<td>0.090</td>
<td>0.070</td>
<td>0.051</td>
<td>0</td>
</tr>
<tr>
<td>1.10</td>
<td>2.13</td>
<td>1.34</td>
<td>1.092</td>
<td>0.524</td>
<td>0</td>
</tr>
</tbody>
</table>

Looking at the values of \( J_{E,c} \) in the table, we can see which step of our DOI approach led to the largest increase of the closed-loop costs for the final controller. The mean costs of the directly optimized trajectories is the lowest with a value of 155.163 whereas all the parameterized controllers have average costs in a range from 176-186. The training of the oracle controllers \( g(x, p) \) and \( g_\lambda(x, \lambda, p) \) using supervised learning led to an increase of the mean costs of between 13% and 20%. A possible reason for the increase in costs is the
use of equality and inequality constraint in the trajectory optimization that produce ambiguous training data. The increase in costs is smaller for the oracle controller that was trained on trajectories that were optimized using a constant cost function. The oracle controller that is adjustable through $\lambda$ was trained on data that includes this additional parameter, therefore the input data is of higher dimension and the relation between input and output, i.e., between $(x_t, p, \lambda)$ and $u_t$, is more difficult to learn.

Still looking at $J_{E,c}$, we see that the mean costs between the oracle controllers and the recurrent controllers vary less than 1% in this case. The value for the metric is smaller for the adaptive controllers than for their individual oracle controllers. This has already been observed for the bridge crane example, nevertheless, we believe this to be a random deviation from the oracle performance that can also lead to an increase in the costs.

The static controller $g(x)$ that is given as a reference performs slightly worse than the non-adjustable oracle and recurrent controllers, but slightly better than the adjustable controllers. A possible explanation for the larger mean costs of the adjustable controllers is that the data used for this controller is the richest in information, while the neural network size and amount of data is the same for all controllers.

Looking at $J_{\text{max},c}$, which indicates the largest above optimal costs in simulation for initial states $x_0 \in \mathcal{X}_0$, the recurrent controllers $r(x, h)$ and $r(x, \lambda, h)$ perform better than the non-recurrent controllers with values of 121.38 and 182.67. The static controller $g(x)$ without information about the model parameters has the largest value of 712.03, followed by the oracle controller $g(x, p)$ with a value of 520.95 and the adjustable oracle controller $g_{\lambda}(x, 0, p)$ with a value of 494.27. While $J_{\text{max},c}$ is largely depending on the choice of the initial states, the difference in the values between the recurrent and the static controllers indicates that the recurrent controllers are more robust than the static controllers with regard to varying model parameters and varying initial states. A visualization of simulations for the initial state that leads to the largest costs $J_{\text{max},c}$ for $g(x)$ is shown in figure 5.8. As is shown in the figure, the static controllers produce trajectories that do not end in a close region around the target position after 501 time-steps for certain initial states and model parameter combinations. Simulations for the worst initial states for
the oracle and recurrent controller are shown in the appendix A.2.

The metrics $J_{E_{cT}}$ gives smaller values for controllers with information about the model parameters, which indicates that, in average, the controllers are closer in terms of the $L^2$ norm to the position of rest in the origin after 501 time-steps. The recurrent controllers even slightly outperform the oracle controllers. The maximum value over all trajectories for each controller, given by $J_{\text{max},cT}$, also shows that the recurrent controllers outperform the oracle controllers. This is again unexpected, because the recurrent controllers use the oracle controllers as their teacher and the end constraint is only indirectly included in their training. A possible reason could be that the recurrent controllers produce a smoother control signal due to their dependency on the past history of states, which could be favorable for the problem at hand.

In the following, the controllers are applied to the real system and the control performance is evaluated again for a test trajectory.

5.4.2 Results in the application

In the application, we compare the static controller $g(x)$ and both recurrent controllers $r(x,h)$, $r(x,\lambda, h)$. It is impractical to estimate mean costs over a multitude of trajectories in the application, as the amount of experiments and therefore the time-effort is too large. Instead, we define multiple target positions and use the controllers to drive to the target positions and back to the origin in a 20s cycle. The accumulated costs are evaluated on the measurement data. Let mod$(a,b)$ denote the remainder and div$(a,b)$ the quotient of the Euclidean division of $a$ and $b$. The target positions are defined as follows:

\begin{align}
\tau &= \text{mod}(t, 20) \\
i &= \text{div}(t, 20) \\
\begin{bmatrix} x_r(t) \\ y_r(t) \\ \gamma_r(t) \end{bmatrix} &= \begin{cases} 0 & \text{if } \tau < 10 \text{ or } i > 9 \\ [x_i, y_i, \gamma_i]^T & \text{else} \end{cases}. \tag{5.15c}
\end{align}

with randomly sampled targets $[x_i, y_i, \gamma_i]$. The target positions and orientations are visualized in a 2D plane in figure 5.9 and are given as numerical
Figure 5.8: The position coordinates \((x_t, y_t)\) for simulations, starting at an initial state that produces high costs \(J_c = \sum_{t=0}^{T-1} c(x_t, u_t) - c(x_t^*, u_t^*)\) for the controller \(g(x)\). One marker is placed every 0.1s of the trajectory.
values in the appendix A.3. An experiment is carried out for each controller \( g(x) \), \( r(x, h) \) and \( r(x, \lambda, h) \) and the measurement data of the first 220s is saved. The cost function (5.5) is evaluated for the transformed coordinates \( \tilde{x} \) as described in section 5.2 in order to assign the lowest cost to the current target position \([x_i, y_i, \gamma_i]^T\). The obtained accumulated costs are given for each controller in table 5.4.

Table 5.4: Accumulated costs for different controllers on a test trajectory in the application.

<table>
<thead>
<tr>
<th></th>
<th>( g(x) )</th>
<th>( r(x, h) )</th>
<th>( r(\lambda, 0, h) )</th>
<th>( r(\lambda, 0.3, h) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sum c_x )</td>
<td>5221.86</td>
<td>3957.26</td>
<td>4062.04</td>
<td>4131.76</td>
</tr>
<tr>
<td>( \sum c_u )</td>
<td>1674.85</td>
<td>1566.88</td>
<td>1265.35</td>
<td>1431.55</td>
</tr>
<tr>
<td>( \sum c )</td>
<td>6896.71</td>
<td>5524.14</td>
<td>5327.39</td>
<td>5563.31</td>
</tr>
</tbody>
</table>
The worst performance with respect to the accumulated costs is rendered by the static controller \( g(x) \) with a value of 6896.71. The recurrent controller \( r(x, h) \) achieves a reduction of the costs of about 20\% with a value of 5524.14 and the recurrent and adaptive controller with \( \lambda \) shows similar results with a reduction of more than 22\% and a value of 5327.39. Adjusting \( \lambda \) to a value of 0.3 leads to an increase in the accumulated costs, as is expected since the cost function that is used for the evaluation is only in accordance with the cost function used for training in the case of \( \lambda = 0 \).

The measurement data of the experiments is shown in figure 5.10 for the static controller, in figure 5.11 for the recurrent controller and in figure 5.12 for the adjustable recurrent controller with \( \lambda = 0.3 \). In the application, the target position is approached slower than in simulation, as the controllers have more difficulty to stabilize the tilt angle. This can be seen in small forward backward movements in all three figures in the position graph. These small movements, which are not measurement noise, appear when the system is close to the target position.

Comparing the static controller \( g(x) \) shown in figure 5.10 with the recurrent controller \( r(x, h) \) in figure 5.11, the recurrent controller shows a smaller error on the target yaw angle. Moreover, it avoids spikes in the yaw angle that can be seen for the static controller at around second 72 and 192 of the trajectory. A position error remains for both of these controllers, and is also present for the adjustable controller with \( \lambda = 0 \), therefore we increase \( \lambda \) to 0.3, resulting in a stronger importance on the target position, and less importance on the velocities. The results for this setting, shown in figure 5.12, reveal an improvement in the accuracy of the target position and a faster approach of the target position that is especially visible at seconds 30-40, 110-120 and 150-160 in the trajectory. The error in the yaw angle is also reduced as can be seen comparing the bottom plots of figures 5.11 and 5.12. Due to the higher velocities, however, the accumulated costs increase for \( \lambda = 0.3 \) compared to \( \lambda = 0 \) as can be seen in table 5.4. The state costs \( \sum_t c_x(x_t) \) as well as the total accumulated costs are the highest of all the recurrent controllers for \( \lambda = 0.3 \). Nevertheless, the behavior for \( \lambda = 0.3 \) is subjectively the most appealing for the task at hand. The behavior of the controller is shown qualitatively in figure 5.13 as well, and the behavior in simulation is added in figure 5.14 for
a comparison. Another qualitative impression of the control performance is given in a video at [https://youtu.be/MwVZgRJSnXg](https://youtu.be/MwVZgRJSnXg).

Figure 5.10: Measurement data for an application of a static neural network controller $g(x)$. Units are in meters for the position coordinates $x$ and $y$ (top plot) and radian for $\gamma$ (bottom plot).
Figure 5.11: Measurement data for an application of a recurrent neural network controller $r(x, h)$. Units are in meters for the position coordinates $x$ and $y$ (top plot) and radian for $\gamma$ (bottom plot).
Figure 5.12: Measurement data for an application of an adjustable recurrent neural network controller $r_\lambda(x, \lambda, h)$ with $\lambda = 0.3$. Units are in meters for the position coordinates $x$ and $y$ (top plot) and radian for $\gamma$ (bottom plot).

5.5 Further applications

So far, we trained controllers to drive the MIP to specific locations. Another common application for mobile robots is to follow a moving target or move on
Figure 5.13: Qualitative visualization of a maneuver on the test trajectory of the robot in the application.
Figure 5.14: Qualitative visualization of a maneuver on the test trajectory of the robot in simulation.
a predefined trajectory. The presented controllers are able to follow a moving target by continuously shifting the target position. However, the system is driving behind the target within a certain distance as is seen in a video at https://youtu.be/MwVZgRJSnXg. The controllers are only trained to move to a target with zero velocity. To close the distance between the system and the target, training data including a moving target has to be included. For other tasks, e.g., ascending slopes or avoiding collisions, new training data and therefore new trajectories for that task is required as well.
Discussion

This chapter discusses the results of the last two chapters and clarifies the advantages and disadvantages of the method presented in chapter 3.

Chapter 4 demonstrates through an empirical analysis that trajectory optimization followed by supervised learning and DOI can lead to a superior control performance compared to controllers that are trained using popular statistical methods like reinforcement learning. The statistical methods optimize the accumulated costs of the trajectories in a direct manner, which, in theory, allows them to converge to a local minimum. Due to their statistical nature, reaching a local minimum generally requires a lot of samples and learning can be slow. In practice, the algorithms don’t fully converge to the local minimum unless a lot of time is spent tuning hyper-parameters.

Trajectory optimization with supervised learning on the other side indirectly trains a controller based on demonstrations. Therefore, no theoretical guarantees for the closed-loop performance can be provided. However, the results in this thesis, as well as previous works mentioned in section 2.3.3 that use similar methods, provide empirical evidence that the method can be used successfully to design nonlinear parameterized controllers. The control design using our method requires trajectory optimization and supervised learning, which are both established methods that generally provide good results without requiring a lot of hand tuning. Moreover, the method is divided into multiple successive steps, which adds transparency into the training. It is easier to identify mistakes during the process and a preview of the control
performance is provided after each step. Therefore, we believe that trajectory optimization with supervised learning is currently the method that should be used to train parameterized controllers if there is low tolerance for trial and error.

Moreover, the different methods to train parameterized controllers have different requirements on the problem setting. One advantage of trajectory optimization with imitation learning is that the behavior can be defined using equality constraints. This may lead to ambiguous training data, as is mentioned in section 3.2.1. On the other hand, including equality constraints can be necessary to achieve convergence, as was the case, e.g., for the presented wheeled inverted pendulum problem. A disadvantage of the method is that trajectory optimization requires the model and cost function to be differentiable, which is not required for the statistical methods.

In the previous two chapters, an adaptive controller trained using DOI, was compared amongst others against a static controller trained using behavioral cloning. Chapter 4 shows that the adaptive controller performs better in average as well as in the worst case if the model parameters are uncertain. Chapter 5 provides an application example for which the adaptive controller also shows better performance than the static controller. DOI provides an extension to the behavioral cloning approach that allows an adaptation of the controller to the physical system and can be used, as is done in this thesis, to provide robustness.

The presented extension to make the controller adjustable is aiming towards the application outside of a simulation environment. It adds to the overall package of a method that is suitable for practical applications.
Conclusion and outlook

This thesis deals with the design and application of control laws in the form of nonlinear function approximators. As of writing this thesis, most published research focuses on the field of reinforcement learning to design such controllers. This thesis investigates a different approach, using optimized trajectories and supervised learning. Previous approaches based on those methods were limited to static function approximators.

The main contribution of this thesis is a novel approach to train function approximators with internal state variables for the design of feedback controllers. The internal states allow the controller to adapt to its environment. In this thesis, we use the adaptability to deal with uncertain parameters of the controlled plant. The method is based on the idea of a teaching and a learning agent, found in imitation learning. Both agents are function approximators. The teaching agent has access to the full information that is required to perform optimal actions, whereas the learning agent is trained to perform similar actions without access to the full information, relying on its internal state instead. The method, called disturbed oracle imitation (DOI), is empirically investigated using the example of an overhead crane in simulation and finally used in the practical application for a mobile inverted pendulum.

The empirical evaluations for the simulation example show that the method can outperform algorithms from the fields of reinforcement learning and evolution strategies with regard to the achieved control performance under un-
certain model parameters. The adaptive controller trained using DOI also outperforms a static controller, trained using trajectory optimization and imitation learning, indicating that adding hidden states increased the controller’s robustness.

In the practical application on the mobile inverted pendulum, the adaptive controller trained using our method achieved a better control performance than a static controller trained using a similar method but without DOI. An advantage of our method, that results from using trajectory optimization as an interim step is that equality constraints can easily be included in the optimization to define the behavior of the system. Including equality constraints is not possible with statistical methods like reinforcement learning or evolution strategies. None of the tested statistical methods converged for the mobile inverted pendulum. Furthermore, the new method is less sensitive to changes in the algorithm’s hyper-parameters, making it more suitable for industrial applications.

Additionally, we introduced an extension of the method to allow manual adjustments to the behavior after training the controller. Controllers with a high number of parameters, as is the case for function approximators, usually do not allow simple adjustments after training. We introduce an additional, scalar control input that can be used to manually modify the behavior of the controller during application. The additional input is included in the design of the adaptive controller for the mobile inverted pendulum. The input is adjusted to subjectively enhance the control behavior.

A drawback of the method is that the training using supervised learning does not guarantee convergence to a local minimum for the accumulated costs in the closed-loop. While the method worked reliably in all of our applications, a theoretical foundation would increase the acceptance of the method and could be the topic of further research.

In classic adaptive control, design methods have been coupled with robust control theory to add robustness against unmodeled uncertainties to the adaptive controller, e.g., [54]. Pursuing similar ideas for the use with function approximators could further improve the control performance.
Additional resources for chapter 5

A.1 Rigid body dynamics model for the mobile inverted pendulum

The rigid body dynamics model of a MIP that is derived in Pathak et al. [82] is repeated in the following. The input is a vector of torques applied to the right and left wheels $\tau = [\tau_r, \tau_l]$. The model parameters with description are depicted in table 5.1. The state space model is

\begin{align}
\dot{x} &= \cos(\alpha) \cdot v \\
\dot{y} &= \sin(\alpha) \cdot v \\
\dot{\gamma} &= \dot{\gamma} \\
\dot{\alpha} &= \dot{\alpha} \\
\ddot{\alpha} &= f_5(x) + g_5(x)(\tau_r + \tau_l) \\
\dot{v} &= f_6(x) + g_6(x)(\tau_r + \tau_l) \\
\ddot{\gamma} &= f_7(x) + g_7(x)(\tau_r - \tau_l)
\end{align}

(A.1a) \quad \text{(A.1b)} \quad \text{(A.1c)} \quad \text{(A.1d)} \quad \text{(A.1e)} \quad \text{(A.1f)} \quad \text{(A.1g)}
with the abbreviations

\[ D(\alpha) = \left( -M_b^2 - 2M_wM_b c_z^2 + 2I_{yy}M_w - I_{yy}M_b \right) R^2 \]
\[ + M_b^2 \cos^2(\alpha) c_z R^2 - 2M_b c_z^2 I_{wa} - 2I_{yy}I_{wa} \]  
(A.2a)

\[ G(\alpha) = (M_b c_z^2 + I_{xx} + 2I_{wd} + 2b^2M_w)R^2 + 2b^2I_{wa} \]
\[ + (-M_b c_z^2 + I_{zz} - I_{xx})R^2 \cos^2(\alpha) \]  
(A.2b)

\[ K(\alpha) = M_b R^2 c_z \sin(\alpha) \left( -4I_{yy} - 3M_b c_z^2 + I_{xx} - I_{zz} \right) \]
\[ + M_b R^2 c_z \sin(3\alpha) \left( I_{xx} - I_{zz} + M_b c_z^2 \right) \]  
(A.2c)

\[ H = \left( \frac{1}{2} M_b R^2 + M_w R^2 + I_{wa} \right) (I_{zz} - I_{xx}) \]
\[ - M_b c_z^2 (M_w R^2 + I_{wa}) \]  
(A.2d)

\[ f_5(x) = \frac{\sin(2\alpha) \gamma^2 H - M_b c_z g \sin(\alpha) (M_b R^2 + 2(I_{wa} + M_w R^2))}{D(\alpha)} \]
\[ + \frac{M_b^2 c_z^2 R^2 \sin(2\alpha) \dot{\alpha}^2}{2D(\alpha)} \]  
(A.3a)

\[ f_6(x) = K(\alpha) \gamma^2 \]
\[ + \frac{M_b c_z R^2 g \sin(2\alpha) - 2 \sin(\alpha) \dot{\alpha}^2 M_b R^2 c_z (I_{yy} + M_b c_z^2)}{2D(\alpha)} \]  
(A.3b)

\[ f_7(x) = \frac{-R^2 \gamma}{G(\alpha)} \left( \sin(2\alpha) \dot{\alpha} (I_{xx} - I_{zz} + M_b c_z^2) + \sin(\alpha) M_b c_z v \right) \]  
(A.3c)

\[ g_5(x) = \frac{M_b R^2 + 2M_w R^2 + 2I_{wa} + M_b \cos(\alpha) c_z R}{D(\alpha)} \]  
(A.4a)

\[ g_6(x) = - \frac{R \left( M_b \cos(\alpha) c_z R + I_{yy} + M_b c_z^2 \right)}{D(\alpha)} \]  
(A.4b)

\[ g_7(x) = \frac{R b}{G(\alpha)}. \]  
(A.4c)

**A.2 Simulation plots for high cost trajectories**

Figures [A.1] and [A.2] show the simulated trajectories that provide the worst above optimal costs \( J_{\text{max},c} \) for the controllers \( g(x, p) \) and \( r(x, h) \) respectively.
Figure A.1: The position coordinates \((x_t, y_t)\) for simulations, starting at an initial state that produces high costs for the controller \(g(x, p)\). One marker is placed every 0.1s of the trajectory.
Figure A.2: The position coordinates \((x_t, y_t)\) for simulations, starting at an initial state that produces high costs for the controller \(r(x, h)\). One marker is placed every 0.1s of the trajectory.
A.3 Target positions for the application comparison

The target positions for the application, used in section 5.4.2. The values were generated randomly and rare displayed rounded to the 3rd decimal place.

\[
\begin{align*}
[x_0, y_0, \gamma_0] &= [-0.014, -0.365, 0.505] \\
[x_1, y_1, \gamma_1] &= [0.800, 0.239, 2.691] \\
[x_2, y_2, \gamma_2] &= [-0.137, 0.358, -1.589] \\
[x_3, y_3, \gamma_3] &= [-0.858, -0.332, -0.880] \\
[x_4, y_4, \gamma_4] &= [0.232, -0.089, -0.461] \\
[x_5, y_5, \gamma_5] &= [-0.767, -0.243, -2.175] \\
[x_6, y_6, \gamma_6] &= [0.247, 0.427, -2.132] \\
[x_7, y_7, \gamma_7] &= [-0.594, 0.420, -0.437] \\
[x_8, y_8, \gamma_8] &= [-0.321, -0.096, 1.162] \\
[x_9, y_9, \gamma_9] &= [-0.587, -0.335, -0.426]
\end{align*}
\]
Bibliography


